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Common Misunderstandings About the 
Internal-Rate-of-Return and Net 
Present Value Economic Analysis 
Methods 
Martin Wohl, Department of Civil Engineering, Carnegie-Mellon University, Pittsburgh 

Engineering economy and benefit/cost analysis manuals usually include 
the net present value and internal-rate-of-return methods for the analysis 
of mutually exclusive alternatives and, more times than not, contend that 
both methods, if properly applied, will invariably lead to the same eco· 
nomic decisions. However, it can be demonstrated that such a view is in· 
correct, as a general rule, and that use of the internal-rate-of-return method 
can lead to incorrect or ambiguous economic decisions. Accordingly, the 
purpose of this paper is to define the specific cases and situations in 
which application of the rate-of-return method will lead to incorrect or 
ambiguous economic decisions as well as to demonstrate why the net pres
ent value method is preferable and to explain the underlying reasons for 
the differences. Numerous examples will be employed to illustrate the 
various cases and underlying principles. 

Among the more common methods of economic analysis 
used by engineers to judge the economic worth of mu
tually exclusive alternatives are net present value 
(NPV), benefit/cost ratio, and internal rate of return. 
Economists, however, have long warned about the dan
gers of using the internal-rate-of-return method for 
analyzing mutually exclusive alternatives. Specifically, 
use of the internal-rate-of-return method can lead to in
correct economic decisions when the alternatives are 
ranked in improper order or when multiple solutions 
(i.e., multiple internal rates of return) are encountered. 
Unfortunately, most engineering economy textbooks de
emphasize these drawbacks and, as a consequence, prac
titioners have been misled about the desirability of em
ploying the internal-rate-of-return method in the analysis 
of mutually exclusive alternatives. Therefore, a clari
fication of these and other related aspects is desirable. 

THE INTERNAL-RATE-OF-RETURN 
METHOD AND RANKING CRITERIA 

Once a set of mutually exclusive alternatives has been 
specified (to include, implicitly or explicitly, the null 
alternative), the stream of costs and benefits for each 
must be estimated year by year over a common analysis 
period or planning horizon. In turn, the alternatives 
must be ranked fJ.·om lowest to highest. The usual 
(though not necessarily best) criterion is to rank them 
in ascending order with respect to the costs for the ini
tial year; also, if the costs for the initial year of all (or 
some) alternatives are equal, then order those that have 
equal costs for the initial year in descending order with 
respect to the benefits in the following year. 

A cutoff rate or minimum attractive rate of return 
(MARR) must be specified. This interest rate indicates 
the effective annual yield of the opportunities that will be 
foregone if the resources are used for one of the alter
natives being analyzed. In essence, the analyst is 
merely trying to ensure that at least one of the alter
natives being analyzed will provide a yield at least that 
high. Otherwise, other opportunities should not be fore
gone. Thus, the MARR can be regarded as the oppor-

tunity cost of capital for both borrowing and lending situ
ations. 

The analysis proceeds in stepwise fashion. We must 
first determine the lowest-ranked alternative that has an 
internal rate of return at least as high as the MARR. 
Thus, we determine the internal rate of return for al
ternative 1 (i.e., the lowest-ranked one) such that: 

n n 

~ B1,1/0 + ri)' = ~ C1,t!O + r,)1 

t=o c=O 

where 

B1,1 =the benefits for alternative 1 during year t, 
C1,, =the costs for alternative 1 during year t, 

(I) 

n =the number of years in the analysis period, and 
r 1 = the internal rate of return. 

It can be seen that the internal rate of return is simply 
the interest rate at which the NPV of alternative 1 is 
zero. (The above formulation implies that the null al
ternative has zero benefits and costs over the n-year 
analysis period.) If the internal rate of return (r1) is 
equal to or greater than the MARR, then the alternative 
is regarded as acceptable. If not, it is rejected and the 
next-higher-ranked alternative is examined for its ac
ceptability, and so forth, until the lowest-ranked ac
ceptable alternative is identified. 

After the lowest-ranked acceptable alternative is iden
tified, then an incremental analysis is used to deter
mine the acceptability of higher-ranked alternatives. 
Assuming (for simplicity) that alternative 1 is found to 
be acceptable, we then determine the incremental rate 
of return on the increments in benefit and cost between 
alternatives 1 and 2 (ry, or A rate of return) such that 

:t (B,,, - B1,1)/(J + T1 /2)1 = :t (C2,1 - C1,1)/(l + T1 12)1 (2) 
t=O t =o 

where B.,1 and Cx,1 are the benefits and costs for alter
native x during year t. Rearrangement of the terms in 
Equation 2 shows that the incremental rate of return is 
simply the interest rate for which the NPV of alternative 
1 is just equal to the NPV of alternative 2. If the incre
mental rate of return (r'h) is equal to or greater than the 
MARR, then the higher-ranked alternative is deemed to 
be better than the lower-ranked alternative (i.e., alter
native 1 is rejected in favor of alternative 2). In turn, 
the incremental rate of return for the next-higher-ranked 
alternative as compared to alternative 2 (r21) would be 
computed to determine which is preferable. However, 
if r'h is less than the MARR, then alternative 2 would be 
rejected and the next paired analysis would be conducted 
between alternatives 1 and 3. That is, we would deter-

1 
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mine whether r,13 was equal to or greater than the MARR. 
Analysis is continued in pairs for all higher-ranked 

alternatives until the highest-ranked alternative that has 
an incremental rate of return at least as high as the 
MARR is identified. That highest-ranked alternative 
will then be the best alternative, economically speaking. 

MULTIPLE RATE PROBLEM FOR THE 
INTERNAL-RATE-OF-RETURN 
METHOD 

Multiple solutions for the internal-rate-of-return method 
can arise in one of two ways. The first can occur when 
especially heavy costs are expected in the future (for 
example, rolling stock replacement or guideway resur
facing, rehabilitation, or restoration). The guideway 
resurfacing, rehabilitation, and restoration situation is 
especially pertinent for many existing roadways and 
bridges and provides a typical example in which multi
ple rates probably would occur; this is particularly true 
if roadway or bridge repairs cause some or all of the 
lanes to be closed during resurfacing, rehabilitation, or 
restoration. The example in Table 1 illustrates this 
first case. 

The maximum number of internal rates of return can 
be determined from an inspection of the variation in the 
net cash-flow stream. The right- hand column in Table 
1 shows the estimated year-by-year net be nefits (B1, 1- C1). 

Applying Descartes' rule of signs, the number of sign 
changes that occurs over the 30-year horizon indicates 
the maximum number of positive rates of return that can 
result. In this case, the net benefits changed signs 
three times, thus indicating that as many as three posi
tive solutions or internal rates of return could occur. 

The second and probably more frequent case in which 
multiple internal rates of return can occur is with incre-

Table 1. Costs and benefits for two-stage improvement of an 
existing bridge. 

End of Year t B,/($000s) c,,,"($OOOs) B,_. -C1.1($000s) 

0 50 -50 
1 61 55 +6 
2 63 0 +63 
3 65 0 +65 

9 77 0 +77 
10 79 705 -626 
11 81 610 -529 
12 83 495 -412 
13 85 0 +85 

29 117 0 +117 
30 119 0 +119 

' Benefits in year t, net of annual operating and maintenance costs. 
bNonrecurring capital outlays in year t. 

Table 2. Rate-of-return analysis for two oil pump alternatives. 

Year t 

0 
l 
2 

Alternative 1 ($000s) 

0 
70 
70 

c,,, 

100 
0 
0 

Alternative 2 ($000s) 

0 
115 

30 

110 
0 
0 

Note: The internal rate of return for alternat ive x (r") would be the interest rate at which 
the discounted benefits just equal the discounted costs; the formulation would be 
the same as that shown in Table 1. In alternative 1, r1 = 25.69 percent; in alterna· 
tive 2, r 2 = 26. 16 percent. The internal rate of return for the incremental benefits 
and costs between alternatives 1 and 2 (r112 ) would be the interest rate at which the 
NPV of alternative 1 is just equal to the NPV of alternative 2. 

mental rate-of-return analysis for pairs of alternatives. 
This possibility is more common than we might be led 
to believe. It could apply, for instance, when higher 
initial outlays lead to different benefit-accrual patterns 
or when the future cost-outlay patterns for two alterna
tives are different. The example given in Table 2 illus
trates the former situation and might be applicable if, 
say, a firm is deciding between two different oil pumps 
for the extraction of oil from a well. The more expen
sive pump would permit the oil to be extracted quicker 
and slightly increase the total amount of oil extracted. 
In this instance, there is a single internal rate of return 
for each alternative (analyzed separately), but there are 
two solutions, or internal rates of return, associated 
with the incremental costs and benefits between alterna
tives 1 and 2. 

As a general proposition, both of these cases can and 
do arise. Yet, Grant and others argue(!_, p. 560): 

It cannot be emphasized too strongly that [multiple solution] cases such 
as those illustrated in [our examples] are the exception rather than the 
rule. They occur chiefly in the mineral industries and the petroleum in
dustry; even there they arise only in rather specialized circumstances. 

Similarly, Winfr~y assumes away the multiple-solution 
problem for the internal-rate-of-return method by say
ing (2, p. 161), "Since the situation of two or more rates 
of return is so infrequent, there is no need to outlaw the 
rate-of-return method, a highly useful and understand
able method of analysis." Newnan echoes this view, 
saying (3, p. 138): "In certain rare situat ions we find 
that solution of a cash-flow equation results in more than 
one positive rate of return." 

Such instances are not necessarily exceptional, in
frequent, or rare. Rather, for highways or bridges, 
which may require heavy outlays for reconstruction or 
replacement in future years, as well as for transit sys
tems, which may require costly rolling stock replace
ment or rehabilitation every 10-30 years, the possibility 
of multiple rates of return is high, if not the typical ex
pectation. 

Analysts tend to regard especially high or low internal
rate-of-return values as being unrealistic or inappropri
ate. For example, most of the advanced pocket calcu
lators that are preprogrammed to calculate the internal 
rate of return for a cash-flow stream identify only the 
lowest positive internal rate of return and thus ignore 
all others and imply their irrelevance. To the contrary, 
all multiple rates are valid and should be considered. 

THE FALLACY IN MANY ENGINEERING 
ECONOMIC TEXTBOOKS 

Many engineering economic textbooks incorrectly claim 
that all analys is methods (such as the NPV, benefit/cost 
ratio, and internal rate of return), when properly applied, 
lead to identical ranking of alternatives. For instance, 
Grant and others say (! ... p. 117) 

Once a particular [MARR] is selected for the comparison of alternatives, 
a correct analysis of relevant rates of return will invariably lead to the 
same conclusion that will be obtained from a correct annual cost com
parison or a correct present worth comparison. 

Winfrey echoes the above position, saying (2, p. 123)~ 
"When properly applied in accordance with their limita
tions, each method will give a reliable result for eco
nomic evaluation and for project formulation." In a 
more recent article, he reiterates (4, p. 37): "All 
methods will give the identical selection of the alterna
tive of greatest economy when the procedures of analysis 
are correctly chosen and properly used." 
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Figure 1. NPV at different MARR for the bridge alternative 
described in Table 1. 

+NPV (in $1000's) 

+785 

0 

To explore this claim of engineering economists, let 
us consider two examples, the first given in Table 1 and 
the second in Table 2. 

The data in Table 1 represent the expected year-by
year costs and benefits associated with undertaking a 
specified course of action over a 30-year analysis period 
or planning horizon. The numbers appear somewhat 
typical for previously built highways or bridges that now 
are in need of repair, restoration, or replacement, or 
they could apply to a transit system that plans to extend 
its lines in the future. In this case, assume that a com
munity has an old bridge that is in imminent danger of 
collapse. In turn, the public works department was or
dered by the city council to analyze the various repair 
strategies that would ensure safe operation of the bridge 
for the next 30 years and to evaluate the economic worth 
of each , relative to the null or abandomnent alternative. 
Among the possibilities are (a) make minor repairs to 
the bridge now and a major overhaul 10 years later or 
(b) completely overhaul the bridge now. The appropriate 
benefit and cost data for the first of these two alterna
tives are given in Table 1. Presumably, the second al
ternative would have higher initial outlays and thus would 
be analyzed in terms of the incremental benefits and 
costs after the first alternative has been analyzed in 
terms of its acceptability. 

Accordingly, the data in Table 1 represent the incre
mental costs and benefits for the first alternative rela
tive to bridge abandonment. In turn, we can calculate 
the internal rate of return for this lowest-cost alterna
tive. The discounted internal-rate-of-return method, 
properly applied, would yield three rates of return in 
this instance: 8.52, 18.66, and 73.57 percent. First, 
all of these solutions or rates are correct. Internal 
rates of return (r1) = 8.52, 18.66, and 73.57 percent, 
where r 1 is the interest rate (or rates) that satisfies the 
following identity: 

30 30 

~ B1,,/0 + r1)' = ~ C1,,/0 + r1)' (3a) 
t=o t=O 

or 

30 

~ (B 1,, - C1,1)/(l + r 1)' = 0 (3b) 
t=o 

That is, they represent the interest rates for which the 

NOT TO SCALE 

NPV of this alternative is zero. Second, in the absence 
of any other information, how do we interpret these 
rates? Suppose, for instance, that the appropriate 
MARR is judged to be approximately 10 percent. Then, 
by using just theinternal-rate-of-return figures, we will 
obtain either an ambiguous answer or an incorrect one. 
That is, we presumably would incorrectly regard the 
alternative as acceptable (since both 18.66 and 73.57 per
cent are higher than the MARR) or would incorrectly re
gard the decision as ambiguous. 

By conh ·ast, if we had simply computed the NPV (or 
discounted benefits minus discounted costs) for the stated 
MARR of 10 percent, we would have learned that the 
NPV was negative and thus that the minor bridge repair 
alternative was economically infeasible and should be 
rejected. Specifically, for a MARR of 10 percent, the 
NPV would be equal to -$14 140. In addition, the 
benefit/cost ratio for this alternative would be 0.981 
(or less than 1.0, indicating rejection) at an interest rate 
of 10 percent. In sum, we see that all methods of analy
sis do not invariably provide either identical or sound 
conclusions. The NPV and benefit/ cost ratio methods 
are conclusive and unambiguous; the internal-rate-of
return method is ambiguous and inconclusive. 

Moreover, in this situation the internal-rate-of-return 
method could have led us astray for a wide range of cir
cumstances. In Figure 1, a plot of the appropriate NPVs 
versus the interest rate is shown for the full range of 
interest possibilities. Clearly, if the appropriate MARR 
was deemed to be between 8.52 and 18.66 percent, then 
an analysis that did not reject this alternative would be 
incorrect-a result that would not necessarily result 
from strict application of the internal-rate-of-return 
method. 

A Simplified Example 

Now, let us review the circumstances for another ex
ample situation, one involving overall analysis as well 
as incremental analysis between a pair of alternatives. 
The particular example was chosen for clarity and to 
minimize calculations and is given in Table 2. It deals 
with two investment alternatives, each having two-year 
cost and benefit streams, as shown. The additional ini
tial investment (of alternative 2 over alternative 1) will 
permit earlier recovery of the overall gains, as well as 
lead to slightly higher two-year gains (measured in cur
rent or undiscountecl dollars). 

To apply the internal-rate-of-return method, we first 
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Figure 2. NPV at different MARR for the two (oil pump) 
investment alternatives described in Table 2. 

+NPV (in $1000's) 

+40 

+35 

' ' ' 

need to specify the MARR. Let us assume it is 15 per
cent. Next, we calculate the internal rate of return for 
the lowest-cost alternative and then ask whether the rate 
is at least as high as the MARR. (This is the first step 
in a ns wering the question, " Is any alternative worth 
undertaking ?") Since the inte . .rnal rate of return for al
ternative 1 (25.69 percent ) is higher tha n the MARR, al
ternative 1 is judged to be acceptable, economically. In 
turn, we must calculate the incremental internal rate of 
return (ry) associated with the incremental costs and 
benefits between alternatives 1 and 2, the latter being 
the higher initial-cost alternative. That is, ry, is the 
discount rate that satisfies the following identities: 

2 ' L CB2,t - B,,, )/(! + r112l' = L CC2,1 - c,,,)/(l + f112l' (4) 
1=0 <• O 

or 

2 2 

L CB1,t - C1,1l/(l + r112l' = L (B2,t - C2,1l/(l + r112l' (5) 
t=O t=o 

The internal rate of return for the incremental costs 
and benefits is not a single rate but two of them-21.92 
and 228.08 percent. Since both of these rates (ex
amined without any other information) are greater than 
the MARR, the analyst would presumably regard alter
native 2 as being more attractive than alternative 1, 
economically speaking. Or, the decision would be re
garded as ambiguous. 

However, neither of the above conclusions would be 
correct. For instance, the NPV method will show that 
for a MARR of 15 percent the NPV of alternative 1 is 
$13 800 as compared to only $12 684 for alternative 2, 
thus unambiguous l y indicating the p1·eferability of alter
native 1. Similarly, if the benefit/cost ratio method had 
been used, the ratio for alternative 1 would have been 
1.138 for an interest rate of 15 percent; thus, alternative 
1 is acceptable. In turn, the incremental benefit/ cost 
ratio for the increments in benefits and costs between 
alternatives 1 and 2 can be shown to be 0 .884, or less 
than 1.0, thus indicating that alternative 2 should be re
jected. Accordingly, it is obvious that the various analy
sis methods do not invariably lead to the same sound 
conclusions about which alternative is best. Moreover, 
the situation would be even more perplexing if the MARR 
were, for example, about 25 percent. In this instance, 
use of the internal-rate-of-return method would lead to 
the acceptance of alternative 1 (since r 1 is greater than 

' ' 

NOT TO SCALE 

Alternative l (Small Oil Pump) 

·------··· ·- Alternative 2 (Larger Oil Pump) 

228.08% 

the MARR) but would provide little guidance about the 
acceptability of the higher-cost alternative, since one of 
the incremental rates of return is less than the MARR 
and one is higher. By contrast , either the NPV or 
benefit/ cost ratio methods would have shown that alter
native 2 is unambiguous ly the best choice for a MARR 
of 25 percent (see Figru·e 2). 

Reasons for Different Conclusions from 
Different Methods 

We saw that the internal-rate-of-return and NPV methods 
sometimes lead to conflicting decisions about which al
ternative is best. In turn, we should ask, Which method 
gives correct results? Why can and do the results 
sometimes differ? 

To begin, it seems appropriate to -emphasize the ob
jective of the analyst (or investor )-maxim ize the net 
gains or profits to be accrued over the analysis period 
or planning horizon. That is, we wish to identify which 
project will maximize the surplus that a firm or com
munity will accrue over the analysis period. Accord
ingly, the economist has argued that the NPV (computed 
at the MARR) is a simple a nd unrn istakable indicator of 
a project's profitability and that the project that has the 
highest positive NPV will be the best, economically 
speaking. Moreover, the internal rate of return will 
sometimes prove to be a misleading indicator of profit
ability. 

Consider again the example in Table 2. Given these 
two alter natives (relative to investing in neither), which 
would accrue the highest profit or surplus by the end of 
year 2? The answer involves two aspects: (a) the MARR 
or opportunity cost of capital, which informs us about 
the yield possibilities that we must forego if we invest 
in a lternative 1 or 2, and (b) the po si.ble uses of any net 
revenues or benefits that are accrued prior to the end of 
the two-year analysis period. For the first aspect, and 
again assuming that the MARR is 15 per cent, to invest 
$ 100 000 in alternative 1 would mean that we would 
forego the opportunity to accumulate $132 2 50 by the 
end of year 2. But, by foregoing this opportunity and 
investing in alternative 1, we would accrue annual net 
earnings of $70 000 at the end of years 1 and 2. Obvi
ously, though, if we had invested in alternative 1, the 
first-year earnings of $ 70 000 would be reinvested dur
ing the second year rather than sit idle. A reasonable 
assumption is (as is implicit with the NPV method) that 
these ea1·ly-year earnings would be reinvested at the 
MARR (which, after all, represents a best estimate of 
the potential yield of any outside opportunities). Ac-



cordingly, if the first-year earnings of $ 70 000 were 
reinvested at 15 percent, one year later we would have 
accumulated $ 80 500 (or $ 70 000 plus $10 500 in yield) 
9lus of course the $ 70 000 that was generated in the 
second year by the initial investment. Altogether then, 
an investment in alternative 1 would require us to forego 
$132 2 50 and instead to accumulate $150 500 during the 
same two- year period. The profit or net gains to be ac
cumulated by the end of two years would be $18 250 (or 
$150 500 less $132 250). A similar analysis can be 
carried out for alternative 2, again for a MARR of 15 
percent. For an investment in alternative 2, we would 
accumulate total earnings of $162 250 by the end of year 
2 and would forego the opportunity to earn $145 47 5. 
Thus, the profit accrued by the end of the two-year 
period would be $16 775. 

Both inves tment alternatives are profitable (relative 
to investing in neither); however, alternative 1 is more 
profitable than alternative 2. Moreover, this is the 
same result (i.e., decision) that was obtained from NPV 
analysis, a result that is hardly s urpris ing s i11ce (in the 
pa.rlance of engineering economy) the NPV is exactly 
equivalent to the net future worth when the latter is mul
tiplied by the single-payment present-worth factor. 
That is, 

NPV for alternative 1 (at 15 percent) = (net future worth) 
x (p IF, 15 percent , 2) = ($18 250) x (1.15)- 2 = $ 13 800. 

NPV for alternative 2 (at 15 percent) = (net future worth) 
x (Pl F, 15 percent, 2) = ($16 775) x (1.15)- 2 = $12 684. 

where PI F = the present worth given the future value. 
That is, if a project has the highest positive net future 
worth, then it also will have the highest positive NPV. 
By contrast, for a MARR of 15 percent, the internal
rate-of-return method would lead to the conclusion that 
alternative 2 was the most profitable or that the choice 
was ambiguous. Moreover, when using the internal
rate-of-return method, such a confusing result would 
surely be forthcoming for any MARR value below 21.92 
percent (and probably for any value up to 25.69 percent). 
All in all, the NPV method leads to correct results, 
whereas the internal-rate-of-return method sometimes 
provides incorrect or ambiguous ones. 

The internal-rate-of-return method sometimes gives 
misleading results or ones that differ from those ob
tained by using either NPV or benefit/cost ratio calcu
lations because of different assumptions about reinvest
ment of early-year benefits or revenues. [For extensive 
coverage of this point, s ee articles by Hirshleifer, 
Lorie and Savage, Renshaw, and Solomon (5).] To use 
the internal-rate-of-return method is to assume im
plicitly that earnings accrued prior to the end of the 
analysis period are reinvested at the internal rate of 
return for the remaining years. To use the NPV (or 
benefit/ cost r a tio) method is to assume implicitly that 
prior-year earnings ai·e reinvested at the MARR (or op
portunity cost of capital) for the remaining years . In 
the Table 2 example, for instance, use of the NPV 
method implies that the $115 000 first-year earnings 
of alternative 2 were reinvested at the MARR (of 15 per
cent) during the second year; however, the internal-rate
of-return method implied that these same earnings were 
reinvested at a rate of 26.16 percent during the second 
year-no wonder the results were different in this case. 
Also, for this example, the internal-rate-of-return 
method would imply that theiirst-year earnings for 
alternative 1 would be reinvested at 25.69 percent, but 
those for alternative 2 would be reinvested at 26.16 per
cent. Such an asswnption would be nonsensical on two 
grounds. For one, Why should the reinvestment rate 
differ from one alternative to another? Should they not 
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be equal? For another, we should recognize that the 
MARR is the indicator of our other investment or rein
vestment opportunities and that the MARR has no neces
sary relationship to the internal rate of return . 

Some engineering economists argue the inappropriate
ness of considering reinvestment possibilities for any 
revenues or benefits that are accrued prior to the end of 
the planning horizon (such as those accrued at the end of 
year 1 for alternatives 1 and 2 in Table 2). Winfrey, for 
example, says(~, pp. 162-163) 

It is most difficult to convince the layman that his rate of return on a 
given investment is dependent upon how he reinvests return from that 
investment; neither does it seem logical when comparing possible invest
ment alternatives that the choice of investment could depend upon how 
the return from each alternative would be reinvested. 

Accumulated profit or net gain over the entire investment 
period is clearly related to and thus dependent on rein
vestment of revenues or benefits gained along the way; 
thus, no wise inves tor will choos e to ignore them. Let 
us demonstrate the point by a s omewhat contrived (yet 
appropriate) example. [Another interesting example 
and discussion of this same aspect appears in Mishan 
(6, p. 225).J Suppose, for instance, that we want to bor
row $70-90 now and that, in turn, we go to the ABC 
Loan Company to request one of the two following loans, 
as shown in Table 3: 

1. A $70 loan now to be paid back in two installments, 
the first one of $ 7 5 one year from now and the second of 
$70 ten years from now; or 

2. A $90 loan now to be paid back in two installments, 
the first one of $115 one year from now and the second 
of $ 5 ten years from now. 

Assume that the ABC Loan Company estimates its MARR 
to be 8 percent and that the company wishes to know 
which loan plan (if any) would be most profitable. In 
turn, let us assume that the ABC Loan Company prefers 
to use the internal-rate-of-return method and calculates 
the various rates of return, as shown in Table 3. Ac
cordingly, the company notes that loan plan 1 has an in
ternal rate of return (r 1) of 22 .84 percent and thus is ac
ceptable (since it is larger than the MARR of 8 percent). 
Next, the company notes that the incremental rates of 
return (ry,) of 16.26 percent and 99 .35 percent are both 
higher than its MARR, thus suggesting that loan plan 2 
is better than loan plan 1 or that the choice is ambiguous. 
However, if the company had used either the NPV method 
or the benefit/cost ratio method, it would have discovered 
that loan plan 1 and not plan 2 is clearly best, as shown 
in the calculations below. In fact, the data in Figure 3 
will show that loan plan 1 is better for the ABC Loan 
Company whenever its MARR value is below 16.26 per
cent. 

NPV Method 

Loan plan 1 

[NPV 1, 10 ) 8% = $31.87. 

Loan plan 2 

[NPV2 , 10 ] 8% = $18.80. 

Benefit/ Cost Ratio Method 

Loan plan 1 
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Loa n plan 2 

[BCR2, 10] 63 = 1.209. 

Comparison of loan plans 1 and 2 

[BCR v,, 10] 63 = 0.347. 

Again, the differences between the NPV and internal
rate-of-return meU1ods (in indicating the best alternative 
for a MARR of 8 per cent) s tem from the different as
sumptions with respect to reinvestment. First, the re
investment possibilities for the payback amounts re
ceived in year 1 should not be ignored. The $ 7 5 re
ce ived in year 1 for plan 1 or the $115 r ece ived for plan 
2 would not be ignored or placed in a drawel' for the re
maining nine years. Rather, they would be reinvested 
in other investment opportunities or in early (rathe1· than 
late r) year enjoym ent . The most reasonable assumption 
(in the abs ence of other information) is that these yearly 
earnings will be reinvested at the MARR. 

Second, if the year-1 payback amount of $75 for plan 
1 were to be reinvested at our assumed MARR of 8 per
cent for the remaining 9 years, then by the end of year 
10 the ABC Company would accumulate $149 .93, which 
can then be added to the 10th year payback amount of 
$70. Thus, the accumulated earnings will be $219.93 
by the end of year 10 if the early-year earnings are re-

Table 3. Two loan and payback possibilities from the ABC Loan 
Company's viewpoint. 

Loan Plan 1 Loan Plan 2 

Loan Payback Loan Payback 
Amount Amount Amount A mount 

Year t ($) ($) ($) ($) 

0 - 70 - 90 
1 0 +75 0 ' 11 5 
2 0 0 0 0 
3 0 0 0 0 
4 0 0 0 0 
5 0 0 0 0 
6 0 0 0 0 
7 0 0 0 0 
8 0 0 0 0 
9 0 0 0 0 

10 0 +70 0 +5 

Note: For loan plan 1, r, = 22.84 percent; for loan plan 2.r2 = 28.37 percent; r 112 = 
16.26 and 99 35 percent for loan plans 1 and 2. 

Figure 3. NPV at different MAR Rs for the two ABC Loan Company +NPV 
plans described in Table 3. 

+75 

+30 ' 
\. 

invested at 8 perce nt . These accumulated earnings 
($ 219 .93) when discounted to their present value at 8 
percent a nd balanced against the $ 70 initial inves tment 
will be exactly equal to the NPV of $31.87 shown in 
Table 3. This proves that the NPV method implicitly 
assumes that any early-year ear nings are reinvested at 
the MARR . That is, if r is the reinvestment rate for the 
year-1 earnings, then at 8 percent the NPV of the ac
cumulated 10-yea r earnings less initial costs would be 
a s follows : 

([$75 (1 + r) 9 + $70 J/(l.08)1 0 
- $70} = $31.87. 

This identity would hold only for a reinvestment rate (r) 
equal to 8 percent. 

Third, it can be shown that, for the internal-rate-of
return method, early-year earnings are assumed to be 
reinvested at the i nternal rate of return. If this is true , 
then for plan 1 the first-year payment of $75 is reinvested 
for the r ema ining 9 years at 22.84 percent, thus a ccu
mulating $ 477 .66 by the end of 10 years , to be added to 
the 10th year payment of $70. The accumLLlated 10-year 
earnings will be $ 477 .66 + $ 70 = $ 547 .66 (e .g ., 
$547.66 = $ 75(1.2284)9 + $70]. These a ccumulated 
earnings when discounted to their present value will 
be identical with the initial investment of $ 70 only for 
an interest rate of 22 .84 percent, the internal rate of 
return. In short, this proves that the early-year earn
ings were assumed to be reinvested at the internal rate 
of return, an assumption that is clearly different from 
that used for the NPV method. Moreover, if the early
year earnings were reinvested at any reinvestment rate 
other than the internal rate of return, the 10-year ac
cumulated earnings when discounted at the internal rate 
of return would not be equal to the discounted costs 
(which in this case were equal to the initial loan amount). 

Given that we have proved that the internal-rate-of
return method uses the internal rate of return as the re
investment rate and that the NPV method used the MARR 
as the reinvestment rate, we can be more e:iq>licit about 
the confusion in applying the internal-rate-of-return 
method to the selection of the best loan plan in Table 3. 
Note first that plan 1 has an internal rate of return of 
22.84 percent, and plan 2 has a rate of 28.37 percent. 
As a cons equence, the method assumes that the year-
1 payment for plan 2 can be reinves ted at a higher rate 
than can the year-1 payment for plan 1. What rationale 
is there for assuming different reinvestment rates for 

' \. 

' ' 

NOT TO SCALE 

Loan Pl an 1 

- - - - Loa n Pla n 2 

MARR or i* 



earnings that are accrued at the same point in time? 
None, By the same token, in the computation of the in
cremental rates of return, we assumed that the differ
ence infirst-year payments (or $115 - $75) was rein
vested at either 16.26 percent or 99 .3 5 percent-again, 
an assumption without rationale and one that is very 
different from that used to analyze separate projects. 

Rate of Return for a Reinvestment Rate 
Equal to MARR 

If identical assumptions are made about reinvestment for 
all methods, then invariably the same conclusions will 
result. As noted before, both the NPV and benefit/cost 
ratio methods assumed that the MARR would be the 
proper reinvestment rate. Thus, let us use the same 
reinvestment assumption for the rate-of-return method 
and then compare the results. That is, we will assume 
that early-year earnings are reinvested at the MARR and 
then determine the interest rate at which the discounted 
accumulated earnings just equal the discounted costs. 
However, the resultant interest rate, strictly speaking, 
will reflect more than internal earnings and thus will be 
designated by an R. instead of an r.. This Rx value 
will represent the effective yield to be obtained overthe 
analysis period and will be equivalent to the internal 
rate of return only in exceptional cases. [This ad
justed rate-of-return value has been termed the 
"equivalent rate of return" by Solomon (5, p. 74) and the 
"reinvestment-corrected internal rate of return" by 
Mishan (6, p. 228).J 

Let us apply this procedure to the loan example in 
Table 3. Again let us assume that the MARR, and thus 
the reinvestment rate, for early-year earnings is 8 per
cent. Accordingly, the calculations would be as follows: 

Effective Rate of Return (R1) for 
Loan Plan 1 

Accumulated 10-year earnings = $75(1.08)9 + $70 = 
$219.93. 

In turn, find R1 such that the discounted earnings are 
just equal to the discounted costs, or 

$219.93/(1 + R1>1°= $70; 

thus, R1 is equal to 0.1213 or 12.13 percent. 

Effective Rate of Return (R2) for 
Loan Plan 2 

Accumulated 10-year earnings = $115(1.08)9 + $ 5 = 
$234.89. 

In turn, find R2 such that the discounted earnings are 
just equal to the discounted costs, or 

$234.89/(1 + R2)10 = $90; 

thus, R2 is equal to 0.1007 or 10.07 percent. 
In this case, one in which the modified- or effective

rate-of-return method uses a reinvestment-rate assump
tion that is identical to that used in the NPV and benefit/ 
cost ratio methods, the outcome and conclusions will be 
identical for all methods. That is , loan plan 1 provides 
an acceptable rate of return (Le., one that is higher than 
8 percent) and has a yield that is higher than that for 
plan 2. We also could have computed the modified or 
effective rate of return on the increments in costs and 
benefits between plans 1 and 2, although the step is un
necessary. The resultant incremental return figure 

would be -2.86 percent; this result is obvious when we 
note that the extra initial-year cost of $ 20 led to extra 
accumulated 10-·year earnings of only $14.9 6. 

OTHER CONFUSING ASPECTS ABOUT 
REINVESTMENT OF EARLY - YEAR 
BENEFITS 

7 

First, analysts have been troubled about benefits or 
gains that are accrued in nonmonetary rather than mone
tary terms. How does the concept of reinvestment apply, 
for example, to time savings accrued in a year prior to 
the end of the analysis period? The answe1· is simple 
and s traightforward. Reinvestment principles (broadly 
construed) apply witb equal validity to monetary and 11011-

monetary benefits that are accrued prior to the end of 
the analysis period because time savings accrued in 
earlier years are more valuable to people than the same 
amount of time savings accrued in a later year. Or, put 
somewhat differently, enjoyment (or consumption of 
earnings accrued earlier) is more highly valued than 
that accrued later. Also, the MARR, rather than the 
internal rate of return, reflects (in part) the strengths 
of people's tastes and preferences with respect to the 
importance of enjoyment now versus enjoyment later. 
Specifically, the MARR reflects the trade-off between 
people's time preferences and the rate of productivity 
of investments and thus the marginal rate of time pref
erence is (roughly) equal to the marginal rate of pro
ductivity, both being equal to the MARR. 

Second, Grant and others dealt extensively but con
fusingly with the matter of reinvestment (1, p. 563). In 
essence, they deal with the calculation and interpretation 
of an adjusted- or effective-rate-of-return figure. 

They argue that such a method of computing an ad
justed rate of return (or R.) is fallacious, saying in part 
(!_,pp. 563-565): 

Sometimes an analyst uses two or more interest rates because this method 
of analysis is required by company policy. Or he may mistakenly believe 
that this technique will give him useful conclusions. In either case, one 
aspect of his computational procedure will be the assumption of reinvest
ment at some stipulated interest rate. Various weaknesses in the reinvest
ment assumption are brought out in [the Table 4 example, to be discussed] 
and in several of the problems at the end of this appendix .... 

The fallacy in this type of analysis [i.e., that in which an adjusted or 
effective rate of rerurn is calculated] may be even more evident if we ap
ply the [adjusted-rate-of-return] method to the following estimates for 
another investment proposal [shown in Table 4] . 

For the cash flows shown in Table 4 (1, p. 565), the 
internal rate of return is 0 percent, thus-indicating that 
the NPV is zero at 0 percent. Moreover, for any posi
tive discount rate, the NPV is negative, thus indicating 
that the investment proposal is financially unattractive. 
In turn, Grant and others state that 10 percent is the 
"rate that the company is expected to make on other in
vestments," thus indicating that 10 percent is the MARR 
and, therefore, the appropriate reinvestment rate for 
early-year gains (1, p. 565). Accordingly, they calcu
lated the adjusted rate of return (R) and found it to be 
6 percent. (Although I have some reservations about 
the way in which Grant and others calculated the adjusted 
rate of return, I will withhold discussion of those points 
until later.) In turn, they conclude (1, p. 565): "In ef
fect, the investment proposal yielding 0 percent has 
been combined with the 10 percent assumed to be earned 
elsewhere in the enterprise to give the misleading con
clusion that the proposal will yield 6 percent." To the 
contrary, the 6 percent is a true indicator of the effec
tive yield to be anticipated from the cash flows shown in 
Table 4 since it properly reflects the reinvestment earn
ings of the positive cash flows. Moreover, the unattrac-
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tiveness of the project is reflected in the fact that the 
overall yield is less than 10 percent, the effective yield 
that would be anticipated if the year 0 and year 1 
funds were invested in other foregone opportunities. 
That is, if we were to invest in this plan for five years, 
then profits would be lost relative to other investment 
possibilities but not in an absolute sense . 

Also, the folly of arguing that r einvestment should 
not be considered in calculation of the effective yield is 
obvious when we consider the circumstances for the cash 
flows as altered in Table 5. The cash flow for invest
ment is the same for the Table 4 and 5 investments, and 
the internal rate of return is identical for the two (i.e., 
0 percent), Even so, it should be apparent that the plan 
in Table 5 is much less attractive financially than that 
in Table 4. That is, we SLu·ely do care about when the 
earnings are received (i.e., early versus later) and what 
we do with them. The internal-rate-of-return figure of 
0 percent would not reflect that fact, but the calculation 
of a modified or reinvestment-corrected rate of return 
would vividly demonstrate it. To be specific, and using 
the Grant procedure, the effective rate of return for the 
plan in Table 5 would be about 2 percent, thus indicating 
that the effective yield of this plan is far less than that 
for the plan in Table 4. 

Also, the internal rate of return will be equal to the 
effective yield to be expected from a project in only two 
circumstances (both of which must be considered highly 
unlikely): (a) when all of the project earnings are ac
cumulated solely at the end of the analysis period or (b) 
when the MARR is exactly equal to the internal rate of 
return. Only in these two cases will the NPV and in
ternal-rate-of-return methods incorporate identical as
sumptions with respect to reinvestment and thus always 
provide identical decisions about acceptability and rank
ing. 

Finally, note that the procedure to be used for calcu
lating the adjusted or effective rate of return must be 
geared to the assumed financing plan and reinvestment 
strategy. Since either can vary, the procedure is some
what arbitrary and the resul ts will change accordingly. 
In the Table 4 example, Grant and others first discount 

Table 4. Five-year cash flows for an investment proposal. 

Year 

0 
1 
2 
3 
4 
5 

Total" 

Cash Flow for 
Investment 
($000s) 

-200 
-250 

-450 

• Present worth at 0 percent. 

Cash Flow from Excess of 
Operating Receipts over 
Disbursements ($000s) 

+130 
+110 

+90 
+70 
+50 

+450 

Table 5. Five-year cash flows for an altered investment proposal. 

Year 

0 
1 
2 
3 
4 
5 

Total" 

Cash Flow for 
Investment 
($000s) 

-200 
-250 

- 450 

•Present worth at 0 percent. 

Cash Flow from Excess of 
Operatt n~ Receipts over 
DJ sbu.rsements ( $000s) 

+10 
+20 
+30 
+40 

+350 

+450 

the investment costs for years 0 and 1 to their present 
value at 10 percent; in effect this implies that- $427 300 
was borrowed in year 0 and that the balance between 
$427 300 and the $200 000 needed in year 0 was in
vested for one year at 10 pei-cent and then used to pay 
the year 1 investment costs. This assumed financing 
policy, along with reinvestment of the $10 000 year 1 
earnings, resulted in the maximum adjusted-rate-of
return value that could be achieved with a MARR or 10 
percent. Alternatively, we could have simply adjusted 
the cash flows in the right- and left-hand columns, 
borrowed only $200 000 in year 0 and $120 000 in year 
1, and then calculated the adjusted rate of return. For 
the latter set of assumptions, the adjusted-rate-of-return 
value for the Table 4 example would be 3.9 percent and 
that for Table 5 would be 0. 85 percent. These effective 
yield values are lower than those obtained for the dif
ferent financing and reinvestment strategies used by 
Grant and others, thus emphasizing that the yield is 
dependent on the reinvestment and financing plans and 
that it is necessary to be explicit about both. 

SUMMARY AND CONCLUSIONS 

With both public and private investment projects, multi
ple solutions can occur and thus can lead to ambiguous 
or incorrect investment decisions if one uses the inter
nal-rate-of-return method. Even if this occurrence is 
rare (a fact that has yet to be established), its possibility 
alone should discourage even the most serious advocate 
of the internal-rate-of-return method. This method 
lacks generality. 
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Discussion 
Robley Winfrey, Consulting Civil Engineer, Arlington, 
Virginia 

Wohl has proved nothing. He does not tell the whole 
story. He uses misleading illustrations. He does not 
point out the shortcomings of the NPV method. He does 
not prove the reinvestment assumption. He does not 
mention that industrial officials want to know the rate of 
earning and not their net dollar sum of present worth. 
He does not recognize that transportation officials (high
way, mainly) prefer the benefit/ cost ratio or the rate of 
return. He does not mention that the rate-of-return 
method has been used for years without the disastrous 
results he says could happen. 

In the rate-of-return method, under conditions of two 
or more reversals of sign in the combined accumulated 
negative and positive cash flows, it is acknowledged that 
two or more rates of return may be found. But Wohl 
does not mention that the NPV method may also give two 
or more solutions. Which alternative gives the highest 
NPV depends on the choice of discount rate (MARR). For 
every rate of return isolated bythe rate-of-return method 
in a multiple-rate example, there is likewise an NPV of 
zero. The in-between NPV solutions will be net negative 
or net positive. A data set can easily be formed in which 
a discount rate of 8 percent would indicate an NPV to sup
port alternative A; however, a discount rate of 9 percent 
would support alternative B. 

Wohl's statement ana illustration that many roadways 
and bridges provide examples in which multiple rates 
would occur are far from reality and practice. His ex
ample shows that an author can find a set of figures to 
prove a hypothesis, no matter how unrealistic the fig
ures used may be. 

A highway engineer would not invest 50 and 55 units 
of cost at ages 0 and 1, and then at age 10 invest 705 
units, followed in successive years by costs of 610 and 
495 units. This cost cash flow is bad enough, but look 
at the annual benefits. They follow a straight-line in
crease of two units per year. There is no change in this 
benefit flow after the initial investment to reduce the 
"eminent danger of collapse" or after the three years of 
heavy investments. If these years of investment would 
not reduce costs or increase the benefits, then why make 
the capital expenditures? Another unrealistic feature of 
Table 1 is that the straight-line flow of benefits continues 
to age 30 years. Traffic over the bridge just could not 
produce such a constant rate of cost reduction. 

It is useless and misleading in economic analysis to 
bring into the solution for today's choice of alternative 
those far-into-the-future needs for maintenance and re
pairs under conditions that, as of today, cannot be es
timated under any acceptable probability of actual oc
currence. Any such estimates destroy confidence in 
the analysis. 

Engineers and the engineering economists agree that 
the objective of the analysis for the economy of proposed 
investments is to determine which alternative proposal 
will maximize the net dollar return-on a discounted ba
sis, of course. We also take the position that all meth
ods of analysis, when properly calculated, will arrive at 
the same alternative as the choice. Wahl's paper does 
not disprove th.is statement. Let him try some realistic 
situations in place of his custom-built unrealistic illus
trations in Tables 1-3 and solve them by the methods of 
(a) equivalent uniform annual cost, (b) benefit/cost ratio, 
(c) rate of i·eturn, and (d) NPV. He can even try some 
realistic multiple-rate situations and, when properly 
handled, find agreement within the methods. Note that 
Tables 1-3 each have two or more solutions in the rate-
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of-return and NPV methods. 
The rate-of-return solution could involve more calcu

lations than would the NPV solution, but not extensively 
so when applied to realistic alternatives and when com
puters are used. But remember that the NPV solution 
should be made for a range of discount rates-particu
larly when there is evidence of two or more reversals 
of sign in the cash-flow sequence or when the NPV sums 
for a pair of alternatives have but a small difference. 

The rate-of-return method is not ambiguous and in
conclusive. It is the NPV and benefit/ cost ratio methods 
that have these characteristics. In the example of Table 
1 and Figure 1, the three rate-of-return answers are cor
rect and the whole truth. Getting only one answer from 
the NPV and benefit/cost ratio methods leaves us in ig
norance of the whole truth. For example, had a MARR of 
8 percent or less been chosen, the project would have had 
a positive NPV. Also, a positive NPV would have been 
found at any MARR between 18.66 and 73.57 percent. Are 
these answers not facts the analyst should give to the 
decision maker? 

The decision maker wants to know what each alterna
tive will produce on its own: What is its rate of earn
ing? What are the comparative earnings by pairs of the 
multiple alternatives under analysis (the differential 
solutions)? The analysis for economy .in no way deals 
with the handling of the paid-back income. This matter 
is for the decision maker to evaluate on the basis of 
what is expected to be the future situation for investment 
when the project generates the incomes forecast. 

Throughout the paper the economic analysis is con
fused with the decision on choice of alternative by the 
decision maker. These two items are distinctly sepa
rate. The findings of economic analysis are only guides 
to use in the decision-making process. 

Under certain conditions, a choice of alternatives may 
be different, depending on what MARRs are used and 
whether there are two or more changes in sign. But 
such difference is not due to the reinvestment assump
tion. Any difference is due wholly to the results of the 
combinations of the three variable factors within the so
lution equations. The three factors are (a) the discount 
rate, (b) dollar amount of each cash flow, and (c) yearly 
time spacing of the cash flows. Thus, when the NPV 
method is used at a discount rate of 15 percent, both al
ternatives 1 and 2 in Table 2 would be favored. The 
basic characteristic of exponential mathematics results 
in multiple solutions whenever there are two or more 
reversals of sign. The factor (1 + r )" produces strange 
results with changes in the magnitude of the dollar sums 
in the cash flow. 

Regardless of the reinvestment assumption and other 
factors, Tables 2 and 3 under the rate-of-return solution 
present the true rate of return for each alternative. 
Further, the NPV answers are fact for each alterna-
tive for the single discount rate used in the calculations. 

Tables 1-3 each contains two or more reversals of 
sign, either in the prime statement of cash flows or in 
the differences in flow between the two alternatives. 
Could it be that it is only under conditions of two or more 
reversals of sign that the difference in choice of alterna
tive is likely to differ between the rate-of-return and 
NPV methods? The paper does not answer this question. 

Wohl has proved nothing about the reinvestment as
sumption. Wohl says that his calculations prove that the 
returns were reinvested. The basis for my statement is 
found in the mathematical equation used in calculating the 
rate-of-return solution. The equation can be expressed 
in terms of present worth or in terms of compounded 
amounts. The present-worth solution equation may be 
written for plan 1, Table 3: 
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O= -70+ 75(PW- x%- 1year)+70(PW- x%- 10 years) (6) 

When this is solved by trial, the rate (x) will be found 
to be 22 .84 percent. The proof solution is 

O= -70+ 75(0.814 067) + 70(0.127 821) =-70+ 61.05 + 8.95 = 0 (7) 

The compound-amount solution equation for the rate of 
return may be written 

0=-70(CA-x%-10years)+75(CA-x%-9 years)+ 70 (8) 

Again, solving by trial produces 22.84 percent for the 
rate (x). The proof calculation is 

0 = -70(7.823 446) + 75(6.368 810) + 70 

0 = (-547.66 + 477.66)/70 = 0 

(9) 

(10) 

Proof Equations 9 and 10, in terms of compounding, 
are what Wohl says prove the rate-of-return solution; 
Equation 6 assumes the reinvestment of the 75 payback at 
age 1. There is absolutely nothing in any of the above 
equations that supports the assumption of the reinvest
ment of the 75 payback. In fact, all that Wohl has proved 
is that, if P(l + r)" =CA, then P =CA [1/(1 + r)] or that 
CA times the present-worth factor equals P. 

Equation 6 simply finds the present worth of the .cash
flow items that enter the equation as isolated items per
taining to the situation under analysis. They represent 
both outgo and income with no reference as to future 
disposition of the paybacks of the initial sum with inter
est earnings. Certainly, Equation 6 does not handle the 
75 factor twice. 

When Table 3 is analyzed by differences in cash flow, 
plan 1 is preferred at a MARR of 15 percent (NPV is 
-1.29), but plan 2 is preferred at a MARR of 17 percent 
(NPV is +0.67). The break-even MARR is 16.26 pe1·cent. 
This example is evidence that two or more solutions are 
possible with the NPV method, a fact that is not men
tioned in the paper. 

There is some logic to the fact that compound inte1·est 
factors and their i·eciprocals (the present-worth factors) 
retain in their calculations the interest earning for each 
time period. This truth is well known and is inherently 
involved in all compound-interest calculations. But this 
is far different from stating that the compound-interest 
factors assume the reinvestment or retention of prin
cipal repayments as well as the interest earnings from 
their data of cash flow. 

Obviously, under the rate-of-return procedure the 
project must earn at the rate solved for. That answer is 
what the rate-of-return method is supposed to produce. 
As compared to NPV, the important fact is that, whenthe 
MARR is less than the rate-of-return solution, the proj
ect earnings above MARR (the NPV dollars ) have to be 
earned at a rate above MARR. That rate of earning is 
given by the rate-of-return solution. Thus, the two meth
ods are consistent. All three methods (including the 
benefit/cost ratio) use the identical input data and the 
same compound-interest theory. Their answers must 
agree in result or be convertible to each other. 

Perhaps Wohl is not referring to this retention and 
compounding of interest earnings within the mathematical 
system. But what does he have in mind about reinvest
ment? His paper does not prove the correctness of the 
reinvestment assumption. If this reinvestment theory is 
tl'ue, then such reinvestment assumption applies to every 
possible application of compound-interest mathematics 
that involves outgo and income cash flows. 

Wohl states that the rate-of-return method assumes 
a reinvestment rate equal to the rate given by the solu-

tion and that the NPV method assumes a reinvestment 
rate equal to the MARR rate used in calculating the NPV. 
My conclusion is that neither method assumes a rein
vestment of payback sums, and nowhere in the total use 
of compound interest can it be found that such reinvest
ment is included. 

Acceptable managerial procedure is to give consider
ation to the timing and dollar amount of each payback 
cash flow. This consideration is not and should not be a 
part of the calculations to determine which of a pair of 
proposals has the highest rate of return or NPV. All 
such considerations for disposal of paybacks reflect 
judgments based on current positions of the owner and 
of the community. 

Author's Closure 
Winfrey refuses to recognize the problems created by 
use of the internal-rate-of-return method and by failure 
to account for reinvestment of any early-year gains that 
are accrued by a project. [Fortunately, other engineer
ing economists understand these points and do take ac
counl of reinvestment in their engineering economy 
texts· among tliem would be Newnan (3, Appendix 7-A) 
ant.I White and others (7) . ) Space does not permit me to 
retrace all the arguments that underlie these concepts 
or to respond to all of Winfrey's discussion. Rather, I 
will restrict my closure to the following points. 

Winfrey begins by noting my failure to mention that 
industrial officials want to know the rate of earnings and 
that transportation officials prefer the benefit/cost ratio 
or internal-rate-of-return method. Sadly enough, this 
may be true since they probably were incorrectly taught 
to believe in the sanctity of the internal-rate-of-return 
method. More importantly, Winfrey proclaims that "the 
[internal] rate-of-return method has been used for years 
without the disastrous results [that Wohl said] could 
happen." But how can a project, once it is built, pos
sibly provide any information to suggest or prove that 
some other rejected alternative was more preferable? 
After all, no project will automatically signal that the 
wrong alternative was chosen. Only the analyst can 
prevent that, before the fact. 

Winfrey says, "In the rate-of-return method ... it 
is acknowledged that two or more rates of return may 
be found. But Wohl does not mention that the NPV 
method may also give two or more solutions." On the 
contrary, for any given MARR value, the NPV method 
will give only one solution, but the rate-of-return method 
can easily give more than one solution. To indicate 
otherwise is to be misleading. (Uncertainty with respect 
to determining which MARR should be used is a very dif
ferent matter and applies equally to all methods, not just 
to the NPV method.) 

Winfrey is obviously disturbed by my example in 
Table 1, which assumes heavy capital outlays in future 
yea.rs aud indicates a straight-line growth in benefits 
(net of operating costs) over a 30-year period. To make 
matters worse, Winfrey says, ''It is useless and mis
leading in economic analysis to bring into the solution 
for today's choice of alternative those far-into-the
future needs for mait1tenance and repau·s under condi
tions that, as of today, cannot be estimated under any 
acceptable probability of actual occurrence." Foolish 
or not, traffic and b'ansportation engineers commonly 
use a 25- to 35-year analysis period and they commonly 
assume a straight-line growth in net revenues or benefits. 
As one pertinent example, only 3 years ago De Leuw, 



Cather and Company conducted a 30-year economic 
analysis of four transit alternatives for Pittsburgh (8, 
Chapter x). They estimated the federal share (or 80 
percent) of the year-by-year capital outlays for the four 
alternatives [transit expressway revenue line (TERL), 
light rail transit (LRT), rapid rail t1·ansit (RRT), and 
express bus transit (EBT)] as shown in Table 6 (8, 
p. XI-18); it is obvious that bOth the LRT and EB"l' al
ternatives will have heavy capital outlays some consider
able years in the future. Moreover, the consultants as
sumed that both the operating costs and benefits would 
grow li1warly up to year 2005 (8, pp. X-7, X-12, X-17, 
and X-18). Thus, here is a recent and actual example of 
exactly the situation that Winfrey feels is unrealistic. 
Fortunately, the consultants did not use the internal
rate-of-return method to select the best alternative be
cause, for the capital outlay patterns shown in Table 6 
and for the assumed conditions for benefits and operating 
costs, there is a wide range of benefit levels that will 
produce multiple rates of return. 

Winfrey comments: "Under certain conditions, a 
choice of alternatives may be different, depending on 
what MARRs are used and whether there are two or 
more changes in sign. But such difference is not due 
to the reinvestment assumption .... Regardless of the 
reinvestment assumption and other factors, Tables 2 
and 3 under the rate-of-return solution present the true 
rate of return for each alternative." While Winfrey ad
mits that problems can arise with multiple s ign changes, 
he totally confuses the issue by incorrectly stating that 
the differences are not due to different x·einvestment as-

Table 6. Annual federal shares of total system capital costs for four 
transit alternatives. 

Alternative Alternative Alternative Alternative 
1, TERL 2, LRT 3, RRT 4, EBT 

Year ($000 OOOs) ($000 OOOs) ($000 OOOs) ($000 OOOs) 

1976 
1977 72.5 16.8 22.2 6.7 
1978 77 .7 73.5 76.7 8.1 
1979 75.6 64.2 76.4 57 .1 
1980 73.6 65.7 72.0 62.2 
1981 77.6 69.1 90.9 63.2 
1982 1. 7 1.5 1.6 3.4 
1983 1.8 1.6 1.8 3.7 
1984 1.9 1. 7 1.9 4.2 
1985 2.0 1.8 2.0 4.2 
1986 2.1 1.9 2.1 4.4 
1987 2.3 2.0 2.3 10.3 
1988 2.4 2.2 2.4 11.2 
1989 2.6 2.3 2.6 18.1 
1990 23.2 21.2 22.0 22.1 
1991 2.9 4.0 2.9 5.8 
1992 3.0 13.4 3.0 6.2 
1993 3.2 28. 7 3.2 6.5 
1994 3.4 30.7 3.4 6.9 
1995 3.6 3.3 3.6 7.4 
1996 3.8 3.5 3.8 7.8 
1997 4.1 3.7 4.1 8.2 
1998 4.3 3.9 4.3 8.8 
1999 4.6 4.1 4.6 9.3 
2000 4.8 4.4 4.8 _J!Jl. 
Total 454 .7 452 .2 414.6 355.7 

Table 7. Net annual cash flows for two alternatives. 

Alternative 1 Alternative 2 b. (Alternative 2 -
Year ($000s) ($000s) Alternative 1) ($000s) 

0 -100 -101 -1.00 
1 0 +10 +10 .00 
2 +144 +133 -10.56 

Note: r1 = 20 percent; r2 = 20 percent; and Llr far alternatives 1 and 2 = 20 and 780 
percent. 
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sumptions and that the internal rate of return is the true 
rate of return. Consider the example in Table 7. If 
Winfrey were correct in saying that the internal rate of 
return was the true rate of return, then presumably he 
would be indifferent between alternatives 1 and 2 since 
(according to him) the true yield of each is 20 percent. 
In fact, for a MARR value below 20 percent, alternative 
1 is clearly better than alternative 2 and will have a 
higher true yield than will alternative 2. Simply stated, 
alternative 2 will have a true yield of 20 perce11t if and 
only if the $10 000 earned at the end of year 1 can be 
reinvested for the remaining year at a rate of exactly 
20 percent. But if the $10 000 is reinvested at any other 
rate, the true yield for alternative 2 will not be equal to 
its internal rate of return. However, the internal rate 
of return for alternative 1 is equal to its true yield since 
its earnings are accrued entirely at the end of the two
year analysis period. 

As cited before, Winfrey admits that multiple internal 
rates of return could lead to different economic choices 
than would result from the NPV method, but he insists 
that "such difference is not due to the reinvestment as
sumption." The example in Table 7 is instructive. First, 
with the internal-rate-of-return method and for a MARR 
less than 20 percent, alternative 2 would be selected as 
acceptable and the best (or the choice would be ambigu
ous beca use of the multiple incremental internal rates 
of return). By contrast, the NPV or benefit/ cost ratio 
methods would both show that, for a MARR below 20 
percent, alternative 1 is unambiguously acceptable and 
the best choice. Second, and despite Winfrey's assertion 
that the above economic choice difference is not due to 
the reinvestment assumption, there can be nothing other 
than a difference with respect to reinvestment that can 
result in alternative 2 being wrongly chosen by the in
ternal-rate-of-return method. That is, the economic 
yield from alternative 1 is in no way affected by rein
vestment since all the earnings are accrued at the end 
of the two-year analysis period. But with alternative 2, 
the issue must be, What happens to the $10 000 that is 
earned at the end of the first year? Certainly, these 
first-year earnings will not be ignored or placed in a 
safety deposit box. Rather, these funds either will be 
spent on consumption and thus provide extra enjoyment 
for the remaining year (i.e., they will be reinvested on 
early- rather than later-year enjoyment) or they will be 
reinvested in the best foregone investment and thus pro
vide some yield for the last year. If we assume (as is 
normally done) that (a) people's rate of time preference 
is equal to the rate of productivity, (b) both are equal to 
the MARR, and (c) the borrowing rate is less than or equal 
to the MARR, then the only reinvestment rate £01· the 
first-year earnings that will result in the effective yield 
being equal to the internal rate of return for the two-year 
period is 20 percent. That is, if r is the reinvestment 
rate and r2 is the internal rate of return for alternative 
2, then r is the discount rate that satisfies the following 
identity: 

0=-101 000+ (10000/(1 +r2 )] - (10 000/(1 +r2 )] 

+ (10 000(1 + r)/(1 + r2 )2] + (133 440/(1 + r2 ) 2 ] ( 11) 

If r2 is 20 percent (or 0.20), then the only reinvestment 
rate (r) that can satisfy this identity is also 20 percent. 

All in all, Winfrey seems to think that there ls some
thing inherently different about being explicit with re
spect to reinvestment as opposed to being implicit. For 
instance, in Winfrey's discussion of loan plan 1 for the 
example in Table 3, he says that the internal rate of re
turn is the interest rate (or x percent) that satisfies 
Equation 8, or 
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0 = -70(1+0.0lx)10 + 75(1+0.0lx)9 + 70 (12) 

In turn, x = 22.84 pe1·cent. But Winfrey incorrectly 
says, "There is absolutely nothing in any of the above 
equations that supports the assumption of the i·einvest
ment o( the 75 payback." Winfrey has compounded the 
$75 year 1 payback amount for nine years at 22.84 
per cent a nd thus has implicitly ass umed r einves tment at 
that amount for the nine remaining years . After all, 
what other explanation can there be? 

Winfrey asks, "Could it be that it is only under con
ditions of two or more reversals of sign that the differ
ence in choice of alternative is likely to differ between 
the rate-of-return and NPV methods?" The answer to 
this question is usually. That is, problems can also 
a.rise (even when there is a unique internal rate of return) 
if the order in which mutually exclusive alternatives are 
ranked is changed. This could occur when two or more 
alternatives have identical annual cash flows during the 
initial time period. 
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Discussion 
Richard S. Leavenworth, Department of Industrial and 
Systems Engineering, University of Florida, Gainesville 

My intention is neither to defend nor to condemn the use 
of any of the accepted and proven valid methods for 
analyzing investme11t proposals. In our discussion, Re
versals of Sign in Cash Flow Series (1, p. 556), we dis
cuss the "cttlt of NPV" in some detai[ Surely Wohl 
falls into this category of economist. 

In teaching students, howeve1·, it is necessary that tbe 
major techniques actually used be presented in such a 
fashion that they will not be used incorrectly when the 
student applies them in the real world of decision mak
ing . Furth.er, the results of a survey of the 1971 For
tune 500 firms (9) indicate that some 39-43 pe1·cent oC 
the firms that responded use the 1·ate-of-retur11 criterion 
as their primary evaluation technique. Present worth 
ranked about second, along with payback period, as the 
primary techniques. Hence, a student should be taught 
the strengths and weaknesses of each of the major tech
niques of capital expenditure analys is . 

Wohl is so intent on convincing us of the superiority 
of the iuesent-worth criterion that, in the latter pages 
of his paper, he uses the future-worth critedon to dem
onstrate the validity of his argwnents. Other authorities, 
who argue the superio1·ity o! future worth as the crite
rion, would appreciate his support. 

Since U\e bulk of- the discussion revolves around the 
multiple rate problem (what my coautho1·s and I call the 
problem of reve1·sals of 111ign in cash-flow series), this 
is the specific point that I will address . Wohl makes the 
argument that each of the solving rates of return is ex
actly correct. This statement, however, requires a 
very specific qualification. Each is correct if the MARR 
that a firm l'equires from its investments equals the in
terest rate at which it acquires investment fu nds (the so
called borrowing rate). If this is in fact the case, then 

the firm is acting primarily as a money changer. There 
is little, if any, allowance in its financing-investment 
structure for productivity improvement. 

Most firms other than regulated utilities have many 
more profitable ventures from among which to choose 
than their available capital will s upport. As the r esult, 
the MARR is usually substantially greater than the in
teres t cos t of capital. Once the constraint that cost of 
capital must equal the MARR is ren1oved, it becomes 
necessary to interpret U1e meaning of the cash flows. 

Tbe two basic series of cash nows are pure invest
ment series and pure borrowing series. The cash-flow 
pattern in Figure 4 xepresents an investment. At time 
0, $1000 is expended to produce positive cash flows of 
$ 500 at the end of each of three periods. A plot of NPV 
is a function of interest rate (i) for a pure investment 
situation and will always be posilive and equal to the al
gebraic swn or the cash-flow series (+$ 500) when i = O, 
sweep in a downward direction to the right, and become 
asymptotic to the initial investment amount (- $1000) as . 
i increases without bound. The value of i at which NPV(i) 
intersects the ze1·0 axis on the NPV scale is the rate of 
return (i *) on the par;ticular cash flow. The NPV(i) plot 
for a pure investment situation will always exhibit this 
appearance. If the value of i* is greater than or equal 
to the MARR, the cash-flow series is preferable to al
ternative investment at the MARR. 

The cash-flow series in Figure 5 clearly represents 
borrowing. At time 0, $1000 is received for which pay
ments of $ 500 are made at the end of each of three peri
ods. A plot of the NPV as a function of i for a pure bor
rowing situation will always be negative and equal to the 
algebraic sum of the cash-flow series (-$ 500) when i = O, 
sweep in an upwa1·d direction to the right, and become 
asymptotic to the initial amount borrowed ($1000) as i 
increases without bound. The value of i at which NPV(i) 
intersects the zero axis on the NPV scale is the interest 
rate (i *) paid on the particular. cash flow. The NPV(i) 
plot for a bo1·rowing situation· will always exhibit this 
a1Jpearance. If the value of i is less than or equal to 
the firm's cost of capital from other sources, then this 
cash-flow borrowing series is preferable to acquiring 
capital from those other sou.rces .. 

With these fundamental characteristics of pure in
vestment situations and pure borrowing situations in 
mind, let us uow tu1·n our attention to Wohl 's examples. 
In the interest of brevity, I will concentrate on the s im 
plest cash-flow series of his several examples, Table 2. 
The solving rates of return foi· allernatives 1 and 2 com 
pared to doing nothing are 25.69 aud 26 .16 percent, re
spectively. Plots of NPV(i) for each of these indepen
dent alternatives are s hown in Figure 2. The indepen
dent cash nows are given in Table 8. 

Having calculated the i * 's for each alternative inde
pendently and found alternative 2 to have a higher i * than 
alternative 1, ca s ual obs ervation of the cash flows s ug
gests that there 1.11.ust be an unusual difference between 
them. Alternative 2 requires an additional $10 000 in
vestment and nets $ 5 000 less l'eturn. 

1f alte1·natives 1 and 2 are mutually exclusive, it then 
becomes necessa1·y to analyze this difference by first 
looking at and interpreting the difference between the 
two cash-flow series. This is indicatecl in Table 8 as 
/':J,, (Alternative 2 - Alternative 1). 

The cash-flow series and its attendant NPV(i) plot in 
Figure 6 clearly do not match either the pure investment 
or pure borrowing situations. It must, therefore, be a 
mix of the two. Since the sum of the cash flows is nega
tive (-$5000) it looks more like borrowing than anything 
else. However, the NPV(i) plot bends back down and 
becomes asymptotic to -$10 000, as would be tl\e case 



for an investment project. The zero NPV axis is inter
sected twice. 

The -$10 000 at time 0 clearly is an investment that 
can only be recovered from the +$ 45 000 at time 1. The 
-$ 40 000 at time 2 must be the repayment of a loan that 
can only come from the +$45 000 at ti.me 1. Ignoring the 
firm's MARR, assume that the firm can acquire invest
ment capital at a cost of 10 percent/period. Then the 
implied amount of the loan at time 1 would be $40 000 
(1/1.10) = $ 36 360. This would leave ($45 000 -
:ji 36 360) = +$8640 to return the - $ 10 000 investment 
at ti.me 0. This may be illustrated as in Table 9 
(columns 1-3). 

Since the initial investment of -$10 000 is not re
turned, the rate of return on the investment is negative 
and the present worth at any positive interest rate is 
negative. Thus, by either the rate-of-return or present
worth methods, the conclusion would be reached that al-

Figure 4 . Cash flow and NPV as a function of i, pure investment. 

NPV 

+ $500 

- $1,000 - - - - - -- -

0 - $1,000 

1 + 500 

2 + 500 

3 + 500 

L + $ 500 

Figure 5 . Cash flow and NPV as a function of i, pure 
borrowing. 

NPV 
---------

- $500 

0 + $1,000 

1 500 

2 500 

3 500 

- $ 500 

Table 9. The cash-flow series 
11 (Alternative 

fo r the Table 2 example at 2 - Alternative Loan Portion, 
different MARRs. Year 1) ($000s) 10~ ($000s) 

0 -10 0 
1 +45 +36.36 
2 -40 ,:!Q.;_QQ 
Total -5 - 3.64 
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ternative 2 is not preferable to alternative 1. 
Assume, now, that the firm has aMARR of 2 5 percent. 

We could then evaluate the remail1ing balance of the 
time 1 cash flow by representing the loan as $45 000 -
$10 000(1.25) = $ 32 500 . The breakdown of the cash
flow series would then be as given in Table 9, columns 
1, 4, and 5. The loan cost, in this case, is 23.08 per
Cf'nt. If the firm can borrow from any sou1·ce at less 
than this figure, then alternative 2 is not preferable to 
alternative 1. 

Suppose, however, that the analyst used the 25 per
cent MARR to evaluate tile Nl>V of the entire cash-flow 
series ~(Alternative 2 - Alternative 1) as Wohl suggests . 
This NPV is +$ 0.4 and alternative 2 is preferable to al
ternative 1. (In fact, for any chosen MARR between 
21.92 and 228.08 percent the NPV will be positive.) This 
solution assumes that the cost of investment funds to the 
firm (the borrowing rate) is 25percent and equals the rate 
required from inves tme nts (the MARRL If the bonow
ing rate does equal the MARR, then, of course, this re
sult is correct and both the NPV and rate-of-return 
methods, properly applied will show it (Table 9, 
columns 1, 6, and 7). The rate of return on the invest
ment portion is 30 percent, in excess of the required 
MARR o{ 25 percent. Correspondingly, the present 
worth at 251>ercent is positive and equal to 0.4. 

TlU"ee basic points have been demonsh·ated: 

1. The claim that present worth always leads to the 
correct choice requU:es the assumption that the borrow
ing rate tu the firm always equals the MARR at which it 
invests funds. This is not the case with the vast ma
jority of firms. 

2. When a cash-Ilow series does not match the typi
cal pure investment or pu1·e borrowing models, that is, 
wben it is a mix of bo1·rowing and investing, it is neces
sary to divide ~he series into its investment and borrow
ing components . 

Table 8. Independent cash flows for the Table 2 example. 

Alternative 1 Alternative 2 11 (Alternative 2 -
Year ($000s) ($000s) Alternative 1) ($000s) 

0 -100 -110 -10 
1 +70 +115 . +45 
2 ....:!2Q +30 -40 

Total +40 +35 -5 

Figure 6. Cash flow and NPV as a function of i, mixed 
borrowing and investment. 

* 

-$5000 

- $10 --- ------

Investment Investment Investment 
Portion Loan Portion Portion, 25% Loan Portion, Portion 
($000s) ($000s) ($000s) 25% ($000s) ($000s) 

-10.00 0 -10.0 0 -10 
+8.64 +32.5 +12.5 +32 +13 

- 40.0 0 -40 0 

- 1. 36 -7 .5 +2.5 -8 +3 
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3. Both the rate-of-return andp1·esent-worth methods 
will lead lo cor rect choices when applied correctly. And 
both methods can lead to incorrect choices if applied in
correctly. 

One additional caution should be added at this point. 
At no time have I used two interest rates that span the 
same time periods. One 1·ate was used for cash nows 
in periods 0 and 1 and the other for periods 1 and 2. At 
no point are both interest 1·ates used to h·ansform cash 
flows or portions of cash flows over periods 0, 1, and 2. 
It is possible to show that $100 today is equivalent to 
$ 200 today if two lnterest rates are used over the same 
time periods . As the consequence, any method that al
lows for such eq~uivalence transformations can lead to 
very strange results indeed. 
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Author's Closure 
Leavenworth's discussion has confused the issues and 
introduced a confusing terminology. Let me attempt to 
unravel his complicated machinations. 

Leavenworth says that ''Wohl is so intent on convincing 
us of the superiority of the p1·esent-wo1·th c1·iterion, that, 
in the latter pages of his paper, he uses the future-worth 
criterion to demonstrate the validity of his argwnents." 
Of cow·se-any student of cash-now equivalence knows 
that present worth and future worth a.i:e interrelated by 
a single-payment compound factor (or its inverse), that 
if one value is positive so is the other, and that, if the 
present worth for project A is larger than that for proj
ect B, then the future worth for project A will always be 
larger than that for project B. (This point was made in 
the paper.) In short, present worth is not a superior 
criterion to future worth, and vice versa; they a1·e iden
tical. Both are correct and consistent, and both are 
superior to using the internal-rate-of-return method. 
(Also, the benefit/cost ratio method is as valid as either 
present-worth or Iutm·e-worth methods.) 

Leavenworth then launches into lecture 1 of engineer
ing economics, carefully e>.'Plaining the mechanics of pure 
borrowing and pure investment situations. Then, turn
ing to my Table 2 example, he shows that the net cash 
flows between alternatives 2 and 1 lead to incremental 
cash flows of - $10 000 in year 0, + $45 000 in year 
1, and - $40 000 in year 2. Leavenworth then adds: 
"The cash -flow series and its attendant NPV(i) plot 
clearly does not match either the pure investment or pure 
borrowing situation. It must, therefore, be a mix of the 
two." Such an interpretation is outrageous . The situ
ation is simple. The firm (in this example) has two pure 
investment choices (as well as the do-nothing alterna
tive): to invest $100 000 in alternative 1 or to invest 
$110 000 in alternative 2. Or does it invest in neither? 
Moreover, if it invests in alternative 2 instead of 1, it 
simply must invest an extra $10 000 at time O, then as a 
i·esult earn $45 000 more at time 1 but $40 000 less at 
time 2. Thus, when deciding between alternatives 1 and 
2 (and aside from the question of the acceptability of 
either), the question is whether the time 1 and time 2 
amounts merit the extra investment of $10 000 at time 
O. That is a pure investment question. By contrast, 
Leavenworth says, ''Ignoring the firm's MARR, assume 

that the firm can acquire investment capital [i.e., 
borrow ) at a cost of 10 percent/period. Then the im
plied amowtt of the loan at time 1 would be $40 000 
(1/1.10) = $36 360. 11 On the contruy, no loan is implied 
and no money needs to be borrowed at time 1, but only 
at time O; that is, we must acquire the capital to make 
the extra $10 000 investment at time 0 if, in turn, we 
are to receive $45 000 more at time 1 but $40 000 les 
one year later . The i·eal question is, Can I reinvest the 
$45 000 extra accrued at year 1 so as to recoup enough 
to offset both the $ 40 000 loss at time 2 as well as the 
foregone earnings on the initial investment? Moreover, 
if we ignore the firm's MARR (as Leavenworth suggested) 
and only conside1· the borrowing rate, then we overlook 
the most basic principle in engineering economics-to 
guarantee that the yield from additional investment is at 
least as large as that of ou1· foregone opportunities. 

Leavenworth's next example is also absw·ct. Therein, 
he assumes that the firm has a MARR of 25 percent and, 
thus, that tile extra $10 000 in time 0 can be invested for 
one year, accumulating a total of $12 500 and thereby 
reducing the amount needed for a loan at time 1 to 
$32 500. Again, such calculations are mere fiction 
and fantasy. First and foremost, $10 000 is not avail
able at time 0 for investment at the MARR of 25 percent. 
Rather, that amount of investment is required in order 
to gain an extra $45 000 at time 1 and $40 000 less at 
time 2; nor is a loan required or implied at time 1. 

Last, it is not necessary (for his assumptions) to 
break the cash-flow stream into investment ancl loan 
portions and to carry out such arduous calculations. A 
simple NPV or net future worth calculation at the ap
propriate MARR will suffice . Of more importance, such 
machinations be:.i.r no 1·esem blance to the internal-rate
of-return method, but are the heart of the ad hoc ·ate
of-return procedure of Grant, Ireson, and Leavenworth 
(1, Appendix B) to avoid the problems created by the in
ternal-rate-of-return method. 

My papel' explo1·ed the use of the intemal-nte-of
retw·n and NPV methods under a rather strict and ex
plicit set of assumptions about the bonowing and lending 
rates and about the time value of early (rather than late) 
consumption by people. Moreover, I explicitly noted that 
the use of different rates, consumption preferences, or 
different financing and investment plans could affect the 
effective yield that will be forthcoming from one project 
01· another. In a roundabout fashion, Leavenworth is 
compelled to agree (as does Bergmann in a late1· dis
cussion) that my conclusions are entirely correct Ioi· the 
assumptions that I made . His discussion then turned to 
the circumstances when the borrowing rate is different 
from the MARR. Unfortunately, his first two examples 
(which dealt with the incremental cash flows for the 
Table 2 example) we·re explicit only about one of these 
two rates frhe borrowing rate in the first and the MARR 
in the second) bul not aboul both. Then, later in his dis
cussion, he explicitly assumes the borrowing rate and 
MARR to be 25 percent and concludes that "the rate of 
return on the investment portion is 30 percent, in excess 
of the required MARR of 25 percent." Presumably, then, 
an investor would conclude from Leavenworth' s remarks 
that, all things considered, the effective a1mual yield 
(from investing in alternative 2 rather than 1) will be 30 
percent !or the two-yea1· period, as compared with the 
MARR of 25 perceut. This would suggest that, relative 
to inve.sting in some foregone investment opportunity, 
the investor would accrue a profit of $1275 by the end 
of two years if the extra $10 000 were invested in alter
native 2 rather than 1. But such a conclusion would be 
incon·ect . Rather, for any bo1·rowing and investment 
plan that can be devised (given Leavenworth's assumed 
borrowing rate and MARR), it can easily be shown that 



only a $ 62 5 profit and not $127 5 can be accrued by the 
end of two year s . In short, the effective yield from the 
two-year investment will be 27.48 percent (rounded off) 
rather than 30 percent, as indicated by Leavenworth. 

The more importa nt issue is, How should the a nalysis 
be done (esp ec ian y for cash flows with two or more s ign 
changes, as in the previous example) when the borr ow
ing rate and MARR are not equal? First, we usually 
assume that the MARR is at least as large as the bor
rowing rate. Second, it also should be apparent that for 
an NPV analysis we do not apply the borrowing rate to 
any capital loans and then use the MARR value to dis
count the cash flows. Rather, we simply apply the MARR 
to determine the NPV. Remember, the choice is a sim
ple one: Either acquire the investment capital for the 
project being analyzed and then accrue any and all future
year cash flows as a result thereof or acquire the same 
amount of investment capital and instead invest it in the 
best (other wise) foregone investment oppo1·tunity that, 
by definition, will yield the MARR. The finance charges 
will be identical for both of the investment choices and 
thus can be disr egarded in deciding whether to accept 
some project or do nothing (that is, or invest in the best 
foregone alternative). In s hort, it is neither necessary 
nor desirable to carry out the ad hoc rate-of-return pro
cedure described by Leavenworth and others, at least 
not for these assumptions. 

In the next to last paragraph of his discussion, 
Leavenworth claims to have demonstrated that "both 
the rate-of-return and NPV methods will lead to correct 
choices when applied correctly." On the contrary, what 
he did demonstrate was that the internal-rate-of-return 
method does not apply when multiple rates occur. He 
showed that an ad hoc rate-of-return method must be 
used in order to get around the problems created by 
multiple internal rates of return. 

Discussion 

Henry Malcolm Steiner, Department of Engineering 
Administration, George Washington University, 
Washington, D.C. 

Wohl has taken a number of positions in his paper with 
which I disagree. I propose, however, to discuss only 
one area of disagreement-the reinvestment issue. 

The question of the reinvestment assumption in the 
use of the internal-rate-of-return criteria for project 
analysis has become an issue of major importance. 
Some authors s ide with Wohl [White and others , for 
example (.!Q, pp . 148- 149)]; some do not [auch as Grant 
and others (!,pp. 563- 571)]. The iss ue is one of funda 
mental economic theory and definitions. 

To illustrate the economic theory and resulting defi
nition beh ind the concept of r ate of r etur n, I r efer to 
Samuelson (11, pp . 599- 601). Cons ider a perpetual in
vestment (PDrom which an amount (A) will be thrown 
off each year at interest rate (i). The interest rate is de
fined then as 

i = A/P (13) 

The NPV of such an investment is P since 

P= A/i (14) 

The internal rate of return of such an investment is i, 
s ince P =the dis counted present worth of the cos ts , 
A(l / i) =the discounted present worth of the benefits, 
and Equation 14 shows them as equal. This is the defi-
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nition of interest, present worth, and internal rate of 
return. 

Under such a definition, is it necessary to invest A 
at i for Equation 14 to be true? The answer is obviously 
no. Yet the belief that such is necessary forms the basis 
of Wohl's contention that reinvestment of the benefits of 
an investment must be made, or be capable of being 
made, for internal-rate-of-return analysis to be valid. 

The example of a perpetual investment illustrates this 
clearly. But what is at issue here is actually the funda
mental definition of interest-in fact, of what return on 
investment means in the most basic sense. Investment 
returns may be invested (the reinvestment of Wohl) or 
consumed. Thus a definition of internal rate of return 
that requires reinvestment of the returns violates a 
fundame ntal econom ic concept, recognized by a uthorities 
s uch as Keynes (12, pp. 135-146) and Samuelson (11 , pp. 
599- 601). A moment' s thought brings to mind many ex
amples where reinvestment of total product would be 
disastrous for society-agricultural production for ex
ample. If all the returns of agriculture were invested 
as seed, following the usual economic example of con
sumption and investment, nothing would be left for food. 

I am not suggesting that adoption of Wohl's startling 
definition of internal rate of return is likely to lead the 
world to starvation. The world will continue to follow 
economic rules in spite of what academicians say. How
ever, academicians should remain as much in touch with 
economic reality as they possibly can. Therefore, I urge 
Wohl to return to the fundamentals from which he has 
strayed so far. 

The table that follows illustrates the induction of the 
formula for the future worth of an investment. A close 
examination of it may help to dispel the doubts of those 
who still cling to the reinvestment fallacy. 

Payment at 
Interest i 

N p ($) ($at 10%) FN($) 

0 1000 
1 100 1100 
2 110 1210 
3 121 1331 

F1 = P+ Pi= P(l + i) 1 

F2 = P(l + i) 1 + iP(l + i) 1 = P(l + i)2 

F3 = P(l + i)2 + iP(l + i)2 = P(l + i)3 

(15) 

(16) 

(17) 

Note that it was not necessary to invest the sum at the 
end of the third year ($1331) in order to induce our 
formula F" = P(l + i)". We merely had to reinvest the 
original investment itself and its interest. But this is 
the very meaning of investment. By extension, any 
cash flow of benefits that results from any investment 
may be cons idered single B"s thrown off because of each 
one's part of the original investment. Of course, future 
worth in all formulas implies reinvestment of the posi
tive cash flows. But this is no more and no less than 
the meaning of future worth . 

It is possible to specify that all returns of a given 
alternative must be reinvested at the opportunity cost 
of capital or at any other interest rate. But this rein
vestment is merely a characteristic of the alternative 
and does not imply anything about the definition of the 
internal rate of return. Accordingly, I urge the logic 
of the discussion, so often mentioned by Wohl, of Grant 
and others (1, pp. 563-571). 

Many authors also make Wohl' s error. This has 
caused efforts to reconcile the internal-rate-of-return 
method with the other methods when, in fact, they were 
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already reconciled. What is at stake in this controversy 
is Wohl 's unacceptable definition of interest or internal 
rate of return. Return on capital may be consumed or 
reinvested, in whole or in part, but whether or not it is 
is a separate decision. 
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Author's Closure 
Steiner has distorted the intent of my paper. To begin, 
Steiner correctly shows that the internal rate of return 
is equal to the interest rate at which the discounted bene
fits are equal to the discounted costs; this definition is 
identical to that which I incorporated in my paper and in 
Equation 1. (There are, of course, other correct ways 
of defining the same internal rate of return; e.g., it is 
the interest rate at which the future worth of the benefits 
is just equal to the future worth of the costs, or it is the 
interest rate at which the equivalent uniform annual bene
fits are just equal to the equivalent uniform annual costs.) 
But, then, he thoroughly distorts the matter by insisting 
(to pa1·aphrase his words) that my startling definition of 
internal rate of return requires reinvestment of the re
turns and violates a fundamental economic concept, 
recognized by authorities such as Keynes and Samuelson. 
By contrast, examination of Equation 1 and the remarks 
that immediately follow will show that my definition of 
the internal rate of return is consistent and identical 
with those of every author cited by Steiner. In no way 
have either I or others implied or said that the definition 
of the internal rate of return required reinvestment of 
the returns during the analysis period. Rather, what I 
and many others have maintained is that use of the in
ternal rate of return as the sole indicator of the effective 
yield from some investment program over the planning 
horizon or as the criterion for making economic choices 
can lead to incorrect or ambiguous answers. Also, to 
use the internal rate of return as the sole indicator of 
the yield to be anticipated from a project implies that the 
yield from either reinvestment or consumption of any 
early-year returns is equal to the internal rate of return. 

Moreover, Steiner even agrees to the above conclus ion 
by saying (in the last sentence of his discussion): "Re
turn on capital may be consumed or reinvested, in whole 
or in part, but whether or not it is is a separate de
cision." Even so, Steiner misses the essence of the 
problem. And that is, whether a separate decision or 
not, the early-year returns will clearly be consumed or 
reinvested in something during the remaining years and 
thus the rate of reinvestment of earnings can and will 
affect the overall earnings, effective yield, and decision 
for projects. As a consequence, to simply use the in
ternal rate of return as a guide to economic decision 
making is to open the door to incorrect or ambiguous 
economic choices by implying that the reinvestment rate 
is equal to the internal rate of return. 

In my paper I indicated how we can compute the ef
fective rate of return for a project, a yield figure that 

will properly reflect not only the internal earnings but 
also the external gains from consumption or reinvest
ment of early-year gains. I also later indicated that 
the effective rate of return will be equal to the internal 
rate of return only when all earnings are accumulated 
solely at the end of the analysis period or when the MARR 
(or reinvestment rate) is exactly equal to the internal 
rate of return. 

Discussion 
Dietrich R. Bergmann, St. Clair Shores, Michigan 

The paper is a partial repetition and extension of Wohl' s 
past criticisms of the internal-rate-of-return method for 
comparing mutually exclusive alternatives. His initial 
critique (13) used illustrations in which the solution for 
the internal rate of return on either the base or incre
mental investment was unique. Those criticisms and 
similar criticisms of other authors were discussed by 
me in 1973 (14). 

Wohl's 19~ paper (15) continued his criticism of the 
internal-rate-of-return method and devoted a part of it 
to situations where the solution for the internal rate of 
return is not unique. Many of the points in his 19 7 5 
paper are repeated in the present paper. Consequently 
much of my reaction to the paper corresponds to the 
viewpoints expressed in my discussion (16), which was 
published with that paper. In the interest of brevity, I 
refer the reader to that discussion. 

Several additional points are appropriate on this oc
casion. Wohl states that " ... the MARR can be regarded 
as the opportunity cost of capital for both borrowing and 
lending situations." Such could be the case and would 
be true when there is no limit on an organization's bor
rowing; however, more often than not the interest rate 
that applies to an organization's borrowing will differ 
from the MARR for that organization's investment op
portunities. His analysis of the illustrations presented 
in Tables 1-3 implicitly assumes that these two rates 
are identical to each other. For the instances that they 
are, I have no quarrel with Wohl's designation of the 
preferred project. 

Consider, though, the general case where the rate of 
interest on money borrowed by the investing organization 
is different from the investing organization' s MARR. 
Teichroew, Robichek, and Montalbano (17) have shown 
that, for this more general case, the NPV and the in
ternal-rate-of-return methods must both be refined if the 
projects under consideration are mixed projects (i.e., 
projects that combine the features of both investment and 
lending situations). In each of the three illustrations 
summarized in Tables 1-3, either the base or incre
mental cash-benefit flow falls into the mixed project 
category as defined by Teichroew and others (17). 

The specific approach to be used in analyzing a mixed 
project is dependent on the investment situation, of which 
the following three are envisioned: 

1. The investing organization is also the organization 
that receives the benefits that accrue from the invest
ment; 

2. The investing organization is not the recipient of 
the benefits that accrue from the investment; instead, 
the benefits accrue directly and entirely to the public; and 

3. The benefits generated by the investment accrue 
partly to the investing organization and partly to the 
general public. 

Wohl's illustrations summarized in Tables 2 and 3 typify 



investment situation 1. His remaining illustration (sum
marized in Table 1) appears to be an example of invest
ment situation 2. 

When analyzing mixed projects that reflect investment 
situation 1, the cash-flow stream must be divided into a 
borrowing portion, for which the interest rate paid on 
the borrowing is specified, and an investment portion, 
for which the MARR is specified. After this division is 
completed, the analyst must evaluate the investment por
tion of the cash-flow stream. The project is deemed to 
be acceptable either if the internal rate of return for the 
investment portion of the cash-flow stream is in excess 
of the MARR or if the NPV of the investment portion is 
greater than zero. 

Wohl and I would probably agree that the analysis of 
mixed projects, reflecting investment situation 2, has been 
inadequately treated in the literature. There are at least 
two unique features here, the first of which is that there 
is no borrowing by the investing organization from the 
project's beneficiaries. The second is that the benefited 
members of the puhlic do not reinvest their benefits at 
the agency's MARR. Instead, those benefits are either 
consumed or reinvested at a rate that economists oc
casionally have referred to as the social rate of discount. 
Consequently the analytical problem presented by invest
ment situation 2 is as evident in applying the customary 
NPV method as it is when applying Wohl's version of the 
internal-rate-of-return method. 

One way to resolve the analytical problems posed by 
mixed projects involving investment situation 2 would be 
to apply the social rate of discount to transform all the 
project's public benefits to their future value at the end 
of the planning horizon and to accept the project if, for 
the modified cash-benefit flow stream, the present worth 
exceeds zero or the internal rate of return exceeds the 
MARR. I might add that, even for pure investment proj
ects characterized by investment situation 1, there is a 
good basis to support the contention that public benefits 
should be transformed to their future value at the plan
ning horizon by using the social rate of discount before 
the project's NPV or internal rate of return is calcu
lated for the transformed cash- benefit flow stream . 

Obviously, mixed projects, which are characterized 
by investment situation 3, require an analytical approach 
that combines the features described above for invest
ment situations 1 and 2. 

In conclusion, 

1. It appears to me that Wohl has endorsed the NPV 
approach for evaluating mutually exclusive alternatives 
chiefly because, using his words, it is "conclusive and 
unambiguous." I agree that the NPV method is conclusive 
and unambiguous; however, I must add that application 
of the method in the way Wohl suggests makes invisible 
to the analyst those investment situations where his ver
sion of the method should be refined, as suggested in the 
preceding paragraphs. 

2. It appears that Wohl would have us never calculate 
a rate of return on an investment proposal. If so, how 
are we to determine a value for the MARR when the in
vestment opportunities are far in excess of the available 
budget? I can think of one way for doing that, but it is 
no less computationally tedious than calculating a rate 
of return. 

3. Use of the internal-rate-of-return method does 
not imply, as Wohl and others suggest it does, that the 
positive cash flows from an investment alternative are 
reinvested at the internal rate of return. When we cal
culate the internal rate of return we are merely develop
ing an ordinal ranking statistic that is compared with the 
MARR, just as the value of the NPV is compared with 
zero in order to identify the preferred project. No more 

17 

and no less is either explicitly stipulated or implied by 
the two methods. 

4. The problems that Wohl describes result partly 
from a disagreement about the definitions of the NPV and 
internal-rate-of-return methods for evaluating mutually 
exclusive investment alternatives. He is critical of the 
internal-rate-of-return method because he has defined 
it in a manner that involves the shortcomings he alleges 
it to have. Hopefully, future papers on this subject will 
strive to identify commonly accepted definitions for both 
methods. 
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Author's Closure 
Bergmann concedes that he has no quarrel with my des
ignation of the preferred project for the situation ex
plored in my paper, in which the MARR can be regarded 
as the opportunity cost of capital for both borrowing and 
lending situations. However, his arg·uments deal mainly 
with an entirely different s ituation, that in which the 
bonowing rate and lending r ate (that is , the yield oI 
available inve stme nts outside the firm or MARR) are 
unequal. Accordingly, let me also address this dif
ferent set of conditions as they relate to use of the NPV 
method, or such others as may be appropriate. 

Bergmann argues that mixed projects are those that 
combine the features of both investment and lending situ
ations; the examples in Tables 1-3 of my paper fall into 
the mixed-project category; and whenever the borrowing 
rate and MARR are equal, "the NPV and internal-rate
of-return methods must both be refined if the projects 
under consideration are mixed projects." Also, he 
says that, for projects such as those in Tables 2 and 3, 
" •.. the cash-flow stream must be divided into a borrow
ing portion, for which the interest rate paid on the bor-



18 

i·owing is specified, and an investment portion, for which 
the MARR is specified." To the conttary, and notwith
s tanding the work of Teichroew (17) and Grant (1 , it 
seldom is necessary lo ove1·complicate lhe a nalysis in 
this fashion. Put simply, the mere existence of a mixed 
project and of unequal borrowing and lending rates is not 
a sufficient condition for abandoning a simple NPV or net 
future value calculation. 

Let me demonstrate this conclusion under the follow
ing conditions: (a) the lending rate (or rate at which an 
agency or firm is willing to loan or invest its assets) is 
its MARR, (b) the borrowing rate (BORR or rate at which 
investment capital can be acquired from outside sources) 
is unequal to the MARR, and (c) for public projects 
people's rate of time preference can be regarded as 
being equal to the MARR (more will be said about this 
assumption latel'). Under the1:>e conditions, an agency 
or firm when evaluating any project (or the difference 
between two competing projects) is faced with three 
options: 

1. Acquire no capital and invest in none (i.e., the 
null alternative); 

2. Acquire capital from liquidated assets, working 
capital, or borrowing and invest it in the best (otherwise) 
foregone investment opportunity; and 

3. Acquire capital and invest it in the proposed 
project. 

How, then, do we evaluate these options when MARR > 
BORR or MARR < BORR? 

CASE 1: LET MARR > BORR 

In this case, option 2 is always preferable to doing noth
ing. Thus, the choice is simply between a foregone al
ternative and the project in question. The investment 
capital to be acquired for each is identical, as will be 
the financing costs; therefore, we need only to compute 
the NPV (or, equivalently, the net futttre worth) or each 
proposed project with MARR as the discottnt rate. If 
the NPV of a proposed project is positive, it is accep
table; otherwise, invest in ottr best foregone investment 
alternative. Among a set of competing projects, the 
one having the highest positive NPV is the best. No 
other analysis is necessary for this case (nor for that 
in which MARR = BORR), and the complicated procedttres 
of Teichroew and Grant can be ignored. Tttrning to the 
example in the table below, or to those in Tables 1-3, a 
straightforward calcttlation of the NPV at any given 
MARR valtte will always correctly identify a project's 
acceptability, as well as the best one when there is a 
competing choice. (Such calculations, if carried out for 
the example in the table below, will show that project X 
is unambiguously the best option whenever the MARR is 
between 30 and 40 percent. Also, the internal rate of re
turn in the table is O, 30, and 40 percent.) 

Net Annual 
Year Cash Flows ($) 

0 -1000 
1 +3700 
2 -4520 
3 +1820 

CASE 2: MARR < BORR 

At first glance, it may seem that, since the borrowing 
rate is greater than the MARR, a firm would always find 
option 2 unattractive. But that would not necessarily be 
correct. Simply stated, whenever a firm can acquire 
the necessary capital for investment in either the pro-

posed project or a foregone alternative by liquidating 
some of its assets or by using working capital rather 
than by borrowing from outside sources, the financing 
costs would be represented by the MARR rather than by 
the BORR. Clearly a firm faced with these borrowing 
and lending rate conditions would avoid, so far as pos
sible, borrowing from outside sources. Accordingly, 
if all the required capital can be acquired by using the 
agency or firm's assets, the appropriate discount rate 
is the MARR and the economic choice boils down to one 
between options 2 and 3, as before. And again, in this 
instance, a simple NPV or net future worth calculation 
at the MARR will indicate which choice is superior. 

Second, whenever a firm or agency can act not only 
as an investor but also as a lender (a situation in which 
numerous private firms find themselves), and whenever 
the borrowing rate is larger than MARR, a firm would 
then regard the borrowing rate as its MARR and, ac
cordingly, would simply carry out a straightforward 
NPV or net future worth analysis with the BORR (rather 
than MARR) as the appropriate discount rate. So once 
again, a complicated analysis is not necessary, even 
though the BORR > MARR. 

Third, if and only if a firm can acquire the necessary 
investment capital only from outside sources, cannot 
become a lender (as well as inves tor), and the BORR> 
MARR, only then must we refine our techniques for 
evaluating mixed projects. (Frankly, I suspect that we 
seldom confront this rather special situation.) But even 
in this case, a simple and straightforward procedure 
will suffice to properly evaluate any proposal. [The one 
to be described is akin to that outlined in Teichroew \!1); 
also, it is much simpler than that described by Grant(.!).] 

The underlying principle is to maximize the net fu
ture value and thus to minimize the amount of borrowing 
over the years. In short, borrow as little as possible 
and pay back borrowed funds as soon as possi'ble. [Also, 
it should be evident that for this special case (i.e., capital 
can be acquired only by borrowing and the firm cannot be 
a lender) doing nothing is always preferable to acquiring 
capital and investing in a foregone alternative. Thus, 
the economic choice is simply between doing nothing and 
investing in a proposed project. J Accordingly, the pro
cedure is as follows: Carry out a net future value analy
sis, compounding year by year over then-year planning 
horizon. Whenever the accumulated net future value (in 
years 0 through n - 1) is negative, compound the balance 
to the next year at the BORR; if the accumulated balance 
is positive, compound the balance to the next year at the 
MARR. If the net future value at the end of n years is 
positive, the project will be acceptable; if not, the proj
ect is rejected . For a set of mutually exclusive projects, 
the one having the highest positive net future value (over 
the same planning ho1·izon) will be the best. 

As an example of the above procedure, let us carry 
out the net future value analysis for the cash flows shown 
in the p1·eceding table, for a BORR of 35 percent and for 
a MARR of 32 percent (see Table 10). Since the net fu
ture value at the end of three years is negative (or 
-94.30), project X will be unacceptable and thus doing 
nothing will be best, 

In summary, a simple NPV analysis with a discount rate 
of the MARR will always suffice so long as the BORR is 
equal to or less than the MARR. When the BORR is 
larger than the MARR, a simple NPV analysis with a 
discount rate of MARR will also lead to the correct eco
nomic choice if the firm can use its own assets to ac
quire the necessary capital. When the reqtlired capital can 
only be acquired from outside sources, and the firm can 
be a lender as well as investor, a simple NPV analysis 
with a discount rate of BORR will lead to correct eco
nomic choices. Finally, a more complicated type of 
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Table 10. Net future value analysis. 
End of 
Year t 

Cash Flow Prior-Year Net Future Value Net Future Value at End or 
Year t ($) in Year t ($) Compounded to Year t ($) 

0 
1 
2 
3 

-1000 
+3700 
-4520 
+1820 

-1000(1.35) = -1350 
+2350(1.32) = +3102 
-1418(1.35) = -1914.3 

-1000, compound at 35 percent 
+2350, compound at 32 percent 
-1418, compound at 35 percent 
-94.30 

analysis (of the sort alluded to by Bergmann and de
scribed in the previous two paragraphs) must be used 
only when a firm cannot be a lender, cannot acquire 
capital except from outside sources, and has a borrow
ing rate greater than its MARR. 

Bergmann also maintains that any benefits received 
by the public are consumed or reinvested at the social 
rate of discount. Many other economists argue differ
ently and with persuasion. Not only is this a murky 
subject, but it also is one that is fraught with difficulty 
when we attempt to determine the appropriate social rate 
of discount. In sum, there is only an arbitrary basis for 
deciding on the propriety of its use as well as its value. 
[See Margolis 's @ review of this subject.] 

Two final comments: One, Bergman is wrong in say
ing " ... Wohl would have us never calculate a rate of re
turn on an investment proposal." To the contrary, and 
as noted in my paper, if a rate-of-return figure is nec
essary (say, because of budget constraints) before the 
fact, then an effective rate of return should be calculated 
rather than the internal rate of return. Moreover, it is 
perfectly obvious that we need the actual effective yield 
that is being obtained from other ongoing (or past) proj-

ects. Two , Bergmann is clearly wrong in saying that: 
"Use of the internal-rate-of-return method does not im
ply, a s Wohl and others suggest it does, that the posi
tive cash flows from an investment alternative are re
invested at the internal rate of return ." On the contrary, 
if the internal rates of return are used as the sole guide 
to make economic choices among mutually exclusive 
choices, then certainly he is wrong. Assume for the 
Table 7 example that the MARR is 20 percent (and equal 
to the bor rowing rate). Then, what else other than an 
assumed reinvestment of the $10 000 in year 1 at 20 
percent could have caused the two alternatives to be ex
actly equivalent for the two-year period? In a word, 
nothing. 
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This paper surveys the available empirical evidence on the elasticity of 
travel demand to assess the potential of pricing policies to alter travel 
behavior and thereby to solve various urban transportation problems. 
The first set of studies considers the responsiveness of fuel use to changes 
in gasoline price. The second set, econometric models of urban travel 
demand, estimates the direct and cross-price elasticities of the use of dif
ferent modes with respect to different components of trip cost. The 
third set of evidence is composed of arc elasticity estimates based on the 
impacts on travel behavior of actual changes in the levels of roadway 
user charges and transit fares. For each study dealt with , the paper 
briefly summarizes its methodology, data base, and findings and sub
jects these to critical evaluation. The paper concludes with an evaluation 
of the body of results for the usefulness of pricing policies in urban 
transportation. 

Economists have criticized perverse pricing as the 
crux of the urban transportation problem and, thus, 
have regarded corrective pricing policy as the key to 

the solution . The theoretical basis for such alterna
tive pricing involves the need to internalize the often 
significant external social costs associated with urban 
travel (such as congestion, air pollution, and noise), 
particularly as these vary with respect to time of day, 
route, and mode of travel. 

The objective of this paper is to determine how 
responsive urban travel behavior would be to various 
corrective pricing strategies: 

1. To what extent, for example, could peak-period 
pricing alleviate congestion by diverting automobile 
drivers to other modes or to use of their automobiles 
at less-congested times or on less-congested routes? 

2. To what degree might higher gasoline prices 
encourage motorists to economize on fuel by driving 
fewer kilometers or by purchasing smaller, more fuel
efficient automobiles? and 
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3. How much would transit ridership increase as a 
result of surcharges on automobile use or reductions in 
transit fares? 

Elasticity of demand is a useful measure for answer
ing these questions. It is defined as the ratio of the 
percentage change in demanded use to the percentage 
change in the relevant exogenous variable. This dimen
sionless measure indicates the relative sensitivity of 
the demand for a specific type of travel to the cost of 
such travel, the cost of competitive or complementary 
travel, and to performance levels or other aspects of 
the quality of travel alternatives. The degree of price 
elasticity is important for public policy purposes be
cause, in general, the more elastic is the demand, the 
greater is the potential leverage of pricing policy in 
altering urban travel behavior and thus in helping to 
solve various transportation problems. 

This paper assembles information about the size of 
relevant demand elasticities from a variety of recent 
empirical studies. Our first set of studies considers 
the responsiveness of fuel use to changes in gasoline 
prices, Next, we examine a number of urban travel
demand models, which yield estimates of direct and 
cross-price responsiveness for different urban travel 
modes and for different components of travel cost. 
Finally, we note the wide range of arc elasticity esti
mates based on impacts of actual changes in the levels 
of roadway user charges and transit fares, For each 
study dealt with, we briefly summarize its methodology, 
data base, and findings and subject these to critical 
evaluation. We compare results of studies based on 
different methodologies to test for robustness of 
elasticity estimates. The paper concludes with an 
evaluation of the body of results for the use of pricing 
in public policy. 

PRICING GASOLINE TO CONSERVE 
FUEL 

Public interest in fuel conservation peaked in intensity 
during the energy crisis of 1973-1974 and has remained 
an important consideration of federal policy in the years 
since. Because the highway use of gasoline has been a 
large percentage of the total demand for petroleum 
products, such transportation fuel usage, particularly 
by automobiles, has been a prime target for energy con
servation. In the short run, gasoline savings can be 
achieved by (a) the elimination of nonessential trips, 
(b) a s hift to modeii less energy-intensive Lhan s i11gle
occupa11t automobile use (such a s transit or carpooling ), 
or (c) a reduction in driving speeds to increase kilo
meters per liter of fuel. Additional means of conser
vation include a reduction in the level of automobile 
ownership, technical development and market penetra
tion of smaller, more fuel-efficient automobiles, and 
a transformation of urban land-use patterns toward 
decreased spatial diffuseness. 

Each of these fuel-conservation measures is to some 
extent automatically encouraged by higher gasoline 
prices, which signal to consumers the increased 
scarcity of energy resources and force them either to 
conserve or pay the price for not doing so. Without 
government intervention, fuel prices would be expected 
to rise as a result of the interaction of diminished fuel 
supply and increased demand and thus to induce some 
amount of conservation, but policy intervention can 
mitigate or even accentuate the rise. 

In addition to leverage for overall energy use, 
gasoline prices can be the instrument for influencing the 
absolute and relative use of automobiles in urban trans
portation. Whatever its policy goal, however, its 

potential effectiveness depends on the demand re
sponsiveness to its use. A useful approximation to 
this demand sensitivity is the own-price elasticity of 
demand for gasoline. The following section reviews 
several different types of econometric models of 
gasoline demand that yield estimates of this price 
elasticity measure. 

Econometric Models 

The econometric models described below are roughly 
of two broad types. Flow-adjustment models generally 
express the demand for gasoline in the current period 
as a function of the consumption of gasoline in the 
previous period, the real price of gasoline in the cur
rent period, real personal income per capita, and a 
variety of other variables thought to influence the level 
of fuel use (see Table 1, studies 1, 2, and 5) (1- 5). The 
identifying characteristic of this approach is the use 
of last period's gasoline consumption to predict the 
current period's consumption. 

It is assumed that the degree of consumer re-
sponse to any change in price is a function of the length 
of time allowed for the response to occur. For ex
ample, in the long run, extensive adjustments in travel 
behavior are possible through changes in the level of 
automobile ownership, vehicle efficiency, and residen
tial and workplace locations. Lags in the adjustment 
process are not explicitly represented in flow-adjustment 
models. Rather, to proxy for these complex initial 
influences and the time-phased adjustment, past levels 
of the dependent variable are used to explain current 
levels of that variable. 

The more significant the lagged variable is in ex
plaining current levels of gasoline demand, the greater 
the friction of adjustment and the longer the implied 
period of time requisite to a full adjustment. The actual 
importance of suc;h momentum can be calculated in 
these models. Through the estimated coefficient of 
the lagged dependent variable, the time period con
sidered to be the long run is mathematically inferrable 
from the estimated equation. Both short- and long
term impacts can be measured. The former is the esti
mated parameter weight on each explanatory variable. 
The latter are the weights of the steady-state equi
librium of the system. 

Unfortunately, flow-adjustment models provide no 
specific information on the nature of the adjustment 
process, only on the implicit timing and overall size. 
Yet, for policy purposes, it is important to know to 
what degree a price-induced reduction in gasoline use 
stems differentially from changes in the number, length, 
timing, or location of automobile trips; changes in 
gasoline efficiency; changes in automobile ownership; 
or shift in modal choice. The specific nature of the 
adjustment process can influence significantly the 
relative attractiveness of different fuel-conservation 
policies because they differ with respect to other public 
policy objectives. 

A variant on the flow-adjustment models substitutes 
measures of vehicle fleet size and gasoline efficiency 
for the lagged dependent variable. Thus, the drag on 
adjustments in travel behavior to gasoline price attrib
utable to these two long-term considerations is esti
mated directly. The short-term models of the Rand 
Corporation and Charles River Associates are of this 
type (see Table 1, studies 3 and 4). 

The Rand Corporation's multiequation recursive 
model distills the long-term adjustment .Process into an 
asswl1ed sequence of component stages (Table 1, study 
6). In contrast to the flow-adjustment models, each 
aspect of the long-term impact is explicitly represented. 



The effect of gasoline price on the level of fuel use is 
estimated both directly (through its impact on vehicle 
kilometers traveled by a given automobile stock with 
a fi xed aver age vehicle efficiency) as well as indirectly 
(through its i11flue11ce on. 11ew and used automobile 
ownership a nd vehicle fuel efficiency). By breaking 
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down the long-term adjustment process into its com
ponents, the relative importance of each is determined 
as well as the total impact. Unfortunately, however, 
this approach fails to represent explicitly the time 
phasing of adjustment, the main advantage of the flow
adjustment models. 

Table 1. Aggregate econometric models of gasoline demand and vehicle kilometers of travel. 

Dependent Functional Estimation Short-Range Long-Term 
study Variable Independent Variables Form Sample Technique Elasticity" Elasticity 

Data Resources H~ghway motor Real gasoline price by state, Log linear Quarterly data, Error -0.23 to -0.32 to 
\l) fuel use per real disposable income 1963-1972, components -0.30 -0.54 

capita per capita, lagged per 48 states and 
capita highway gasoline DC 
consumption 

McGillivray- Automobile gaso- Real gasoline price, new passen- Linear National total, Ordi.nary least -0.23 -0.76 
Urban Insti- line use per ger automobile registration United states, squares 
tute (~) capita per capita, average gasoline ordinary least 

consumption per automobile, squares 1951-
lagged per capita automobile 1969, annual 
gasoline consumption 

Rand I (single- Highway motor Real gasoline price, disposable Log Annual, pooled Ordinary least -0.26 
equation, [uel use per (per capita) personal income, time-series squares 
short run) capita total vehicle registrations cross- section, 
~ ) per capita, fuel efficiency of 1955-1970 for 

vehicle fleet by state, trucks 48 states 
as percentage of total 
vehicles 

Automobile gaso- Real gasoline price, vehicle Log Annual national Ordinary least - 0.38 to 
line use per registrations per capita, total, 1950- squares -0.43 
capita dummy variable for safety 1972 

and emissions standards 
Vehicle kilo- Real gasoline price, vehicle reg- Log Annual national Ordinary least -0.37 to 

meters istrations per capita, dummy total, 1950- squares -0.39 
traveled per variables for safety and emis- 1972 
capita sions standards 

Charles River Highway gaso- Real gasoline price, stock of Linear Annual, pooled Two-stage least -0.18 
Associates line consump- automobiles per licensed time- series squares 
(short run) tion per driver, stock of trucks per cross- section, 
~) licensed licensed driver, augmented 1950-1971, 

driver fuel efficiency of automobile annual, 48 
stock, number of post-1968 states and DC 
registered vehicles on road in 
each year per licensed driver 

Charles River Highway gaso- Real gasoline price, real dispo- Log 1951-1971, an- Two-stage least -0.29 -1.37 
Associates line consump- sable income per capita, lagged nual pooled, 48 squares 
(long run) tion per li- highway gasoline use per li- states and DC 
{_2 ) censed censed driver, six dummy 

driver variables for each of six dif-
ferent types of gasoline con-
sumption characteristics of 
state 

Rand II (5- Used auto- New automobile price, real Linear Annual, national Two-stage least 
equation, mobile gasoline price, disposable total, United squares, 
recursive, price income, lagged automobile States, 1950- ordinary least 
long run) stock, automobile strike 1972 squares 
(~) dummy variable 

New automo- New automobile price, used Linear Two-stage least 
bile sales automobile price, growth squares, 

in disposable income, auto- ordinary least 
mobile strike dummy variable squares 

Used automo- Used automobile price, new Linear Two-stage least 
bile stock automobile price, real squares, 

gasoline price, disposable ordinary least 
income, strike dummy variable squares 

Average kilo- Real gasoline price, dummy Log Ordinary least 
meters per variable for safety and emis- squares 
liter sions standards 

Automobile Automobile stock, real gaso- Log Ordinary-least 
kilometers line price, safety and emis- squares 
driven per sions dummy variables 
capita 

Automobile Average km/L x automobile- -0.64 to 
gasoline con- km driven per capita -0. 68 
sumption per 
capita 

Chase Eco no- Total vehicle Total automobile ownership, Linear Annual, national Ordinary least -0.5 -0. 72 
metrics ('.!) kilometers relative price of gasoline total, United squares 

traveled and oil, change in consumer States, 1956-
price index, average price 1972 
of new automobiles lagged 
two periods, growth in 
wages and salaries 

Federal Energy Vehicle kilo- Automobile operating costs per Linear Annual, national Nonlinear least -0.12 -0. 72 
Administration meters kilometer, real disposable total, United squares with 
~) traveled per income per capita, unem- States, 1950- first-order 

capita ployment rate, lagged vehicle 1972 automobile-
kilometers of travel regressive 

transformation 

•short range means no more than one year. 
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Each of these three types of model yields a different 
type of elasticity estimate. The short-term elasticity 
derived from lag-adjustment models is calculated 
directly from the estimated equation by specification 
of an arbitrary short-term period (set here to one year 
for comparability). Short-term elasticities derived 
from models other than the flow-adjustment type are the 
estimated effects of gasoline price on fuel consumption, 
holding automobile ownership levels and vehicle ef
ficiency constant. So in the former model type the short 
term is an arbitrary time period; in the latter it is the 
period for which automobile ownership and fleet ef
ficiency are fixed. 

Similarly, for the second and third types of models, 
the long-term period is implicitly that length of time 
after which price will also have affected gasoline con
sumption indirectly through changes in automobile 
ownership and vehicle efficiency. One cannot infer 
from these models the actual number of years required 
for such adjustment. The length of the long run can be 
explicitly calculated, however, in lag-adjustment 
models o It is equal to the number of periods subsequent 
to some price change required for the difference equa
tion to reach a steady-state equilibrium solution. The 
Data Resources study, for example, implies a long 
term of about 2.5 years; McGillivray's long-term period 
is 10 years, and the Charles River Associates long term 
slightly exceeds 12 years. Thus, the duration of the 
long term varies significantly from one lag-adjustment 
model to another. These varying interpretations of 
short and long term make comparisons of elasticity 
estimates from different models dubious. 

Empirical Results 

Despite a wide variety of specifications, estimation 
techniques, and data bases, most of the recent econo
metric studies of the demand for gasoline indicate 
that the short-term direct elasticity of gasoline use 
with respect to gasoline price falls within the range 
of about -0.2 to -0.3 (see Table 1). In contrast, long 
term elasticity estimates from this same set of studies 
vary substantially, ranging from -0.32 to - 1.37. The 
duration of the long-term ranges (implicitly from 2.5 
to 12 years) makes comparison of the results especially 
difficult because the specific durations are not de
liberately chosen but rather are the statistical outcome 
of the type of demanEI modeling employed. Estimates 
of the elasticity of new automobile sales with respect 
to gasoline price r ange from -0.7 to -1.0 (3, 5). [Cor
responding estimates of the elasticity of new automobile 
sales with respect to new automobile price ranged from 
-0.88 to -1.6 (3, 5).] Especially in light of the extremely 
important effeCt of automobile ownership on urban travel 
behavior, these figures suggest that public policies that 
affect the price of gasoline may substantially alter 
travel behavior. The short-term, direct effect of 
gasoline price is reinforced by the indirect, long-term 
effect of price on automobile ownership and, in turn, on 
travel behavior. 

Most of the studies reviewed here are beset by 
statistical problems of estimation-multicollinearity 
and simultaneous-equations bias being the most im
portant. [For a detailed analysis of the methodology, 
statistical limitations, and data bases of each of the 
studies, consult the background report on wb.ich this 
paper is based (6). This report also contains a 
lengthier discusSion of the empirical results and their 
policy implications.] The convergence of the short-term 
estimates lends credence to a -0.2 to -0.3 range of 
elasticity values; however, despite divergence, the 
long-term elasticity estimates uniformly increase over 

longer periods, especially as turnover occurs in the 
automobile fleet. None of the studies explicitly ex
amines the possibility that large, long-lasting changes 
in fuel price might also significantly affect locational 
decisions over time, thereby further increasing the 
long-term price elasticity. 

Because the gasoline studies differentiate neither 
between ui·ban and rural demand nor (more importantly) 
among regions of the country, income classes, trip 
purposes, or trip routes, they are of limited useful
ness in the determination of the potential leverage of 
pricing to alter specifically urban travel behavior. Yet 
they do suggest considerable aggregate gasoline con
servation in response to higher gasoline prices, espe
cially in the long run. 

SENSITIVITY OF URBAN 
TRAVEL DEMAND 

Three types of studies have examined the elasticity of 
demand for urban travel. Direct travel-demand models 
estimate total zone-to-zone traffic volumes, by mode 
and trip purpose, as a function of various cost and 
performance variables. In contrast, disaggregate 
travel-demand models use individual household obser
vations to determine the independent influence of each 
of a number of cost, performance, and socioeconomic 
variables on the probability that individuals with specific 
socioeconomic characteristics will select particular 
origin-destination pairs, travel times, modes, and trip 
frequencies. Finally, highly fragmentary evidence of 
the effect on travel behavior of changes in transit fares, 
bridge and tunnel tolls, and parking charges has been 
used to calculate arc elasticities, measures of demand 
sensitivity that are based on only the two price-quantity 
observations of a single price change. 

Evidence from Direct Demand Models 

The aggregate version of the behavioral travel-demand 
model estimates the total number of round trips between 
each origin and destination zone in an urban area as a 
function of the travel times and money costs of each of 
the available alte1· native modes , the socioeconomic 
characteristics of the origin zones (usually income per 
household and per capita automobile ownership), and 
the employment density of destination zones. A separate 
equation is estimated for each mode and trip purpose 
combination on the basis of aggregate, not individual, 
interzonal variations in the variables. Simultaneous 
determination of mode choice, trip frequency, trip 
distribution, and trip generation is assumed. 

The earliest, most fully developed, and best-known 
of the aggregate models is the Charles River Associates 
direct-demand model designed to assess the impact of 
free transit in Bos ton (7). Four sepa1·at e mode and 
trip purpose demand equations are estimated: auto
mobile work trip, automobile shopping trip, transit 
work trip, and transit shopping trip. For each, the 
dependent variable is the total number of round trips 
taken between each origin and destination zone by the 
specified mode. The explanatory variables are socio
economic characteristics of each origin (reflecting trip 
generation and modal .preferences), land use charac
teristics of each destination (reflecting the relative trip 
attractiveness of these), and performance and cost 
measures for both automobile and transit on each 
specific origin-destination link (reflecting the relative 
desirability of alternative destinations and modes). All 
independent variables were included in both linear and 
logarithmic forms to capture the effect on travel be
havior of both absolute and relative changes in ex-



Table 2. Elasticities from direct demand models. 

Independent 
Variable 

Automobile 
In-vehicle time 
Access time 
Line-haul operation cost 
Out-of-pocket cost 

Transit 
Line-haul cost 
Access cost 
Line-haul time 
Access time 

Bus 
Out-of-vehicle time 
In- vehicle time 
Access cost 
Line-haul cost 

Rail 
Out-of-vehicle time 
Access-in-vehicle time 
Total access time 
Line-haul time 
Access cost 
Line-haul cost 

Automobile Work Trips 

Charles 
River 
Associates 

-0.82 
-1.44 
-0.49 
-0.07 

0.14 
0 
0 
0. 37 

Fulkerson 

-0.39 

-0.12 

0.15 

Automobile 
Shopping 
Trips 

Charles 
River 
Associates 

-1.02 
-1.44 
-0.88 
-1.65 

0 
0 
0.10 
0 

planatory variables. To counter the inevitable multi
collinearity among explanatory variables, which neces
sarily accompanies such a dual specification, the 
ordinary least-squares estimation procedure was 
modified to constrain direct elasticities to be non
positive and cross-elasticities to be nonnegative. 
Almost half of the coefficients in the four demand equa
tions were set equal to zero because the imposed con
straints were binding . EXJ?lanatory variables (pri
mari,ly cross-price effects) whose logaritlunic- and 
linear-form parameters we1·e both set equal to zero 
for this reason had their predicted signs rejected but 
were not actually estimated as zero. 

The statistical reliability of the four estimated 
equations is dubious . Multicollinea1· ity is an obvious 
problem for several reasons: (a) U1e log and linear 
specification of each variable; (b) toe pervasive effect 
of income on automobile ownership, on the degree of 
disutility represented by any measured level of time 
or cost, and on modal choice and the total demand for 
travel; and (c) the inevitable correlation between travel 
times on different modes between the same two zones. 
However, no analysis of the effect of the multicol
linearity p1·oblem was made in the Charles River As
sociates study. Although the constrained estimation 
process is employed specifically to mitigate col
linearity problems of the first type, it may have ex
acerbated the estimation bias induced by the relation
ship across modes between travel times and costs or 
the multifaceted impact of income on the other ex
planatory variables. Moreover, it is likely that the 
partial effects of travel time and cost on travel demand 
depend importantly on consumer income levels; a 
multiplicative specification would probably have been 
more appropriate to capture this influence. 

The form in which the model is estimated assumes 
that each of the right-hand explanatory variables is 
truly exogenous and not mutually a function of the de
pendent variable (traffic volume). Yet trnvel times, 
and thus also gasoline operating costs, are dependent 
on traffic volumes via the level of traffic congestion. 
They vary nonlinearly as such volumes change. The 
failure to account for this joint determination may have 
introduced serious simultaneous-equation bias into the 
estimation process-another reason to regard the coef-
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Transit Work Trips Transit 
Shopping 
Trips 

Talvitie 
Charles Charles 
River Pooled River 
Associates Rail Bus Transit Fulkerson Associates 

0 0.84 0 0.37 0 
0 0 0 0 0 
0 1.34 0.36 0.80 0 
0 0 0 0 0 

-0.09 -0.38 -0.40 
-0.10 -0.08 -0.32 
-0.39 -0 .20 -0.19 
-0.71 -0.69 -0.38 -0.59 

0 -1.84 
0.23 -1.10 
0.08 0 
0 -0.51 

-1. 74 1.00 
-0.55 0.25 
-2.06 1.15 
-0.80 1.02 
-0.30 0.28 
- I.BO 0 

ficient estimates with suspicion. The direction of 
multicollinearity-induced bias is ambiguous, but one 
consideration suggests that it understates elasticities. 
Nominal trip costs omit congestion (time) costs. So, 
heavily used origin-destination pairs have higher real 
costs than are measured; real costs for lightly used 
pairs are as measured. Large differences in levels 
of route use are associated generally with smaller real 
cost differentials than are measured; estimated elas
ticities are thereby understated. 

Another problem is that the mode alternative to 
automobiles was taken as an assumed homogeneous 
transit mode-simply the sum of all nonautomobile trips. 
In fact, these nonautomobile trips are quite heterogen
eous. The described treatment may impart another bias 
toward understating the potential substitutability of 
automobile with nonautomobile modes, since actual 
changes in modal-split behavior will be influenced by 
the most substitutive of alternative modes, not the 
average of such modes. The behavior of such closer 
substitutions is hidden (indeed, distorted) by the present 
treatment: Aggregations probably understate behavioral 
sensitivity towal'd actual intermodal competition. 

The elasticity results given in Table 2 were computed 
from estimated regression parameters. (Unfortunately, 
the statistical significance of the latter was not reported; 
hence, there is no way to gauge the reliability of the 
derived elasticity values.) These elasticities indicate 
that automobile travel demand is moderately responsive 
to the time components of real trip cost, more for out
of-vehicle time (walking) than for in-vehicle time. 
Transit demand is less sensitive to time, but only the 
elasticity with respect to line-haul time is really low. 
Use of both modes is less responsive to money costs 
than to travel time. Automobile demand is more re
sponsive than transit demand-the latter shows a near 
zero sensitivity. The few estimated cross-elasticities 
are extremely low. In terms of trip purpose, work 
trips are generally less responsive to cost components 
than are shopping trips, an expected result given the 
largely fixed number and geographic pattern of com
muting trips in the short run. 

Overall, the Charles River Associates direct-demand 
results indicate that, although transport prices affect 
travel demand in the manner predicted, several effects 
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tend to be quite small. Socioeconomic factors are over
whelmingly more important than cost or performance 
in determining travel behavior, especially modal choice. 
These results have been the basis of pessimistic ap
praisals of the usefulness of pricing in urban trans
portation policy; however, such appraisals may not, 
in fact, be justified. 

The econometric problems of multicollinearity, 
misspecification, simultaneous-equations bias, and 
overly aggregative treatment of nonautomobile trips 
may have understated sensitivity to cost. There are 
other grounds as well for suspecting downward bias 
of the demand elasticities. Time of day and specific 
route of travel are important policy issues. Neither 
of these is treated in the Charles River Associates 
model. Differentiation by these trip dimensions would 
expose a wider variety of travel substitutes and, thus, 
reveal inherently higher elasticities with respect to 
crucial aspects of travel. Moreover, the measured 
elasticities represent an average responsiveness of 
travel among all origin-destination zone pairs. Insofar 
as pricing policy can be designed to differentiate both 
by route and time of day, demand responsiveness will 
be greater than suggested by the Charles River Asso
ciates estimates. This omission of specific route and 
time-of-day aspects of trips may be a serious bias 
because travel externalities vary significantly with 
time of day and specific route; optimal pricing policy 
would presumably differentiate according to these 
dimensions. The Charles River Associates estimates 
are probably lower bounds of demand responsiveness 
to the variety of cost-impacting policies that might 
reasonably be employed to achieve public .policy goals. 

Almost identical in structure to the Charles River 
Associates model, Talvitie's direct demand model of 
transit work trips in Chicago is subject to virtually all 
the criticisms levied at the Charles River Associates 
model (8). As Table 2 indicates, however, disaggre
gation of the transit mode into bus and rail results in 
substantially larger elasticities. Even in his pooled 
transit version, Talvitie estimates cross-elasticities 
of transit demand with respect to automobile in-vehicle 
time and automobile operating cost of 0.37 and 0.80, 
respectively-values large enough to cast further doubt 
on the Charles River Associates estimates obtained by 
constraining these cross-elasticities to zero. 

The Moses and Williamson study of modal choice by 
Chicago commuters also found a considerable elasticity 
of transit demand with i·espect to the level of automobile 
opetating costs (9). These survey results indicated 
that lowering transit fares to zero would have dive1·ted 
to the bus only 13 percent of the automobile drivers 
who reported that this was their next most preferred 
mode; however, the imposition of a $1.00 round-trip 
surcharge on automobile commuting for work trips 
would have shifted to the bus 47 percent of automobile 
drivers who indicated that the bus was their second-
best mode. The reliability of the survey data on which 
these estimates are based is questionable, and the shift 
estimates are upper bounds. Nevertheless, it is note
worthy that the cross-price effect of automobile costs on 
transit demand not only appears to be significant, but 
even exceeds the own-price effect of fares on transit 
demand. 

The direct-demand model of work trips that Fulker
son estimated for Louisville is of interest primarily 
because, although it employs most of the same ex
planatory variables, it exposes several of the deficien
cies of the aggregate model that the Charles River As
sociates and Talvitie versions conceal (10). The 
avoidance of the dual log and linear specification of 
each explanatory variable and the straightforward 

use of ordinary least squares without a priori con
straints facilitate the isolation of multicollinearity 
problems other than those obviously associated with 
the dual vadable specification. Not surprisingly, an 
analysis of the corr.elations among explanatory variables 
indicated that system performance and cost variables 
(both withiil and across modes) are highly interrelated 
and that this was particularly serious in light of the low 
coefficient of determination of the estimated direct
demand equations. Due to the fragmenta1·y reporting 
of the Charles River Associates and Talvitie models, 
one can only surmise the degree to which the estimated 
demand equations were distorted, but the Fulkerson 
results suggest that the problem is not minor. 

Fulkerson facilitates interpretation of the results by 
reporting t-statistics. The uniformly low magnitude 
of the estimated coefficients of travel cost and time 
variables (as well as the insignificant t-statistics) may 
be at least partly the result of the reported multicol
linearity among variables. Interestingly, by far the 
variable that most affects both automobile and transit 
travel demand is automobile ownership. Not only are 
the parameter coefficients of high statistical signifi
cance, but the associated demand elasticities exceed 
1.0 in absolute value. For automobiles, in-vehicle 
time and money operating cost elasticities are con
siderably smaller than the Charles River Associates 
estimates (see Table 2). The cross-elasticity with 
respect to transit line-haul money cost is essentially 
the same as in the Charles River Associates study. 
For transit work trips, transit line-haul time and 
money cost have the same elasticities as in Talvitie's 
study. But the travel-time elasticity is considerably 
less and the cost elasticity is greater than the com
parable Charles River Associates values for Boston. 
The elasticity for transit access time in the Fulkerson 
model is only half that estimated in the other two 
studies. 

Fulkerson attributes her generally lower elasticities 
to the much less extensive and varied transit network 
in Louisville relative to those in Boston and Chicago. 
Despite the variables that express performance char
acteristics of the different modes, the variety and 
availability of modes alternative to automobiles is 
not captured, especially where observations are zoned 
aggregates. Thus, in the three cities being compared, 
a different spatial conformation in conjunction with a 
different availability of nonautomobile modes in each 
will result in different automobile driver and transit 
rider populations in each city. Since they will typically 
have different trade-off valuations, measured sensitivity 
to the various trip price components can be expected to 
differ. In effect, the closer and more plentiful are the 
substitutes to a given mode, the greater will be the 
price sensitivity. Talvitie' s disaggregation of the 
transit mode into rail and bus reflects this. 

Evidence from Disagg1·egate Demand Models 

Disaggregate demand models have been developed to 
overcome many of the deficiencies of direct travel
demand models. They do this by basing their predic
tions of group behavior on the choice situation of the 
individual. The probability of making each kind of 
trip (defined in terms of mode, frequency, time of day, 
destination, and pui·pose) is formulated as a condi
tional logit model, where the equation is a ratio of the 
exponent of the household's utility level for the specific 
travel choice to that of the sum of the exponentials for 
all alternative travel decisions. The exponents in this 
expression are weighted linear combinations of the ex
planatory variables. The coefficients, which represent 



the independent effect of each variable on the utility 
level of household, are estimated by maximum likelihood. 
The explanatory variables fall into three classes: so
cioeconomic characteristics of the individual decision 
maker that might influence travel choice, comparative 
characteristics of alternative travel options, and com
parative characteristics of the alternative destinations 
that relate to their relative attractiveness. They can 
be summarized crudely as household income levels, 
travel times and costs, and destination employment 
levels, respectively. [For a more detailed discussion 
of the disaggregate modeling technique, see the full 
report (~) or McFadden and Domencich (.!.!).] 

Disaggregate work-trip models resh·ict the range of 
travel choices to mode only, assuming that trip fre
quency, destination, and time of day remain unchanged 
for work commuters. To the extent that the jow·ney to 
work is subject to time, frequency, or destination varia
tion, this assumption imparts a downward bias to be 
the estimated responsiveness of work travel to pricing 
policy. Disaggregate shopping models allow for a fuller 
range of variation in travel behavior, although to vary
ing degrees and employing different assumptions on the 
s tructure of travel decisions. Destination and frequency 
of shopping trips (as well as mode choice) are usually 
allowed to vary. In addition, one allows a very limited 
but interesting choice between peak and off-peak travel. 

Two basic equation structures have been employed 
in the estimation of the shopping model. Charles River 
Associates estimates a set of up to four conditional 
probability equations: (a) modal split, (b) time of day, 
(c) des tination, and (ct) trip frequency (11). This as
sumed separability of shopping travel demand requires 
that mode choice be independent of the time of day, 
destination, and frequency of trip making and be a 
function only of the relative travel time and cost char
acteristics of the available modes. Also, it is assumed 
that destination, frequency, and time of day of travel 
are similarly conditionally layered in a sequence of 
separable decis ions . Through the successive estimation 
of these four equations, the probability that an individual 
will make a shopping trip with a given frequency, to a 
certain destination, and via a particular mode is a func
tion of the costs and travel time of all available modes, 
the relative attractiveness of alternative destinations, 
and a set of socioeconomic traits of the individual. 

The assumption that shopping travel demand is 
separable facilitates estimation; however, it is dubious. 
Characteristics and availability of each mode are not 
independent of destination and time of day. So modal 
choice, for example, will be influenced by trip destina
tion. Travelers are more likely to use the automobile 
for a circumferential suburban trip and transit for a 
radial central business district (CBD)-oriented trip. 
Mo1·eover, even for shopping trips, transit is more 
likely to be chosen during peak how·s of travel. 

To avoid this weakness, Ben-Akiva and Adler esti
mated what they term a joint-probability shopping 
model. In this model, the probability that an in
dividual will make a shopping trip with a certain fre
quency, by a given mode, and to a particular destina
tion is estimated in a single equation, which includes 
all explanatory variables that influence one or more 
of the identifying as.Peets (e.g., mode choice, fre
quency) of the trip (12). Although it avoids separability, 
the combination of all variables into one equation in
troduces multicollinearity and simultaneous-equations 
bias. 

Elasticity Results from Work Trip Models 

Demand elasticity information provided by disaggregate 
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models is obtained either through simulation (with real 
data) or bi the substitution of hypothetical variablP. 
values, by using the probability equations estimated 
econometrically. Alternative values of policy variables 
are fed into the estimated equations. The price elas
ticity is then calculated by comparing the size of the 
resulting predicted change in travel behavior with the 
various initiating cost changes . It is considerably less 
sti·aightforward to evaluate the reliability of the elas
ticity estimates so derived . However, the statistical 
reliability of the underlyiug disaggregate probability 
equatio11s from which the simulations are generated can 
be assessed. Most of the studies report indices of 
statistical reliability that indicate an impressively good 
fit for whole equations and significance for many coef
ficients. The simulation estimations are, however, 
separated .from these equations by an additional sto
chastic step that blurs the reliability of the final results. 

Simulations of the Massachusetts Institute of Tech
nology (MIT) - Cambridge Systematics disaggregate de
mand model of WOl'k trips in Washington, D.C., suggest 
that modal split sensitivity to trip costs is quite low (_!1). 
Even large increases in the money cost of automobile 
use are predicted to only slightly affect the overall dis
tribution of work tl"ips among modes in the metropolitan 
area. For example, a quadrupling of the price of 
gasoline would presumably i·educe the drive-alone share 
by less than five percent. Similarly, large parking sur
charges are predicted to have only a minor impact . 
Adding $3/day to the cost of a downtown parking place 
would only diminish the drive-alone .share of work trips 
by 6.5 percent. Tbis extreme insensitivity to price 
suggests that price would not be an efficient lever to 
help relieve rush-hou1· congestion or reduce fuel use 
by diverting automobile drive1·s to transit or carpools . 
However, these results are highly suspect. They in
volve extrapolation far outside the i·ange of observed 
data. Although there is no reason to believe that de
mand responsiveness remains constant at all price 
levels, the Cambridge Systematics policy simulations 
are necessarily based on this assumption. 

In contrast to the low elasticity implicit in the Cam
bridge Systematics results, the McFadden model of 
travel demand in the Qakland-Berkeley area suggests 
considerable responsiveness of travel to pr ice (14). It 
reveals interesting differences in elasticities with re
spect both to different components of real trip cost and 
to different components of alternative mode characteris
tics. Time and money cost sensitivity differ, as do 
different components with.in each of these broader 
categories. Cross-mode effects differ as well. Strongly 
confirmed is the Moses a11d Williamson survey finding 
that transit demand is more sensttive to' the cost of 
automobile use than it is to its own price (9). For ex
ample, in the two-mode case, although the-elasticity 
of bus trips with respect to bus fare is only -0.45, the 
cross-elasticity of bus trips with respect to automobile 
operating and parking costs is more tban twice as 
great-nearly 1.0. It is greater, in fact, than either 
the cross-mode or the own-mode effect of travel time. 
This result is not quite as striking in the three-mode 
case; nevertheless, the bus trip cross-elasticity with 
respect to automobile co!;ltS is 0.81 {considerably 
greater than the own-elasticity with respect to bus fare 
of -0 .58, which in itself is substantial) and the rapid 
transit trip cross-elasticity with respect to automobile 
costs is 0.82 (only slightly less than the own-elasticity 
of -0.86 with respect to rapid transit fare). This is an 
irnpodant result. 1t appears to contradict the Cam
bridge Systematics results by indicating the possibility 
of significant leverage for public policy use of the pric
ing instrument to change modal split. Tbe suggested 
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diversion to transit effected by the increased cost of 
wo1·k-trip automobile use might, for example, sig
nificantly alleviate i·ush-hour road congestion. 

On closer examination, he discrepancy between the 
two studies is hardly sw·p1·ising and is, iu fact, quite 
illmninating. McFadden measures modal-split elas
ticity only in corridors that have extensive transit 
service-that is, where transit is a feasible alternative 
to the use of the automobile l:or the work trip . In con
trast, the Cambridge Systematics model estimates 
modal shifts for the metropolitan area as a whole. Thus , 
its sample includes travelers who reside in areas 
where residents could not possibly opt for transit over 
the automobile in the short run, regardless of the 
magnitude of the economic incentives. Since, in fact, 
this iufeasibUity of the fransit choice applies for most 
suburban portions of American urban areas, whatever 
modal s hift occt1rs in those conidors where transit is 
available is greatly diluted by the inevitable lack of 
responsiveness in the suburbs, where transit is not 
an available alternative. Although Washington, D.C., 
ti·affic corridors well served by transit might display 
the same degree ofwo1·k-tdp sensitivity as that esti
mated by the McFadden study, this sensitivity would 
not be evident in the cambridge Systematics-type of 
aggregate, metropolitan-wid results . Thus, a 
seemi~ly low aggregate responsiveness may conceal 
important variations in responsiveness among the 
hund1·ecls of individual traffic conidors that comprise 
the urban transportation network. 

This does not deny the usefulness of the cambridge 
Systematics results, however. Fo1· energy conserva
tion questions, for example, the call'lbridge System
atics results are clearly more appropriate, since the 
amount of gasoline saved is mo1·e a function of total 
automobile use than of distribution of automobile traffic 
among specific urban corridors. But, for urban trans
portation problems that arise from the externalities of 
automobile use, the spatial and temporal composition 
of automobile use determine the social costs associated 
with any level of automobile driving. The severity of 
congestion, in particular, is almost entirely dependent 
on the density of traffic, which varies greatly from one 
part of the metropolitan area to another. 

Significantly, transit is most frequently available in 
those corridors that have the highest traffic density
precisely those 1·outes where modal shift away from 
the private automobile would be most beneficial in 
terms of mitigating congestion and other externalities. 
Consequently, the McFadden results suggest that prop
erly targeted pricing of automobile use would have 
maximum impact where it is most needed. That the 
impact of automobile pricing policies would be minimal 
in low-density suburbs is of little importance with re
gard to the potential effectiveness of public 1iolicy use 
of pricing to mitigate the social costs of the automobile. 
The problems associated with automobile use are least 
serious in these areas. 

Price elasticity estimates can also be inferred from 
the Chades River Associates work-trip model originally 
estimated with Pittsbu1-gh data and subsequently re
calibrated with Los Angeles data to simulate the effects 
of va11ious pricing policies in promoting energy conser
vation, pollution abatement, and road congestion reduc
tion (15). Results indicate an elasticity of automobile 
wol'k filtJS wllh respect to automobile line-haul costs ol 
- 0.27 and of automobile vehicle kilometers traveled 
with respect to line-haul costs of -0 .38, which suggests 
only slightly less i·esponsiveness to price than does the 
McFadden study. 

Elasticity Results from Shoppi1 g 
Models 

The shopping-trip model in the McFadden and Domencich 
Charles River Associates studies is especially rich. 
Unlike the work trip, where frec1uency, destination, and 
time of day are assumed to be constant, most dimen
sions of shopping trips are allowed to va.ry and are ex
plained i11 a set of equations thal represent a recursive, 
sequential decision structure. Two sets of shopping 
demand-responsiveness results have been assembled 
by Charles River Associates. The first stems from a 
four-equation conditional p1·obability model, which 
uses Pittsburgh household sw•vey data in conjunction 
with calculated trip time and cost values relevant to 
surveyed households . In this model, automobile line
haul cost has an elasticity or -0.17 with respect to 
modal choice and destination in automobile trips. Trip 
frequency, time Of day Of travel, and tl'ip destination 
are significantly more responsive to shifts in relative 
trip times and money costs than is modal choice. Sample 
calculations for a hypothetical individual suggest, for 
example, that trip time of day is approxi.mately twice 
as responsive as modal choice to variations in trans
portation cost and performance measures. 

Even the elasticities of trip frequency and destination 
significantly exceed the modal-choice responsiveness 
when account is taken of the greater mun ber of alterna
tive destinations than modes. Because the P~roblem of 
road congestion is basically one of timing, location, 
aud frequency, these results indicate that a selective 
pricing of urban transport facilities targeted to in
fluence the timing and destination of trips would be 
more successful in reducing congestion than would a 
pricing policy aimed at inducing a shift away from the 
use of the private automobile to other modes. The 
absolute size of eacll of the former adjusbnents is not 
large, but to ether they represent a substantial impact. 

Of further i·elevance to oui· study is the finding U1at, 
although average modal-choice elasticity or work tl'ips 
vis-a-vis cost is low, it is increased by the introduction 
of additional, closely substitutable modes. Thus, a 
modal-shilt-oriented price policy for work frips, com
bined with a pricing policy aimed at influencing the 
frequency, destination, and time of day as well as mode 
o'f shopping trips, and the inti·oduction of substitutive 
modes, might be a quite effective policy package to 
counter congestion and pollution. 

The second set of Charles River Associates results 
is derived from a simulation of the Pittsburgh-type dis
aggregate shopping model by using Los Angeles data . 
The elasticity of vehicle kilometers of travel with re
spect to automobile line-haul costs is estimated to be 
-0.17 with mode and destination variable and -0.34 
with mode, frequency, and destination variable. 

EVIDENCE OF TRANSIT FARE 
ELASTICITY 

The degree of sensitivity of transit use to fares is 
important to transit operators, who must set fare and 
service levels that will minimize the operating deficit 
but maintain ridership. An elastic transit demand im
plies revenue loss by operators if they raise fares but 
revenue gains if they lower them. Coiwm·i:;~ly, the more 
inelastic is transit demand, the more revenues can be 
increased by fare hikes. 

Although the assembled estimates of fare elasticity 
range widely (from -0.09 to -1.B), most of the estimates 
fall substantially short of 1.0. The travel demand 
models suggest an average elasticity of a1·ound -0.4 or 
-0.5, althOugh there is a g1·eat deal of variation [see 
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Table 3. Transit fare elasticities derived from 
Transit Short-Term 

travel demand models. Model City Mode Elasticity Comments 

Warner Chicago Aggregate -0.96 Applies only to those travelers 
transit not restricted to a single 

mode (i.e., noncapti ve) 
Lisco Chicago Aggregate -0.4 Noncaptive travelers 

transit 
Lave Chicago Bus -0. 7 
Charles River Boston Aggregate -0.09 

transit 
McGillivray San Francisco Aggregate -0.11 All trip types 

Talvitie Chicago 

McFadden Berkeley-
Oakland 

Fulkerson Louisville 
Regional Plan New York 

Association 

Table 3 (7, 8, 10, 14, 16-20)]. Of note is the deviance 
of the CharTuSRiverAssociates estimate of -0.09, which 
is exceeded significantly not only by the results of most 
of the other models listed in the table but also by most 
aa·c elasticity estimates that have been calculated . 
These latter, with a mean value of about -0.4 (but rang
ing widely), can at least be said not to contradict the 
formal model estimates (6). 

Of course, the reliability of both types of estimates 
is limited to those conditions under which they were 
estimated. Extrapolation to other cities, other trans -
portation environments, and other price-service levels 
is dangerous. This is especially so in the case of the 
arc elasticities, which do not control for nonfare vari
ables. Moreover, since the models are calibrated on 
the specific transportation situations of particular cities, 
the estimated demand parameters are similarly con
strained by this structural dependence on the specific 
data base. 

The generally inelastic demand for transit use en
sures that fare decreases will almost certainly increase 
the operating deficits of transit authorities in the short 
run and that fare increases will reduce deficits. A 
number of considerations may, however, dictate against 
the upward adjustment of fares simply to reduce deficits. 
Long-term transit fare elasticities, which have not been 
estimated, definitely exceed corresponding short-term 
elasticities because a wider range of transportation 
choices and residential as well as workplace locations 
become available over time. Indeed, long-term elas
ticities may actually exceed unity and thus make fare 
increases ultimately perverse. Moreover, the econ
omies of scale in transit operation complicate the 
adverse effects of price increases. Not only does 
ridership decrease (albeit at a lesser percentage than 
that of the price increase), but operating costs per 
passenger rise and service levels usually fall (espe
cially frequency and geographic coverage). This 
stimulates the need for additional fare increases and 
subsequent patronage declines. Finally, to whatever 
extent external social benefits accrue to the provision 
of transit service, these may justify the public sub
sidization of transit so that these services can be pro
vided at below cost. 

EVIDENCE OF AUTOMOBILE TRAVEL 
ELASTICITY 

Traffic Response to Tolls 

Especially in densely developed northeastern American 

transit -0.19 All trip types (noncapti ve) 
-0.87 Work trips (noncapti ve) 

Aggr e gate 
transit -0.38 Noncaptive 
Bus -0.51 Noncaptive 
Rail -1.8 Noncaptive 
Bus -0.45 In absence of BART 
Bus -0.58 In conjunction with BART 
Subway -0.86 BART 
Bus -0,4 
Bus -0.31 Time series analysis from 
Subway -0.16 1950 to 1974 

cities, bridges and tunnels are important access links 
to the congested CBDs of metropolitan areas. More
over, limited-access expressways are also significant 
feeder routes to the downtown areas of almost all 
metropolitan areas in the United States" In contrast 
to the great difficulty of imposing ideal marginal con
gestion cost charges on users of most city streets, the 
limited points of access to expressways, bridges, and 
tunnels improve the feasibility of appropriate conges
tion pricing of these arterial routes, which so exacerbate 
the congestion problems of central urban districts, 

Although evidence on the effectiveness of expressway 
pr icing is not available (most urban freeways are free 
to users), the limited experience analyzed for bridge 
and tunnel toll surcharges indicates an average arc 
elasticity of automobile traffic with respect to tolls of 
-0.13 for New York City and -0.17 elsewhere. Little 
can be inferred from these data, as no effort is made 
to control for other variables that might have altered 
traffic levels. An interesting result, however, is that 
bridges and tunnels that have a number of substitute 
routes exhibit the most elastic demand response, as 
economic theory would predict (21). 

Traffic Response to Parking Charges 

In lieu of ideal marginal social cost pricing of urban 
roads (technically difficult and politically infeasible), a 
less controversial and more easily implementable ap
proximation to congestion pricing is the coordinated 
use of parking taxes, meters, and supply restrictions 
to parking availability, which is crucially comple
mentary to automobile use. Parking charges may be 
especially effective in reducing traffic levels in con
gested downtown areas, for the number of parking 
spaces tends to be scarce relative to demand at peak 
hours and is sensitive to public regulation. 

Hard evidence on the indirect effect of parking 
policies on traffic levels, as reviewed by Kulash, is 
virtually nonexistent (22). Even studies of the direct, 
and less policy-significant, effect of such charges on 
parking demand are seriously flawed. Most conclude 
that parking demand is inelastic with respect to·own
price, averaging around -0.3 or -0.4. However, the 
extent of the direct influence on parking demand per 
se is of less importance than the indirect effect of 
these fees as a component of trip costs on overall 
automobile travel demand. The evidence on this issue 
of primary importance is of a hypothetical nature. Not 
only is it based on the dubious reliability of survey 
data, but it involves radical extrapolations to price 
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levels many times higher than those that have actually 
been obtained in any American metropolitan area . It 
does suggest, however, the need for pricing policies 
to be comprehensive and coordinated in order to have 
any impact on the level and pattern of traffic and thus, 
indirectly, on the levels of road congestion and auto
mobile pollution. 

CONCLUSIONS 

Some of the elasticity estimates we have examined have 
been interpreted by observers as testifying that price 
is an ineffective tool for helping to cope with urban 
transportation problems . We do not share this inter
pretation. It reflects an incorrect view of the role 
that pricing policy should perform. The objective Qf 
public pricing policies for urban transport is not 
simply to reduce aggregate automobile use. Specific 
program goals may be formulated that require such 
decreases, and pricing may be considered a tool for 
helping to bring them about. The natural role for 
public pricing is to force users of any scarce resource 
to confront the full social· costs and benefits to the 
community of their use of that resource, so that the 
resource will be allocated most beneficially with re
spect to the overall amount and distribution of use. 

Urban travel , especially via private automobile, 
involves several kinds of indirect effects on users and 
nonusers, which do not now enter into private travel 
decis ions. The distinctive goal of pricing is to in
corporate these exter nalities (e .g ., congestion, air 
pollution, and noise) into the decentralized urban travel 
decisions of the population. Elasticity values indicate 
how much alteration in urban travel behavior would 
occur under this form of price policy. They suggest 
how serious a distortion of resource use occurs because 
of externalities, although they shed no light on the 
magnitude of these social costs. In this sense, the 
smaller the elasticity numbers, the less serious is 
the resource distortion that pricing policy is called 
on to rectify. But this is not the same as the useful
ness of pricing policy. 

The magnitude of the transport externality problem 
varies crucially over times of day and at different loca
tions within the metropolitan area. Therefore, im
proved public pricing policy should impose significantly 
different charges, depending on time, location, and the 
social as well as natural environmental context. Studies 
that differentiate the demand response to pricing by 
changes in trip frequency, route, and time of day as 
well as modal choice tend to find much greater re
sponsiveness to price than do those studies that assume 
travel demand to be homogeneous. The particularly 
keen leverage of pricing in altering the composition of 
automobile use makes pricing an especially attractive 
policy instrument. The social costs of the automobile 
involve less the aggregate level of use than the nature 
and composition of this use. Thus, improved pricing 
might, for example, decrease urban congestion prob
lems significantly without reducing the total number of 
kilometers driven in the metropolitan area. 

Perfect pricing of automobile use (sensitive to every 
variation in social cost) is impos sible; however, some 
differentiation by type of automobile use can probably 
be achieved through the appropriate orchestration of the 
various pricing instruments that are available. For 
example, parltiug charges could be made to vary with 
location, gasoline taxes could be increased, and tolls 
could be imposed at entrances to key congested links. 
A suitable degree of differentiation among automobile 
uses should result in the imposition of charges on some 
uses but not on others. Therefore, the specific auto-

mobile uses for which a surcharge is levied will in
evitably have a set of closer substitutes than would 
aggregate automobile use. As confirmed by the dis
aggregate studies, the demand responsiveness to price 
will be greater for these specific uses than aggregate 
use elasticities indicate. 

Almost all of the estimates of elasticity are depen
dent, at least to some extent, on the specific city from 
which the data are assembled. Urban transportation 
demand depends importantly on city-specific charac
ter is tics (s uch as dens ity, area, urban land- use pat
terns ) a nd the extens iveness and quality of the existing 
road system and transit network. Elasticity estimates 
derived from demand studies that have not been sensi
tive to these interurban differences cannot be reliably 
extrapolated to predict the travel response of pricing 
policies in cities other than the one on which they were 
calibrated. An ad".antage of the disaggregate modeling 
approach is that this limitation has been mitigated, at 
least to some degree. 

There are other aspects of the extrapolation problem, 
however. Elasticity estimates of even the best demand 
studies are less reliable outside the observed range of 
cost and performance characteristics of the transporta
tion system. Forecasts of the policy impact of trans
port prices that are either substantially higher or more 
differentiated than past or present levels on the basis 
of historical elasticities are of dubious validity. Not 
only may the magnitude of the effect change, but the 
nature of the impact may also change. For example, 
as travel prices increase to levels previously unobserved, 
responsiveness may increase at some nonlinear rate, or 
travel choices might shift radically on reaching some 
crucial price threshold. 

Furthermore, it is important to note the short-term 
nature of the urban travel-demand studies. Although 
the effect of automobile ownership levels on travel be
havior has been estimated to be considerable, in no 
model is the indirect effect of price on travel behavior 
through changes in automobile ownership taken into 
account. Yet the Chase Econometrics and RAND models 
estimate equations of automobile demand that suggest 
an extremely strong impact of gasoline price both on the 
level of automobile sales and on the composition of the 
automobile stock by size, class, and fuel-efficiency 
characteristics. Because urban travel-demand models 
have not incorporated this indirect response to pricing, 
the calculated elasticities almost certainly underesti
mate the longer-range impact of pricing. 

A potentially even more important, indirect effect 
of price on travel demand is that of a changing structure 
of transportation prices on the pattern of land use in 
metropolitan areas. This avenue of change has been 
given almost no serious attention in empirical demand 
studies. The ramifications of the land-use impact are 
extremely varied and complex. The difficulties of 
modeling the effect are, therefore, considerable and 
empirical estimation has so far proved infeasible. 
Nevertheless, the exclusion of this indirect long-term 
locational effect of price on travel demand certainly 
understates the total responsiveness induced by price 
changes. It would seem that an alternative evolution 
or redirection of urban development patterns would 
represent the most fundamental solution to many urban 
transportation problems. 

In sum, even on the basis of the underestimates of 
elasticity values that have been calculated, the potential 
of corrective pricing policies to aid in the solution of 
urban transportation problems is significant. We would 
argue, however, that this potential is, in fact, con
siderably greater than can be inferred from the existing 
empirical work. 
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Gasoline Rationing Based on Licensed 
Drivers or Vehicles: Potential for 
Coupon Sales Between Income 
Groups in Michigan 
Martin E. Lee, Research and Evaluation Division, Michigan Department of state, 

Lansing 

In a proposed standby gasoline rationing plan released 
for public comment in June 1978, the U.S. Department 
of Energy (DOE) proposed that the unit of allocation for 
gasoline be registered vehicles rather than licensed 
drivers. rt was asserted that this would make rationing 

quicker to implement and be a more realistic response 
to existing use than driver-based allocation (!). The 
plan also emphasized the value of a "white market" for 
the unrestricted exchange of rationing rights at uncon
trolled prices. The vehicle-based allocation and white-
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market proposals raise controversial questions about 
the impact of rationing on different income groups. 
These questions can only be addressed by using detailed 
data on the trip-making characteristics of drivers and 
vehicles. This paper summarizes analyses of a micro
data base on vehicle ownership and use to compare the 
impact of rationing on Michigan drivers grouped by 
location, income, and vehicle size. 

ORIGIN OF THE DATA 

The data base, known as the Michigan driving experience 
survey (MOES), was created to investigate public policy 
issues in driver and vehicle licensing, traffic safety, 
driver behavior, and energy conservation. It is based 
on 7581 interviews of applicants for renewal of driver's 
licenses, which were conducted throughout the state 
during 1976. It used a controlled selection procedure 
to randomly select 30 sites and, because of the paucity 
of rural trip-making data, i·ural areas were deliberately 
ove1·sampled. Within the sites, a random number sys
tem was used to select seven or eight interviewees per 
office _per week. Overall, this provided an excellent 
random sample of the Michigan driver population and a 
very high response rate. Note, however, that drivers 
under the age of 19 are not included because they are not 
old enough to have reached first renewal. 

The interviews were conducted by the managers of 
the local license offices. The emphasis of the survey 
was on the careful reconstruction of a i·ecent trip day 
(usually the previous day) and on the complete set of 
vehicles to which the respondent had. access, together 
with basic socioeconomic infonnation on the respondent 
and his or her household. 

THE STANDBY RATIONING 
PROPOSAL 

The 1978 standby rationing plan provided for a fixed 
allocation of gasoline to all registered vehicles. All 
privately owned vehicles under 4535 kg (10 000 lb) 
would receive an allocation based on the national 
average consumption for an automobile (estimated to 
be 2830 L/ year (748 gal/year) (1)), less a percentage 
necessary to respond to the predicted shortfall in supply. 
The allocations would be made for periods of about 90 days. 
Ration rights would be distributed directly to the public, 
with a small amount of additional rights (perhaps 3 percent 
of the total) distributed through state government agencies 
to provide relief for hardship cases. Ration rights could 
be traded legally at uncontrolled prices, and much is 
claimed for the value of this white market in the redis -
tribution of income to offset general inflationary effects 
and benefit poorer households. 

Methods 

For our purposes, analyses are confined to the 98. 7 
percent of the respondents who stated that the vehicle 
they drive most often is a private automobile, van, 
pickup, or utility. 

In order to compare driver- and vehicle-based alloca
tion methods, the detailed respondent trip-making in
formation available in MDES was analyzed together with 
a surrogate for per-vehicle trip-making, obtained as 
follows: 

TV= (TP x DH/VH) (!) 

where 

DH = number of drivers in household, 

VH = number of vehicles in household, 
TP = respondent trip making (km, min), and 
TV = vehicle trip making (km, min). 

Analyses of trip making were performed by using 
three subgroupings of the r espondents: 

1. Income group-self-reported household income; 
2. Vehicle s ize-size of vehicle most often driven, 

classified from make and model; and 
3. Location of residence-five strata of counties 

ranked by population density. 

In the analysis of costs, white-market cash ex
changes are, of course, subject to widely differing 
assumptions. However, because the value of the MDES 
data is in providing trip-making data, some simplistic 
scenarios are postulated to examine the distributional 
effects of a hypothetical 25 percent shortfall in gasoline 
supply. Costs are estimated here on the artificial 
basis that, if all drivers reduced their travel by the 
same percentage as the shortfall (25 percent in this 
instance), a fixed allocation of gasoline based on a 
similar reduction in supply would be oversufficient for 
some and insufficient for others. The average cost in 
dollars per month is calculated by the formula 

Dollars per month= [(KMD x 0.75) - KMR] x (365/12) 

x [WM/(KM/L)] 

where 

(2) 

KMD = kllometers per day tper driver or vehicle), 
KM/L = kilometers per liter of vehicle used 

KMR = kilometers allowed by ration, and 
WM = white market cost per liter. 

For analyses by vehicle size, KMR is adjusted to 
the average fuel economy of the vehicle class analyzed, 
and KM/L is set to that figure. The fuel economy con
stants are mostly based on U.S. Department of Trans
pox·tation (DOT) standards for 1972 vehicles @, and 
ra11ge from 9.35 km/L (22 miles/gal) for subcompacts 
to 4.68 km/ L (11 miles/gal) for vans and pickups. 
(The median yeal.· of vehicles in the survey is 1972.) 

The formula used for KMR is 

KMR = [KMD x 0.75 x (KM/L)]/(KM/L) (3) 

where 

KM/ L 
KM/L = 

grand sample mean of kilometers per 
day tper driver or vehicle), 
kilometers per liter of vehicle used, and 
average kilometers per liter. 

For analyses in which vehicle size is not differen
tiated, the KM/L constant used is the same as that 
quoted in the DOE plan, namely 5. 74 kru/L (13.5 miles/ 
gal). 

Results ---
Two fundamental findings of the MDE S data are the 
similarity between income groups in the number of 
vehicles per driver and the major increase in daily 
kilometers driven with increasing household income 
(Table 1). Therefore, the potential for a white market 
to operate between high- and low-income groups is con
siderable; it is slightly greater for a per-driver than 
for a per-vehicle allocation basis. Other analyses 
showed that about 54 percent of drivers in the top two 



income groups would have enough gasoline for all of 
the driving they now do if a 25 percent shortfail oc
curred, compared to about 78 percent of drivers in the 
))ottom two income groups . 

There are also significant differences in the amount 
of daily travel as a function of the vehicle si:r.e most 
often used. The table below shows that use of smaller 
automobiles is associated with increased driving, and 
other MDE S analyses have revealed that this effect 
generally holds true, regardless of the age of the 
driver . The higher averages for those driving vans 
and pickups reflect some degree of rural bias in the 
location of these vehicles, with associated longer trip 
lengths. The full-sized vehicle class includes luxury 
automobiles; full-sized vehicles alone have lower aver
age travel (1 km = 0.62 mile). 

Average Daily Number of 
Kilometers Respondents 

Vehicle per Driver Using Size 

Automobile 
Subcompact 45.1 644 
Compact 43.9 1042 
Intermediate 41.6 1327 
Full-sized 41.2 2700 

Van, recreational veh icle, 
and pickup 55.2 892 

Motorcycle 39.1 16 
Truck and bus 182.8 77 

Total 6698 

The effect of vehicle size on rationing is also in
fluenced by the distribution of vehicle classes within 
each income group. In general, higher-income groups 
opt for more large vehicles than do lower-income groups; 
vans and pickups are a middle-income phenomenon. 
The popularity of the smallest automobiles, once a 

Figure 1. Distribution of potential ration coupon exchange costs by 
income group and residence location for a 25 percent shortfall 
(truck, bus, and motorcycle users excluded). 
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The cost analyses were performed by using mean 
daily travel for the various population subgroups. Sum
maries of the costs to each income group of a 25 per
cent shortfall and postulation of a 25 percent reduction in 
t11avel by all are shown in Figures 1 and 2. Figure 1 
examines differences by geographical location; Figure 2 
gives results by the vehicle size most often used. Both 
figures compare the costs on a per-driver basis (upper 
graph) and a per-household-vehicle basis (lower graph). 
The hypothetical average coupon price of $0.24 [predicted 
by the DOT plan @ for a 20 percent shortfall] is used as 
the basis for the tentative costs shown. The results for 
Figure 1 assume that all household vehicles have similar 
fuel economy .. 

Table 1. Driver-vehicle ratio and mean daily travel by income 
group. 

Mean Daily Travel 

Household Ratio in Kilometers 
Income Household Kilometers per Vehicle 
($000s) (Drivers: Vehicles) per Driver in Household 

Under 5 1.07:1 24.8 27 .8 
5-10 1.01: 1 31. 7 32.5 
10-15 0.99:1 39 .4 41.2 
15-25 0.94:1 50.5 50.7 
Over 25 0.95:1 63.1 58.6 

Note: 1 km= 0.62 mile; respondents who normally drive trucks, buses, or motorcycles 
are excluded (.N • 6605). 

Figure 2. Distribution of potential ration coupon exchange costs by 
income group and vehicle size most used for a 25 percent shortfall 
(truck, bus, and motorcycle users excluded). 
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Figure 3. Average gasoline consumption and kilometers driven 
per day by household income of respondent. 
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Of major importance are the relative effects of this 
scenario on different income groups. It is clear from 
this perspective that the per-vehicle and per-driver 
schemes are similar in impact. Although this might be 
expected, given the almost one-to-one ratio of drivers 
to vehicles in Michigan regardless of income, it is not 
necessarily true that the amount of driving done is in
dependent of varying driver-per-vehicle configurations 
found in households. 

The differences between geographical locations are 
of particular interest in that the most remote locations 
do not seem to carry the penalty of increased driving, 
which is conventionally assumed. One possible ex
planation is the concentration of retirees in the more 
remote parts of Michigan. By far the heaviest average 
use of gasoline is in the agricultural centers. Met
ropolitan drivers (Detroit area) would have the highest 
income potential on a per-person basis and the 
second highest on a per-vehicle basis. This provides 
an estimate of the penalty associated with the lower 
levels of vehicle ownership in metropolitan areas under 
a per-vehicle rationing plan. However, this study does 
not reveal anything about those people in central cities 
and elsewhere who would not appear in the system at all 
because they have no access to private automobiles. 

The data on vehicle size in Figure 2 reveal that those 
who have the smallest automobiles could be in a positive 
cash-flow situation in this scenario, regardless of in
come group. The three lowest-income groups could 
sell some ration rights; however, those who use larger 
vehicles do not appear to reduce their driving enough 
to compensate for the poorer fuel economy. The higher 
average travel of those who drive vans and pickups 
shows up clearly, and those in the higher-income groups 
could spend over $600/year more to maintain 75 percent 
of their previous driving activity. 

A more accurate calculation of gasoline consumption 
is supported in MDES by the data on vehicles actually 
driven during the trip days. Figure 3 shows consump
tion by income group based on the average kilometer
per-liter estimates for the vehicles actually driven. For 
comparison, the average kilometers driven within each 
income group is plotted against the right-hand scale. 
A comparison of the shape of the curves suggests that 
there is a slight trend for the higher travel of the 
$25 000+ group to be associated With more fuel-efficient 
vehicles. Considerably more adaptation to fuel-efficient 
vehicles by high-kilometer drivers than these analyses 
reveal will be necessary if this method of gasoline 
rationing is to encourage conservation. It should be 
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noted that average fuel economy has improved since 
1972, the year for which estimates were used and the 
median year of vehicles in this sample. 

CONCLUSION 

This is a manipulation of personal travel data to examine 
who might be able to benefit from a white market in 
ration rights. It poses the highly improbable, zero
sum, scenario that, under rationing, all drivers would 
reduce their travel by the same proportion. Taken 
at face value, it does appear that wealthier vehicle 
users would be likely to buy available ration rights from 
the spare capacity of lower-income groups. Before as
suming that the operation of such a market contributes 
to the general welfare, it should be asked whether it is 
right in a shortage situation to assent to a system that 
reinforces existing demand patterns. Wealthier people 
would, in all probability, pay the white-ma.1·ket price; 
and, at an extra $0.24/L ($0.90/gal), the inhibition of 
their driving would probably be minimal, given the 
inelasticity of demand for gasoline. A shortfall situa
tion would seem to be an opportunity to reward con
servation more specifically than through a white market. 
The travel needs of lower-income groups should be 
examined in more detail to establish the price of in
hibited travel in terms of quality of life, not just in 
terms of (uncertain) cash flow or procrustean ideas 
of existing nonessential travel demand. 

ACKNOWLEDGMENT 

This study is based on data that were sponsored, in 
part, by the National Highway Traffic Safety Administra
tion, U.S. Department of Transportation, through the 
Michigan Office of Highway Safety Planning. 

REFERENCES 

1. Proposed standby Gasoline Rationing Plan. U.S. 
Department of Energy; Federal Register, Vol. 43, 
No. 125, June 28, 1978. 

2. G. Maring. Highway Travel Forecasts. Office of 
Highway Planning, Fede1·a1 Highway Administration, 
Nov. 1974. ;NTIS: PB 239 169/6SL. 

3. Proposed standby Gasoline Rationing Plan: Economic 
and Regulatory Analysis Draft. Office of Regulations 
and Emergency Planning, U.S. Department of Energy, 
DOE/ERA 0009, June 1978. 

Publication of this paper sponsored by Task Force on Economic Analysis. 



33 

Framework for Involving Local Citizens 
Small Urban Area's . 

in a 
Transportation Planning Process 
John Lichtenheld, Straam Engineers, Inc., Portland, Oregon 
James Etmanczyk, Wisconsin Department of Transportation, Madison 

This paper presents a framework developed for involving citizens in trans
portation planning efforts in a small area. The paper describes the steps 
involved in the citizen participation process, provides a critique of the 
process, and outlines recommendations based on the results of the pro
cess. 

The importance of involving the users of a system in 
planning the design of that system is well documented 
(1-4). Although effective citizen involvement does not 
always guarantee public acceptance of a project or plan, 
the absence of any citizen involvement in the planning 
process is an almost sure guarantee that a plan or proj
ect will meet strong citizen opposition and may, as a 
result, be difficult to implement. 

The basic problem for most planning agencies today 
is how to effectively involve citizens in the planning pro
cess. There is no universally accepted method of citizen 
participation but rather a variety of individually tailored 
formulas, ranging from participatory token.ism to com
puterized s ophistication (5, 6). Sophisticated citizen 
participation techniques, such as the Delphi method and 
interactive graphics, are a problem for small cities be
cause they lack the necessary staff to implement these 
more costly and time-consuming techniques. 

PURPOSE 

This paper outlines a framework for incorporating citi
zen participation in the planning process based on one 
small community's trial-and-error attempts. This 
framework could have widespread applicability in plan
ning improvements to any aspects of a community's en
vironment where manpower and financial resources are 
limited. If public involvement is to work, it must allow 
a two-way communication between the planner and the 
public. It must serve to 

1. Educate the public as to the complexity of the 
planning process and make the citizen familiar with ex
isting conditions and future projections. If nothing else, 
the citizen participation effort should make the citizen 
aware that a coherent process is involved in planning 
future improvements and that decisions are not com
pletely ad hoc. 

2. Act as a sounding board for new ideas and alert 
the planner to possible problems at a stage where plans 
can be modified. 

3. Allow free flow of information and comment be
tween the planner and citizen by providing a forum for 
discussion; this would allow the presentation of new ideas 
from the citizens, which could be further evaluated by 
the planner. 

BACKGROUND 

The state line area transportation study (SLATS) was 
initiated in the fall of 1974. The purpose of this study 
was to develop a long-range transportation plan. The 

study area is located in south-central Wisconsin on the 
state line between Wisconsin and Illinois. The principal 
cities involved in the study are Beloit, Wisconsin, and 
South Beloit, Illinois. The combined population of the 
area is 61 400 with an employment of 22 300; the land 
area is 368 km 2 (142 miles 2

). 

SLATS was originally set up under two committees, a 
policy committee and a technical committee. The policy 
committee is composed of representative public officials 
from the county, city, and towns, as well as officials of 
state and federal transportation and planning organiza
tions. The policy committee reviews and approves all 
recommendations made by the technical committee. The 
technical committee is composed of technical officials 
who are concerned with the area's transportation system. 
The technical committee is responsible for development 
and analysis of improvements and makes recommenda
tions to the policy committee. 

When SLATS was initiated, all citizen participation 
techniques applicable to a small urban area were re
viewed (7). The most important criterion in this review 
was to define a process that would allow the study to re
main in contact with the average citizen at all times. 
As a result, during the preliminary stages of the study 
a decision was made that, rather than establishing a 
committee composed of lay people, such as a citizens' 
advisory committee, a more effective means for involv
ing local citizens in the study process would be a series 
of open-house and public information meetings. It was 
felt that a citizens' advisory committee soon loses its 
original intent because it changes a group of lay people 
into specialists, who then cease to represent the average 
citizen. 

An initial policy on citizen participation adopted by 
the policy and technical committees led to the implemen
tation of a program of public meetings, which was con
tinuously modified and updated as the study progressed. 
The following schedule of open houses was established: 

1. An initial open house to educate the public about 
SLATS and to display the preliminary improvement 
options, 

2. A series of neighborhood open houses to address 
traffic problems and improvement options in particularly 
sensitive areas, 

3. A second areawide open house for comments on 
the final group of four alternatives, and 

4. A final open house or public hearing on the area's 
recommended transportation plan. 

FORMAT 

The open house or public information meeting concept 
usea in the study grew out of a similar strategy used 
with some success by the Division of Highways, Wis
consin Department of Transportation. The public was 
invited to attend the open house at their own convenience 
during an established time frame that usually ran 6-7 h. 
No formal presentations were made during the meeting, 
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and no official transcript was taken and published. In
formation on the study was displayed via graphics, 
photographs, handouts, and reports. Members of the 
technical committee were available to answer questions 
and discuss proposed improvement options. Feedback 
from citizens was documented through the use of ques
tionnaires for incorporation into the further evaluation 
of the improvements. 

INITIAL OPEN HOUSE 

Prior to the first open house, citizen participation had 
been limited. Although all policy and technical commit
tee meetings were open to the general public and publi
cized through the local media, only a few citizens at
tended the meetings. In addition, presentations were 
made at regularly scheduled public meetings of the city 
councils, plan commissions, and town boards. At these 
meetings each unit of government reviewed and approved 
the population and socioeconomic projections as well as 
the goals and objectives for the study area, 

The purpose of the first open house was to inform the 
public of the area's transportation planning effort and 
to present a set of 24 possible improvements to the · 
areas' street system over the next 24 years. Informa
tion was also provided on the projected growth patterns 
and future travel demand for the area. 

A mailing list was compiled of public officials, civic 
groups, clubs, school boards, and news media. Indi
viduals from each organization on the mailing list were 
sent an announcement of the open house two days prior 
to the event. A proposed mass mailing of announcements 
to a 5 percent sample of the population was considered 
but rejected because it was decided that more exposure 
could be obtained by contacting group leaders , who would 
in turn pass the information on to group members (1, pp. 
71-89). Att attempt was al so made to get t he local news 
papers to run articles on the study during the week im
mediately prior to the open house. Unfortunately, the 
press did not give the event comprehensive coverage. 

Procedure 

The open house was held at a centrally located hotel. It 
was held on a weekday between the hours of 1:30 and 
8:00 p.m. When individuals entered, they were asked 
to sign a guest book and were handed a questionnaire and 
a brief summary of the background and purpose of the 
study. 

Graphics were displayed around the room so that in
dividuals could progressively follow the major elements 
of the study on their own as they circled the room. The 
graphics depicted were in the following order: 

1. The projected areas of major growth (i.e., popu
lation and dwelling units ), 

2. The number of trips in and out of the study area 
along the major arterials during the base year, 

3. The projected internal trip demands for major 
a1·eas [i.e., shopping center, industrial park, and cen
tral business district (CBD) J, 

4. The current traffic volumes on the street and 
highway network, 

5. The future traffic volume projections on the 
street and highway network, 

6. The network problem areas (as defined by cunent 
traffic accident data and future volume-to-capacity ratios ), 

7. A map of proposed improvement options, 
8. Photographs of selected existing s treet sections 

that showed how far a widened or newly constructed fa
cility would extend both in terms of its pavement and 
right-of-way width, and 

9 . A map of the proposed bus route system. 

On the large map of all the improvement options, each 
improvement was numbered to correspond with a two-
or three-page handout that described the improvement 
in greater detail. These handouts were placed nearby 
so that an individual interested in more details on a 
particular improvement could easily find that informa
tion. The handout described in detail each improve
ment's (a) location; (b) design; (c) volwne of future 
t raffic projected to be using the facility· {d) environ
mental, social, and economic impact; a nd (e) capital 
cost , including construct ion a nd r ight-of- way a.cquis ition. 
Staff member s wer e available to a ns wer questions . In 
some cases small groups of people were taken through 
the presentation together . 

An individual was expected to fill out a questionnaire 
after he or she had an opportunity to absorb the informa
tion and view the options. The questionnaire was modeled 
after a similar instrument used as part of the Dane 
County Area Transpor tation Study (8). It attempted to 
addres s people's prefer ences for futm·e transportation 
policy direction as well as their comments on specific 
impr ovement options that would satisfy the area's future 
transportation needs. 

Results 

Approximately 75 people attended the open house, a 
somewhat lower turnout than anticipated. Possibly the 
most important result of the open house was that two al
ternate improvements were suggested by citizens in at
tendance. These proposals were incorporated into the 
study for further analysis. Some of the other more 
notable results follow. 

Most of the attendance was during the first few hours. 
Attendance tapered off after 4:00 p.m. and then picked up 
somewhat after 7:00 p.m. The majority of those in at
tendance were from an area where an improvement was 
being cons idered. 

Only 20 quest ionnaires were returned-a disappointing 
27 per cent rate of return. This low response could pos
sibly be attributed to the l ength and deta il of the ques
tionnaire. Of thos e returned, very few were filled out 
completely (particularly those questions that were more 
policy oriented at the beginning of the ins trument). An
other possible reason for the low rate of response was 
our encouragement for people to complete the question
naire at home. Once away from the open house, people's 
interest waned. A number of people took more than one 
questionnaire home for friends and family, which made 
it difficult to determine whether the survey results were 
representative of those in attendance, much less repre
sentative of the population as a whole. 

A large amount of information was presented-too 
much for one person to absorb in a short period of time. 
The majority of people were most interested in the map 
display that showed all the improvement options being 
considered. The photog1·aphs of selected s treets were 
an effective means of illustrating the potential extent of 
proposed improvements. The photographs were used in 
place of the usual cross-section drawings. 

SUBAREA OPEN HOUSES 

Sections of the study area were sensitive or controver
sial prior to the inception of the study or else became 
so when alternative solutions to the traffic problems 
were developed and presented . Thes e sections were 
identified and designated as special s ubareas of the 
study. Special emphasis was placed on the development 
of alternative options for improving traffic flow in these 



areas and involving local citizens in the development of 
these improven1ent options. 

Two special subareas were identified, one residential 
and one commercial. One subarea was an older, estab
lished residential neighborhood in which widening had 
been proposed fo1· two or the major streets. The other 
subarea involved streets within and around the central 
commercial district, an area that is declining as a com
mercial center. Each area was unique and a separate 
program was set up for each to involve its residents in 
the selection of improvements for that particular area. 

Neighborhood 

Traffic-flow patterns in this neighborhood have been the 
subject of controversy for many years. Previous debate 
had been over whether or not to widen two of the n~ajo1· 
streets within the neighbo1·hood. As a result of sugges
tions from citizens in the first open house, two additional 
options for improving traffic flow were developed. The 
purpose of the neighborhood meeting was to provide citi
zens with the opportunity to review the options that had 
been developed and to provide them with the opportunity 
to make comments and suggestions . 

Only groups and citizens on the mailing list who lived 
within the immediate area of the neighborhood were noti
fied of the meeting . This time meeting notices were dis
tributed two weeks in advance of the meeting. Neighbor
hood leaders were also contacted, and articles appeared 
in the local newspapers about the neighborhood meeting . 

Procedure 

The meeting was held early in the evening at a public 
school within the target neighborhood. The meeting was 
more formally structured than was the first open house. 
A more formal procedu1·e was adopted because im,prove
ments in this ar ea were highly cont1·oversial and we 
wanted to make sure that everyone was exposed to the 
same information on the improvements. A presentation 
was made, followed by a question-and-answer period, 
and then the meeting was scheduled to break into smaller 
groups. Those in attendance at the meeting were asked 
to sign a guest book and encouraged to fill out and return 
a questionnaire before leaving the meeting. 

The purpose and format of the meeting was explained. 
Background information on future growth and travel de
mand p1·ojections were presented via slides of graphics 
taken at the previous open house. These included pro
jected growth patterns, future travel demand, and future 
problem areas. Next, the four alternative options fo1· 
helping travel patterns in the a1·ea were detailed. In
cluded for each option was 

1. An explanation of the improvement' s design, 
2. The impact the imp1•ovement would have on pro

jected traffic volumes in the neighbo1·hood, 
3. The ciapital cost of the project, and 
4. The effect of the improvement on the local en

vironment, economics, and neighborhood. 

After each of the proposals was explained in some 
detail, the floo,r was to be opened up for questions. A 
transition to a more informal meeting was scheduled to 
result by inviting people to view the graphic displays 
more closely and encouraging them to break up into 
smaller groups for discussions with staff members. 

Results 

Approximately 60 people attended the open house, of 
whom all but a few were from the immediate neighbor-
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hood. Even before the meeting began, we realized that 
we were dealing with a very emotional issue and that the 
feelings of many of those in attendance were already 
i·unning high. Unfortunately, the meeting did not pro
ceed exactly as planned due somewhat to failures on 
our part. 

The slide show of background information could have 
been eliminated. It took up much valuable time and 
answered too few of the questions in which those attend
ing were interested. Because the slide presentation cut 
into our time, the meeting did not become productive 
until a late hom·, after some of the people had left. 

Our initial presentation may have reduced some ten
sion and dispelled some preconceived notions if we had 
(a) assured people that we were looking at long-range 
in·oblems and, therefore, long-range solutions (many 
were concerned that a decision had been made and that 
the improvements would be consti·ucted immediately) and 
(b) emphasized that there were four options, all of which 
were feasible. We were able to show people that their 
s uggestions and input did produce results. Two of the 
options we were reviewing for this' area came from sug
gestions made by individuals at the first open house. 

Since much of the meeting operated under a question
and -answer format, certain people in the audience tended 
to dominate the discussion. In some cases we found it 
necessary to benignly ignore certain individuals and give 
preference to those who had not been heard from pre
viously. 

Nearly everyone in attendance filled out and returned 
a questionnaire. This high rate of response could be 
attributed to our emphasis on complet ion of the ques
tiounafre before leaving the open house and the brevity 
of the quesionnnaire. 

Downtown 

The downtown was one of the last subareas addressed. 
The Beloit downtown area is declining as a commercial 
center. Proposals for improving traffic patterns in .the 
area needed to be flexible because the downtown mer
chants were also considering changes to make the area 
more attractive for shoppers. 

Procedure 

Two major options were developed .for improving traffic 
flow in the central urban core. Since no single organiza
tion represented the interests of the downtown merchants, 
the proposals were presented individually and collectively 
to a cross-section of merchants for comment. Busi
nesses represented included banks, automobile dealers, 
service stations, restaurants, and a downtown merchants' 
organization. In most cases an appointment was set up 
at the individual' s place of business. At these meetings 
little backgrowtd information was given on the area's 
transportation study; the discussion focused primarily 
on the options available in the central area. The im
pacts of each option were articulated in terms of how 
they would affect 

1. Traffic patterns within the central core; 
2. Safety, pedestrians, and parking within the cen

tral core; 
3. Traffic patterns outside the urban core; and 
4, Project costs. 

Results 

As a whole, the business community was opposed to any 
major changes in the downtown area. Since such a di
verse group of merchants was represented, their per-
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ceived needs conflicted, Shop owners were more in favor 
of a pedestrian-oi'iented plan; however, service stations, 
automobile dealers , and restaurants prefer1•ed an 
automobile-oriented plan. A number of stra tegic errors 
we1·e made in the presentation of the proposals, which 
may have had some bearing on how well they were re
ceived, 

An article in the local press on one of the two options 
had inaccurately stated that it had been recommended. 
A week after the article appea1·ed, we were finally able 
to schedule a meeting with the downtown merchants. 
This gave the merchants plenty of time to organize 
against the proposal before we felt they had heard all 
the racts. Some of the individuals were not interested 
in hearing about the proposals. They stated emphatically 
that they were against any improvement and gave us little 
or no opportunity to present the options completely. 

We had no strong merchants' organization with which 
to work in developing the improvement options. Even if 
we had been able to get their endorsement, there was no 
.guarantee that the individual members would give their 
support. 

Although many of the fea1·s expressed by the mer
chants in opposition to the improvements were not sub
stantiated by the facts, we realized that the improve
ments would fail unless they had the support of the me1·
chants. F\1rthe1·more, i1 an unacceptable improvement 
were instituted, it WOltld merely serve as a scapegoat 
for future problems in the area. 

SECOND OPEN HOUSE 

Once the policy and technical committees had developed 
a final set of four alternatives, a second areawide open 
house was held. The objective of this meeting was to 
in.form citizens of the progress of the study and to ob
tain their comments on their choice among the final four 
alternative future transportation systems. The results 
of the citizen input from this open house would be used 
by the technical and policy committees in the recom -
mendation of one Of the fou1· alternatives to the local 
units of government. 

Procedure 

The format of this open house was similar to that of the 
fit'st. The meeting was held at the same place on a 
weekday between the hours of 1 :30 and 8:00 p .m. An 
announcement, similar to the first, was sent out two 
weeks in advance of the meeting. By this time our mail
ing list had grown to more than 250 individuals and or
ganizations in addition to the news media. Press cover
age of the open house was much more extensive than that 
given to the first open house. 

Graphics consisted of a map of each of the final foui· 
alternatives and the improvements unique to that alter
native . Each of the four maps contained the year-2000 
projected traffic volumes, both with and without the im
p1·ovements for that alternative . In addition, a one-page 
summary sheet of each alternative was available. These 
summai·y sheets outlined street, trans-it, bicycle, and 
rail improvements. 

Street and Highway Improvements 

Number of kilometers widened and 
number of kilometers of new 
facility 

Areas of major change in traffic 
volume (either increases or 
decreases) 

Primary environmental, social, and 
economic benefits and negative 
impacts 

Other Transportation 
Improvements 

Increased transit ridership 
Provision of better bicycle 

routes 
Reduced rail-automobile con
flicts 

Increased vehicle occupancy 

At the entrance, individuals were asked to sign a 
guest book and given a questionnaire, which they were 
asked to fill out and return before leaving. Tables and 
chairs were set up off to the side so that people had a 
comfortable_ place to complete the questionnaires. Coffee 
and pencils we1·e provided. 

The four large maps (one of each alternative) were 
displayed as the focal point of the meeting. Handouts 
that summarized the alternatives we1·e available next to 
the maps. Technical committee members were present 
to answer questions, provide info.rmation, and explain 
the alternatives in detail. 

Results 

Approximately 70 people attended this open house, about 
the same number as had attended the first open house, 
although mo1·e extensive publicity was given to the second 
areawide meeting. Attendance was sporadic and slow 
during the afternoon. R fell oil almost completely dur 
ing the supper hour (4:00-6:00 p.mJ, but almost half 
those attending anived between 6:00 and 8:00 p .m. 

More than half the people attending the open house 
lived within the subarea addressed at the neighborhood 
open house. Most of the others were also from an area 
affected by the study. Although there were some new 
faces at this open house, most of the people in attendance 
had also shown up at the previous two open houses . 

Fifty-two questionnaires were i·eturned, a 73 percent 
rate of return. Abnos t all of the questionnaires returned 
were completely filled out. The provision of a place for 
people to return their questionnaires before leaving, as 
well .as tables, chairs, coffee, and pencils, encouraged 
them to fill out and return the questionnaires. 

CONCLUSION 

The framework outlined for including local citizens has 
proved most effective as a means of incorporating citi
zens' input during the development phase of the planning 
process. This method was successful in involving the 
segments of the population that were directly affected. It 
did not involve a large segment of the indirectly affected 
public. We could have surveyed areawide opinions to 
obtain this segment's input, but due to fiscal and time 
constraints a survey was not possible. 

The citizen participation process outlined here and 
used in the development of the alternatives 

1. Opened the process to public scrutiny, 
2. Disseminated information on the process, and 
3. Incorporated citizens' suggestions and proposals. 

RECOMMENDATIONS 

The open-house procedure is most effective at the de
velopmental phase of planning. The procedure provided 
us with a means of disseminating information, sounding 
out proposals, and developing new proposals. It is im
portant that citizen input be obtained before major de
cisions are made. People react as much to the decision
making process as to the decision. If citizen participa
tion is to work, it must be included throughout the study, 
not just at the end. Credibility is increased when you 
can show that citizen feedback does produce results. 
Two options that we had not previously considered were 
incorporated into the study after they had been suggested 
by citizens attending the first open house. 

The most effective way to disseminate information 
about a meeting is by word of mouth. Contacting neigh
borhood leaders, local officials, and civic organizations 
brought out more people than all the newspaper notices 



and articles combined. Develop a mailing lis t of inter
es ted parties , civic leaders , orga1uzat ions , and offi
cials . People who express an interest in the study 
should be added to the list. Providing a place for people 
to wl'ite their name and addres s at the bottom of the 
questionnaire was one of the most effective means we 
found in expanding our mailing list. A guest book for 
people attending the open hous e to sign thei.r nam e and 
address provided a us eful record for documenting at
tendance and for analyz ing the areas represented at the 
meeting. 

We found large photographs of street sections to be 
more vis ually effective than engineering cross-sections 
in showing people what impact a pr opos ed improveme nt 
would have on an area. The more information that can 
be r educed to graphics , the better. An open hous e is 
probably the best means of conveying the information in 
an easily understandable form. 

Presentations to a group should be short and direct. 
Breaking a study into subareas or groups means pre
senting information that only pertains to that particular 
area of the study. 

Questionnaires are a useful means of recording citi
zen feedback, but it is importa11t tha t they be short yet 
open ended enough to allow suggestions . People are 
most likely to take the time to fill out and r eturn a ques
tionna ire if tables , chau·s , pencils , and coffee ar e pro
vided in a quiet corner . Results of the open house ques
tionnaires could possibly be biased due to the limited 
number of people attending and their proximity to an 
i mprovement. 
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Pricing in the Planning of Transportation 
Facilities 
William Vickrey, Department of Economics, Columbia University, New York 

If proper pricing according to marginal cost principles can be imple
mented, important improvements in the planning of investment are pos· 
sible. In cases o f daily or seasonal fluctuations in demand, lass capacity 
wi ll often be necessary. In some cases the optimum time for making an 
investment will be advanced (chiefly in new project,sl. but in others (par· 
t icularly in additions to capacity) investment may be deferred. When 
fu ture demand is uncertain, reductions In planned capacity may resu lt by 
reason of the better adaptation to alternative developments that are pos· 
sible with pricing. Wherethere are externa·lities. proper pricing methods 
or effluent charges applied according to eventual results can provide bet· 
ter planning of investment in pollution-abatement facilities or modifica
tions than are likely to result from the imposition of standards. 

Ideally, the developme11t of a u efficient transportation 
s ystem (or any system that has luge fixed costs ) calls 
for an init ial decision about the pricing policy to be fol
lowed after the facility is in place. If one does not know 
what pricing policy is to be applied after the facility is 
i·eady for s ervice, and hence what the pattern of use is 
likely to be, an efficient facility cannot be designed. This 
does not mean that the actual level or pattern of prices 
must be decided in advance but, rather, what methods are 
going to be used to determine the prices that will produce 
the best results. The policy may dictate a pattern and 
level of pricing conside1·ably different from what ll'light 

have been chosen had a firm commitment been required 
at the time the project was started . The nature of the 
project should take into cons ideration alternative pos si
ble states of the market for the service, together with 
their probabilities, and the corresponding pricing and 
utilization patterns that would result from the application 
of the prescribed policy to these various possible futlu·e 
circumstances . 

IMPLICATIONS OF A SHORT-RUN 
MARGINAL-COST-PRICING 
POLICY FOR PLANNING 

In this paper, I will maintain that the appropriate pricing 
policy calls for pricing .related to a relevant marginal 
cos t. In some cases this will be a short-run marginal 
cos t, as in cases where the price can be varied on short 
notice. Where a capability for varying prices from 
moment to moment would either be expens ive or would 
be ineffective in influencing the pattern of usage, it may 
be appropriate to vary prices only at substantial inter
vals . Where, for whatever reason, prices are to be 
kept fixed for some time, the appropriate marginal cos t 
is one calculated with respect to a time horizon that cor
responds to the period during which the price under con-
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Figure 1. Economics of scale from the demand side. 
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Figure 2. Optimum construction times with fixed and marginal 
cost pricing. 
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sideration will not be subject to reconsideration. In any 
case, the marginal cost that is relevant for a decision 
about the level at which to set a price is the amount of 
cost of that service that will be added to or subtracted 
from the load on the system by a minimum feasible dec
rement or increment in the price under consideration. 

Thus, for example, it is decided that no differentia
tion can be made in the fare between short-haul and 
long-haul riders, and if variations in the fare will have 
relatively little effect on long-haul ridership within the 
range of fares uuder consideration (as in Figure 1), then 
the approp1·iate marginal cost is one in which the mar
ginal cost of the short-haul ride1·s is weight~d more 
heavily in proportion to this greater responsiveness to 
fare changes . In Figu1·e 1, U the short- and long-haul 
marginal costs and demands are MC.,, , MC111, Ds~, and Duo 
Fespective111 and if the uniform price is lowered from 
'.P to P - AP then the increases in cost will be 
AC = ABCD ~ EFGE . This will produce an effective 
marginal cost MC s uch that ABJK + EFLM = AC = 
ABCD + EFGH. In the extreme, where the long-haul 
riders hip is totally insensitive to fare changes within 
the range being considered, the marginal cost of short
haul l'iclers would be the ruling factor. 

If for the sake of argwnent, we could bave a cost 
function where costs are strictly proportional to pas
senger kilometers, we could nevertheless come out with 
a ma1·ginal cost per passenger that is less than tJ1e av~ 

erage cost per passenger. In terms of the measure of 
output used as the basis for pricing, an economy of scale 
a rises here from the demand side of the market rathe1· 
than from the s upply side: Reduct'ion in the price results 
in a pattern of usage that produces a lower cost per l"ide, 
even though, from the strict technological viewpoint, 
there are constant returns to scale . Thus, in Figu1·e 1 
if MC"' and MCsH are both constant and there a1·e no 
fixed costs, the separate marginal and average costs 
are equal . Nevertheless , the combined average cost 
AC, such that ONQA + ONRE .= OSDA + OTHE, exceeds 
the errective ma1·ginal cost MC. This, in turn, implies 
that optimum exploitation with price at marginal cost 
would require a subsidy, even where, in terms of the 
production technology, there may be constant returns 
to scale. 

Such an appropriate p1·icing policy would have im 
portant implications for the planning of investment fa
cilities in a nwnber of situations. Among the more im
portant ones are the timing of lumpy investments, al
lowances for errors in forecasting, the design of 
substitute facilities, and the control of use during tem
porary conditions, such as during construction. 

TIMING OF LUMPY INVESTMENTS 

The traditional approach to the timing of lumpy invest
ment in facilities for which a price is charged , i:mch as 
a toll bridge, usually presupposes that a constant price 
will be cbarged, which will amortize tJ1e cost of the fa
cility over some reasonable period of time . The project 
may be embarked on at a time determined (a) somewhat 
arbitrarily by engineering and financial considerations 
or (b) by the earliest date at which a favorable cost/ 
benefit ratio can be demonstrated. A more l'ational ap
proach, even under a constant price regime, would be 
to time the construction to the date at which the current 
annual benefits from the traffic flowing at the fixed price 
would begin to exceed the a.nnual costs for interest, op
eration, and maintenance, exclusive of amortization 
(possibly with some allowance for a habituation factor). 

A marginal-cost-pricing approach would entail the op
eration of the facillty as a free facility or at a i·elatively 
low toll as long as it is congestion free and the embarka
tion on the facility according to the same rule (i.e ., when 
the aggregate benefit exce-eds the annual cost other than 
amortization). Now this same criterion would be satis
fied earlier, given the higher level of traffic carried at 
the lower price. Thus in Figure 2, if we think of the de
mand curve for traffic as growing over time , becoming 
successively D1, D2, Da, D.1, .. ., then under the con
stant-price a1·1·angement the facility should be built when 
the demand curve reaches Da, where the annual user 
benefit (measured by OABC) is equal to the costs asso
ciated with building the facility one yea1· earlier. Under 
marginal cost pricing the project could optimally be 
undertaken at t he earliel' time when the demand r ·eaches 
D2, where the benefit measured by OAE will cover the 
incremental costs of the initial year of operation. 

The situation may be reversed when it comes to ex
pansion of the facility. In Figure 3, unde1· a policy of 
maintaining a fixed price (P), the capacity of the original 
unit is indicated by F1 and the addition of another unit 
by F2. 

When the demand level reaches D4 at the fixed price 
P, congestion begins to be felt. Demand for enlarging 
the facility may become especially persuasive if the 
revenue p1·oduced by the traffic that uses the second 
unit, half 0:£ the total (given by MNHF1), is sufficient to 
cove1· the incremental costs of the initial year of the new 
unit. Actually, even at the fixed price P, the optimal 
time to bring tbe new unit into service would be when the 



Figure 3. Duplication of capacity under fixed and marginal· 
cost-pricing policies. 
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Figure 4. Investment planning for uncertain future demand 
with fixed and variable pricing policies. 

demand curve reaches Ds, where the sum of the gain to 
the uew traffic (F1GJK) plus the gain from the reduction 
in congestion to the old traffic (PLGH) covers the incre
mental first-year cost. 

With marginal cost pricing, price would be held at 
zero until the time at which demand at price zero reaches 
capacity. Price would then l;le increased so as to keep 
demand at capacity without congestion, until de)nancl 
reaches Da at the price of F1Q, at which time the benefit 
from the new unit with the price cut back to zero will be 
QRF1, which is sufficient to cover the initial annual cost. 
Thus, although marginal cost pricing will justify bl'inging 
the fi..rst unit in earlier than would the constant-price 
policy, it will result in the deferral of the optimal time 
for the installation of subsequent units. (In the above 
analysis it is assumed that when the price remains at P, 
congestion increases as the demand increases from D4 
to Ds so that, by adding the congestion costs to the price, 
a combined cost of travel is produced that just restrains 
demand to the capacity of the facility . Were demand to 
exceed capacity, queues would build up to increase the 
congestion cost until the equilibrium is achieved.) 

In practice, the situation is often worse than this in 
that, just as traffic reaches levels that would justify a 
positive price to keep congestion at an optimum level, a 
dema nd arises for the reduction or elimination of the toll 
on the g1·ounds that the facility has been fully amortized 
and should be made free. Equity, as popularly per-
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ceived, is often in sharp conflict with efficiency. 

Errors in Forecasting 

The forecasting of demand several years into the future 
is always fraught with considerable ranges of error. In 
the absence of pricing, or with an inflexible pricing 
policy, it is necessary to balance the risk o{ wasting re
sources on an excessively early or excessively large
scale development of a facility against the risk of losses 
due to the development of congestion on an inadequate 
facility. In Figure 4, with a fixed price (p) the advan
tage of having built capacity F2 rather than F1 will be nil 
if demand is D1 , EGSFaVT if demand is D)! , and F1F2W 
if demand is D~- It will be seen that, in cases such as 
this, the optimal capacity is likely to be g1·eater under 
a fixed-price regime than under a flexible-pricing one. 
This tendency will be the greater if, as is likely, plan
ners will be subject to greater criticism if their scale 
is inadequate than if it is somewhat excessive, and also 
if, as is likely, there are "hypercongestion" phenomena 
in which queues backed up from one point of constricted 
capacity interfere with traffic that does not itself pass 
through the bottleneck. 

This tendency of planners, when operating under a 
relatively inflexible price structure, to overbuild rela
tive to the optimal scale when flexible pricing is con
templated may be in pa1·t responsible for the notion that 
short-run marginal cost tends to be lower than long-run 
marginal cost, at least in those cases (mostly involving 
a single product without joint costs with other p1·oducts} 
where a long-run marginal cost can be adequataly de
fi ned. 

Substitute Facilities 

The influence of pricing on planning may be even greater 
where there are substitute facilities or where substitu
tion between peak and off-peak travel can occur. For 
example, the building of the third tube for the Lincoln 
Tu·nnel or the construction of the Throg's Neck Bridge 
may have been necessary at the time they were con
structed, given a commitment to a uniform toll over a 
number of s ubstitute facilities and over time. However, 
had flexibility of toll rates over time and among facilities 
been available as a policy, construction of one or both of 
these facilities could have been postponed or even de
ferred indefinitely. 

Particularly in the case of the Lincoln Tunnel, through 
appropriate toll variation, traffic could have been di
verted to other facilities and away from peak hours. 
Even today, the construction of the thil·d tube might turn 
out not to be cost effective if the pricing alternative were 
considered an acceptable one. This involves not only the 
more obvious shifts to the Holland Tunnel and the George 
Washington Bridge but also shifts to the Verrazano 
Bridge on the south and the Tappan Zee and Beacon
Newburgh Bridges on the north. In the case of the 
Throg's Neck Bridge, during peak hours the possibili
ties for shifting traffic to the Whitestone Bridge or 
routes farther south may be quite limited. However, 
if the Th.rag's Neck Bridge were credited with only those 
toll revenues that correspond to traffic that could not be 
s hifted elsewhere (either at the same or at a different 
time), the revenues would fall considerably s hort of 
covering the costs, and the consumer surplus element in 
the benefit would be comparatively small. There are 
few trips for which the ·running time, for passenger auto
mobiles at least, would be more than a minute or two 
longer via the Whitestone Bridge. 

Variations in the toll by time of day are not all that 
difficult. To be sure, one would not want to have large 
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jumps in the toll at times of he1wy traffic lest this create 
minipeaks and other disturbances to the smooth flow of 
traliic . The toll would have to vary, for most vehicles 
at least, in a reasonably smooth fashion from one mo
ment to the next. Several methods of doing this con
veniently are available. For frequent users, a credit 
card or an automatic vehicle identifier (A VI) unit could 
be the basis for charging the vehicle by billing by mail 
at suitable intervals. Another method would be to have 
two levels of cash toll, an off-peak toll of, for example, 
$ 0,25 with no refund and a peak cash toll of, for ex
ample, $3.00, in return for which the driver would re
ceive a voucher equal in value to the difference between 
the actual toll in effect at the moment and the $ 3 .00 paid. 
The value of the voucher would be indicated on it, and 
this value could be realized at the option of the driver 
in one of three ways: (a) by cashing in at a gasoline sta
tion at the next stop for fuel; (b) by rubbing off a black 
panel that, with appropriate probability, would make the 
voucher either worthless or valid for the $ 3 .00 toll for a 
subsequent rush-hour trip; or (c) by rubbing off a second 
black panel that, with appropriate probability, would 
p1·oduce a winning lottery ticket worth, for example, 
$100.00. The latter two alternatives might be given a 
somewhat higher expected value than the flat cash option 
to minimize the cost of the cashing transactions. This 
might also enable service stations that cash the vouchers 
to turn them into lottery tickets, again reducing the cost 
of handling to them and providing a slight profit, on the 
average, for their ti·ouble. 

Flexible p1·icing would also largely eliminate any need 
for reserved lanes 01· bypass facilities for buses and 
high-occupancy and priority vehicles. If pricing is set 
at app1·opriate levels, there would be no significant con
gestion to be bypassed, in most cases; the high peak
hour toll would fltrnish the appropriate incentive for car
pooling and other means of increasing occupancy. Thus, 
the costs of setting up the reve1·se bus-only lane for in
bound buses in the morning on the approach to the 
Lincoln Tunnel could have been avoided had flexible 
pricing been adopted. The costly reserved express 
lanes on Shirley Highway would show up as wasteful 
extravagances if a free flow of traffic on the older lanes 
were maintained by appropriate pricing, which would re
quire installation of some new pl'icing system, s uch as 
an AVI system for electronic identification of vehicles 
at suitably distributed scanning points. The results 
would be used to bill vehicle owners . The extra lanes 
on Shirley Highway do not represent any additional usable 
capacity, given the inherent limits on traffic flow across 
the Potomac. 

The availability of pricing would also permit substan
tial economies to be made in construction costs where 
obstruction to traffic is involved. Often unnecessarily 
high costs are incurred, both in the delays to traffic and 
in the costs of "shoo-fly" arrangements put in place to 
facilitate the flow of traffic past the construction site. 
Pricing would permit the diversion of traffic in an effi
cient manner away from the affected site and permit the 
temporary artangements at the site to be less costly. 
The tendency of traffic to avoid congested routes is in
sufficient to bring about an efficient allocation of traffic 
over alternative routes, given the wide disparity between 
the congestion experienced by the driver and his or her 
total contribution at the margin to overall congestion, 
the latter being typically two to five times the former. 

The role of pricing in traffic diversion is not limited 
to motor vehicle traffic, but also concerns transit sys
tems. At current levels of ridership the matter may 
well be moot, but in the 1940s, for example, conditions 
at Grand Central Station on the Lexington Avenue Line 
were a controlling factor in limiting the service on the 

entire line. Passengers transferring at that point be
tween points In Queens and downtown contributed g1·eatly 
to the congestion. If a suitable concesslo11 ln the fare 
had been made for persons who would continue on to 6th 
Avenue or Times Square £01· their t1·ans{er, a signilicant 
reduction in congestion could have been obtained fo1· rela
tively minor added inconvenience lo the riders who would 
take advantage of this concession. Similar opportunities 
probably occur elsewhere. 

One fairly common railing or even fairly sophisticated 
systems is to implement time-of-day pi-icing by sched
ules in which the maximum-fare period is so long that 
few riders at the height of the peak will have any interest 
in shifting the time of their riding, since the amount of 
the shift they would bave to make would be so large rela
tive to the saving in fare that it would not be worthwhile. 
To be at all effective in abating the peak proper, some 
incentive, even a relatively modest one, must be offered 
to those who will s hift their time of travel by as little as 
10 or 20 min away from tbe height of the peak. This is 
di[ficult to accomplish with a fare schedule that has only 
two levels. A time-of-day fare schedule needs to have 
several levels, maybe five or more; a peak fare that 
lasts no more than about 15 min; and faxes that d1·op o.ff 
at 10- or 20-min intervals. Since few riders would ab
solutely have to ride during the peak 15-mln pe1·iod 1 the 
fare al such times could be made quite high without giv
ing rise to complaints that it is oppressive for low
income workers. 

The manner in which the magnetic fare-ca1·d system 
has been implemented can also be considered rather in
ept. Tliere is no reason for having the original fare
card-issuing machines outside the controls give change. 
This simply increases the cost oi machines, causes de
lay to occasional riders when they attempt to pay for one 
ride at a time, increases the number of machines re
quired to give satisfactor y service, increases the cost 
o! keeping the machines provided with change, and in
creases the bulk of the machines, which might cause 
space problems. The change delivery cups are incon
veniently located and are so designed that considerable 
fumbling is needed to collect the change. Change giving 
could be limited to the add-fare machines, which must 
give change when wanted in any case. Travelers who 
wish to avoid being left with a balance on their fare card 
could obtain their change at these machines without hav
ing to guess at the fare, and travelers who expect to 
make fu1·ther trips would be discouraged from getting 
their change by the need to use an additional machine. 
Even more important, add-fare machines should be ar
ranged to provide the option or not giving change but of 
simply adding the amount deposited to the value of the 
fare card, either the same one or a replacement. There 
is no point in forcing the passenger to take this change, 
surrender the fare card to the exit turnstile, and then 
purchase a new fare ca.rd for the next trip. 

Adaptation of a magnetic fare-card system to vary 
the fare acco.rdi1 er to the route taken, as in the routing 
via Times Square suggested above, is simple. All that 
is necessary is to provide registe1·s at convenient points 
in the Times Square Station where passengers who wish 
to have the benefit of the reduced fare can insert their 
fare cards. The registers would produce a suitable 
coding on the card that would be recogniZed by the exit 
turnstile as entitling the passenger to the reduced fare 
via the Times Square route, otherwise the higher Ia.re 
route would be charged. 

PRICING AND POLLUTION 

Perbaps the application of pricing principles to the con
trol of pollution can also be considered a part of plannillf 



by the automobile manufacturing industry. So far only 
mediocre progress has been made in the reduction of 
automotive pollution through the attempt to impose fairly 
stringent standards on manufacturers, in terms of the 
performance of their vehicles as they leave the factory. 
The manufacturers have stalled, on the ground that the 
standards were impossible to meet, and the standards 
have been lowered. Manufacturers have elected to use 
the catalytic converter as the means to meet the stan
dards, at least temporarily, which has resulted in auto
mobile owners bypassing or discarding the converters 
or poisoning them with lead. Now a shortage of high
test unleaded gasoline is threatened. At best, manu
facturers have been concerned with performance as 
measured at the factory gate, but what is important is 
the performance of automobiles on the road. 

Ideally what might be called for is to periodically 
measure the pollution performance of each automobile 
on the road and levy a pollution tax, according to the re
sults, on the owner. But such an approach would be 
inordinately costly to administer, especially in the light 
of the high proportion of total emissions accounted for 
by cold starts and the high cost in terms of inconve
nience and otherwise of testing for this element. More
over, important elements of the pollution control prob
lem relate to design and quality control in a way that 
would be unlikely to affect manufacturers through the 
influence of taxes levied on owners or the demand for 
various models. Moreover, through the price or tax 
mechanism manufacturers could be made responsive to 
more than just the performance of the vehicle at the 
factory gate. 

What suggests itself on this basis is as follows: As 
automobiles leave the factory they could be sampled, 
tested, and a pessimistic forecast made of the pollution 
likely to be emitted by automobiles over their lifetime. 
An appropriate tentative tax could be levied on the manu
facturer, which, in principle, would represent the dis
counted present value of the marginal pollution damage 
attributable to this pessimistic forecast of pollution. 
Subsequently, at suitable intervals a random sample of 
these same automobiles could be selected in the field and 
tested for emission levels, and to the extent that the re
sults are better than the pessimistic forecast, a rebate 
of the tax could be paid to the manufacturer. If the re
sults should prove worse, a supplementary tax would be 
levied, though this might be difficult to collect if the 
manufacturer is no longer in business. Owners of ve
hicles selected for testing would be suitably compensated. 
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One might economize in the testing by testing at two 
levels: a smaller subsample to be tested fully, includ
ing cold-start tests, the full sample to be tested fully 
warmed up. The sample would have to be properly 
stratified by time of year, climate, altitude, and en
vironmental density. It would be appropriate to weight 
more heavily the sampling in areas of highest pollution 
levels. 

Such a pricing approach to pollution would have sev
eral advantages over mandatory standards. Setting of 
mandatory standards cannot deal with the problem of 
providing an incentive for action to improve emission 
performance after a lapse of time, as distinct from per
formance when new. Another advantage is that the in
centive would be applied where it will do the most good. 
More care will be given to automobiles likely to be 
heavily used in polluted areas and less to automobiles 
likely to be used chiefly in areas where pollution is of 
little consequence. Iristead of concentrating on devices 
that may abate pollution of new automobiles, attention 
will be paid to methods of pollution abatement that are 
less vulnerable to neglect or abuse by owners, such as 
stratified charge engines rather than catalytic convert
ers. Manufacturers would be given an incentive to make 
appropriate maintenance, repair, and retrofitting kits 
available to their service stations and parts distributors. 
Perhaps most important, manufacturers would not sim
ply balk at making the desired changes: Failure to re
spond adequately would merely result in the levying of 
a tax, and the manufacturer would not be able to threaten 
to suspend production or simply offer nonconforming ve
hicles and engage in a confrontation of technological 
experts over the issue. 

Such a program would have a higher administrative 
cost than simply an attempt to impose standards. But 
it is hard to see what alternative could achieve better 
results. 

The problem with all of this analysis is that, ever 
since Thomas Aquinas, the use of pricing mechanisms 
to achieve economic efficiency has had a bad press. But, 
if injustices are produced by efficient prices, they can 
often be remedied by appropriate transfer devices; if 
inefficiencies are produced by just prices, there will 
seldom be any way of making good this loss. If enough 
efficiency is lost by insisting on just prices, everyone 
may wind up the loser. 

Publication of this paper sponsored by Task Force on Economic Analysis. 

Issues in Measuring the Costs of 
Railroad Accidents 
G. A. Fleischer, University of Southern California, Los Angeles 

The allocation of limited economic resources among competing invest
ment proposals in the railroad industry, especially among projects and 
programs designed to reduce accident occurrence and severity, implies 
that a means exists for relating the costs of railroad accident-related 
deaths, injuries, and property damage. This paper addresses the principal 
associated issues and suggests courses of action to assist analysts and 
decision makers. 

The principal focus of this paper is an assessment of 
the state of understanding and development of recom
mendations for an approach to the analysis of societal 
impacts of railroad accidents, including events involv
ing fatalities, injuries, and property damage. Of 
particular interest is the investigation of alternative 
philosophies and methodologies for measuring societal 
impacts of death and injury in economic terms. 

Each of nine separable but interrelated issues are dis-
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cussed in this paper. For each, the relevant alternative 
positions are identified and discussed, and appropriate 
recommendations are provided. 

SHALL THE COSTS OF MORTALITY, 
MORBIDITY, AND PROPERTY 
DAMAGE BE MEASURED IN 
ECONOMIC TERMS? 

Arguments Against Measur'ing U1e Cosls 
of Death and Injury in Economic Terms 

Based on a review of the research activities in this area 
over the past 50 years, it is clear that there is no gen
eral consensus as to either monetary estimates of the 
costs of death and injury or an underlying philosophy and 
methodology. Estimates that are made are too uncer
tain to be relied on for decision making. Economic 
estimates, if used, can obscure other important issues, 
such as pain and suffering, that result from death and 
injury. 

Rhoads and Singer argue (!), "It is demoralizing 
when society collectively and publicly places a value on 
life. It is especially so when a decision is made not to 
save an identifiable individual." To the lay public and 
their political representatives the attachment of monetary 
values to mortality and morbidity suggests a nonfeeling, 
noncaring indifference. There is an implied mechanical 
precision. Most public agencies avoid the issue opera
tionally. For example, although the National Highway 
Traffic Safety Administration (NHTSA) has funded a 
substantial effort to identify the social costs of motor 
vehicle accidents, the resulting values are not currently 
being used by that agency. 

Accident Cost Analysis 

Accident costs can be defined in nonmonetary terms. 
In the evaluation of the relative efficacy of a proposed 
program or project having safety consequences, for ex
ample, the cost of the program or project could be 
stated in dollars and the effectiveness defined as reduc
tion in risk, number of accidents, or number of casu
alties. However, no decision can be made as to the 
relative attractiveness of alternatives unless the 
decision maker knows something of the relation between 
the relative utility of the differences in effectiveness 
and the difference in costs. That is, the priority of 
alternatives cannot be determined unless effectiveness 
and cost can be expressed in a common dimension. 

In the event that accident costs (i.e., deaths, in
juries, and property damage ) can be expressed in 
the same terms as the other consequences associated 
with a program or project, then a benefit/cost analysis 
can be performed to assist the decision maker in the 
allocation of limited capital resources. 

Note that the actual implementation of benefit/cost 
analysis is not nearly as straightforward as outlined 
above. Complications arise, in large part, because 
of the stochastic character of principal estimates, 
chiefly the number of future occurrences of an event 
(e.g., fatality and injury) and the cost per occurrence. 
These are predictions of the future; they are not known 
with certainty. 

Recommended Position 

Inasmuch as accident costs must be described com
mensurately with other principal consequences in order 
to make informed decisions concerning capital alloca
tion, and since the latter are normally described in 
monetary terms, accident costs, especially death and 

injury, should also be stated in monetary terms. 
Jones- Lee makes the point effectively (~ : 

It is a fact of life that society confronts a problem of scarcity and 
must in consequence engage in continual allocative choices. Insofar 
as such choices occur in the public sector, it is desirable that those 
who make them should do so on the basis of more rather than less 
information concerning private preferences. 

FROM WHOSE POINT OF VIEW SHALL 
-IMPACTS BE ASSESSED? 

Railroads generally assess costs from the point of view 
of the reporting railroad (e.g., loss or damage to freight, 
cost of clearing wrecks, and damage to railroad prop
erty). Railroad managements are concerned with effects 
that are directly reflected in their income statements. 
Federal agencies and the Association of American Rail
roads (AAR) have not required more extensive report
ing, either because they see no particular reason to do 
so, the means are not at hand, or the costs would be 
prohibitive. 

The bulk of public opinion on this matter concludes 
that, with respect to public decisions concerning the 
allocation of public funds, the appropriate perspective 
is that of the society at large. Jones-Lee summarizes 
this position (~ : 

The resemblance between cost-benefit analysis and "commercial" 
project appraisal is, however, more apparent than real. This is hardly 
surprising since the ultimate objectives of public-sector decision 
makers are unlikely to bear much resemblance to the objectives of 
decision makers in the private sector. The essential difference is 
that the managers of a firm will probably be largely concerned with 
their own and their shareholders' interests while the public sector 
decision maker normally will be concerned with a more nebulous 
index of the welfare of society "as a whole". 

HOW SHALL ECONOMIC VALUE BE 
DETERMINED WITH RESPECT TO 
MORTALITY? 

A variety of viewpoints concerning the value of life have 
been expressed in published literature. Generally, 
they can be summarized as follows: 

1. Willingness to pay (WTP) ; 
2. Discounted future earnings (DFE) (gross) and 

DFE (net}; 
3. Societal costs, including DFE; and 
4. Miscella11eous other (e.g .. insurance premiums 

and court awards). · - , 

There are virtually no advocates of reason 4, for rea
sons that are rather obvious. The other views, how
ever, do have their partisans among thoughtful scholars 
and practitioners. 

WTP 

One body of thought argues that the value of human 
life is best determined by the individuals involved, who 
can express their willingness to pay for certain risk
reduction options, either explicitly or implicitly. There 
are variations in this viewpoint. Jones-Lee (2-4) de
termines the functional relation between an indiVldual's 
future income stt"eam and the amount he or she will pay 
to reduce the probability of death. Mishan (5) re
quires, for each affected individual, the ma:Xi.mum 
amount he or she will pay rather than forgo a project 
that results in certain probabilities of death. 

Some results reported by investigators using this 
approach follow (all figures are for the year reported): 



Table 1. Societal cost summary discounted at 10 percent, 1975. 

Injury Severity 

6 (Fatality) 
Cost 
Component Cost($) Percent Cost($) Percent Cost($) Percent 

Production-consumption 
market 145 670 72.35 82 250 61.14 36 075 58.53 

Home, family, and 
community 43 700 21 .71 24 675 18.34 10 820 17.55 

Medical 
Hospital 275 0.14 5 750 4.27 2 250 3.65 
Physician and others 160 0,08 5 520 4.10 2 160 3. 50 
Coroner- medical 

examiner 130 0.06 
Rehabilitation 6 075 3 040 

Funeral 1 060 0.54 
Legal and court 2 190 1.08 1 645 1.22 1 090 1.77 
Jnsurance administration 295 0.15 295 0. 22 285 0.46 
Accident investigation 80 0.04 BO 0. 06 70 0.11 
Losses to others 3 685 1.83 4 180 3. 11 I 830 2.97 
Vehicle damage 3 990 1.98 3 990 2.97 3 960 6.42 
Traffic delay __ 8_o 0.04 _ _ 6_0 0, 04 ~ 0.09 

Total 201 335 134 520 61 640 

Table 2. Costs of death, injury, and property damage per occurrence. 

source 

Fromm (7 ), Hl75• 
NSC (19 );- 1973 
NllTSA(20), 1971 
White House (15), 1972 
Helms (2 1), 1971 ' 
Niklas (22), 1970' 
Reynolcts(g). 1956' 

Fatal($)' 

287 175 
90 000 
43 000 

140 000 
83 200 
32 400 

5 580 

Property 
Damage 

Injury($)' Only($)' 

3185 520 
3700 570 
2200 
2750 
1300 

362 
1450 serious 

112 slight 

•values are exptHSed in dollars for the year of the study, not in constant dollars. 
t> Assuming a 7 J*C:ent discount rate. 
crn 1971, $1 .00 = DM 3 70 
din 1956, $1 .00= £0.36 

Ratio of Cost 
of Fatality to 
Nonfata l Injury 

90 
24 
20 
51 
64 
90 

4 
50 

(a) Carlson (6), $200 000-$1 000 000 (1963)j (b) Fromm 
(7), $210 000-(1965); (c) Thaler and Rosen ~8) $200 000 
(f975)i (d) Ghoslt, Lees, and Seal (~, $260000 (1975); 
and (el Blomquist (!Q), $257 000 tl977). 

DFE 

Advocates of the DFE viewpoint argue that the value of 
an individual's life is measured by the wages that society 
is willing to pay for his or her future se1·vices. These 
are then discounted (by the social rate of discount). 
Most investigators take the view that the most ap
propriate measure is the net loss of output [i.e., future 
production less future consumption (11, 12)]. Others 
argue that the gross loss of output shouldbe measured 
(13): 

The accidents that need to be costed are those that do not occur but 
which, without the introduction of some safety measure, would have 
occurred. The fact that on this basis the individual concerned is, in· 
deed, still alive means that the individual consumption should not be 
deducted when assessing the benefits of preventing accidents, as he 
is alive and able to enjoy that consumption. 

Some quantitative results are summarized as fol
lows (all figures are for the year reported): 

1. Gross -Dublin and Lotka (U), $27 209 (1930); 
Bollay and Associates (14), $250000 (1963); White 
House (15), $140 000 (1972); Usher (16), $150 000 (1973)· 
and Faigin (17), $184 110 (at 7 percent discount) (1975). 

2. Net-Dublin and Lotka (.!:.!_), ~802 (1930). 

Societal Costs 

Perhaps the most widely held view of the value of life 
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Property Damage 
Only 

Cost($) Percent Cost($) Percent Cost ($) Percent Cost($) Percent 

1645 20.35 865 19.86 66 3.01 

425 5.26 310 7.13 20 0.91 

1095 13.54 450 10. 34 45 ?..05 
525 6.49 165 3.80 55 2.51 

770 9.52 150 3. 45 140 6.39 7 1.35 
240 2.97 220 5.06 52 2.37 30 5. 77 

45 0.56 35 0, 81 28 1.28 6 1.15 
260 3.21 130 2.98 32 1.46 

2920 36.12 1865 42. 87 1595 72. 83 315 60. 58 
160 1.98 160 3.68 160 7. 31 160 30. 77 

8085 4350 2190 520 

is one that aggregates a number of societal cost com
ponents, including the forgone production of the in
dividual, l'elevant medical costs, legal and court costs, 
and accident investigation costs (7, 12, 17, 18). In s ome 
variations the component that represents value of life 
to the individual is measured by WTP (2). 

The most detailed and current efforCbased on this 
view is that of NHTSA dlu·ing the eal'ly 1970s ®· 
The results for the principal cost elements are given in 
Table 1. [Results are given for five levels of sevel'ity 
of nonfatal accidents from critical (5) to minor(!} ). It 
is particularly interesting to note that, using a 10 per
cent discount rate, the production-cons umption com
ponent ($145 670) represents more than 72 percent of 
the total cost of a fatality ($201 335). This element is 
determined by discow1ting forgone compensation, 
which is a proxy measm·e of societal valuation of pro
duction. The second largest component, home, family, 
and community services production loss es, represents 
about 22 percent of the total. Thus, these two cost ele
ments alone represent 9 5 percent of the total, a result 
tl1at sJ1ould influence the allocation of additional research 
resources. 

A Sample of Results 

Costs of fatalities, as well as injuries and property
damage-only accidents, are summarized in Table 2 for 
a number of sources. The data used by the National 
Safety Council (NSC) are shown for 1973; these most 
probably have been updated since 1973, but current 
values are not generally available. The principal 
reason for the substantial differences between NHTSA 
and NSC values for fatalities is that NHTSA discounts 
gross future earnings whereas the NSC discounts net 
future earnings. 

HOW SHALL ECONOMIC VALUE BE 
DEFINED WITH RESPECT TO 
MORBIDITY? WHAT ARE THE 
COSTS OF INJURIES? 

There are two fundamental questions closely related 
to this issue. 

1. Shall a single cost per occurrence be established, 
irrespective of the severity of the injury, or shall 
separate costs be estimated with respect to separate 
levels, or classes, of injury severity? 

2. Shall the cost of pain and suffering be included 
as a relevant component? 
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Table 3. Casualties of employees on duty on class 1 and 
2 railroads, 1976. Injury or Illness Injuries 

Nonfatal Injuries 
Bruise-contusion 12 309 
Sprain-strain 18 549 

Average Daye 
Workdays Lost Lost per Injury 

75 111 6.10 
166 951 9.00 

Cut or laceration-abrasion 10 018 33 701 3.36 
Electrical burn or shock 261 1 546 5.92 
Other burns 1 559 6 460 4.14 
Dislocation 315 6 007 19.06 
Fracture 

Arm or hand 722 18 840 26.09 
Fingers 1 616 12 693 7.85 
Leg or foot 1 011 40 062 39.62 
Toes 667 6 806 10.20 
Head or £ace 230 4 010 17.43 
Torso 476 15 688 32.95 
other 165 2 326 1' .09 

Amputation 
Arm or hand 16 3 391 211.93 
Fingers 151 4 040 26.75 
Leg or foot 39 8 387 215.05 
Toes 16 989 61.81 
Other 1 365 365.00 

Cinder or other foreign particle in eye 6 124 8 515 1.39 
Hernia 377 12 655 33.56 
Concussion 139 2 523 18.15 
Nervous shock 35 337 9.62 
Internal lnj uries 83 2 685 32.34 
Loss of eye 7 632 90.28 
Other 1 428 ~ 5.59 

Total 56 314 442 714 7.86 

Nonfatal occupational illnesses 
Occupational skin diseases or disorders 868 1 494 1.72 
Dust diseases of the lunge 4 37 9.25 
Respiratory conditions due to toxic agents 262 1 131 4.31 
Poisoning 82 414 5.04 
Disorders due to physical agents 144 308 2.13 
Disorders due to repeated trauma 23 212 9.21 
Other 

Total 

Fatalities 

Total 

The Cost of Pain and Suffering 

With respect to the latter question, we note that nowhere 
in the literature is an attempt made to include pain and 
suffering as a cost component of morbidity. In pai·t, 
this may be explained by the fact that the WTP approach 
has been associated historically only with the cost of 
fatalities, not injuries. And it is the WTP concept that 
provides a theoretical basis for estimating that amount 
that individuals would be willing to pay to avoid pain and 
suffering. An injury, moreover, is not the finite event 
that death is perceived to be. Pain and suffering are 
even less definable. Thus, even in using the WTP ap
proach, it is probably infeasible to attempt to include 
pain and suffering as a societal cost element measured 
in monetary terms. 

Injury Severity 

As illustrated in Table 3 (23), injuries are currently 
described by repor ting r a ilroads in terms of the type 
(e .g .1 bruise or s train) rathe1· than the severity . The 
existing class ificat ion s chem e does not readily lend 
itself o costing. A contusion, for example may r esult 
in very substantial costs or may require little or no 
medical aid or lost time. Moreover, as will be shown 
below, societal cost data developed by other investiga
tors are related to injury classes other than that cur
rently used by railroads . 

The Abbreviated Injury Scale (AIS), published by the 
American Medical Association, Society of Automotive 
Enbrineei·s {SAE ), and American Association fo1· Automo
t ive Medicine f..AAAM.) in 1971 a nd r evised in 1976, is 
gaining increasing acceptance throughout the United 
states and abroad and is used almos t exclusively in the 
classification of injuries from traffic accidents. The 
AIS is used in coding specific individual injuries. The 
codes are 

0-no injury, 
1-minor, 
2-moder ate, 

--..ill... 
1 575 

--12!!. 
57 989 

_____ill. 
4 315 

3 911 

450 940 

3-severe (not life threatening), 
4-sel'ious (liie tJn·ea tening) , 
5-critical (sm·vival uncertain), a nd 
6-maxim wn Ccurrently untreatable). 

3.74 

2.73 

39.11 

7.77 

The overall AIS(OAIS) is used for coding multiple in
juries (24): "Basically, the coder equates what in his 
judgmentis the total effect of multiple injuries on a 
victim's body a nd systems with the effects on the body 
and systems of a s ingle injury with a known AIS ." 

The adva ntages of us ing the AIS (or OAIS) for 
classifying injuries include (~ the following: 

1. Single, comprehensive system for rating tissue 
damage, 

2. Acceptable to both physicians and engineers, 
3. Severity of injury can be rated in the AIS without 

regard to whether or not the victim dies, 
4. Adopted by the multidisciplinar y accident in

vestigation (MDAI) teams establis hed by the U.S. De
partment of Transportation (DOT) and by crash in
vestigators worldwide, and 

5. Good interrater reliability has been demon
strated. 

Cost Estimates by Injury Severity 

In Table 1 cost est imates were presented for various 
injw·y clas ses as reported by NHTSA (17) . These 
values are given a s point estimates . However, r ecent 
studies at the University of Michigan indicate that the 
variance of the cost distribution is quite large. Ranges 
of costs as actlta lly experienced by a fairly small 
sample are reported as follows (18, 26)~ 



Costs($) 

OAIS NHTSA 
Code Range Mean (1975 dollars) 

1 0- 4 327 983 2 190 
2 1775- 3 382 2 497 4 350 
3 2569- 16 313 7 568 8 085 
4 4457-217 979 46 924 61 640 
5 4730-364 493 68134 134 520 

For comparison, costs derived by NHTSA (17) are 
shown in the last column of the above table. The 
reference year for both sets of data is 1975. Clearly 
the NHTSA-derived values are substantially higher 
than the means of costs actually experienced in the 
University of Michigan studies. Not too much should 
be made of this, however, inasmuch as the University 
of Michigan data are from a small regional sample. 

AS CURRENTLY REPORTED BY 
RAILROADS, ARE INJURY DATA 
ADEQUATE FOR ASSESSING 
COSTS OF MORTALITY AND 
MORBIDITY? 

Reportable Accide11ts and Incidents 

Railroads are required to file monthly accident and 
incident reports with the Office of Safety, Federal Rail
road Administration (FRA). These include 

1. A monthly report of railroad accidents, 
2. A rail equipment accident and incident report, 
3. A rail-highway grade crossing accident and 

incident report, and 
4. A railroad injury and illness summary. 

Reportable accidents and incidents are defined as any 
impact between railroad on-track equipment and auto
mobile, bus, truck, motorcycle, bicycle, farm vehicle, 
or pedestrian at a highway grade crossing; any collision, 
derailment, fire, explosion, or other event involving 
railroad on-track equipment that results in more than 
$ 29 00 in damages to railroad on-track equipment . ' signals, track, track structures, and load bed; and 
any event arising from operation of the railroad that 
results in the death of one or more persons, injury to 
persons other than railroad employees requiring 
medical treatment, injury to employees (limited) and 
occupational illness of employee. ' 

Major revisions in reporting requirements, effective 
January 1, 1975, are summarized in Table 4. Because 
of these changes, comparisons of the data from 1975 

Table 4. Some changes made in reporting requirements. Reporting Requirement 

and later with data from previous years are virtually 
impossible. 

Major Problems 
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The accident and incident data reporting system cur
rently used by railroads is inadequate for an assessment 
of the qualitative and quantitative effects of safety im
pacts. Among the principal problems are the following: 

1. Reporting is incomplete; minor injuries are un
reported unless medical treatment beyond first aid is 
necessary. 

2. The description of injury severity is imprecise 
and does not facilitate comparison with OAIS data de
veloped in other contexts. 

3. There appears to be little quality control; no 
mechanism exists for monitoring or ensuring that re
porting procedures are uniform among the various 
railroads. 

4. Objectivity of reporting is questionable; it is 
possible, indeed probable, that biases arise as the re
sult of the reporting railroad's desire to avoid the ap
pearance of negligence and inefficiency. 

5. Currently, time lost due to injury is truncated 
at 365 days; if, for example, an injured person is ex
pected to be incapacitated for 18 months, the cost of 
that lost time between 12 and 18 months is ignored. 
This is a systematic bias and tends to understate the 
true cost of time lost due to injuries. 

ARE CURRENT PROCEDURES ADEQUATE 
FOR ASSESSING PROPERTY DAMAGE 
DUE TO RAILROAD ACCIDENTS? 

A variety of data sources are used to identify property 
damage due to railroad accidents. The major sources 
are the Interstate Commerce Commission (ICC) (uni
form system of accounts) and the FRA (yearly financial 
reports). Supplemental sources include the AAR and 
the internal accounting systems of the various railroads . 

Damage to railroad property is reported to the FRA 
when the damage estimate exceeds $2900. All rail
roads are required to report damage to livestock on 
the right-of-way to the ICC in their annual reports. 
Costs include direct expenses and related employee 
salaries, expenses, office rent, and probable liability 
(i.e., the railroad's liability). Freight loss and damage 
is also reported annually to the ICC. The costs of 
clearing wrecks are not included in the damage costs 
reported to the FRA in the accident reports. Omitted 
are the costs of emergency services, which are borne 

Through 1974 1975 and Later 

Damage threshold for reporting 
train accidents 

$750 $1750 as of 1/1/75 
$2300 as of 1/1/77 
$2900 as of 1/1/79 
Any Requirements for reporting rail 

crossing accidents and 
incidents 

Reporting of fatalities 

Reporting of employee 
in1uries 

Reporting of nonemployee 
injuries 

Only if reportable casualty or 
minimum of $750 damage 
to railroad equipment, track, 
or roadbed 

Death occurring more than 24 
h after occurrence of injury 
reported as injury 

Only thqse injuries causing at 
least 2 days oflost or restricted 
time. Case remains active 
for 10 days 

Pre vented from following 
vocation for more than 
24 h during following day 

Reported as fatality 

Those injuries that result in 
one or more lost or re
stricted workdays, medi
cal treatment beyond first 
aid, transfer to another 
job, termination of em
ployment, or lost con
sciousness. Case re
mains active for 365 
days 

Requires medical treatment 
beyond first aid 
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Table 5. Freight loss and damage costs reported 
to the AAR. 

Cause 

Shortage, packed equipment 
Shortage, bulk shipment 
Defective or unfit equipment 
Temperature failures 
Delay 
Robbery, theft, pilferage 
Concealed dam age 
Error of employees 
Vanclaliem 
Fire, marine, and catastrophes 
Train accident (lading only) 
Miscellaneous 

"1976data, 

Total FrOl5/tt Loss 
and Damo~o (~f 

1.78 
4.07 
3.40 
5.06 
2.54 
5.26 
0.69 
0.94 
0.64 
1.78 

20.69 
53.24 

Figure 1. Cost to society per accident as a function of the number 
of casualties per accident. 

0 
Number of Casualties Per Accident 

by local governments, and the costs of damage to 
structures owned by others. 

The costs of freight loss and damage are especially 
interesting. As noted in Table 5 (~, more than one
half of the costs are attributable to miscellaneous 
causes. This categorization hinders the ability to 
relate damage to specific causal actions and also calls 
into question the reliability of the source data. Of the 
remaining cause categories, note that train accident 
is paramount. 

GIVEN THAT COSTS OF MORTALITY, 
MORBIDITY, AND PROPERTY DAMAGE 
CAN BE EXPRESSED IN ECONOMIC 
TERMS, ARE THESE COSTS STRICTLY 
ADDITIVE? 

This question can be rephrased: Does the whole equal 
the sum of the parts? or, Is the total cost of a specific 
accident equal to the sum of the costs of property 
damage, injuries, and fatalities associated witll that 
accident? Current practice is to view a single acci 
dent that results in 100 deaths, for example, as just as 
costly as 100 separate accidents, each of which results 
in one death (everything else being equal). 

Experience suggests that there may be an additional 

severity cost that is a function of the magnitude or 
gravity of the accident. Journalists seem to recognize 
this fact: Multiple-fatality accidents are much more 
likely to rate press coverage than single-fatality acci
dents, in part because their relative rarity makes them 
more newswortlly. The attention of legislators is also 
more likely to be drawn to perceived disasters and 
catastrophes even though aggregate losses may be no 
greater than that arising from a large number of rela
tively minor events. 

This position is shown in somewhat simplified form 
in Figure 1. The line 0-1 represents the classical 
position: Total cost is the number of casualties (e.g., 
deaths and injuries) multiplied by the cost per casualty. 
The line 0-2 reflects the additional severity cost. A 
threshold (N1) is indicated below which the severity cost 
is perceived to be negligible. Similarly, beyond N2 the 
incremental severity cost is also perceived as negli
gible. 

GIVEN THAT A SOCIETAL COSTS 
APPROACH TO THE VALUE OF LIFE 
IS INAPPROPRIATE, WHAT ARE 
THE RELEVANT COST ELEMENTS? 

NHTSA study 

The cost elements included in the NHTSA 1975 societal 
cost study @) are 

1. Production losses-market, home, family, and 
community; 

2. Medical-hospital, physician and other, coroner-
medical examiner (fatalities), and rehabilitation; 

3. Funeral; 
4. Legal and court-tort action and accident citation; 
5, Insurance administration; 
6. Accident investigation; 
7. Losses to others-employer and home care; 
8. Vehicle damage; and 
9. Traffic delay. 

Jones-Lee study 

Jones-Lee, although much less specific, identifies 
these cost elements as follows @: 

1. Reduction in the individual's share of real re
source costs occasioned by the death of others, 

2. Reduction in the individual's share of the loss 
of net output due to the death of others, and 

3. Reduction in the risk of his or her own death or 
that of anyone he or she cares about. 

NSC study 

The position of the NSC is of special interest because 
of the relative influence of NSC figures among trans
portation planners. The NSC position was described 
in a recent paper (~: 

We have tried to measure the real dollars lost as the result of motor 
vehicle accidents. This includes: dollars that had to be spent as the 
result of the accident and dollar income that would not be received. 
This latter is seen as a reduction in contribution to the wealth of the 
nation using wages as a measure of the loss of productivity. 

Specifically, the NSC cost elements are (a) net dis
counted value of future earnings and (b) medical costs 
(assuming 50 percent of fatals are dead on arrival), in
cluding hospital charges, doctor's costs, insurance 
(premiums less claims paid), and property damage 
(assumes one vehicle destroyed for every fatality). 



The Conservation of Resources Approach 

Winfrey proffered his own list of relevant cost ele
ments®: 

1. Normal automobile use not incurred, 
2. Costs and benefits of autopsies, 
3. Costs and benefits of accident investigation, 
4. Nonlegal expenses to fix accident responsibility, 
5. Legal and court expense to fix accident re-

sponsibility, 
6. Funeral costs (discounted), 
7. Estate settlement, 
8. Administration cost (overhead) of motor vehicle 

insurance in addition to cost of accident, 
9. Work time lost and wages not continued, 

10. Estimated future gross wage or salary income 
(discounted), 

11. Futu1'e costs to maintain a worker in working 
status (discowited) (this is a reduction to cost), 

12. Benefits of not working (union dues), and 
13. Training of replacement employees (discounted). 

IN WHAT WAYS, IF ANY, ARE 
THE COSTS OF RAILROAD 
ACCIDENTS DIFFERENT 
FROM THOSE EXPERIENCED 
ELSEWHERE, ESPECIALLY 
HIGHWAYS? 

Employees Affected 

Can the results of other investigators, working in other 
contexts, be applied directly to railroad accidents? The 
costs of fatalities and injuries desc ribed in other (non
railroad) contexts universally assume that the in
dividual affected is drawn from the general population. 
However, raill·oad employees represent about 6-8 per
cent of the total mortality and morbidity in railroad 
accidents and incidents ~· This proportion is not 
insignificant. The foregone eamings of l'aill·oad em
ployees will influence the value of life, especially with 

Table 6. Frequency and cost of highway fatalities and injuries. 

Cost per 
Injury Severity Number of Relative Occurrence" Total Cost 
(AJS) . Occurrences Frequency ($) ($000 000 OOOs) 

I s 400 000 0.841 2 190 7.45 
2 492 000 0.122 4 350 2.14 
3 80 000 0.020 8 085 0.65 
4 20 000 0.005 86 955 1.74 
5 4 000 0.001 192 240 0.77 
6 (fatallty) ~ 0.012 287 175 13.44 

Total 4 042 800 26.19 

"1975 dollars, 7 percent discount rate. 

Table 7. Age distribution of highway and railroad casualties. 1976. 
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respect to the DFE approach to valuation, because their 
earning patterns differ somewhat from those of the 
general population. Differences should also be notice
able with respect to injury valuation (e.g., medical 
costs and workdays lost). 

Injury Seve1'ity 

As Ulush'ated in Table 6 (!1), estimates of average 
cost per injury are dependent on the proportions of the 
total injured population that fall witbin each severity 
class. In the absence of comparable data for railroad 
injuries (i.e., the proportions of railroad injuries that 
fall within each severity class), it is questionable 
whether the same estimates are transferable to the 
railroad context. Railroad accidents, for example, 
may involve a larger (or smaller) lll'oportion of less 
severe injuries than that experienced in the highway 
context. 

Age Distribution 

The DFE appl'oaeh to the valuation of·life depends on 
the age of the individual at the time of death. The dis
tribution for motor vehicle and railroad causalties in 
1976 is shown in Table 7 @Q). The percentage dis
tripution by age group is summarized in Table 8 along 
with comparable data from the 1975 NHTSA study. 

Railroad employees killed and injured in rail ac
cidents are clearly older than casualties in motor ve
hicle accidents. The total number involved in railroad 
accidents, employees as well as nonemployees, are 
also somewhat older than those involved in typical 
motor vehicle accidents. [Note the surprisingly high 
percentage (20.9 tJercent) of nom·ail employees in the 
0-4 age group who are in motor vehicles at the time 
of the railroad accident or incident. Only 3.9 pel'cent 
of the other motcir vehicle accidents are in the same 
age b''l:oup . The difference may be explained, in part, 
by th.e large proportion of railroad accidents that occur 
at g1·ade crossings in which very yow1g children a1·e 
passengers in the involved motor vehicles.] 

Probability of Catasfrophic Events 

As discussed, there is an accident cost that is a function 
of the }lerceived ove1-all gi·avity of the event. (Certainly 
this is evident with respect to commercial aviation 
accidents.) Catastrophic events are more likely to 
occur in rail accidents than in motor vehicle accidents. 
In terms of Figure 1, the critical threshold (N1) is more 
likely to be surpassed in rail accidents. Thus the addi
tional cost of severity becomes of interest. 

Railroad Casualties 

Motor Vehicle Cas ualties• Nonrail Employees 

Deaths Injuries Total Rail Employees In Motor Vehicle Other Total 
Age 
Group Number Percent Number Percent Number Percent Number Percent Number Percent Number Percent Number Percent 

0-44 I 600 3.4 70 000 3.9 71 600 3.9 0 0.0 1179 20.9 1027 14.8 2 206 2.9 
5-14 3 100 6.6 160 000 8.9 163 000 8.8 0 0.0 338 6.0 337 4.8 675 0.9 
15-24 16 500 35.3 690 000 38.3 706 500 38.3 14 418 23. 0 1632 28.9 1259 18.1 17 309 23.0 
25-44 12 100 25.9 530 000 29.4 542 100 29.4 31 825 50.7 1392 24.7 1838 26.4 35 055 46.5 
45-64 7 600 16.3 260 000 14.4 267 600 14.5 16 292 25.9 774 13.7 1712 24 .6 18 778 24.9 
65-74 3 100 6. 6 60 000 3.3 63 100 3,4 90 0.1 209 3.7 493 7.1 792 I.I 
75 2 700 5.3 30 000 !. 7 32 700 1.8 27 0.0 114 2.0 267 4. 1 426 0.6 
Unknown 143 0.2 - ____!.£ 0.2 - - - -- - -- --
Total 46 700 I 800 000 I 846 700 62 795 5638 6953 75 386 

• includes pedestrian and pedalcycle ca~alti~. 
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Table 8. Percentage distribution for motor vehicle and 
railroad casualties by age group. 

Railroad Casualties 

Age Folgln Study Motor Vehicle Employees Total 
Group (1'1111'SA) ( ~ ) Casua!ties (%) Only (i) (%) 

0-14 19 .5 12.7 0.0 3.8 
15-24 21.0 38. 3 23.0 23.0 
25-44 41.3 29 .4 50.7 46.5 
45-64 18.6 14. 5 25.9 24 .9 
>65 0 5.2 0.3 1.9 

SUMMARY 

The costs of mo1·tality, mo1·bidity, and l>mperty damage 
should be measured in economic terms. The appro
priate point of view is tliat of the general society with 
respect to those decisions i·equil·ing expenditure of 
public .funds. Howeve1-, it will be both use.fl.Ii and ap
prnpriate to identify also t11ose costs to be incuned 
by the railroads and their employees. 

Among the contending approaches to the valuation of 
human life, the societal costs approach appears most 
promising. Both the WTP and DFE pe1·spectives should 
be e:i..'Plored ovex the neai· ter m to evahtate the most 
important cost component. Morbidity costs should be 
i·elated to r elative inju1·y seve1·ity; the OAIS, as 
revised, shows greatest pron.rise . 

Tile quality of existing data bases is poor with 1·e
spect to mortality and morbidity. Substantial improve
ments 1nust be made before these data can be usecl with 
a xeasonable degree of confidence. Cun·eut 1>rocedures 
for estimating the cost of p1·operty damage are poor. 
From a societal point of view the costs are unde1·stated. 

The total cost of an accident is not equal simply to 
the sum of individual cost elements (i.e., mortality, 
moxbidity, and property clam.age}. An additional severity 
cost is a function (not necessarily lineal') of the pe1·
ceiv~d magnitude of the accident. It is neither feasible 
nor desirable at this time to provide an exhaust;.ve 
listing of societal cost elements. Nevertheless, as 
discussed in this r eport, an initial set of relevant com
ponents is available. It would appear that either WTP 
or DFE makes up the greatest part of the total. 

There are are some important differences between 
costs of railroad and other accidents. Thus standard 
costs developed in other contexts should be used only 
with considerable care. Indeed, it would appear that 
railroad~specific sta.uclard costs should be developed. 
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Economics of a Unified Transportation 
Trust Fund 
Gabriel Roth, Urban Projects Department, World Bank, Washington, D.C. 

The paper describes ·the pricing and investment rules that might be ap· 
pro1>riate to a unified transportation trust fund and suggests that they 
could be based on the same criteria of profitability that are used in the 
private sector. The consequences of applying such rules to the U.S. 
transport sector are explored, and It is concluded that rail passenger 
transport and some waterway transport could be lost, but bus trans· 
port and rail freight services could benefit. The effect on air transport 
would be to divert traffic from the more congested airports to less con· 
gested ones. The effect on road transport could be a substantial rise in 
fuel taxes, especially on diesel fuel, and in the annual registration fees 
payable by vehicles that impose heavy axle loads on the road system. 
It is concluded that, if suitable pricing and investment criteria are intro· 
duced, a unified transportation trust fund would be unnecessary; if they 
are not, a unified transportation trust fund could be wasteful. 

The Highway Trust Fund is due to expire in 1979 and 
a number of proposals have been made for alternative 
finan~ing mechanisms for highways and other transport 
modes. One such proposal is for the establishment of 
a unified transportation trust fWld (UTTF) that would be 
used to finance all transport modes (1). The ma.in pur
pose of this paper is to discuss the economics of a 
UTTF, pa1·ticularly the rules that it might follow £01· 
pricing and investment. 

CRITERIA FOR PRICING AND 
INVESTMENT RULES 

A principal advantage of the UTTF, according to t11e 
Congressional Budget Office, is that it would "consoli
date fiscal decisions for ti·ansportation as a whole and 
would pe1•mit better congressional coordination of modal 
financing" (1). It would also enable the U.S. Depa.rb11ent 
of Transpoifation (DOT) "to bette1· carry out the original 
purpose of integrating transportation programs" (2). 
Such integration implies that the same pricing anainvest
ment rules would apply to all modes supported by federal 
funds, so that the most economic solution can be devel
oped for every need, irrespective of mode. Thus, a 
basic requirement of UTTF decision rules is that they 
can apply to all modes. A further requirement is that 
the rules should be applicable to b:ansport activities in 
the private and public sectors. This is necessary to 
ensure that activities that can be carried out more eco-

nomically in the public sector are not carried out by the 
private sector and vice versa. 

PROFIT- AND BENEFIT-MAXIMIZING 
RULES 

One of the main difficulties in the formulation of pricing 
and investment rules that would apply to all projects is 
that some modes, such as railroads, buses, and air 
carriers, provide services that are paid for by users, 
and investments in these modes can, in theory, be justi
fied by the profits that they generate to the producers, 
wit11out regard to the benefits enjoyed by the consumers. 
In a muket economy, investments are typically justified 
in this way. Ou the other hand facilities such as roads 
and waterways are generally regai·ded as free, and no 
charges are levied for use. Road and waterway projects 
are therefore gene1·ally assesi:;ed not by their profit
ability to their suppliers, but on the basis of cost/ benefit 
analysis (CBA), which attempts to rank alternative 
schemes by comparing the benefits to society from each 
scheme with its costs to society. The private sector 
cannot function without profits and can only invest in 
projects tJ1at p1·oduce revenue in excess of expenditure. 
In contrast, the public sector can finance projects out 
of tax revenues and is not confined to revenue-raising 
p1·ojects. However, it should not be assumed that the 
benefits from i·evenue-producing projects go only to the 
suppliers : Laker's transatlantic air services produce 
substantial benefits to the consumer as well as profits 
to the airline. 

Much of the effort that has gone into multimodal trans
portation planning has been directed at developing CBA 
to enable it to deal with revenue-producing, private sec
tor projects, such as railroads, within the framework 
developed for the assessment of non-revenue-producing 
projects, such as roads. The method requires that total 
benefits to consumers, producers and the general public 
be worked out for each project component and compared 
with the appropriate costs. The difficulty and ambiguity 
of such calculations enable poo1· p1·ojects to be justified 
on the basis of alleged social benefits. For example, 
according to Senator Domenici, the inability to measure 
the social demand for navigation projects leads to a 
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"slipshod analysis of whether new projects are needed 
or not" (3). 

This ila.per attempts to sketch an alternative app1·oach: 
to use private-sect01·, profit-to-the-producer, cl'itel'ia 
for the evaluation of social projects, such as i·oads. In 
fact, most of the P~roblems that arise from this approach 
will apply to roads, which are the most important trans
port components provided on a social rather than a li
nancial basis (although roads have also been provided 
as revenue-producing projects by both private and public 
enterprise). 

OBJECTIVES OF A UTTF 

The three most important objectives for a UTTF might 
be 

1. In lhe short run, to encourage transport users to 
pay the costs incurred i11 the use and provision of ex
isting transport facilities · 

2. ln the long run, to encourage renewal or expansion 
of transport facilities for whic11 users are prepai-ed to 
pay and the contractio1' of facilities for which users are 
not p1·epai:ed lo pay; and 

3. At all times, to provide a financial meclmnism 
to enable the providers of transport facilities to supply 
the services that trru1sport users require and are pre
pared to pay for. 

The provision of services for which users are not 
prepared to pay is not included as a UTTF objective be
cause such provision usually implies the transfer of re -
sources from some classes of people to others. For 
example, p1·oponents of rail b.'ansport would like to see 
rail transit systems supported by taxes on highway ttse, 
regardless of the wishes of the highway users. But an 
important cha11acteristic of the 800 or so U.S. gove1·n
mental trust funds is .that the money paid in is eventu
ally expended in the interests of the contributors. De
cisions that involve U1e transfer of resources from one 
group to another are essentially political and should, 
the1·efore, be dealt with by the app1·opriate political 
processes. 

Basis of Pricing and Investment Rules 

The conventional way of dealing with transportation 
pricing is to set a definition of costs and base prices on 
them. Typically, analysts look at diffe1·ent kinds of 
costs. such as maintenance, traffic control, signaling 
and capital expenditure, and assess prices to diffe1·ent 
classes of use1· by a cost allocation that seems rea
sonable. This apprnach suffers from the disadvantage 
that there is often no unique way of allocating common 
costs (such as the eutnnce hall to an apartment block) 
between diffe1·ent users. This pape1· will therefore at
tempt an alternative approach used in competitive mar
kets: Prices are determined not by costs, but by de
mand-by what U1e market will bear. Ii, at ma.rket
determined prices, an asset earns a surplus of revenue 
over expenditure, this is taken by the decision maker 
as a signal that the asset should be renewed, expanded, 
01· duplicated. (For example, if revenues from com
petitively determined rail fares are just sufficient to 
cover crew and fuel costs, the service would be l'Un until 
the rolling stock weai-s out; if the revenues are sufficient 
to cover replacement of rolling stock, the service would 
be continued until the track wears out; if the revenues 
are large enough to finance the renewal of track, the 
track is renewed; if a profit remains after all expendi
ture over and above the minimum required to attract 
capital into the industry, expansion of the whole system 

would be indicated.) If an asset makes a loss under 
prices determined by competitive markets, this is taken 
as a signal that the asset should not be renewed unless 
a case is made to do so for reasons not connected with 
transport. 

The Pricing Rule 

The objective of efficient tra11sport pricing is to ensure 
that every user of transport facilities meets his or her 
share of the costs associated with use, no more and no 
less. Only in this way can one assure th.at the exb.·a 
cost entailed il1 the procluction of a little more travel is 
balanced by the extra satisfaction obtained from it. Two 
separate elements comprise the costs associated with 
the use of transport facilities: 

1. Direct costs-costs imposed as a result of re
sou1·ces directly consumed in making the transport fa
cility available (e.g., wages, fuel, wear and tear, and 
atmospheric pollution). 

2. Congestion costs-costs imposed by users on one 
another , when the demand for a service at the p1·ice 
charged exceeds the available s upply . These costs arise 
out of scarcity, which, in principle, enables additional 
charges to be levied for the use of the scru:ce facility. 
In this sense congestion costs arise because of w1cler-
1>ricing (i.e., because sufficitmt rents are nor charged 
for the use of scarce resources). 

A system of efficiency prices, under which use1·s are 
charged the costs that al'ise out of their travel, including 
a rent to ensure that the demand !or scarce facilities is 
tailo1·ed to the available supply, can be called user-cost 
pricing. The appropriate price can be called the user
cost price (UCP). 

Where there is no congestion, the UCP will consist 
only of direct costs (i.e., of the value of the resources 
directly consumed as a result of the provision of the 
good or se1·vice in question). Unde1· a rational economic 
system, no se1·vice would be provided unless users pay 
at least the direct costs· for if direct costs ru.-e not ex
plicitly met, each additional unit of se1·vice provided is 
more likely to reduce society's assets than to increase 
them . If when direct costs are cha1·ged, the demand 
fo1· the facility exceeds capacity so that potential use1·s 
have to queue up, the UCP includes an additional ele
ment to balance supply and demand. The UCP is there
fore not equivalent to cost in the popular sense of the 
word. For example, the appropriate charge for the use 
of a parking meter may exceed the direct cost of super
vision and cash collection. But, failure to collect the 
scarcity rent element of the UCP for stl·eet pa1·king 
would i-esul t in inefficient pricing in the sense that the 
pricing system would do little to allocate U1e limited 
number of }larking spaces to the most urgent uses nor 
would it encourage the provision of off-street lla1·king at 
economic prices. 

Where congestion is heavy and pe1·sistent, as in city 
centers, the UCP congestion or rent element could be 
substantial. Calculations made by Mohring ( 4) suggest 
that, under Uie conditions prevailing on traffic arteries 
in Minneapolis and St. Paul, the UCP could eKceed 40 
cents/vehicle-km (66 cents/ vehicle mile) in peak periods, 
and 20 cents/vehicle-km (33 cents/vehicle mile) in the 
off-peak. Imposition of such charges would yield sub
stantial financial surpluses, which, according to 
Molu·ing, "suggest that road expansion might well yield 
substantial benefits." 



The Investment Rule 

It is therefore apparent that, if transport charges were 
based on the UCP, in the short run the total revenues 
earned by providers of transport facilities would not 
necessarily equal the total costs. Some facilities would 
make profits while others have losses. In the private 
sector of the economy 1 investment resources tend t0 
flow to those industries and uses that make profits and 
to avoid those that have losses. Investment in profitable 
industries tends to increase capacity and reduce the rates 
of profit; however, disinvestment in loss-making indus
tries tends to cut out their least-profitable elements and 
thus increase profits. In theory, this process continues 
until all industries yield a normal return on investment. 
If these investment rules were applied to transport fa
cilities, given constant r eturns to scale, they too would 
be expanded or contracted until each element yielded 
normal profits. Furthermore, Mohring (4) and others 
have demonstrated that, given constant returns to scale, 
each component of a cost-minimizing transportation sys
tem would stand on its own feet, and such a system 
would require neitlier subsidies from society at large 
nor from one mode to another. Thus, imposition of user 
cost pricing would not only induce travelers to select 
travel modes that minimize total travel costs but would 
also generate funds required for capital investment. 

From the national point of view, an initial assumption 
of constant return to scale is unlikely to lead to serious 
error. Where scale economies or diseconomies are 
shown to be important, the investment rule can, if ap
propriate, be adjusted so as to encourage investment 
where the1·e are systemwide economies of scale and to 
discourage it where increased size leads to external 
diseconomies. 

Economic efficiency does not require only that a com
plete transport ente1·prise should be profitable. In 
theory, each and every segment should, at equilibrium, 
earn normal profits (5). For the efficient or equitable 
allocation of resources, there is no special virtue in 
users of one bus line subsidizing the users of another or 
in off-peak passengers subsidizing peak users. But 
there are practical limits to the e"''i:ent to which it is 
possible to vary prices, in the private as well as in the 
public sector. 

APPLICATION TO UNITED STATES 
TRANSPORT SECTOR 

Before these ideas are applied to selected elements of 
the United States transport sector, some preliminary 
general points should be made: 

1. The requirement that direct costs be paid by users 
implies that the UTTF would be p1·imarily concerned 
with financing infrastructure. The payment of dil'ect 
costs of transport services by users should, by defini
tion, provide adequate revenues to finance the operating 
and maintenance costs for all modes. The prime func
tion of the UTTF should be the collection of charges to 
finance the roads, railroads, and other indivisibles of 
the transport system. It could do so by combining the 
criterion of financial profitability with the imposition of 
prices for the use of infrastructure as close as prac
ticable to the UCPs. 

2. To avoid waste and misallocation of resources, 
all significant elements have to be debited to the proj
ect under consideration and valued at the highest prices 
obtainable in alternative uses, For example, this point 
applies to land and to the use of government personnel, 
such as members of the A1·my Corps of Engineers. 

3. The application of the UCP is of special interest 
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in cities, where it would involve the imposition of ad
ditional charges for the use of congested roads. The 
economic, technical, and political problems of imposing 
such charges have been discussed extensively elsewhere 
(6); therefore, this paper will confine itself to the inter
tirban elements of the United States transport sector. 
However, the pricing and investment framework de
scribed here for application outside United States cities 
would be entirely consistent with the application of UCPs 
within them. 

Railroads 

On economic and financial grounds, a railroad can charge 
what the market will bear and base its investment pro
gram on the replacement or duplication of assets that 
earn an acceptable profit under a system of market
determined prices. Joy, when chief economist to the 
British Hailways Board, asserted that British railways 
followed just such a market-based pricing policy ('.!.): 

In future, investment will be made only in assets which convey existing 
traffics at o long-run marginal cost which is covered by their respective 
revenues, or in asi;ets for new traffics which meet the same criterion. 
The use of market·based prices will provide a clear Indication of the op
portunities for profitable investment in replacement or capacity
increasing assets. 

Such a strategy could only be considered by a rail 
system, such as British Railways, that is free of eco
nomic regulation and able to decide what to carry, how 
to carry it, and at what price. Freedom from eco
nomic i·egulation for U.S. raill·oads would require 
major changes in Ute powers and activities of the Inter
state Commerce Commission (ICC). 

The requirement that all direct costs be covered is 
likely to endanger the future of inte.rcity rail passenger 
service, which is now provided almost exclusively by 
the National Railroad Passenger Corporation (Amtrak). 
Amtrak's ridership has risen by an average of 6 percent/ 
year since its establishment in May 1971, but the tax
paye.r subsidy has risen from $40 million to $500 mil
lion/ year and is estimated to reach $1 billion/year by 
1984 (8). None of Amtrak's 41 routes covers its op
erating costs, but its services weaken those provided 
(on an economic basis) by the intercity bus industry-. 
The technical characteristics of a train make it slower 
than an airplane and costlier than a bus; therefore, it 
is difficult to see an economic future for passenger train 
services in the United States. 

On the other hand, some rail freight services, for 
example in the Southern, Union Pacific, and Santa Fe 
Railroads, generate revenues that are reported to ex
ceed total costs. Application of the proposed criteria, 
coupled with freedom from ICC regulation, would enable 
such companies to expand profitable services and phase 
out the unprofitable ones. 

Air Transport 

Commercial air services in the United States have some 
flexibility in setting their rates with the objectives of 
filling, their seats and covering their costs. They also 
have the option of varying the frequency of their ser
vices. The industry recovers 99 percent of its costs 
from fares (9); the balance is accounted for by a portion 
of the Federal Aviation Administration's (FAA's) ex
penditure and a 5 percent subsidy to local·services air 
carriers (8). The FAA finances air traffic control fa
cilities in Tue United States, for which it gets reim
bursed by an 8 percent tax on air tickets paid into the 
Airport and Airways Trust Fund. Neither the FAA nor 
individual airports levy increased landing charges at 
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Table 1. Disbursement for Disbursements ($ 000 000 OOOs) 
U.S. highways in 1976. 

Expense Federal State 

Capital outlays 0.375 10.580 
Interest on debt 0.896 
Debt retirement 0.920 

Total 0.375 12.396 

Operating expenses 
Maintenance 0.098 3.165 
Administration 0.260 1.237 
Law enforcement ~ 
Total 0.358 5.826 

Total 0.733 18.222 

hours of peak congestion to ration demand and finance 
expansion. For this reason, and also because of the 
undercharging of gene1·al aviation (e.g., noncommercial 
flying), American airports could benefit from applying 
user-cost pricing to thefr operations. This would have 
the effect of diver ting traffic from congested airports to 
uncongested ones. 

Water Transport 

The inland waterborne transpo1'tation iridustry has been 
characte1·ized by heavy gove1·nmental expenditure and the 
absence of waterway user charges, in accordance with 
the principle that "navigable water ... shall be . .. for
eve1· free ... without any tax, impost, Ol' duty" ~North
west Onlinance, Art. 4, 1787). In the fiscal years 
1965- 1974, more than $3.2 billion (current dolla1·s) was 
spent by the U.S. Anny Corps of Engineers on the con
struction of shallow-draft navigation projects. State and 
local governments provided lands, rtgl1ts-of-way, and 
river-port facilities, such as docks, warehouses, and ele
vators. A DOT study calculated that, ·r present ti·ends 
continue, the U.S. taxpayer would pay $1 billion in 1990 
to enable the domestic marine industry to increase its 
revenues by $21 million and to reduce the revenues of 
other ti·ansport modes by $60 million (10, p. 119). 

The effect of subsidized waterway rates on other 
b:ansport modes illustrates the need to apply uniform 
pricing and regulatory principles to all transport modes 
(!!)· 

Railroads are frequent ly µ1 vur1tud from raising rates on " captive" traffic 
co a point where they can earn a reasonable re11.1rn on total investment on 
1he grounds that such rates would be unreasonably high and therelore un· 
lawful .•.. Water carrie rs raise or lower rates in rasp()nse to market condi· 
t ions; railroads are compelled by law to provide service only at published 
prices. This amounts to forcing a railroad to give traffic to its competi· 
tor, who responds to market conditions in a way rail carriers cannot re· 
spond and rece ives subsidies rail carriers do not receive .. . . User charges 
and increased rail pricing freedom wou ld lower trnnsportation costs to 
society and encourage a more equitable distribution of resources witf'lln 
the transportation system. 

Inte1·city Buses 

According to DOT, " The bus industry is unique be
cause tl•ansportation is p1·ovided by private companies 
which receive neither direct subsidies nor tax exemp
tions" (10 p. 151). Inte1·city puses pay fede1·al , state, 
and loci!' taxes that exceed by more than 25 percent their 
fair share for the use of public roads (10, p. 166). They 
serve 15 000 places, provide theiJ: mv1lTerminals, cai•1•y 
more passengers (340 million in 1976, compa1·ecl to 220 
million carried by ail• and 18 million by Amtrak) than 
any othe1· mode at the lowest cost [3 cents/ passenger-

County Total 
Total and County, 
Federa l Town- Munici- Township, and 
and State ship pality Municipality Total 

10.955 1.470 1.870 3.340 14.295 
0.896 0.093 0.235 0.328 1.224 
0.920 ~ 0.440 0.610 1.530 

12.771 1.773 2.545 4.278 17 .049 

3.263 2.520 2.100 4.620 7.883 
1.497 0.350 0.370 0.720 2 .217 
1.424 0.205 1.000 1.205 2.629 

6.184 3.075 3.470 6.545 12.729 

18.955 4.808 6.015 10.823 29.778 

km (5 cents/ passenger mile) compared to 5 cents/ 
passenger-km (8 cents,Passenger mile) by ail· and 9 
cents/ passenger-km (15 cents/ passenger mile) by Am
trak), and have the lowest fuel consumption [ (30.6 
passenger-km/ L (116 passenger miles/gal) in 1976 com
pa1·ed to Amtrak's 11 .6 passenger-km/L (44 passenger 
miles/gal)) (12). 

Despite itsTuany advantages, the intercity bus is 
losing ground to more costly and speedier modes, such 
as air and private automobile transport. It also has to 
compete with the heavily subsidized Amtrak rail ser
vices. The typical Amti·ak trip of 364 km {226 miles) 
costs Amh·ak $44 . Of this, the passenge1· pays $16, 
and the taxpayers pay $28. But, the same journey by 
bus would cost the passenger $ 17 and the taxpayer 
nothing (8). Taxpayers a1·e thus made to pay Amtrak a 
subsidy ffiat enables it to undercut a more efficient 
competitor in the same way that the provision of free 
waterways enables the water carriers to undercut some 
railroad freight operations. 

The introduction of ~1ser-cost pricing for all transport 
modes would have little direct effect on intercity bus 
services, as they already base theil· p1·ici.ng and invest
ment policies on commercial principles consistent with 
use1·-cost J>licing. The indirect i·esults could be con
siderable: user-cost pricing could {a) inc1·ease tbe costs 
of operating px·ivate automobiles and (b) reduce the ser
vices of Amti·ak. Inte1·city buses would stand to benefit 
from both effects. 

Roads 

Figures published by the Federal Highway Administra
tion (~ form the basis 0£ Table 1. The table shows 
that, in 1976, federal and state expenditw·e on r oads 
(i.e ., all expenditure other th.an by counties, townships, 
and municipalities) amounted to about $19 billion, of 
which about one-third was spent on maintenance police 
and administl·ation of the current system to make it 
available for public use; two-thirds were expended on 
constxucting and expanding the network. The table be
low breaks down the expenses by highway length (1 
vehicle-km= 0.62 vehicle mile). 

Federal and County, Township, 
U.S. Highway State and Municipality Total 

Vehicle kilometers 
(000 000 OOOs) 1015.23 1252.58 2267.81 

Expenditure per 
vehicle kilometer ($) 

Capital 1.26 0.34 0.75 
Operating 0.61 0.52 0.56 

Total 1.87 0.86 1.31 



These total outlays, when divided by the 1015 billion 
vehicle-km (631 billion vehicle miles) of estimated rural 
travel, amount to 1.9 cents/ vehicle-km (3 cents/ vehicle 
mile)· 0.6 cent/ vehicle-km (1 cent/vehicle mile) to 
operate the existing system and 1.3 cents/ vehicle-km 
(2 cents/ vehicle mile) to construct and expand it. If all 
roacls (urban and rural) and all travel in the United States 
were considered , the expenditure per unit travel would 
average 0.6 cent/vehicle-km (1 cent/vehicle mile) 
on operation of the existing system and 0. 7 cent/vehicle
km (1.2 cents/ vehicle mile) on construction and expan
sion of it. 

Assuming an average fuel consumption or 6.38 km/ L 
(15 miles/ gal), these figures suggest that a tax of 4 
cents/ L (15 cents/ gal) [equivalent to 0.6 cent/vehicle
km (1 cent/ vehicle mile) ] would be roughly equivalent 
to the element of the UCP payable to administer and op
erate the existing highway system. This tax would be 
somewhat higher than existing fuel taxes, which consist 
of the 1.1 cents/ L ( 4 cents/ gal) federal tax and state 
taxes ranging from 1.3 to 2.9 cents/ L (5 to 11 cents/ gal), 
but an increase in fuel tax would be consistent with tbe 
administration's energy policy. The tax on diesel fuel 
would have to be substantially higher than that on gaso
line if it is to be used as a method of charging for roads, 
because of the low fuel consumption of diesel-engined 
vehicles. 

The costs of constructing and expanding the road sys
tem , assuming for the moment that 1976 expenditure was 
optimal, would have required at least a further 5.3 cents/ 
L (20 cents/ gal) tax on rural road use, if the fuel tax 
were considered an appropl"iate source of funds for 
capital investment. However because a considerable 
proportion of highway construction costs is due to the 
effects of heavily loaded axles, a tax on commercial 
vehicles would seem a more appropriate source of funds, 
particularly if it could be varied in proportion to pave
ment damage caused, which is reckoned to be propor
tional to the fourth power of the axle load (e.g., a 4-Mg 
axle load damages a road 16 times as much as does a 
2-Mg axle load). If all the $17 049 billion of capital 
expenditure· were charged to the nation's 1976 popula
tion of 28 197 900 commercial vehicles (13), the annual 
tax on each truck and bus would average "°$605; if the 
capital e:xpenditure were charged entil·ely as an annual 
tax payable by the nation's total 1976 population of 
143 538 500 vehicles (13), the average annual tax pe1· 
vehicle would be $119-;-

The purpose of these arithmetic exercises is not to 
recommend a particular cmnbination of taxes but to in
dicate that there appea1·s to be no insuperable difficulty 
in devising a tax structure that would enable all road 
users to be charged the total cost of U.S. roads. How
ever, two problems remain: 

1. Any charging system that relies on taxes on fuel 
and vehicle parts, supplemented by annual registration 
fees, would involve a considerable degree of averaging 
and would not meet the test of being a mai-ket-determined 
price, based on what the market would bear. 

2. The use of such taxes would tell us nothing about 
the optimal size of road networks, nor whether they 
should be expanded 01· contracted, as the profits from 
any road system could be arbitrarily increased by the 
taxes. 

Tolls can, and are, being used to charge for many 
roads (particularly for costly sections such as bridges), 
and the toll-road industry is, in fact, developing new 
pricing methods to enable charges to be assessed against 
moving vehicles(~ pp. 15-20). Bowever, a considerable 
amount of averaging bas to be accepted as a fact of life. 
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The diseconomies of averaging are particularly evident 
in the absence of charges for the use of congested urban 
streets, but the abseitce of road pricing need not prevent 
improvements in the financing of other elements of the 
transport system. Tax rates on l'Oad use already vary 
from state to state. 

Extremes of underinvestment in road networks can 
be avoided by allowing private suppliers to build new 
road sections and to be reimbursed from the fuel and 
other taxes earned on their roads. The appropriate 
amounts could be determined by traffic counts and could 
replace or supplement tolls. Overinvestment would be 
more difficult to deal with, particularly if associated 
with high ta.'Ces an.d poor planning but a vigilant and edu
cated electorate would tend to exert its influence to cut 
taxes and improve planning. 

OTHER SOURCES OF FINANCE 

The UTTF need not, of course, be the sole source of 
finance for transport infrastructure. There would 
always be room for grants from public or other agencies 
to finance unprofitable services. But such grants should 
be delibe1·ately and specifically voted by appropriate 
political levels. There would be no advantages (and many 
disadvantages) in giving the UTTF powe1·s to switch 
funds from profit-making to loss-making concerns. 
There is no reason in equity why users of profitable 
transport services should be made to subsidize unprof
itable ones. 

Nor is there any reason for the UTTF to monopolize 
the financing Of profitable transport projects. Othe1· 
public or private agencies could be allowed (even en
couraged) to finance and operate roads, railways, and 
ports, but it would be desirable that similar pricing and 
investment rules be used throughout the U.S. transport 
sector. 

CONCLUSION 

Given the sources of funds described and clear pricing 
and investment rules, it is possible to envisage a UTTF 
that would collect revenues that broadly reflect economic 
user charges in the transport sector and use the reve
nues to provide any element of transport infrastructure 
that is likely to be pro{itaple in the financial sense. 
Roweve1·, if the recommended pricing and investment 
rules were followed, there would be no obvious advantage 
of a UTTF over the existing funding methods. On the 
other hand, a U'I'TF not boWld by strict investment and 
pricing c1·iteria would have considerable potential for 
the misallocation of t·esources that are scarce. On 
balance, there seems to be a stronger case for the adop
tion of investment standards or criteria for publicly fi
nanced projects than for the establishment of a UTTF. 
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Institutional Factors in the Implementation 
of Automobile-Restrictive Measures 
Part 1: Implementation Experience with Transportation 
Air Quality Measures in the Denver, 
Colorado, Urban Area 
Jack Kinstlinger, Colorado Department of Highways, Denver 

In recent years, Denver's high altitude, topography, rapid growt h, and 
heavy reliance on the automobile have combined to cause a severe air 
pollution problem. According to the Colorado Air Pollution Control 
Commission, the principal cause of the pollution is the use of motor 
vehicles. The Denver region developed an air quality plan that was sub· 
mitted to the U.S. Environmental Protection Agency as part of tho slate 
implementation plan for air quality . The Denver element of the plan 
relies on strategies that reduce emissions at the tailpipe rather than 
strategies to restrict automobile use. Several institutional and atti
tudinal factors played a role in determining that automobile-restriction 
measures wero not acceptable: (a) the no-problem syndrome, (b) the 
no·solution syndrome. (c) lock of public acceptance, (dl possibility 
of unequal burdens, (e) changing economic impacts, (f) agency 
priorities, end (g) difficulty in resolving conflicts. As the Denver 
region moves from planning to implementation of air quality 
strategies, it will be important for the state to transcend parochial 
political interests and take the difficult stands nec~sary. Tho state 
must also be careful not to make decisions in a v11cuu1n. Ascertaining 
the public's opinion on air quality strategies will be critical to their 
successful planning and implementation. 

Denver is known for its attractive environment and 
healthy climate. In recent years, however, Denver's 
high altitude, topography, rapid growth, and heavy re
liance on the automobile have combined to give the "Mile
High City" a severe air pollution problem. The Denver 
region is currently experiencing frequent violations of 
the National Ambient Air Quality Standards (NAAQS) for 
carbon monoxide, ozone, nitrogen dioxide, and suspended 
particulate matter. For example, in 1977 the second 
highest recorded 8-h average carbon monoxide concen
tration was 120 percent greater than the 8-h carbon 

monoxide standard C22.8 mg/m3 (19.8 ppm) versus 
10.4 mg/m 3 (9 ppm)]. 

According to the Colorado Air Pollution Control Com
mission (APCC) the principal cause of the pollutants is 
the use of motor vehicles. The commission estimates 
that vehicular sources account for 93 percent of the car
bon monoxide emissions, 85 percent of hydrocarbon 
emissions (which are a primary precursor to ozone), 
75 percent of particulate emissions, and 37 percent of 
nitrogen oxides. For three of the four standards, auto
mobile use is the primary cause of the violations (1, 
pp. 11-20). -

States in which there are areas that do not now meet 
the NAAQS must prepare revised s tate implementation 
plans (SIPs) that will ensure compliance with the al.l· 
quality standards by December 31, 1982. Under certain 
circumstances, attainment of the standards for carbon 
mo11oxide and ozone may be extended to December 31, 
1987. These i·evised SIPs must be submitted to the U.S. 
Environmental Protection Agency (EPA) by January 1, 
1979. If the plans do not demonstrate the required com
pliance to EPA's satisfaction, severe sanctions on fed
erally funded highway, sewer, and other construction 
can be imposed on the states and local governments. 

DEVELOPMENT OF THE COLORADO 
SIP 

Final responsibility for development of the Colorado 
plan rested with the APCC, an independent body ap
pointed by the governor with the consent of the senate. 



In order to prepare the statewide plan, the APCC con
sidered the plans submitted by Denver and the four other 
nonattainment areas. 

The Denver Regional Council of Governments (DRCOO) 
was designated by the governor as the principal partici
pating agency for preparation of a proposed Denver re
gional element of the SIP. The DR COO established two 
key working committees to prepare a draft plan. These 
were the Clean Air Task Force, which consisted of rep
resentatives of key interest groups in the Denver re
gional community and whose membership was jointly 
appointed by the DRCOO chairman and the governor and 
the Air Quality Policy Committee, which was composed 
of an equal number of voting representatives from the 
DRCOO and the Colorado APCC. The policy committee 
also had one nonvoting member from the Colorado High
way Commission and the Board of the Regional Trans
portation District, the local transit operating agency. 
The Clean Air Task Force and the Air Quality Policy 
Committee met regularly from July to November to 
prepare a draft proposed air quality plan for submittal 
to the DRCOO (2, p. 34). On November 17 and 18 
the APCC held public hearings on the SIP, which in
cluded the Denver element. After adoption by the state 
APCC, the governor submitted the SIP to the EPA on 
January 2, 1979. 

RECOMMENDATIONS OF THE 
DENVER PLAN 

The Denver plan relies almost entirely on strategies to 
reduce automobile emissions at the tailpipe and strate
gies that encourage the voluntary use of modes of trans
portation other than the single-occupant automobile. For 
example, the plan asks the state legislature to expand 
the automotive inspection and maintenance program to 
include 19 68 and later vehicles instead of, 1977 and 
newer automobiles. Other strategies include a doubling 
of transit ridership by 1982, a vanpool demo11stration 
program, a regional bicycle plan, expansion of the car
pool matching service, studies of a regional traffic sig
nal control system and high-occupancy vehicle (HOV) 
treatments, and the preparation of a regional parking 
management plan "designed to complement other trans
portation control strategies .... " (2, p. 34). 

All in all it is a modest, but perhaps realistic, plan. 
According to the preliminary assessment conducted by 
the APCC, the proposed measures will not permit at
tainment of the standards for carbon monoxide and ozone 
by 1982 nor for ozone by 1987, unless ozone standards 
are liberalized. In other words, Denver has come up 
with a plan that will not make compliance with the na
tional standards possible, either by 1982 or 1987. 

Some members of the Clean Air Task Force and the 
Air Quality Policy Committee issued a minority report 
that makes more stringent recommendations. The mi
nority report supports the majority's inspection and 
maintenance proposal but otherwise characterizes the 
adopted plan as being composed chiefly of preexisting 
highway and transit plans, of calling for innumerable 
studies, and of relying on voluntary action. The mi
nority plan, among other things, recommends three 
strategies to limit automobile use: 

1. Use of private automobiles restricted one day a 
week, through a mandatory program to begin January 1, 
1982, if voluntary efforts are inadequate (this was for
mally included in the SIP just prior to adoption and sub
mittal by the governor); 

2. Parking management plans to be developed by all 
local governments that must consider numerous strate
gies, including a moratorium on all new parking facili-
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ties, a surtax on all parking in the region, and prefer
ential parking for HOVs; and 

3. Development of automobile-restricted zones in 
addition to the one planned for the central business 
district. 

Many factors, of course, played a part in the decision 
not to include automobile restrictions in the majority 
plan. Included are the institutional and attitudinal fac
tors listed below. 

The No-Problem Syndrome 

Because of the difficulty in determining air pollution's 
causative role in diseases or disorders, it is asserted 
by some interests that Denver's air quality situation is 
an aesthetic, but not a public health, problem. It is then 
argued, quite logically, that if there is no problem, no 
remedial steps are necessary. 

The No-Solution Syndrome 

Although they concede that there is a problem, some 
opponents to automobile restrictions believe constraints 
on automobile use offer no solution. For example, this 
group theorizes that proposals to limit downtown parking 
would force shoppers to shop in the suburbs and en
courage businesses to relocate to the suburbs. Such 
changes, it is said, would increase vehicle travel dis
tances and, consequently, air pollution because of the 
greater distances to be driven and the decreased access 
of public transit in the suburbs. Also, they insist that 
restrictions should not be considered unless there is 
absolute proof that they will solve the problem. Such 
proof clearly is not feasible. 

To complicate things even further, a recent study by 
DRCOO on the impact of air quality from changes in 
land-use and transportation patterns showed some inter
esting results. Changes in development patterns, den
sities, and modal splits between automobiles and transit 
showed insignificant changes in carbon monoxide levels. 
The inability of the predictive models to relate develop
ment densities with travel behavior may account for these 
unexpected conclusions. For ozone, a more pernicious 
pollutant in Denver, only an increase in the highway level 
of service showed an improvement leading to near at
tainment of the proposed 19 5 µg/m 3 (O.l ppm) standard 
by the year 2000. This is due to the fact that ozone pol
lution, which results from mixing hydrocarbons and 
oxides of nitrogen in sunlight, increases with congestion 
and resulting speed reductions, remains essentially 
constant with decreases in vehicle kilometers of travel 
because reduction in vehicle kilometers of travel re
sults in a constant balance of hydrocarbons and nitrogen 
oxides, and is reduced only with increases in traffic 
speed. 

Lack of Public Acceptance 

Numerous surveys of residents of the Denver metro
politan area indicate a high level of concern about the 
region's air pollution problem. A recent survey com
missioned by the APCC revealed that air pollution was 
believed to be the area's most serious problem. On the 
other hand, this and other surveys also reveal an un
willingness to alter automobile driving habits. This un
certainty about the public's reaction to automobile
restriction measures has been a significant factor in the 
reluctance of elected officials to enact stringent air 
pollution measures. If a clear mandate to clean the air 
and to change life-styles were evident to the local and 
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state legislators, they would pass the appropriate leg 
islation. 

Possibility of Unequal Burdens 

Referring to the concept of a no-drive day, one day a 
week, the draft Denver element of the SIP depicts one 
of the disadvantages (2, p. 34): 11

, •• (it) may place 
serious burdens on those for whom there is no practicable 
alternative to the automobile, especially one-car house
holds." 

Inspection-maintenance programs and increased 
parking rates are other strategies that may affect most 
acutely those who are least· able to afford the sanctions. 

Changing Economic Impacts 

One of the major factors in resisting automobile con
straints is the fear of economic dislocations. Many 
communities, especially those that represent the core 
city areas, are concerned that transportation controls 
may exacerbate the problems of inner-city stagnation; 
they are concerned that the attractiveness of the city 
vis a vis the suburbs for working and living will be 
tipped in favor of the suburbs. There also exists a 
fear that, if the Denver region implements automobile
use restrictions, it may be at a disadvantage when com
peting for new· businesses with cities that have less 
severe air pollution problems and hence less stringent 
automobile restraints. Continued' air pollution could 
also place the Denver area at such a disadvantage. A 
study recently completed by Cambridge Systematics re
ported (~pp. 1-36}: 

In addition to their intended results, air quality transportation measures 
may change the competitive position of one area relative to other loca
tions in the metropolitan region . Although they are unplanned, these 
secondary economic impacts are not unimportant. If they are adverse, 
they can impose economic hardship, producing a loss of reta il sales, 
a contraction of job opportunities, vacancies in buildings, and declines 
in the value of property as economic activity shifts to other parts of the 
region . Fear of such losses lies behind the common opposition of the 
downtown business community to transportation controls and associated 
policies. 

Agency Priorities 

Each agency involved with transportation in Denver ha.R 
its own agenda consistent with its particular mission. 
Even though most of these agencies are pursuing pro
grams that are compatible with clean air goals, these 
goals are rarely a high priority within each agency. In 
order for air quality programs to receive a higher pri
ority, each agency will have to reallocate its financial 
and staffing resources. Most entities are unwilling to 
do this when such programs are not synonymous with 
their highest priorities. No agency, with the possible 
exception of the APCC, has moved automobile-restriction 
measures to a position of high priority. Hence, there is 
little institutional push for these measures. 

The priorities and activities of several agencies il
lustrate this problem, For example, the 1978-1982 
transportation improvement program of DRCOG de
scribes potential highway projects as being evaluated 
by a volume-to-capacity ratio, a hazard index, and a 
sufficiency rating . Air pollution mitigation factors are 
added on as one of the criteria, but not the primary one 
(4, p. 27). 
- The Denver Regional Transportation District feels 

that all of its actions improve air quality and, therefore, 
tends to emphasize objectives that indirectly affect air 
quality, such as fleet modernization and expansion, ef
ficient use of road space, and park-and-ride facilities. 

Indicative of the problem of priority that faces local 
traffic engineering divisions is the situation of the Denver 
Department of Public Works. Long known for its inno
vative approaches to improving vehicular flow and ac
cess to the central business district, this division is un
derstandably reluctant to implement strategies that are 
contrary to these objectives. 

The Colorado Department of Highways is not immune 
from the conflict of priorities. Since the air quality 
problem is so closely tied to transportation, many agen
cies, interest groups, and individuals look to the depart
ment to implement and influence the implementation of 
many SIP strategies. Often the expectations are beyond 
financial or legislative limits placed on the department. 
The department's primary mission is to build, operate, 
and regulate an effective and safe highway transportation 
system. Efficiency, economy, and safety, not cleaner 
air, are the forces that motivate the development and 
programming of highway actions. On the other hand, 
each major highway project is subject to an environ
mental assessment in which air quality impacts are cal
culated and compared to federal ambient standards and 
requirements within the SIP for air quality. The assess
ment is also reviewed by the Colorado Department of 
Health and appropriate federal agencies. On this basis, 
air quality does not drive the highway program but rather 
is a check on the development of a particular project. 

In recent years , however, the highway department has 
become much more sensitive to the issue of air quality 
and energy conservation and has programmed and ex
panded several million dollars of Interstate highway 
funds for park-and-ride lots operated by Denver's Re
gional Transportation District and has made state and 
federal highway funds available for carpooling and van
pooling activities as well as bikeway construction. 

Some clean air activists have charged that these steps 
are not sufficient and that the highway department as well 
as local government should formulate transportation im
provement projects, highway and tr_ansit, with the ex
press purpose of improving air quality with other trans
portation objectives that receive less emphasis and 
should avoid adding to the highway capacity in the Denver 
area, This is an unreasonable challenge to transporta
tion planners since it is contrary to the mission and legal 
charge of transportation agencies. In many instances, 
such an objective could lead to the closing of major 
streets to vehicular traffic or the indiscriminate desie;
nation of existing lanes for HOVs. The closure of state 
highways that are major arterials for leading traffic to 
and through communities would be a disservice to the 
traveling public. The closure of local city streets, how
ever , is more likely to be accepted and is being con
sidered by the city of Denver and the Regional Transpor
tation District. Dedication of new lanes for HOVs is 
being considered but with much greater caution. The 
experience on the Santa Monica Freeway in Los Angeles 
has put all transportation professionals on their guard. 
Preliminary studies have indicated that the total break
down of traffic flow in the non-HOV lanes would clearly 
be unacceptable to the public in terms of accidents and 
congestion and would also be damaging to efforts to clean 
the a ir. The department supports careful consideration 
of other automobile disincentives, including no-drive 
days on a voluntary basis, judicious use of parking 
charges to discourage excessive automobile use, and 
more compact mixed land-use developments where it can 
be clearly shown that single-occupant automobile use will 
be reduced without disproportionate degradation of social, 
economic, or environmental conditions. 

Denver is experiencing a 7 percent annual growth in 
vehicle kilometers of travel, and its buses are filled to 
capacity during peak periods. On this basis a deliberate 



policy of no expansion of highway capacity, as has been 
proposed by many air quality activists, would be unac
ceptable. One exception is along corridors that lead to 
the center city of Denver, where bus line-haul capacity 
can more readily be expanded and where downtown con
gestion and excessive dedication of scarce land for park
ing purposes make an increase of automobile traffic 
particularly undesirable. In fact, the DRCOG's Trans
portation Committee, at the highway department's urging, 
has adopted a policy of giving transit expansion prefer
ence over highway expansion along radial corridors that 
lead to the center city of Denver. 

Difficulty in Resolving Conflicts 

As the agency responsible for developing the Denver 
element of the SIP, the DRCOG is in a sensitive position. 
DRCOG receives funding support from local units of 
government-both suburban and urban. The problem of 
changing economic impacts is essentially a problem of 
urban versus suburban fortunes. Therefore, in order 
not to jeopardize support from either faction, the DRCOG 
tends to avoid those issues of economic impacts. Another 
element in DRCOO's fragility is the fact that its govern
ing board consists of local elected officials. This di
lemma is characterized in the Cambridge Systematics 
study as follows (~,pp. 1-36): 

The Denver Regional Council of Governments, recently designated as 
Denver's metropolitan planning organization, has been reluctant to 
become actively involved in either the planning or implementation of 
air quality measures, in large part because of their controversial nature. 
Because of its voluntary membership and lack of independent funding 
sources, DR COG must be very sensitive to the views of its diversified 
member jurisdictions. As a result, DR COG has difficulty in making 
policy choices on controversial issues, and the policies which it adopts 
are moderate enough to satisfy the majority of its members. 

Shifting economic balances is not the only controversy 
that can complicate DRCOG's role. Only two weeks after 
the Denver element was officially adopted, the city of 
Boulder, one of the members of DRCOO, considered a 
move to withdraw from the council of governments. 
Boulder's stated reason for such a consideration is the 
fact that the region could lose some of its federal funds 
because of the Denver element's inadequacy in meeting 
federal criteria. Boulder's air is cleaner than Denver's, 
and it might be penalized even though it meets the air 
quality standards. 

CONCLUSION 

Of the factors that I have cursorily examined, the two 
most critical are the fears of changing economic impacts 
and the difficulty of regional councils of government in 
resolving conflicts. In fact, these problems probably 
underlie many of the other factors. It may also be true 
that some of the other concerns are put forth to divert 
our attention from the real issues. 

As we move from planning to implementation of trans
portation control strategies, I think the lessons provided 
in the development of the SIP will be valuable. It is im
perative to devise strategies that will not adversely af-
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feet the economy of one area to the benefit of another. 
The state must play its part in addressing the issue. 

The state should have the expertise, authority, and 
broad perspective to transcend parochial political inter
ests to take the difficult stands necessary. In this role, 
however, the state must be careful to avoid making de
cisions in a vacuum. Previously, the APCC developed 
regulations that did not sufficiently incorporate the other 
actors into the process and the regulations were not well 
received or enforced. The state needs the advice and 
support of local governments, the state legislature, and 
the public at large in order to select strategies that will 
be workable. 

Finally, and perhaps most importantly, it is essential 
to ascertain the opinion of the public. In the discussions 
that occurred during the preparation of the Denver ele
ment, a recurring argument was that a given strategy 
would not be acceptable to the public. When the public 
hearings were held, however, many observers were sur
prised at the support voiced for stronger measures and 
the willingness of citizens to change their life-styles. 
Such demonstrations of public will are necessary to in
fluence the APCC in its drafting of the final SIP, to en
courage the state legislature to adopt strict laws, and 
to convince public agencies to rearrange their priorities. 
But are those who show up at meetings truly representa
tives of the public? Perhaps not, but regardless, they 
are the ones who showed concern and interest and, 
therefore, their views should guide officials. 

Overall, the Denver process is workable. A broad 
range of interests and perspectives was brought together 
under difficult time constraints and a modest and real
istic plan was produced. It will be interesting to follow 
the machinations of the institutions once the implementa
tion of the programs begins. 
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Part 2: Traffic Restraints in the San Francisco 
Bay Area 
Elizabeth Deakin, Cambridge Systematics, Inc., Berkeley, California 

Implementation experience with five different transportation system 
management measures in the San Francisco Bay Area is examined: 
neighborhood traffic restrictions, road and congestion pricing, toll in
creases, parking management, and ramp metering. The conclusions are 
that proposals to restrain automobile use have had little success when 
proposed by planning agencies, but when implemented at the initiative 
of local government, they have gained substantial (if not unanimous) 
acceptance. Although automobile-restraint measures may have ad
verse differential community impacts, it should not be assumed that 
automobile restraints are always unacceptable to the public and that 
it will not be possible to develop the community support necessary 
to succeed. 

Automobile-restrictive measures have received in
creased attention at both the local and the federal levels 
of government. From the local perspective, restraints 
on the use of automobiles have most frequently been sug
gested when congestion, parking shortages, noise, and 
neighborhood disruption are problems. Federal interest 
has grown out of two separate but complementary initia
tives: (a) the joint Urban Mass Tranl;lporlation 
Administration-Federal Highway Administration (UMTA
FHWA) requirement for transportation system manage
ment (TSM), which aims to bring about a more balanced 
and efficient use of the private automobile as well as 
more effective utilization of existing transportation fa
cilities and services (1), and (b) the 1·equirement of the 
Clean Air Act Amendment of 1977 for the implementa
tion of transpo1·tation measures that improve air quality, 
as part of a state implementation plan (SIP) for areas 
that cannot otherwise meet the national ambient air qual
ity standards. 

Although TSM, transportation-air-quality measures, 
and local traffic restraints can be compatible, the three 
have not often converged in joint planning and implemen
tation efforts. In the Bay Area, TSM activities are per
formed by transit operators , the Califo,rnia Department 
of Transportation (Caltrans), and the county transporta
tion organizations, in cooperation with the Metropolitan 
Transportation Commission, the metropolitan planning 
organization (MPO). Local proposals for sh·eet and 
highway operational improvements are integrated into the 
TSM or transportation imp1·ovement prog1·am (TIP) pro
cess. Less traditional initiatives, such as automobile 
restrictions, are only occasionally proposed in that 
forum, at least partly because the only regular source 
of funding for city-level innovations is the state Trans
portation Development Act (california, 1978), which 
supports community transit and paratransit activities. 
So far, transportation-air-quality planning has been con
ducted in a separate process from the more conventional 
transportation activities, and, although the cities have 
been represented in the process and citizen participation 
forums have been provided, discussions have not yet 
focused on the implementation of specific local projects. 
Meanwhile, proposals for automobile restraints emerge 
periodically at the city or neighborhood level and are 
planned and evaluated in relative isolation from the re
gional transportation activities. 

The separation of TSM, transportation-air-quality, 
and local automobile-restriction planning activities is 
partly a reflection of the separate motivations that under
lie the three efforts. However, it also points out some 
ways in which transportation organizations have not fully 

adapted to the implementation process required for 
small-scale, local-impact projects. This paper re
views several recent proposals to restrain automobile 
use in the Bay Area and concludes that local support is 
the main key to success. 

BACKGROUND 

The San Francisco Bay Area is a nine-county region 
that has a population of 4,8 million and a land area about 
the size of Massachusetts. Three major cities-San 
Francisco, Oakland, and San Jose-are located around 
the Bay's rim. 

Responsibilities for transportation are shared among 
a variety of regional, local, and state agencies. Cal
trans is responsible for state freeways and highways and 
also provides funding for certain transit and paratransit 
proposals. Public transportation is provided by several 
bus operators and by the Bay Area Rapid Transit (BART). 
There is no regional transit authority. The Metropolitan 
Transportation Commission was created by the Califor
nia legislature in 1970 to provide comprehensive regional 
transportation planning consistent with the other re
gional planning activities conducted by the Association 
of Bay Area Governments (ABAG) and several special 
districts and authorities. County agencies play an ac
tive role in both highways and transit, and the cities 
frequently get involved in community-level transporta
tion planning and services. 

The Bay Area enjoys a high-quality transportation 
system, excellent freeways, and plentiful transit ser
vice. Transportation always has been of interest to Bay 
Area residents, and occasionally it has been the source 
of controversy. Two of the better-known freeway con
ti·oversies occurred in San Francisco (the Embarcadero 
Freeway) and in Oakland (the Grove-Shafter), and public 
support for transit alternatives has been strong. Con
tinued heavy reliance on the automobile, however, has 
contributed to periodic violations of the national ambient 
air quality standards and to local problems of congestion 
and neighborhood disturbance. For these reasons, mea
sures to restrain automobile use have been proposed . 

Neighborhood Traffic Restrictions 

Berkeley, California, which has one of the most exten
sive traffic management programs in the United States, 
provides a good example of implementation experience. 
Berkeley is a city of 120 000, situated across the Bay 
from the Golden Gate Bridge and north of Oakland. The 
land slopes gently upward !rom the Bay inland to the 
central business district (CBD), where steep hills climb 
to some 335 m (1100 ft) at the eastern city boundary. 

Most of the city is on a grid system of roads except 
for the hill area in the northeast, where the topography 
and winding streets discourage through traffic. The 
University of California at Berkeley is located in the 
central section of the city, just east of the CBD. The 
university, the downtown, and an industrial area along 
the Bay are the major trip attractors. 

Berkeley's 1968 master plan adopted as policy the 
reduction of automobile traffic through residential 
neighborhoods and classified streets as major, collec
tor, and local. However, through-street designation and 



coordinated traffic engineering improvements were in
sufficient to reduce traffic shortcuts through the flat
lands neighborhoods, which lie on the paths between the 
suburbs and university and the other trip attractors. 
Thus, in 1972 the city undertook a neighborhood traffic 
study, which resulted in the traffic management plan 
(TMP). The plan built on the success of traffic diver
sion devices installed in the 19 60s in a low-income 
neighborhood in southwest Berkeley. Through the use 
of traffic diverters, chokers, and stop signs, the plan 
is designed to transform the flatlands neighborhood's 
grid street system into cul-de-sacs, offset intersections, 
and narrowed and winding streets, with through traffic 
transferred to the arterials and collectors. 

The TMP was developed by a consortium of neighbor
hood associations, working closely with the city's plan
ning commission. Active lobbying by residents of the 
neighborhoods convinced the city council to hir~ a con
sultant to develop detailed proposals. After an inten
sive, citywide citizen participation campaign, more than 
70 traffic control devices were approved for installation 
in 1975. Costs have been estimated at $0.5 million, not 
including city staff time. 

The TMP was evaluated after six months of experi
ence (2). In general, t1·affic volumes changed as ex
pected-;- with significant decreases on protected streets. 
Traffic increased on several of the arterials and some 
collector streets, but traffic operations improvements 
absorbed much of the increase, and capacity utilizations 
at major intersections actually improved. The traffic 
devices have had rnal'ginal effects on (a) tbe number of 
automobile aceidents (down slightly), (b) transit opera
tions, and (c) the provision of city services . Police and 
fire departments occasionally have expressed concern 
that response time has increased in the protected neigh
borhoods, but no incidents or statistics have been cited. 
Overall travel times have not changed significantly, al
though the elimination of shortcuts has caused increases 
for some of the trips that formerly were made through 
the neighborhoods. 

Despite strong support from most residents of the 
neighborhoods that benefit from the traffic restraints, 
the TMP has been controversial. Residents of other 
Berkeley areas have complained about the cost of the 
program and have questioned the equity of restrictions 
of movement on city streets. Some residents of pro
tected neighborhoods also are critical of the TMP; for 
example, they dislike the circuitous paths they must 
follow to and from their homes. Those who live along 
the streets where traffic has worsened understandably 
object to the diverters. Members of the business com
munity have expressed some concern that the traffic 
restraints foster an exclusionary image of Berkeley, 
although they have not taken a formal stand regarding 
fuep~n. · 

Twice, opponents have placed a proposal on the bal
lot to remove the traffic control devices; both times it 
was soundly defeated. Opposition to the plan has not 
stopped at the city boundaries. In 1977, an Oakland resi
dent whose trip to work was lengthened by traffic di
verters took the city to court. Several Berkeley resi
dents, including some who resided on the streets to 
which traffic had been diverted, joined in the suit. The 
trial court found the devices illegal on the ground that 
they are not state-approved traffic control devices; the 
city is appealing that decision. 

Perhaps the greatest disappointment with the TMP 
has come from the city's inability to improve transit as 
an alternative to automobile use. Transit improvements 
are considered as important as the traffic restraints; it 
was hoped that more commuters could be induced to use 
buses or BART lo gel lo work, so that an overall reduc-
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tion in traffic would result. So far, however, it has not 
been possible to obtain new services from the conven
tional transit operators, and Proposition 13 has further 
dimmed hopes in this regard. The city has obtained a 
state grant to develop paratransit. Studies will begin in 
mid-1979 and will include an exploration of new funding 
sources for community services as well as alternatives 
for commuters. 

Road Pricing and Congestion Pricing 

Road pricing was suggested both for Berkeley and for 
congested Bay Area freeways. Neither proposal survived 
past the preliminary stages. The Berkeley road pricing 
proposal arose in the context of UMTA's exploration of 
potential sites for pricing experiments. The city council 
approved the initial exploration of pricing schemes in 
hopes that they could alleviate congestion and encourage 
transit use. Possibilities were areawide pricing and 
pricing during peak hours in the Tunnel Road corridor, 
a major commuting route into Berkeley for residents of 
the Contra Costa County suburbs. 

The study had just begun when an adverse article in a 
major newspaper aroused a raft of protests. Council 
members and city staff were inundated with calls from 
residents who interpreted the proposal to mean that they 
would have to pay a toll to get to work and to the grocery 
store. Merchants complained that road pricing would 
destroy their ability to compete with suburban shopping 
areas. Officials in other cities objected to the burden 
that would be placed on their residents who work in 
Berkeley and hinted that countermeasures might be 
taken. Opponents of the TMP were furious that yet an
other proposal to limit use of public thoroughfares was 
being considered. 

In the wake of the protest, the council voted to end 
the study. Several members stated off the record that 
they felt the publicity had been seriously misleading; 
however, they also believed that the resulting political 
environment would not support a rational exploration of 
options. In retrospect, both city officials and the con
sultant group that conducted the study believe that a more 
extensive public information and involvement program 
might have saved the study. 

Congestion pricing for Bay Area freeways was pro
posed in a series of research reports from the university 
economics department and in studies for the state trans
portation board. The main recommendation was to es
tablish tolls on the bridges (and perhaps at other points) 
that would reflect the full cost of automobile travel dur
ing congested periods. It was suggested that such a 
pricing strategy would result in shifts to transit and car
pools, thereby alleviating congestion as well as improv
ing air quality and reducing energy consumption. The 
governor, however, was persuaded that such pricing 
would discriminate against the poor, and his opposition 
effectively stopped the proposals. 

Toll Increases 

Tolls have been increased on both the Bay Bridge (which 
is state owned) and the Golden Gate Bridge. The in
creases were controversial and generated strong oppo
sition at the local level and in the state legislature. The 
Bay Bridge experience illustrates the difficulties that 
arise with proposals that would restrain automobile use 
through pricing mechanisms. There, an initial proposal 
was to raise the toll for occasional users and to eliminate 
dis count tolls for regular commuters. A modest in
crease ($ 0.2 5) in the toll for occasional users was adopted, 
but the proposed elimination of the commuter discount 
was dropped after vigorous protest from commuter or-
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ganizations and officials from cities that have a large 
commuting population. 

The resulting tolls have an insignificant impact on 
automobile volumes. In real dollars, they are lower 
than the previous tolls were when they were first estab
lished. Although there appears to be some public accep
tance for periodic toll increases to cover costs, many 
believe that when a bridge is fully paid for, tolls should 
be reduced to cover only upkeep. However, when tolls 
are discussed in terms of automobile restrictions or 
disincentives rather than revenues only, they generate 
substantial controversy. Equity for lower-income 
groups and those without high-quality transit alterna
tives is a concern, but perhaps more fundamental is the 
widely held belief that pricing has no place on a facility 
that is supported by user taxes and public funds. 

San Francisco Parking Programs 

Two parking programs in San Francisco illustrate the 
directions automobile restrictions may take. One pro
gram restricts long-term on-street parking to residents, 
and the other taxes parking fees in some areas of the 
city. 

The resident parking-permit program is in operation 
in several San Francisco neighborhoods. For a small 
fee, residents may purchase bumper stickers that allow 
all-day parking-an exception from the parking regula
tions in the areas. Only 2-h parking is permitted during 
daytime hours without a sticker. 

The resident parking program was established after 
much hard work by neighborhood groups, who developed 
the initial proposals and enlisted widespread community 
support, then worked with city agencies and officials to 
get the program approved. Many of the merchants in 
the affected neighborhoods supported the program be
cause they thought that commuters were tying up park
ing spaces that otherwise could be used by shoppers. 

Preliminary results indicate a 2 5 percent reduction 
in the number of automobiles parked at midday in most 
of the restricted areas. In some areas, however, park
ing still is scarce; it appears that residents there simply 
may own more automobiles than there are on-street 
parking spaces. An informal survey of vehicles that 
crossed the Golden Gate Bridge pointed to another pos
sibility: Since a nilmber of San Francisco parking per
mits were spotted, nonresidents may be obtaining per
mits through a black market or from friends who live in 
restricted areas. 

For several years, San Francisco has had a tax on 
parking fees in certain areas of the city. A 2 5 percent 
sw·charge, designed to raise revenues, went into effect 
in October 1970 and generated about $ 5.5 million a year. 
The tax was favored by environmentalists, who expected 
to see shifts from automobile to transit use, and by 
property owners, who hoped that the funds raised would 
help keep real estate taxes down. Retailers, parking 
facility operators, and automobile commuters mounted 
considerable opposition, however, and in July 1972 the 
tax was reduced to 10 percent. 

A study of the San Francisco parking tax, conducted 
by the Urban Institute, found that long-term parking was 
affected more than was short-term parking, as com
muters more than shoppers adopted travel patterns that 
avoided the parking tax. A 2-6 percent reduction in the 
number of vehicles parked and a 30 percent decline in 
total demand for pat·ldng services (a combination of the 
number of automobiles and the dw·ation of occupancy) 
occurred. Traffic on city streets was reduced not more 
than 2 percent. Although the available data could not 
support a detailed analysis, the surcharge appeared to 
have negligible impact on downtown retail activity (!) . 

In the past year, several of the largest parking op
erators in the Nob Hill and Russian Hill areas have 
eliminated maximum daily parking fees. Instead, they 
charge a flat half-hourly rate that would make all-day 
parking cost $8-$10. The operators have found that 
there is sufficient short-term demand for parking that 
they make more money under the new scheme. Several 
businesses were in favor of this development: They 
said that San Francisco workers have plenty of ways to 
get to the city without driving and added that parking for 
shoppers is vital if the downtown is to compete success
fully with suburban malls. 

Ramp l\11'.etedng Proposals for the 
Eastshore Freeway 

The Eastshore Freeway regularly experiences conges
tion in the morning peak at several points from Richmond 
to the Bay Bridge. However, proposals to use ramp 
metering to alleviate these preblems and make optimum 
use of existing capacity have not yet been pursued beyond 
preliminary studies. A common objection to this 
automobile-restrictive measure is that drivers from the 
outermost suburbs would be given a clear shot to the 
bridge, whereas those from closer-in communities, who 
pay for their locational advantage in higher housing 
prices and the like, would experience delays. Other 
concerns are that the metering would divert traffic to 
city arterials that parallel the freeway and would under
mine vanpooling and carpooling programs for outlying 
areas by making private automobile travel easier and 
faster. Officials from several communities have made 
it known that they would oppose any ramp metering pro
posal for these reasons, regardless of any overall bene
fits that might result. 

CONCLUSIONS 

In the Bay Area, proposals to restrain automobile use 
or to impose disincentives to automobile use have had 
little success when proposed by planning agencies. Local 
initiatives, on the other hand, have been implemented 
and have gained substantial, if not unanimous, acceptance. 

What lessons can be learned from this experience? 

1. We should not assume automatically that automo
bile restraints are unacceptable to the public. Automo
bile restraints generate serious concerns about social 
equity, differential impacts on different communities, 
aud goveJ·mnent 's right to control travel choices. Neve1·
theless, people have shown a willingness to move ahead 
with measures that provide substantial benefits, particu
larly when the travelers affected by the measures have 
reasonable alternatives. 

2. Any proposal for automobile restraint must have 
substantial community support if it is to succeed. This 
need not mean that all such proposals must be locally 
initiated; rather, · the first step of the planning process 
should be to involve the affected interests in an initial 
exploration for workable strategies. It does not appear 
likely that any automobile-restriction proposal developed 
by technical staff and then put forth for public comment 
will have enough support to be implemented. 

3. We should explore mechanisms for providing as
sistance to local efforts that have the potential to reduce 
automobile use. In several instances, greater benefits 
might have been obtained if a locally initiated effort had 
been tied to a broader TSM or transportation-air-quality 
proposal, but the staff and funds to look at such factors 
simply were not available . Perhaps cities could apply 
for earmarked funds or "lend-a-planner" assistance 
through a competitive process in which proposals that 



have potential air quality, energy conservation, or other 
TSM benefits would be considered. 
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Part 3: Experience of the Service and Methods 
Demonstration Program with Automobile
Restrictive Measures 
Carla Heaton, Transportation Systems Center, U.S. Department of Transportation, 

Cambridge, Massachusetts 

Findings are presented from the perspective of the Urban Mass Trans
portation Administration's Service and Methods Demonstration Pro
gram on the implementation of various physical or operational strategies 
designed to either alter the supply of road space available to vehicular 
traffic or to reallocate the supply of road space among different classes 
of vehicles. These findings include the need for objective technical in
formation on the impacts of similar strategies in other locales and the 
early and continuous involvement of potentially affected groups, the 
importance of a quick response to any early construction or operational 
problems, and the importance of the relationship of enforcement to 
the political feasibility of a project. 

The Urban Mass Transportation Administration's 
(UMTA's) Service and Methods Demonstration (SMD) 
program sponsors the development, demonstration, and 
evaluation of innovative transit operating techniques and 
services that use existing technology. The program has 
been involved in two broad categories of automobile
restrictive concepts through the conduct of demonstra
tions, concept feasibility studies, and case study evalu
ations. One group consists of physical or operational 
strategies designed to either alter the supply of road 
space available to vehicular traffic or to reallocate the 
supply of roadspace among different classes of vehicles. 
Within this category are automobile-restricted zones 
(ARZs), tra nsit malls, residential ne ighborhood traffic 
and parking restraint schemes, and various priority 
treatments for high-occupancy vehicles. The second 
category of automobile-restrictive measures includes 
pricing incentives and disincentives aimed at particular 
groups of travelers; examples would be parking sur
charges to discourage general or commuter automobile 
travel to the downtown and various forms of road pricing. 
Most of the SMDprogram activities related to automobile
restrictive strategies have been of the first type; efforts 
in the pricing area have only recently gotten under way (1). 

The SMD program implicitly recognizes that inade- -
quate knowledge and experience regarding innovative 
service concepts can serve as an institutional barrier 
to implementation. Urban planners, decision makers, 
and the general public appear to want objective technical 
information on the impacts of these strategies in other 
locales as well as a reasonable prognostication of the 
impacts and likely barriers to implementation in their 
own locale. Initial support for these concepts is en
hanced by credible examples of success in other places; 
for example, merchant endorsement of the Boston ARZ 
plan was spurred by the success of the nearby Q..tincy 

Market and an encouraging talk from a major retailer 
located on Philadelphia's transit mall. Progress in im
plementating such innovations can be impeded by inade
quate knowledge. For example, the difficulties that the 
SMD program has experienced in finding sites willing to 
implement road pricing measures can be attributed in 
part to the general uncertainty about the likely nature and 
magnitude of impacts and public reaction. 

Aside from its recognition of the knowledge base as a 
significant institutional factor, the SMD program has op
erated on the assumption that a carrot-stick approach 
may be the only politically feasible means of implement
ing automobile-restrictive measures. Thus, projects 
that entail physical, operational, or pricing restraints 
on automobile use also include a complementary package 
of incentives or improvements. The ARZ projects being 
sponsored in Boston, Memphis, New York City, and 
Providence illustrate this principle in tl1at they all in
clude a munber of visible improvements ({or example, 
improved transit service and pedestrian amenities) that 
are intended to maintain access to and within the area, 
minimize adverse impacts on peripheral areas, and 
provide a more pleasant environment for people within 
the area. Similarly the two SMD-sponsored demonstra
tions that invqlve reserved freeway lanes for high
occupancy vehicles (on Los Angeles ' Santa Monica Fi·ee
way and Miami's I-95) have encompassed trans it service 
improvements, park-and-ride lots, and carpool match
ing programs that provide alternatives for single
occµpant automobiles denied access to the lanes. A 
soon-to-be-implemented demonstration in Madison, 
Wisconsin, will provide transit improvement and incen
tives along with peak-period parking surcharges. 

LESSONS LEARNED FROM THE SMD 
EXPERIENCE WITH AUTOMOBILE
RESTRICTIVE MEASURES 

It is critical that potentially affected groups be involved 
as early as possible in the planning and design process. 
This is especially important in the case of merchants 
and other business owners, who are justifiably concerned 
about the economic impacts of automobile restrictions, 
both during construction and afterwards. 

It is essential that an effective public information pro
gram be launched well in advance of project implementa
tion. This lesson was well demonstrated in the Santa 
Monica Diamond Lane project, which, like Boston's 
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Southeast Expressway project, met with an early de
mise. Throughout its five-month period of operation, 
the Santa Monica project faced intense public opposition, 
which was fueled in part by the lack of advance publicity 
about the project. 

There is need for a flexible and effective mechanism 
to respond to problems and complaints that arise during 
the construction phase or early in the operation phase. 
Even when detailed feasibility and design work has been 
performed ahead of time, some unforeseen difficulties 
are bound to surface. These problems must be resolved 
quickly before public annoyance and opposition mount. 
In the Boston ARZ project, which opened in the summer 
of 1978, staff members from the city Department of 
Traffic and Parking had to spend considerable time dur
ing the first few weeks responding to merchant com
plaints about delivery restrictions. Eventually restric
tions were modified to accommodate these business 
concerns. 

The degree and effectiveness of enforcement can be 
critical to the operational and political feasibility of the 
project. In Boston's Southeast Expressway project, the 
stepping up of enforcement was one of the major factors 
leading to public opposition and project termination. In 
Miami, the minimum requirement for carpool size was 
eventually reduced from three to two persons because 
police were unable to enforce the more stringent cri
terion. 

The Boston ARZ experience presents a somewhat 
different perspective on enforcement. To date, the 
project has pursued a vigorous program of ticketing and 

Discussion 
John H. Suhrbier, cambridge Systematics, Inc., Cam
bridge, Massachusetts 

An examination of recent transportation programs in
dicates (at least) two major changes in orientation: 

1. A shift in emphasis from the construction of high
capital highway and transit facilities to the improved 
management of existing transport facilities. Objectives 
concerning air quality and energy consumption, in many 
cases, have become as important as the traditional con
cern with mobility, 

2. Key issues associated with the implementation of 
a project can often be characterized as being institutional 
in character. Cost, funding source, and design con
siderations are still important; however, increased at
tention is being devoted to questions of public accepta
bility; political support; choice of lead agency; regula
tion; the consistency of agency priorities; and the ap
propriate roles of state, regional, and local agencies in 
the planning and implementation process. 

Specific states and urban areas are involved in debate 
concerning the appropriate role for transportation agen
cies in managing the use of the private automobile. Un
fortunately, the result sometimes has been interagency 
conflict and stalemate rather than effective, implement
able decisions. 

The preceding papers examined the implementation 
experience of representative transportation system man
agement actions in a number of U.S. cities and identified 
a variety of institutional issues that have either aided or 
served as a barrier to success. Specific topics ad
dressed include the role of public involvement, inter-

towing parking violators within and around the zone. 
This enforcement program has cost considerably more 
than anticipated (since the city pays more for towing 
service than it r eceives in fines), but it has been viewed 
as an essential component of the project, both to pro
mote public awareness of the concept and to provide ca
pacity on peripheral streets for the diverted traffic. 

CONCLUSION 

Efforts under UMTA's SMD program plus local initiative 
on the part of several pioneering areas have begun to 
broaden the U.S. base of experience with automobile
restrictive strategies. It is hoped that other locales 
will be inspired by these examples to implement similar 
measures; however, the process of diffusion should not 
move too hastily or with too little attention to important 
site-specific details, particularly the local institutional 
environment. Individuals responsible for planning and 
implementation of the next generation of projects should 
place emphasis on early and careful feasibility, design, 
and planning work, liaison with potentially affected 
groups, and well-designed public information campaigns. 
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agency coordination, the problems of enforcement, the 
role of a metropolitan planning organization, the rela
tive costs and effectiveness of different measures, and 
design considerations. 

The papers by Kinstlinger and Deakin provide case 
studies of implementation experiences in the Denver 
urban area and the San Francisco Bay area, respectively. 
Heaton provides a perspective of the SMD program con
ducted by UMTA. Although Heaton's comments reflect 
the national orientation of the SMD program, particular 
attention is devoted to recent activities within the Boston 
metropolitan area. 

In any discussion of transportation measures directed 
toward the improvement of air quality or energy con
servation, an important point is whether such actions may 
be characterized as (a) disincentives or restrictions on 
the use of the automobile or (b) incentives to use modes 
other than the single-occupant automobile or whether 
there is indeed any difference between an incentive and 
a disincentive. Are such measures designed and imple
mented independently and in relative isolation of one 
another? Or is it possible to consider a coordinated 
package of interrelated measures that affect a range of 
available transportation modes and provide changes in 
a number of cost, travel time, and promotional vari
ables? In an examination of potential institutional 
issues, the choice of attitude is perhaps most impor
tant of all. Are we viewed by the public as designing 
positive incentives, which implies that benefits exceed 
costs, or negative discentives, with the associated im
plication that costs to the public exceed benefits? Th.is 
question provides an important framework for these 
papers. 



Sandra Rosenbloom, University of Texas, Austin 

A number of major common themes appear in the papers 
presented; these same themes appear and reappear in 
the literature on transportation innovations as well. The 
most striking feature in each case is that the transporta
tion improvements being considered are so different 
from traditional transportation efforts. These differ
ences are subtle as well as obvious. The obvious dif
ference between traffic and environmental management 
schemes and traditional approaches is that the former 
attempt to regulate and control the demand for transpor
tation facilities, but traditional transportation improve
ments have concentrated on significantly expanding the 
supply of facilities and services. Other comparisons 
are also obvious; these new approaches at·e sbo1·t range, 
generally noncapital, and often (but certainly not neces
sarily) cheaper than traditional transportation responses. 

This discussion highlights the new and different role 
for transportation planners that the federal government 
mandates may be creating. Such mandates require the 
planners to assume an elitist role in determining (or at 
least accepting mandated) societal problems and then in 
fashioning a solution for people, whether they are inter
ested or not. I am not sure that many planners really 
want to be in the position of telling people what is good 
for them: Those who feel that they know what is good 
for individuals or society in general certainly are having 
an uphill fight, as the papers presented here appear to 
chronicle. 

These newer approaches are very different in the way 
they are perceived and responded to by the public; mea
sures such as automobile-restrictive techniques rarely 
have a constituency. They lack groups in society who 
see direct benefit from their initiation and actively sup
port them. In fact, such measures are frequently op
posed by large segments of the public as well as by spe
cial affected interests. For example, experience in 
Seattle and Boston seems to suggest that such projects 
can only be successful when they in fact create particu
lar benefits for specific individuals or businesses, who 
will then be willing to actively fight for their implemen
tation. There is also an ironic twist to this situation; a 
planner cannot be assured of the implementation of a 
promising automobile-restrictive measure simply be
cause there is no controversy when the measure is first 
discussed. Public meetings and formal hearings can be 
held without any opposition voiced, but once, for ex
ample, the ground is broken for the park-and-ride lot 
or streets are made one-way, citizen complaints may 
suddenly create significant obstacles to implementation. 
Schemes that lack any strong support or constituency can 
fail even when exposed to only minor conflict. 

Many of the transportation system management and 
planning strategies proposed are also different from tra
ditional transportation approaches because the benefits 
to either individuals or society are not obvious and there 
is some conflict about how well the strategies respond to 
goals the public has really articulated. Such strategies 
require transportation planners to expend a great deal of 
time in calculating the benefits individuals will accrue, 
whether they perceive them or not. Moreover, not only 
do planners have to sell the public on how much good a 
particular measure will do them, the public must also 
be convinced that the risks of the measure are small or 
nonexistent. Unfortunately, a number of such measures 
hold significant risks for affected parties; for example, 
downtown business people have real fears about losing 
business to suburban malls if parking bans are imple
mented. 

Also, it is exceedingly difficult to use aggregate sta
tistics on the overall benefits of proposed schemes to 
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convince affected individuals of the overall good to so
ciety. Individual benefits from such strategies are often 
extremely small, perhaps a trip-time savings of 2 or 3 
min on a 25-min trip; such numbers sound very good 
when aggregated but may be meaningless to any one in
dividual. 

Kinstlinger suggests that the problems these mea
sures are designed to address may not be perceived as 
very significant by any one individual either. In essence, 
many of the strategies considered in these papers and in 
the literature may create disruptions in people's travel 
habits in response to a problem people do not perceive, 
in order to obtain a solution that will not do them much 
good. 

Another significant difference between traditional 
transportation approaches and those discussed in this 
set of papers is the extraordinary amount of organiza
tion and interagency cooperation that must be achieved. 
Many funding sources and different organizations may be 
involved in the newer approaches. This requires the ex
penditure of significant amounts of time in the structur
ing of interagency coordination. Problems with the fund
ing sources were not addressed in the papers presented, 
but my own work clearly reveals that different federal 
and state sources often have different rules and regula
tions. Attempts to conform to at least perceived dis
crepancies among them often create problems in imple
mentation. 

Other interorganizational problems are at least 
briefly mentioned in the papers. One of the most com
mon problems facing endeavors of this kind is the need 
to coordinate the activities of a number of public and 
private agencies. In Seattle, for example, a tremendous 
amount of staff time was required to meet with all af
fected parties in a carpool program. The Boston ARZ 
had similar experiences and also illustrates the amount 
of time and resources lead agencies must expend to get 
certain measures implemented. It is clear that a tre
mendous amount of coordination is required, whether or 
not crucial agencies are supportive of the measure. 
Even more significant institutional problems arise when 
key agencies are not supportive. 

One particular institutional problem that is only 
briefly mentioned in the papers is the problem of secur
ing the cooperation of essential organizations whose 
whole orientation is in opposition to the thrust of the 
automobile-restrictive or transit-enhancement measure. 
The most conspicuous example is the need for law en
forcement officials to enforce parking restrictions and 
priority lanes. Many law enforcement agencies identi
fied in our study were quite unwilling to provide such 
enforcement, not because of the cost but rather because 
they did not like traffic enforcement activities and gave 
them a low priority. In Boston, the police would not 
even change the working hours of the meter maids, so 
that there is no enforcement at all during the first 1.5 h 
of the parking bans implemented there. In Miami, 
police departments in three communities along the tran
sit priority treatment simply refused to continue en
forcement activities even though they were paid to do so; 
in Los Angeles the highway patrol gave back the money 
they were paid to enforce the Los Angeles Diamond Lane. 

The literature calls such problems institutional bar
riers, but in fact such problems can be predicted, given 
an understanding of how organizations work. Just as the 
benefits of certain automobile-restrictive measures 
seem small or immeasurable to individuals, such bene
fits may seem insignificant to a number of public organ
izations as well. These agencies are asked to incur 
significant expenses (as in Seattle where more transit 
peak-hour service was promised) or to face significant 
risks (as in downtown parking bans in San Francisco) or 
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simply to become involved in activities that are not 
highly regarded (such as enforcing p.riority lanes on 
freeways }. Given the large number of reasons nol to 
become involved, it is not surprising that most of the 
examples we have of automobile-restrictive measures 
were conceived in response to federal mandates and 
sanctions. They were rarely developed out of local ini
tiative. 

The papers presented here are important because 
they give planners a clear idea of the dangers involved 
in assuming easy implementation of rational low-cost 
transportation improvements. There are clearly a num-

ber of lessons to be learned from an in-depth analysis of 
self-conscious case studies such as these. The most 
glaring feature common to all the papers is that trans
portation improvements, or any measures that signifi
cantly affect people's behavior, require tremendous 
foresight and detailed planning and ultimately are tested 
in a very real political arena. 

Publication of these papers sponsored by Committee on Social, Economic, 
and Environmental Factors and Committee on Citizen Participation in 
Transportation Planning. 


