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Transit Ridership in an Intense Transit 
Environment: Some Observations 
William P. McShane, Paul Menaker, Roger P. Roess, and John C. Falcocchio 

Five transit services in an intense transit environment (the city of New 
York) were surveyed: four bus routes and one rail rapid transit route. 
In addition, surveys of express bus and automobile ridership on a section 
of the Long Island Expressway were considered to provide some further 
mode comparisons. The prime trip purposes were work and school: Work 
trips accounted for about two out of four trips; except for the premium 
services, school trips accounted for one out of four trips. Occupation 
and income generally reflected the source populations. The gender split 
varied from service to service; buses had the most females (60-80 per-
cent) and automobiles the least ( 15 percent). Relative to the automo-
bile, riders stated the prime reasons for transit as "automobile not avail­
able" or "parking problems." Express bus services drew heavily from public 
transit; the preferences for it were expressed primarily as comfort and 
convenience in terms that rank it as a mimic of the automobile-climate 
control, no transfers, and proximity to trip ends. A picture emerges 
of a hierarchy preference of modes : (a) automobile, (b) something that 
mimics automobile, and (c) conventional transit. A case study to repli­
cate the modal gender differences required that two bias coefficients 
be introduced into a logit model that describes the situation: a distinct 
preference for bus as a transit mode and a disutility for the automobile 
that is equivalent to an incremental cost of $2/trip. 

This paper presents the results of a set of surveys of 
transit riders conducted in a relatively well-served, 
intense transit environment (1 ). Rider surveys were 
generally conducted by using mail-back forms that 
were distributed on board five local transit services: 
four fixed-route bus routes and one rail rapid transit 
line. Results from other studies conducted at the 
Polytechnic Institute are integrated to provide a sys­
tematic view of the range of transportation alternatives 
available to the individual in the environment studied. 
These other studies include a survey of New York City 
express bus services and a study of Long Island 
Expressway (LIE) users. 

The ridership studies were complemented by an 
extensive origin-destination study on the rail rapid 
transit service. These results are also reported 
here. 

The intent of the study was to relate the ridership 
observed to both the source population and the ridership 
of other services and to deduce differences that might 
be specific to the mode or useful in the planning of 
transit services. 

SERVICES SURVEYED 

The five services surveyed are located in the city of 
New York, an environment that has a substantial transit 
infrastructure. There are, nonetheless, variations in 
the amount and type of service available within the city 
as well as variations in the density and character of the 
areas themselves. 

The five services surveyed are shown in Figure 1 on 
a map of the city. They are as follows: 

1. Two local bus routes in Queens-Queens is one of 
the five boroughs of New York City; a substantial portion 
of the residential population commutes to Manhattan as 
well as to the several central business districts (CBDs), 
industrial, and commercial areas within Queens. 

2. Two bus routes in Brooklyn-Brooklyn is another 
of the five boroughs of New York City (each is also a 
county of the state of New York). It has generally 

higher densities and a higher concentration of low­
income areas than does Queens. It too has commercial 
and industrial areas, and a CBD that, if considered in­
dependently, would be the third largest in the nation. 

3. One rail rapid transit line on Staten Island-
Staten Island is another of the five boroughs, but it was 
only connected in 1964 to the others directly by the con­
struction of the Verrazano Narrows Bridge. Previously, 
the only connection was by ferry. Staten Island is al­
most suburban in character and is currently experiencing 
significant growth. 

Because of the diversity of economic activity, and the 
multiplicity of CBDs and other concentrations, it is both 
feasible and practical to view the city and its surround­
ing areas as an environment that has many transporta­
tion alternatives, including one or more feasible transit 
alternatives in most areas. It is this routine avail­
ability of some transit that is of interest. 

Two other studies in which some of us were involved 
were considered to be especially relevant to the present 
purposes: one of express bus users and one of LIE 
users. The first was undertaken in 1973 for the New 
York City Transportation Administration ~). The 
second was undertaken as part of a study of improve­
ment alternatives of the western section of the LIE, 
which is located in Queens (3). For convenience, the 
study section is shown dashed in Figure 1. 

These two studies are of particular interest because 
they represent key alternatives to the local transit ser­
vices surveyed (i.e., express bus and automobile). 
Further, these studies involve services that share ori­
gins and destinations with the services surveyed here. 

SURVEY EXECUTION 

Table 1 summarizes the basic facts of each survey: 
date of execution, direction, forms distributed, forms 
returned, survey method, crew size, and any relevant 
additional comments. Note the following: 

1. A total of 47 247 forms were distributed, and 
17 123 returns were processed; 

2. The Staten Island Rapid Transit Railway Company 
(SIRT) survey was a major effort in logistics; 125 
people were retained, trained, scheduled, and deployed 
for a massive one-day effort; and 

3. A substantial diversity of services and areas are 
represented in the seven services listed. 

TRIP PURPOSE AND RIDER 
DEMOGRAPHICS 

The basic ridership of the services studied may be 
characterized in terms of occupation, purposes, in­
come, gender, and age. The occupation results were 
somewhat ambiguous, probably due to the way in which 
people classified themselves. Nonetheless, some 
interesting patterns were noted and are discussed 
below. 
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Trip Purpose 

The prime trip purposes are work and school. These 
encompass between 62 and 93 percent of all trips. All 
surveys include both peak and off-peak service, al­
though th~ off-peak service on the LIE was limited. 

Except for premium services (express bus and LIE), 
school trips make up 22-28 percent of trip purposes. 
Thus, one out of every four riders is going to school. 
Work trips account for about two out of every four 
riders. 

A review of the trip purposes by occupation reveals 
the following regarding most frequent purpose: 

1. About 3 out of 10 trips made by retired persons 
and housewives are for shopping, 2 out of 10 are for 
social purposes, and 2 out of 10 are for medical pur­
poses; 

2. About 8 out of 10 trips made by students are for 
school and 1 out of 10 are for shopping; and 

3. About 8 out of 10 trips by workers were specifi­
cally for work. 

The purposes of those miscellaneous trips not included 
in this listing were diverse . 

Figure 1. Location of the five services surveyed. 

NEW 
YORK 

-----LIE STUDY CITED 

Table 1. Summary of survey execution. 

Survey Conducted 

B25 3/23/77 

B46 3/30/77 

Q39 3/18/76 

Q65 3/26/76 

SIRT 11/17/76 

Express 1/73 
bus 

LIE 11/77 

Direction 

Cadmen Plaza to Fulton 
St , ; B!'oadway to 
Jamaica Ave. 

Williamsburg Bridge 
Plaza to Kings Plaza 

Maspeth-Ridgewood to 
Long Island City 

College Point to 
Jamai ca 

Toltenville to St. George 

Toward New York City, 
morning peak 

Toward Long Island, 
evening peak 

Forms Forms 
Distributed Returned 

3 621 360 

7 220 620 

2 121 598 

5 476 1058 

7 236 5908 
(4863 
filled in) 

6 285 5257 

15 288 3322 
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Occupation and Income 

The occupational distribution of users of the surveyed 
services matched closely those in the source population, 
considered in light of the destinations available along 
the route. Except for the lowest-income groups, who 
are underrepresented on the services, the ridership 
also reflects the income distribution of the source popu­
lation. 

Gender 

Bus transit is startling in that it is dominated by fe­
males. This impression is confirmed by data and ac­
centuated by comparison with other modes. Figure 2 
shows the male-female gender split on the several 
routes and modes considered. The pattern is as fol­
lows: 

1. Local buses have 60-80 percent females, 
2. Express bus has close to a 50- 50 split, 
3. SIRT has 60 percent male, and 
4. LIE traffic is dominated by male users. 

SIRT is the sole rail transit line on Staten Island and 
is directed to Manhattan-bound traffic. 

Why are there so many female riders on transit 
services? The data do not allow a conclusive deduc­
tion. Nonetheless, some deductions may be drawn 
from the following observations. 

In the counties studied, zero or one automobile 
per household (85 percent of the cases) is the dominant 
condition. Bus riders actually own more automobiles 
per household than the source distribution, but two out 
of three indicate that an automobile is not available for 
the trip surveyed, 

Women earn less than men within each occupation, 
even when skewing is allowed due to age distribution 
by gender. 

Most riders express a preference for the automobile 
mode if it were available and feasible. The automobile 
mode is expensive. Figure 3 illustrates just the incre­
mental costs of the automobile. 

A plausible scenario emerges: females dominate the 
ridership for simple economic reasons. Where they 
are the sole jobholders in the household, they are less 
able to afford the automobile alternatives. Where they 
are the second jobholders in the household or using 
transit for nonwork purposes, there is generally only 

Response 
Rate 
('l ) 

10 

8. 5 

28 

19 

82 
67 

84 

22 

Survey 
Method 

Handout on bus, 
mail back 

Comments 

Crew of 22 

Handout on bu
0

s, Crew of 20 
mail back 

Handout on bus, Crew of 20 
mail back 

Handout on bus, Crew of 20 
mail back 

Handout at enter- Crew of 125: forms 
ing station, 
pickup at exit 
station 

Handout and col­
lection on bus 

Mail form, mail 
back 

returned for origin 
and destination if 
not filled out 

12 out of 31 surveyed 
in New York metro­
politan area 

Only surveyed peak­
hour users 
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Figure 2. Gender 
distribution for several 
modes and routes. 

BROOKLYN B25 

QUEENS Q39 

SIRT 

f f MALE~ 14% 

MALE 
86% 

LIE 

BROOKLYN 846 

QUEENS Q65 

EXPRESS 

BUS 

Figure 3. Gasoline and parking cost per one-way trip by 
automobile. 
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one automobile in the household, which is being used 
by another member or is not affordable to use. The 
aspect of gender in mode choice was investigated in 
great detail as a result of these findings. The detailed 
studies are reported later in this paper. 

RELATION TO THE AUTOMOBILE 
ALTERNATIVE 

Two topics of special interest relative to the automobile 
alternative emerged from the study: 

1. Reasons for selecting transit over the automobile 
mode and 

2. Perceived advantages of the automobile over 
transit and related costs. 

Reasons for Selecting Transit 

3 

Transit riders were asked the reason they chose transit. 
The Brooklyn survey asked, ''Why not use a car for this 
trip?" The Queens survey asked, ''Why did you choose 
to use transit for this trip?" 

Figure 4 details the results, which are summarized 
below: 

1. The prime reason is that an automobile is not 
available; 

2. Parking problems (not available, too expensive, 
or too much trouble) are generally the next-most­
important factor; and 

3. Transit is good is an aggregate of transit is 
faster and transit is more convenient; it is ranked 
second in Queens and third in Brooklyn. 

The prime reasons for using transit relative to the 
impracticality of using an automobile (i.e., transit is 
chosen for negative, not positive reasons) even in the 
transit-saturated environment of New York City, where 
the psychological acceptance of transit could be expected 
to be high. 

The "automobile not available" statement was checked 
relative to the zero-automobile households in the key 
origin zip codes, the most readily available relevant 
statistic. Figure 5 shows the relation between the two 
statistics. It shows the response "automobile not avail­
able" to be logical and consistent with the factual in­
formation. 

The Brooklyn riders were asked specifically for the 
most important reason for using this bus route (as 
opposed to other transit alternatives). The nonstudent 
responses are indicated below: 

Response 825 (%) B46(%) 

No other transit available 21 49 
Comfort and convenience 40 18 
Savings in travel time 17 14 
Savings in travel cost 13 12 
Other 9 7 

These were not the order of the responses on the survey 
form; they are ranked in generally decreasing order for 
convenience. 

Perceived Advantages of the Automobile 
and Related Costs 

The survey of LIE users is of particular interest be­
cause these users are often bound for the same general 
areas as are the transit riders surveyed. The tunnel 
users are Manhattan-bound; nontunnel users are pri­
marily bound for Queens and Brooklyn, although there 
is a Manhattan component that reaches Manhattan 
through Brooklyn via one of several East River bridges. 

Asked the principal reason for using an automobile 
rather than public transportation or other alternative, 
the response was as follows: 

Response Tunnel(%) Nontunnel (%) 

Car needed during the day 26 20 
Convenience worth extra time 
or money, if any 24 17 

Next-best way takes longer 17 23 
No other means of making the 
trip exists 15 23 



4 

Response 

Next-best way would cost more 
Other 

Tunnel(%) 

4 
14 

Nontunnel (%) 

6 
11 

Clearly, the need for the car (real or perceived), the 
convenience, and the time are the substantial factors 
quoted. Cost is not a major motivation-only 5 percent 
of the users claim that as the reason for using the auto­
mobile (a somewhat obvious result, given that the car 
is virtually always the most expensive alternate). 

Few work-trip users drive part way, using a transit 
mode for the remainder of the trip (2 percent of the 
tunnel users, 9 percent of the nontunnel). Most do not 
use the vehicle at work (60 percent no use, 36 percent 
job-related use, 4 percent personal use). 

Those who indicate that the next-best way would take 
longer or cost more were asked for specific amounts. 
Fifty percent of the respondents judge that the next- best 
way would take 45 or more minutes. Thus, in response 
to the cost item, only 5 percent of the total judge that 
the median (50 th percentile) cost penalty would be $40-
50/month. 

The LIE automobile users encounter substantial ex­
penses. They estimate the median weekly out-of-pocket 
costs as $15-20. Those who pay for parking pay sub­
stantial amounts: The median monthly payment for tun-

Figure 4. Reasons for selecting transit over automobile. 
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62% 

825 

039 

AUTO 
NOT 

AVAILABLE 
69% 

846 

AUTO 
NOT 

AVAILABLE 
3!5% 

065 

Note: Nonstudent Respondents 

Figure 5. Comparison of 
automobile availability 
response with key origins. 
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nel users is approximately $75; for nontunnel users, it 
is $50. Of those who park their vehicles and do not use 
them, they indicated the following: 

Vehicle Parked 

On street 
In free lot 
In pay lot 

Tunnel(%) 

15 
23 
62 

EXPRESS BUS EXPERIENCE 

Nontunnel (%) 

39 
33 
28 

The express bus experience offers two important con­
tributions: 

1. The modal preferences of the riders and 
2. The meaning of comfort and convenience of the 

riders. 

Express buses drew significant ridership immediately 
on initiation in the city of New York and proved to be 
both succesful and popular. However, the express bus 
survey established that 83 percent of the riders were 
diverted from other public transportation modes. Only 
9 percent were drawn from automobile, either as a 
driver or as a passenger (i.e ., a pooled vehicle). 
Some others were trips not made before, perhaps due 
to the prior infeasibility of the origin-destination pair 
in the view of the trip maker. 

Figure 6 summarizes the stated reasons for using 
express bus over the previous method: except for 
Staten Island, comfort and convenience is selected in 
83 percent of the responses. Staten Island is unusual 
in that trip lengths by public transport are generally 
much longer than those in other parts of the area. The 
express bus is the first relatively direct nonwater 
public transport mode. Note that in all cases travel 
cost is not a reason for selecting express bus, again 
because express bus costs more than competing transit 
modes. 

Express bus users who indicated comfort and con­
venience were asked to select the two most-important 
factors from a list provided. These factors were later 
organized into distinct comfort and convenience factors 
by those who undertook the analysis. Figure 7 sum­
marizes the results: 

1. Comfort means having a seat and having air 
conditioning in the summer; comfort is about two-thirds 
of the phrase comfort and convenience; 

2. Convenience means no transfer, close to desti­
nation, reliability of schedule, and convenience of 
schedule to work; 

3. Safety is of greater importance in the off peak 
than in the peak, where assurance of a seat is of much 
greater interest; of course, the peak crowd itself 
provides some security; and 

4. Cleanliness and politeness (courtesy of driver) 
are also elements in the comfort attribute. 

This provides some insight into the phrase comfort and 
convenience, at least as perceived by this rider group. 

FURTHER INSIGHT FROM THE 
GENDER PATTERN 

In a related effort, one of us developed a microscopic 
stochastic behavioral implementation model (BIM) 
and exercised it in a set of case studies (4). One of 
the cases related specifically to the question of what 
gender-based model differences must exist in order to 
conform to the patterns observed above, spe,cifically 
with regard to work trips. 
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Figure 6. Reasons for using express 
bus over previous method. 

Figure 7. Meaning of comfort and 
convenience on express bus survey. 

The Model and Decision Rule 

TRAVEL 
COMFORT TIME 

AND 
CONVENIENC 

58% 

(A) STATEN ISLAND 

(A) PEAK 

The model can accommodate a range of decision rules 
and is suited to specification and modification of param­
eter values and variable types. A logit model of the 
following form was selected for our purposes: 

L 

p. = J.e·";I"" J.e-"i 
I 1 ~J (I) 

j = I 

where 

P1 =probability of selecting alternative i of L pos­
sible alternatives; 

J 1 = attractiveness of the destination, where Ji is 
jobs or jobs remaining if the person is home­
based, and residences or residences remaining 
if the person is job-based in his or her decision 
making; and 

U1 = transportation utility of alternative i. 

The utility U1 can further be expressed as a function: 

p 

U; =DI; + L l3k U;(k) 

j=J 

where 

(2) 

i = an inherent utility of the prime mode on al­
ternative i, referred to as a bias coefficient; 

u;kl =the kth utility variable that contributes to the 
measured total utility U1; and 

k =the weight or importance associated with u<t>. 

The mathematical form of the above equation is not 
unlike that used in the historic macroscopic gravity 

COMFORT 
ANO 

CONVENIENCE 
83% 

(8) OTHER 

(B) 

TRAVEL 
COST 1°4 

OFF PEAK 

5 

models (5, 6) and the more recent Urban Transportation 
Planning-System (UTPS) inclusions (7). Its use differs 
in several intents, however: -

1. The model within which it is to be used is oriented 
toward the individual's decision process and this form 
can be so used, 

2. The alternatives are to be various paths to the set 
of feasible destinations and thus imply simultaneous 
selection of destination and mode, 

3. The coefficients Ji are keyed to job or residence 
opportunities, and 

4. The function is used for individuals and is updated 
in the course of the effort (e.g., J 1 may change). 

It is recognized that other model forms exist and could 
be used. Nonetheless, given the available data and the 
preponderance of the generic form, it was selected for 
the first implementation. 

Case Study 

Figure 8 illustrates a set of zones in a corridor between 
the work centers in Manhattan and several residence zones 
to the east. Census fourth-count and fifth-count sum­
marizations were available to describe basic character­
istics in terms of census tracts or zip codes, respec­
tively. To represent a closed system for modeling, 
journey-to-work data ~) were used to proportion the 
total distributions within the zones that were considered. 
Supplementary data were available for grouping census 
tracts into convenient aggregations for modeling. The 
Tri-State Regional Planning Commission supplied files 
for aggregating census tracts into minor civil divisions 
or planning districts (9) for residential distributions and 
nonresidential clusters (NCR) (10) for job-site 
distributions. -
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Figure 8. Cese study 2: LIE network. 
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Supplementary data are also available on such mat­
ters as gender distributions within occupations (11; 12, 
tables 173 and 174) and pay differences by genderwithin 
occupations (12, table 176; 13 ). 

For the specific variablesin the decision model, it 
was decided to use a mode bias coefficient (A 1 ), in­
vehicle travel time (IVTT1 ), out-vehicle travel time 
(OVTT1 ), and travel cost (TC,). 

These are used to compute the utility, U1 : 

The coefficients B1 and B2 were selected based on 
occupation and gender. 

In a validation check, the correspondence between 
the predicted base condition and the existing journey­
to-work statistics was good. 

Replicating the Gender Pattern 

(3) 

Although the overall correspondence just cited was 
good, it did not extend to the field-observed gender 
variations. Figure 9 contains a summary of the per­
centage of males on each of three modes cited and in­
cludes the base statistics. Note that no substantial 
variation is evident, despite the fact that the income 
variation was explicitly taken into account. 

Recall that the utility function is of the form: 

U; =A;+ 2: b; U;(k) 
k 

(4) 

The decision was made to investigate variations in the 
bias coefficients A,, which differed by mode, to attempt 
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to explain observed gender-based modal variations. 
Figure 9 also illustrates the effect of introducing a 

bias coefficient of A = -2 and A = -3 for the automobile 
mode for females only. Note that a negative A leads to 
a dis utility. Clearly, each of the values considered 
leads to a substantial decrease in the female share of 
the automobile mode, without any substantial effect on 
the other modes. 

Because of the nature of the model, it is necessary 
to introduce a specific variation for the bus mode to 
move toward the observed pattern. This is reported 
in Figure 10, where values of A bus, rema1e = 1 and 
Ahus. female = 2 are introduced (the base from which they 
are introduced is the case in which Aauto, r.male = -2 ). 
Note that this positive A is a preference. 

Figure 10 reports the effect of these last variations, 
which substantially reduce the male representation on 
the bus without substantially affecting the other mode 
patterns. A final case of 

A auru, female = -1. 5 
Ah us, female = 1, 5 

was introduced to attempt to refine the match to the 
observations. The result is also reported in Figure 10 
and is a rather close match. It would not be appropriate 
to attempt closer values because of the inherent un­
certainty in the exact data values. 

It is interesting that the Aauto , female value thus obtained 
can be translated into an equivalent travel cost incre­
ment of approximately $2/trip (or $4/day). This can 
be obtained by transforming the terms in the utility 
function, one into the other: 

A 1 = b3 x TC (5) 

and similarly for the other terms in U1 • 

It is interesting that a travel-time increment of $4/ 
day is approximately $900/working year (229 days), 
which one may think of as the incremental annual cost 
of owning a second car (over and above the daily tolls 
and parking fees that are already taken into account in 
the explicitly specified travel cost for the given mode 
for all potential users). The concept that the Aauto, female 

may be equivalent to purchase of a second car is worthy 
of note. This is particularly true in the environments 
tested, where single-car households are by far the most 
common. Needless to say, this term might not exist in 
a suburban or rural environment. 

One may observe that the coefficient A bus, remate = 1. 5 
is equivalent to an inherent preference for the bus, 
which has the same utility valuation as 40 min of addi­
tional out-of-vehicle travel time. Thus, a bus trip that 
has 40 min more access time than an available alterna­
tive, such as subway, is equally attractive. It does 
raise a question, which must remain unanswered at this 
time, as to the motivation of this apparent preference. 

Clearly, to explain observations, substantially dif­
ferent valuations are needed for male versus female. 
This study cannot resolve why those differences exist, 
or even quantify them in a systematic scientific survey 
of users. Nonetheless, it has to be observed that these 
variations must logically exist to explain observed 
phenomena and that behavioral models must explicitly 
take the potential for such variation into account. · 

CONCLUDING COMMENT 

The variations herein have special interest because they 
include observations on several different modes. Re­
garding the gender-based analysis, the disaggregation 
by gender and occupation used in this work is not the 
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Figure 9. Percentage AUTO BUS 
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automobile bias: LIE 
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Figure 10. Percentage 
of males on modes with 
automobile and bus 
bias: LIE case study. 
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only one that could have been used and is not necessarily 
the most basic. Their use in the transportation field 
is, however, still relatively novel. One must under­
stand that there are contributing factors under the 
umbrella headings of gender and occupation that can be 
explained in terms of the more conventional basic 
variables. Nonetheless, this disaggregation is useful 
to investigate policy questions related to what if one or 
more societal changes were made, such as equal pay, 
greater representation of women in certain occupations, 
or equalization of automobile availability. 

In this work, the case studies included an investiga­
tion of what modifications were needed in the behavior 
model coemcients so as to conform to existing observa­
tions of gender representation in various modes. Other 
cases were executed that considered the case of equal 
pay for male and female. This did not introduce any 
substantial change in mode use by gender. 

Clearly, there is an opportunity to investigate a 
variety of scenarios and to trace their implications. 

This would include the various what if questions and a 
consideration of how women value their travel param­
eters and modal choices relative to those of men. 
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Development and Application of 
Performance Measures for a 
Medium-Sized Transit System 
William G. Allen, Jr., and Lewis G. Grimm 

This paper summarizes the results of a study of service performance mea­
surement and operating guidelines for the Delaware Authority for Re­
gional Transit (DART) system. This fleet of 100 buses serves the Wil· 
mington metropolitan area and is typical in many respects of many 
medium-sized bus systems across the country. The project consisted of 
several elements. First, a brief overview was presented of the historical 
perspectives on transit performance standards and the current state of the 
art, specifically noting activities at the state and regional level over the 
past few years. Next, a preliminary set of transit performance measures 
and operating guidelines was formulated for local review and comment. 
To assist in the evaluation of the adequacy of the preliminary performance 
measures and service standards, the draft standards were used to assess 
DART's existing operations. This assessment was hampered by a number 
of data inconsistencies, due primarily to the fact that much of the data 
required had been collected over a period of several years by using dif· 
ferent data collection and analysis procedures. Efforts were made to 
minimize these inconsistencies and, where this could not be done, rec­
ommendations were made for improved data collection procedures to 
eliminate this problem in future years. As part of the service assessment, 
order-of-magnitude cost estimates were prepared to define the general 
range of capital and operating investment that would be required by 
DART to modify its current services so as to be in greater compliance 
with the proposed service standards and operating guidelines. The last 
step of the project was the preparation of guidelines to assist local 
agencies in the implementation of the service standards and operating 
guidelines and the continuous monitoring of DART's performance rela· 
tive to these standards. This element of the project addressed the man­
ner in which the current infrastructure for transit planning could be im· 
proved and described the appropriate level of detail and methodology 
for the continual evaluation of DART's performance. A discussion was 
presented of the basic procedures by which to amend or modify the 
service standards and operating guidelines. 

This paper documents the results of a recently completed 
study of the development of transit service standards and 
operating guidelines for the Delaware Authority for Re­
gional Transit (DART) in Wilmington, Delaware. The 
project was conducted for the Wilmington Metropolitan 
Area Planning C001·dinating Council (WILMAPCO). It 
represented one aspect of the overall DART planning 
program, which is intended to increase patronage, im­
prove operational efficiency, and increase regional tran­
sit accessibility in the Wilmington urban area. The ser­
vice standard development project was expected to help 
fulfill these goals through the achievement of the follow­
ing objectives: 

1. The development of a realistic, comprehensive 
set of performance measures, service standards, and 
operating guidelines for current and future transit ser­
vice; 

2. The determination of the existing level of transit 
service based on these standards and guidelines; and 

3. The development of a continuing process of moni­
toring transit data, updating the standards as necessary, 
and using this information to improve the quality, effi­
ciency, and cost-effectiveness of transit service in the 
region. 

Consistent with these basic objectives·, this project 
produced a group of transit service standards and oper­
ating guidelines that provide a f;ramework for the pro­
vision of cost-effective public transportation services 

throughout the Wilmington metropolitan area. 

TRANSIT STRUCTURE IN THE 
WILMINGTON AREA 

DART is an independent authority established in 19 69 
under the laws of the state of Delaware with the respon­
sibility for the provision of fixed-route, fixed-schedule 
public transportation services in New Castle County, 
Delaware. Recently, DART was abolished as an inde­
pendent authority and renamed the Delaware Association 
for Regional Transit. The new organization is a sub­
sidiary of the Delaware Transportation Authority, a 
division of the Delaware Department of Transportation. 

DART receives funds from a variety of sources. 
Urban Mass T1·ansportation Administration (UMTA) 
Section 5 funds are used for capital acquisition and op­
erating assistance; the nonfederal share of capital costs 
is provided by the Delaware Department of Transpor­
tation. The nonfederal share of operating assistance is 
provided jointly by the state of Delaware, New Castle 
County, and the city of Wilmington, although no formal 
allocation of nonfederal operating assistance funds has 
been agreed to by the participating jurisdictions. In re­
cent years Delaware's share has been between one-half 
and two-thirds of the total nonfederal annual financial 
assistance; New Castle County and Wilmington provide 
the difference. With the recent reorganization of DART, 
the state has assumed a larger share of the financial 
burden. However, the absence of a formal cost-sharing 
program among the participating local jurisdictions re­
mains a problem in this area, as in many similar areas 
throughout the country. Indeed, a question of how much 
money should be allocated for DART was one of the rea­
sons for the initiation of this project, as it was felt that 
an objective procedure for examining the cost­
effectiveness of DART's services would facilitate agree­
ment on an equitable sharing of costs by the local juris­
dictions. The DART performance measures and stan­
dards are similar in many respects to those developed 
for Boston and Seattle. 

TRANSIT PERFORMANCE 
MEASUREMENT 

As part of their comprehensive state-of-the-art series 
of planning manuals for urban transportation, the Na­
tional Committee on Urban Transportation published two 
manuals in 1958 on procedures for measuring transit 
service and establishing warrants for new services (1, 2) , 
These manuals have been considered the standard ref: -
erences in transit evaluation for the past two decades. 
They were written primarily for use by managers to 
monitor transit operations internally, as this was the 
extent of performance measurement for many years,. 
In an era of steadily declining profits and increasing 
public funding during the 1960s, a few systems developed 
similar measures to gauge their overall performance in 
providing service. 

In 1973, one of the earliest systems of formal public 
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evaluation of transit service was developed by the Penn­
sylvania Department of Transportation to assist in the 
allocation of state operating assistance to transit sys­
tems in Pennsylvania (3). The available documentation 
indicates that, after an-initial shakedown period, this 
program is accomplishing most of its goals. A similar 
system has been developed in California (4). Consider­
able recent efforts by researchers, adminlstrators, 
managers, and planners have been directed at the need 
for transit performance measures and how to develop 
and use them. Since the early 1970s, several of the 
more progressive transit authorities have documented 
their performance measures, service criteria, and 
route planning guidelines as part of their short-range 
service planning efforts. 

This current interest in performance measurement 
is largely the result of a key motivating factor that has 
developed over the past 10 years: the necessity of public 
ownership and funding of transit. Public ownership came 
as a result of governmental recognition of transit as a 
necessary public service. In this regard, much recent 
state and federal legislation has allocated funds for capi­
tal improvements and operating assistance to public 
transit properties. But, as it has solved some of the 
problems of transit, government subsidy has created 
others, not the least of which are accountability, incen­
tive, and control in transit management (5). 

Of immediate concern is the possibility that any gov­
ernment subsidy could diminish the motivation to provide 
the best possible service, unless operations are con­
trolled to some extent by guidelines and performance 
measures. Such guidelines, applied judiciously, can be 
an integral part of a program to increase transit effi­
ciency and effectiveness, while at the same time helping 
to safeguard the interests of the public, who now have a 
permanent involvement in the provision of public trans­
portation services. 

There are several current views on the purpose of 
transit performance measurement. These are generally 
divided into two areas: funding and planning. As tran­
sit's financial needs increase over time, along with other 
demands on the local coffers, a mechanism for justifying 
these needs becomes essential. 

Documented performance measures and guidelines 
also allow transit system management to make more 
rational decisions about internal resource allocation and 
provide a means of communicating service policies to 
elected officials and the general public. Such guidelines 
also benefit the operations planning function and aid in 
the development of short-range plans. In fact, transit's 
input to the transportation systems management (TSM) 
process can be directly related to actions identified 
through the application of transit performance standards 
(e.g., increases in transit operating speed through traf­
fic engineering techniques). Finally, transit marketing 
efforts can benefit from the information developed from 
the monitoring of operations and ridership. 

Performance indicators are derived from a knowledge 
of the locally accepted goals and objectives for transit. 
In this sense, they help to gauge whether or not the ser­
vice is meeting those goals. To this end, indicators can 
be used in several ways. A variety of indicators de­
scribe various aspects of transit efficiency and effective­
ness; some can be used in the evaluation of overall sys­
tem performance or individual route performance and 
others in the evaluation of a single transit function, such 
as maintenance or procurement. Some indicators are 
particularly useful to those who make decisions about 
external operations. The importance and utility of any 
given measure depends on the perspective of those who 
interpret it. 

From a policy standpoint, transit performance indi-
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cators reflect much more than the quality or economy 
of system management. They reflect government de­
cisions that directly or indirectly affect transit opera­
tions, local operating conditions, and local transit use 
patterns. For example, fare policies established by 
local decision makers greatly affect financial perfor­
mance indicators. Regional wage differentials affect 
cost-efficiency indicators. Disproportionate peak­
period transit use affects labor productivity and vehicle 
utilization indicators. 

Clearly, peer group comparisons of transit perfor­
mance should not be made strictly on the basis of indi­
cators. Similarities and differences of various com­
munities and transit operations should be carefully 
considered, along with potential differences in data 
element definition, when making such comparisons. 

On the other hand, indicators can be a valuable aid 
to managers in the comparison of performance on dif­
ferent routes in a single system. For example, routes 
may be ranked on the basis of indicators such as fare­
box revenue and operating cost, passengers per vehicle 
hour, or passenger kilometers per vehicle kilometers. 
Another valuable use of indicators is to trace changes in 
system performance over time. Indicators can facili­
tate the analysis of cost and ridership trends and changes 
in trip patterns and overall service levels (6). 

Selection of how many and which transit data to use 
as performance indicators is somewhat dependent on the 
individual system involved. Several generally accepted 
criteria for the selection of these performance indicators 
are that they should be 

1. Related to a stated system objective, 
2. Easily understandable and definable, 
3. Unbiased and objective, 
4. Measurable from available data, 
5. Methodologically correct (i.e., properly separat­

ing input and output measures), and 
6. Acceptable to the parties involved. 

Performance measures or indicators are the means 
by which broad system evaluation criteria are measured. 
These indicators need to be related to hard numbers. 
Therefore, each indicator is quantified relative to a 
service standard that is a benchmark against which ex­
isting and proposed services may be assessed. Stan­
dards can be defined in various ways, including the fol­
lowing: 

1. Historical transit industry par values, where these 
exist, 

2. Guidelines from other transit properties that have 
them, 

3. Average figures from comparable transit systems, 
4. Dynamic standards expressed in terms of DART 

system averages or distributions of DART operating 
data, and 

5. Independent judgment of transit operations and 
planning professionals. 

No single technique is completely adequate, but a 
combination of all of them is usually found satisfactory 
due to the variety of data elements considered in stan­
dards development. 

The particular use of performance indicators and 
standards is a direct function of the main purpose of 
evaluation. For example, the primary purpose of the 
Pennsylvania Department of Transportation Operating 
Guidelines and Standards Program is to assist the state 
in allocating operating assistance funds to the various 
transit properties in Pennsylvania. Therefore, each 
eligible system is evaluated on an objective scale and 
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assigned a grade based on its performance, generally 
on an annual basis. The operating assistance share is 
then determined from the performance for the current 
year. This method allocates funds as a reward for rela­
tively good or improving service. A mechanism has also 
been developed to fund those systems that are not per­
forming relatively well in order to help them to meet the 
standards. 

Most statemenfs of transit service standards and op­
erating guidelines are associated with individual sys­
tems, however. This internal monitoring can be peri­
odic or continuous, as part of an ongoing service evalu­
ation process. It can be formalized by the development 
of a permanent framework of committees and a specific 
review process, as is the case in Massachusetts, or it 
can be done on a less structured basis, as in Dade 
County, Florida. 

The level of evaluation is another key consideration. 
Transit performance can be measured in relation to the 
transit industry as a whole, in relation to individual 
routes within a system, in relation to the various areas 
or area types served, in relation to the affected party 
(i.e., rider, operator, or community), and in relation 
to various functions internal to the system such as op­
erations, scheduling, 01· maintenance (6). 

The final (or perhaps the initial) consideration in the 
development and use of service standards is their rPla­
tionship to funding. It is imperative that service guide­
lines and standards be determined in conjunction with 
financial policy, both within the transit operation and 
between the operation and the levels of government in­
volved with funding. It is pointless to set standards that 
are not attainable within available financial resources; 
standards should reflect what is attainable. There may, 
of course, be alternative policies and standards to meet 
specific contingencies, such as a drastic gasoline short­
age, and there may be service objectives that exceed the 
adopted standards, which would be made effective were 
additional funds to become available (6). 

To be sure, the achievement of some objectives (such 
as on-time performance) may not lend itself to a direct 
cost determination. Meeting such standards becomes 
not only a matter of resources but of management's use 
of these resources. However, the financial impacts of 
meeting most standards can be ascertained. For areas 
whose governments have quantified their desire for tran­
sit in terms of financial commitments, like the Regional 
Transportation District in Denver, service guidelines 
and standards have become the tool to help shape the 
service in the proper direction. 

STUDY PRODUCTS 

The major product of this study was a set of transit per­
formance measures and associated service standards, 
operating guidelines, and warrants for new service that 
can be used to objectively assess the efficiency and ef­
fectiveness of public transportation services in the Wil­
mington metropolitan area. The term "performance 
measure" was used in this project to denote a descriptive 
item that could be measured in numerical terms or 
assessed in qualitative terms. Thus, on-time perfor­
mance is such a measure. Service standards are the 
benchmark values associated with each performance 
measure. If DART's operation was deemed to be better 
than a particular service standard, the system was said 
to meet or exceed that service standard. Failure to 
meet the standard results from performance worse than 
the threshold value. 

In addition to the measurable performance indicators, 
a series of warrants for new service and operating guide­
lines were also developed. These are also benchmarks 
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but are not used to measure the system's performance 
as such; instead, they are intended to be used as rules 
of thumb to assist in providing transit service in the 
area. One example is the warrant for placement of bus 
shelters, which permits an objective examination of 
where passenger waiting shelters should be located 
based on the number of persons waiting at a particular 
bus stop and the frequency of service provided at that 
stop. 

The total group of performance measures, warrants, 
and service guidelines was organized into three basic 
sections: service design guidelines, operational per­
formance measures, and ridership social-environmental 
measures. The service design guidelines addressed the 
overall structure of the route system, including the 
classification and location of bus routes, regional ac­
cessibility via public transportation services, and war­
rants for new and improved fixed-route, fixed-schedule 
services. These guidelines are basically indicators of 
the organization and the extent of bus routes in the Wil­
mington area. The operational performance measures 
include management-related measures for the examina­
tion of transit operational efficiency (e.g., maintenance 
standards) and some consumer-related quality of ser­
vice items, such as percentage of buses with operating 
air conditioners. These are a general measure of man­
agement policy and resource-allocation techniques. The 
ridership social-environmental measures describe the 
use of the system and are thus indicators of transit ef­
fectiveness, that is, how effective the transit service is 
in attracting and keeping ridership. 

The three different perspectives were deemed nec­
essary in order to properly address the varying concerns 
of the transit rider, DART management, and the regional 
community in the improvement of public transportation 
services. DART management is concerned with all 
three sectors, riders are primarily concerned with the 
quality of service, and the community at large is inter­
ested in the effectiveness of the transit service. 

The transit performance measures and standards were 
based on experience in other urban areas, available data 
on DART's operations and of the operations of similar­
sized transit systems, and generally accepted transit in­
dustry guidelines. Although the literature review indi­
cated that few hard-and-fast transit performance mea­
sures and standards exist, the indicators developed 
during the course of this study represent current think­
ing in the area of transit performance measurement. 
We should note that there is more industrywide agree­
ment on what the indicators should be rather than what 
the standards should be. 

For example, many transit properties use the statis­
tic of vehicle kilometers per road call as a measure of 
the adequacy of their maintenance program, but consid­
erable debate exists over what minimum value should be 
used as this service standard since it depends on many 
factors, over a number of which (such as roadway main­
tenance) the transit operator has little or no control. 
The indicators and service standards developed during 
the course of this project should not be regarded as per­
manent but as a first step in the evolutionary process of 
critical self-examination by DART. In addition, care 
must be used in measuring DART's performance (or in­
deed the performance of any transit system) against 
these indicators. These service standards and operat­
ing guidelines should be used in the proper context, at 
the correct level of detail, and with operational data as 
recent and accurate as possible. Most importantly, all 
indicators are not of equal performance. The priorities 
assigned to each performance measure should reflect a 
compromise of the collective views of transit riders, 
the transit manager, and the community in order to en-
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Table 1. Summary of DART peak-period on-time performance. 

Percentage of Peak-
Period Buses 

Route No. Name Early On Time Late 

A-1 Bellefonte 17.2 75.9 6.9 
A-2 Concord Pike 30.4 52.2 17.4 
A-5 Foulk Road 21. l 73. 7 5.2 
A-10 Delaware Avenue 40.0 60.0 0.0 
A-11 40th & Washington Street 18.5 81.5 0.0 
A-12 Boulevard 40.9 50.0 9. 1 
A-14 Centreville 30.0 70.0 0.0 
A-15 Harvey Road Express 0.0 100.0 0.0 
B-1 Mill Town Road 57.1 42.9 0.0 
B-5 Newport 33.3 50.0 16 . 7 
B-6/ 7 Newark/ Prices Corner 23 . 1 69.2 7. 7 
B-8 West 5th Street 73.3 26.7 0.0 
B-12/14 Crossgates/ Hockessin 35.7 64.3 0.0 
B-16 Newark Express 38.9 61.1 0.0 
AB-3 Kynlyn/S. Harrison 31.3 65.6 3. 1 
AB-4 Cleveland Avenue/Vandever 31.9 68.1 0.0 
C-3 Castle Hills 10.0 80.0 10 .0 
C-6/7 Stratford/Llangollen 7.1 85.7 7. 1 
C-15 New Castle/Dunleigh 31.5 63.2 5.3 
System wide 

average 31.1 64.1 4.8 

sure a proper emphasis in the assessment of the per­
formance of an individual transit system. In any event, 
the indicators and guidelines developed during this proj­
ect are listed below: 

1. Service design guidelines-service classification 
system, spatial guidelines, directness of service, route 
layout, frequency of service, temporal guidelines, bus 
stops, passenger shelters, and warrants for new service; 

2. Operating performance measures-speed, layover 
time, load factors, schedule adherence, service depend­
ability, safety and security, complaints, passenger 
amenities , transit information systems , and productiv­
ity; and 

3. Ridership social-environmental measures-rider­
ship measures, social standards, environmental stan­
dards, and system impact standards. 

With appropriate modifications for individual systems, 
these could form the basis of a generalized transit per­
formance measurement program for most medium-sized 
transit operations in the United States or Canada. 

ASSESSMENT OF CURRENT DART 
OPERATIONS 

Once the initial set of proposed performance measures, 
service standards, and operating guidelines had been 
developed, an evaluation was made of DART's current 
operations to define the degree to which existing ser­
vices were in compliance with the proposed standards. 
An important use of this assessment was in measuring 
the reasonableness of each of the proposed standards; 
that is, whether or not they were either too lenient or 
too demanding in terms of the current operations and 
should thus be modified to present a more realistic tar­
get for the improvement of services in the near term. 
Any such assessment should represent only one element 
of a comprehensive evaluation of any transit system. 
Also, due to differences in data collection procedures 
and vintage of transit data, there may be a number of 
inconsistencies associated with any such assessment. 
Thus, it is important to clearly define an implementa­
tion and monitoring program that will minimize such 
data variability in the future. 

One important use of an on-going assessment of tran­
sit operations is a definition of any changes required to 
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meet the adopted standards and guidelines. Included 
with the DART evaluation was an estimate of the capital 
and operating costs required to modify the services as 
necessary. As part of this assessment, a determination 
of the order-of-magnitude costs was prepared to assist 
the affected local agencies in future transit service plan­
ning and evaluation. 

The actual assessment of DART's operation used data 
collected during the fall of 1977 and the spring of 1978. 
An individual assessment was prepared for each of the 
proposed transit service standards and operating guide­
lines on either a route-by-route or systemwide basis, as 
appropriate. Each assessment consisted of a short 
definition of the indicator or guideline, a description of 
the measure for each of the service standards, a brief 
discussion of the context of the performance measure , 
and an assessment of how the DART operation complied 
with that proposed service standard. An example as­
sessment is presented below for the service standard 
dealing with schedule adherence. 

Schedule adherence is a measure of whether or not 
transit vehicles run according to the published timetables. 
The appropriate v~riable is on-time performance, which 
was defined in this study as the percentage of runs that 
pass a given checkpoint no earlier than the scheduled 
time and no later than 5 min after the scheduled time . 
Schedule adherence is traditionally an important measure 
to transit system users. A 1975 DART ridership survey 
indica ted that it is consider ed very important to transit ­
dependent and lion-transit-depende nt passe ngers (7). A 
high degree of on-time performance results in shorter 
waiting times, fewer missed buses, and an overall in­
crease in rider confidence in the system. Good sched­
ule adherence results from well-written schedules, 
close street supervision, and bus operator cooperation. 
An example of service standards is as follows: 

1 . Leave times at the terminal points of a route will 
be exact. Approximate leave times will be determined 
at intermediate poi nts (Le., major street intersections 
and activity center s) along a route. 

2. No trip will leave either a terminal point or an 
intermediate point ahead of the scheduled leave time. 

3. On time is defined as 0- 5 min late. 

Schedule adherence is also closely related to load fac­
tors, maintenance standards, and other operating con­
ditions such as layover time provisions. The table be­
low presents the schedule adherence standards that were 
employed in the assessment. 

Minimum Percentage of Service on Time 

0-15 Min 16-30 Min Infrequent Service 
Time of Day Headway Headway (headway > 30 min) 

Peak hours 75 85 95 
Off-peak hours 80 95 95 
Weekend 80 95 95 

Table 1 presents the results of a March 1978 peak­
hour schedule adherence check in comparison to the 
proposed schedule adherence standard . Table 1 indi­
cates that almost one-third of the actual runs operated 
on that day r an ahead of the posted tim e s chedule. The 
late r uns (e.g., those more tha n 5 min late) wer e 1·ela­
tively low in number (only 4.8 percent of total runs ) but 
the extremely high percentage of early runs (31.1 per­
cent of the total operations) is a major problem. 

The table below presents the on-time performance 
summarized by frequency of service based on schedules 
in effect on December 11, 1977. At that time no peak­
hour routes had headways greater than 30 min. 
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0-15 Min 16-30 Min 
Headway(%) Headway(%) 

Performance Actual Standard Actual Standard 

Early 30 0 34 0 
On time 65 75 63 85 
Late 5 25 3 15 

Based on this analysis, the schedule adherence is slightly 
worse for the less-frequent routes, which is the opposite 
of what normally occurs. Early runs are intolerable on 
lower-frequency routes since a missed bus may mean a 
wait of 30 min or more for the next bus. 

CHARACTERISTICS OF THIS PROJECT 

One of the characteristics that sets this study apart from 
similar ones is the size of the transit system. DART is 
a medium-sized operation that has 82 scheduled peak­
hour buses out of a total fleet of 100. It is, thus, one of 
the smallest transit systems to have sponsored the for­
mal development of transit performance measures and 
operating guidelines. The acceptance of study results 
illustrates that the concept of using performance mea­
sures for internal system reexamination is applicable 
for even small systems, as long as they are presented 
and used in the proper context. This is different from 
the perspective of the statewide service standards and 
operating guidelines developed in New York, Pennsyl­
vania, and California, which are intended to assist the 
respective state departments of transportation in the 
allocation of financial assistance to a number of opera­
tions in each state. Used in that manner, systemwide 
measures of productivity and cost-effectiveness were 
required, whereas the DART study has developed both 
systemwide indicators, as well as more detailed route 
performance standards. DART is currently the only 
fixed-route, fixed-schedule system operating in Dela­
ware. 

Perhaps the most unusual feature of this project was 
the high degree of citizen participation in a rather tech­
nical transportation planning study. Recent experience 
in the Wilmington metropolitan area indicated that the 
more successful transportation and land use planning 
activities had included substantial citizen involvement 
throughout the duration of the project. At first, it was 
not thought that a technical study of this nature would be 
appropriate for significant citizen input. However, after 
discussions among WILMAPCO, other involved local 
agencies, and the consultant, it was decided to initiate 
a major citizen participation effort specifically including 
current transit ttsers (both captive and noncaptive), as 
well as representatives of the elderly, handicapped, and 
minority populations within the DART service area. 

The success of this activity far exceeded initial ex­
pectations, as the membership of the citizen's transit 
advisory committee (CTAC) maintained a high level of 
involvement throughout the entire project. CTAC mem­
bers carefully reviewed all interim study products with 
a view toward making the project documentation as use­
ful and understandable as possible for both laypersons 
and elected local officials who would have to make de­
cisions as to the level of future transit investments in 
the region. The viewpoints of current transit system 
users and of the elderly and handicapped representatives 
on the committee provided valuable input to the project 
and enabled transit management and planning staff to ob­
tain a much better understanding of the actual needs of 
DART's existing clientele. 

The possibility always-exists that a study will become 
only another report that will wind up on the shelf of the 
client agency with few, if any, of the recommendations 
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being implemented. It was thus encouraging that several 
of the specific project recommendations were imple­
mented while the study was still under way. For ex­
ample, a number of the assessments of current DART 
operations identified minor problems with the printed 
timetable that were corrected during DART's semiannual 
schedule revision process. The result was that an im­
proved level of service on a much more easily remem­
bered schedule was provided in several areas, with plans 
for all other DART routes to be subjected to similar de­
tailed schedule revision during the next two years. 

In addition, since the assessments allow for an esti­
mate to be made of how much change would be required 
in the level of service to meet the proposed standards, 
the results of this project were used during the course of 
recent labor negotiations and better enable DART man­
agement to explain why changes in scheduling and driver 
assignment were necessary. The successful implemen­
tation of the standards is indicated by the fact that all the 
participants in the project accepted the spirit of the 
guidelines and are working toward full implementation of 
the service standards. The Delaware Transportation 
Authority is in the process of formally reviewing and en­
dorsing the standards for future DART operations plan­
ning activities. 

An especially noteworthy aspect of this project was 
the degree of interaction among the staff representa­
tives of the metropolitan planning organization (MPO), 
the regional transit authority, the state department of 
transportation, local governmental agencies, and the_ 
citizen's transit advisory committee. This opportumty 
to conduct an objective evaluation of the system and to 
help provide a direction for future transit investment in 
the region enabled the involved parties to work together 
more effectively than in past projects. In this particular 
instance, the function of the consultant was not only to 
provide technical input but also to serve as a mediator 
between the divergent viewpoints of the various partici­
pating agencies. 

CONCLUSIONS 

The primary conclusion of this study is that it is pos­
sible, practical, and worthwhile for a medium-sized 
transit system to develop and use a set of performance 
measures and service standards. The utility of per­
formance measurement as a planning, management, and 
public relations tool is not restricted to systems that 
have several hundred or more vehicles. Smaller sys­
tems may even have an advantage in that many of the 
same people who helped develop the standards are 
heavily involved in the daily operation of the system. 
In the case of the DART system, these performance mea­
sures are more likely to be implemented because rela­
tively less red tape exists. 

Another conclusion is that some of the more technical 
aspects of transit operating standards can indeed be un­
derstood by citizens and planning and policy-oriented 
officials when presented in the proper manner. This 
includes carefully defining all terms, making liberal use 
of graphics and tables for explanation, and providing 
concrete examples of the implications of meeting or not 
meeting the standards. The review of the appropriateness 
of various service standards proceeded much more 
easily after the advisory committees were shown how 
well DART currently operates and were given a rough 
estimate of the cost to meet each standard. 

A third conclusion is that a considerable amount of 
prior planning should go into the development of per­
formance measures and standards. This planning should 
answer several interrelated questions, such as the fol­
lowing: 
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1. What are the intended purposes of these perfor­
mance measures? 

2. What are the specific objectives for transit ser­
vice? 

3. Is there a useful financial, planning, and operating 
data base available? and 

4. Are the funding sources sufficiently predictable 
that it is realistic to attempt to meet the standards? 

The experience of this study is that the value of hav­
ing indicators and standards is directly related to the 
degree of positive response to these questions. Without 
some answers to the questions developed before or 
during a study, performance measures are surely use­
less. 

The final conclusion is that it is preferable for the 
development of indicators and standards to be undertaken 
at the local level, ideally beginning with transit manage­
ment. The DART study was funded by the local MPO 
(WILMAPCO), with the cooperation of DART and close 
coordination with the Delaware Department of Transpor­
tation. The local initiative approach has the advantage 
of being more sensitive to local objectives and concerns, 
more precise, and more useful as a management tool 
than are state or federally mandated evaluations. State­
wide programs, by definition, are authorized by state 
legislatures for the primary purpose of funding alloca­
tion. Although statewide evaluations may serve this 
function admirably, they are not generally as helpful to 
the individual systems. 
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Diagnostic Tools in Transit 
Management 
Subhash R. Mundle and Walter Cherwony 

Historically, transit management had to rely on a technique known as 
peer-group comparison to identify strengths and weaknesses in the per­
formance of their system. In this technique, performance indicators 
for the system under study are compared with the average performance 
of systems that have similar characteristics. This method, though useful, 
is deficient in that it does not totally reflect the differences in operating 
characteristics or environment among transit properties. This paper 
presents a diagnostic tool for comparing performance among transit 
systems by suggesting a method to eliminate deficiencies in the tradi­
tional approach. The paper suggests that combined uncontrolled and 
controlled comparisons be used to identify relative strengths and weak­
nesses in performance. The uncontrolled comparison is the traditional 
approach in which system performance is compared with average per­
formance of the peer systems. The controlled comparison is performed 
by comparing the actual performance with the expected performance. 
The expected performance is calculated from models that can be de­
veloped from the experience of the peer systems. This paper presents a 

case study in which uncontrolled and controlled comparison concepts 
were used to identify strengths and weaknesses of 11 bus depots in the 
New York City Transit Authority. The paper presents 10 transportation 
and maintenance performance indicator models that were used to cal­
culate the expected depot performance. The models were developed 
through stepwise multiple regression analysis of the New York City 
Transit Authority's actual operating statistics for fiscal year 1977. 
The paper also discusses how the uncontrolled and controlled compari­
sons were subsequently used to set priorities among depots for remedial 
action. The application of the performance comparison technique 
discussed in this paper to smaller systems would require comparison of 
the system's performance with that of other similar transit properties. 

The limited availability of public funds to underwrite 
transit deficits and the increasing gap between operating 
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cost and passenger revenue have caused transit manage­
ments throughout the nation to strive for improvements 
in transit system efficiency, effectiveness, and produc­
tivity. To accomplish this objective, a two-step process 
is often employed by transit managers: (a) the identifica­
tion of problem areas and (b) the development of an 
action plan to remedy these deficiencies. In view of the 
limited time and resources available to transit managers, 
the first step is of utmost importance if efforts are to 
be focused on problem areas of highest priority. For 
this reason, there is a need for simple, easy-to-use 
diagnostic tools to quickly pinpoint transit deficiencies. 

The traditional approach to the assessment of transit 
performance is to compare the performance of a transit 
system under study with that of transit properties that 
have similar characteristics. Typically, this peer group 
comparison is carried out for a variety of performance 
indicators in which the results of the system under study 
are contrasted with the average for the peer group. This 
method is helpful in providing an analytical framework; 
however, it is deficient in that it does not totally reflect 
the difference in operating characteristics or environ­
ment among transit properties. In essence, this simple 
comparison technique is uncontrolled since it does not 
account for inherent differences among systems. 

To remedy this situation, a supplemental diagnostic 
tool is proposed in which the performance of a transit 
system is measured not only in absolute terms against 
a peer-group average but also in relative terms with 
respect to where the system performance should be, 
given its operating environment. This latter comparison 
technique is termed a controlled comparison since it 
attempts to reflect inherent differences among transit 
properties. 

This paper presents a case study of this diagnostic 
tool applied to the bus operations of the New York City 
Transit Authority (NYCTA) as part of an overall orga­
nization and management study of the entire Metropolitan 
Transit Authority (MTA). The analysis was performed 
for 11 depots and 10 performance indicators to identify 
depots that are deficient in performance and the nature 
of those problems. Although the New York situation is 
unique in that the system is sufficiently large that com­
parisons can be made among depots, the approach is 
readily applicable to smaller transit properties where 
the comparison is made with peer-group systems. 

CONCEPT DEVELOPMENT 

Traditionally, transit system performance has been 
assessed by using a simple peer-group comparison 
technique. A variety of indicators are specified to 
measure various apects of transit performance. Peer­
group systems are selected on the basis of similarities 
among the system under study and the peer-group prop­
erties in terms of factors such as fleet size, geo­
graphical region, and demographic characteristics of 
service territory. In the New York City case study, 
the peer group is merely the 11 depots that constitute 
NYCTA bus operations. As depicted in Figure 1, the 
comparison is made between each depot's perform ·nee 
relative to the system or peer-group average. DE JOt 
results above the system average would suggest r uperior 
performance and results below the average would in­
dicate a deficiency. The problem with this simplified 
comparison technique is that it does not account for dif­
ferences in operating characteristics and environments 
among the depots. For example, a depot that serves 
suburban Staten Island might exhibit superior fuel 
economy results, but a Manhattan depot that serves 
a densely developed portion of New York City might 
score well below the system average. However, these 
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results might be misleading because they would not 
reflect the impact of bus operating speed. Thus, the 
Manhattan depot might be performing better than could 
be reasonably expected and the Staten Island depot 
could be performing worse than expected. To rectify 
this situation, the peer-group comparison is expanded 
to include a comparison of actual performance relative 
to expected performance (i.e., controlled comparison). 

As shown in Figure 2, the reference line for this com­
parison is a 45° line rather than a horizontal line, as in 
the uncontrolleJ comparison. The actual performance 
would be the same as that used in the uncontrolled com­
parison; however, the expected value would be deter­
mined from regression analysis of the peer-group depots. 
The disadvantage of using only a controlled comparison 
is that it does not relate performance relative to the 
system. For example, a depot that is worse than ex­
pected but better than the average would not be con­
sidered a priority location for remedial action, although 
performance should be improved. 

Since each comparison technique provides only part 
of the information needed for a diagnostic tool, system 
performance should be assessed by both methods. By 
combining both procedures, each depot's performance 
can be categorized into four possible outcomes, as 
depicted in Figures 3 and 4. The implications of each 
of the four categories of results are as follows: 

1. Better than average and better than expected-a depot 
that has better performance than the systemwide average 
as well as actual performance better than expected; the 
two comparisons are compatible and suggest superior 
performance; 

2. Better than average but worse than expected-a 
depot that has better performance than the systemwide 
average but the actual value is less than expected; these 
results suggest good performance with room for im­
provement; 

3. Worse than average but better than expected-a 
depot that performs below the systemwide average but 
better than expected; these results of the controlled 
comparison suggest satisfactory performance in the 
face of difficulty; and 

4. Worse than average and worse than expected-a 
depot that scores poorly both in terms of systemwide 
average and expected value; these results suggest poor 
performance and the need for further analysis and im­
provement. 

Placement of each of the 11 NYCTA depots in one of 
these four categories results in the identification of 
depots that require remedial action for each indicator. 
By quantifying the results of both comparison techniques, 
the priority order for remedial action of the depots can 
be set in order to attain maximum benefits with limited 
financial resources. 

METHODOLOGY 

The application of the conceptual framework discussed 
above requires development of performance indicator 
statistics for the uncontrolled comparison and the de­
velopment of performance indicator models so that ex­
pected performance can be calculated for the controlled 
comparison. (These models were designed for U.S. 
customary units only; therefore, values are not given 
in SI units.) The first step was the development of a 
number of transportation and maintenance performance 
indicators for NYCTA depots that were developed from 
available operating statistics for fiscal year 1977. 

As shown below, 19 operating statistics were con­
sidered in the analysis : 
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1. Operating speed, 
2. Passengers per bus mile, 
3. Passengers per bus hour, 
4. Annual passengers per operator, 
5. Operators per bus, 
6. Annual bus hours per operator, 
7. Operator pay hours per bus hour, 
8. Annual bus miles per operator, 
9. Annual miles per bus, 

10. Ratio of peak bus requirements to base bus re­
quirements, 

Figure 1. Uncontrolled 
comparison. 

Figure 2. Controlled 
comparison. 

Figure 3. Combined 
comparison. 
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. Figure 4. Possible performance results. UNCONTROLLED COMPARISON 
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11. Average fleet age, 
12. Spares ratio, 
13. Buses per mechanic, 
14. Annual bus miles per mechanic, 
15. Annual bus hours per mechanic, 
16. Bus miles per quart of oil consumed, 
17. Bus miles per gallon of fuel consumed, 
18. Bus miles per maintenance-related road call, 

and 
19. Facility age. 
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However, only 10 performance measure were used in 
the analysis. As shown below, five indicators each 
were selected to assess transportation and maintenance 
performance: 

Transportation Indicators 

0 per at i ng speed 
Operators per bus 
Operator pay hours per bus 

hour 
Annual bus miles per operator 

Annual miles per bus 

Maintenance Indicators 

Buses per mechanic 
Annual bus miles per mechanic 
Bus miles per quart of oil con-

sumed 
Bus miles per gallon of fuel con­

sumed 
Bus miles per maintenance-related 

road call 

In the next step, stepwise linear multiple regression 
analysis was used to examine the relationship between 
each performance indicator and those factors or vari­
ables that influence it. The regression analysis proce­
dure may be visualized by examining the relation between 
operating speed and passengers per bus mile, as shown 
in Figure 5. The scatter of points for each operating 
depot indicates that a perfect relationship between the 
two variables does not exist. However, a straight-line 
graph can be found that best fits the data points. Fig­
ure 5 indicates the line of best fit for the NYCTA depots. 
It is obvious from this example that only one variable is 
necessary to describe operating speed. In the case of 
a more complex relationship, more than a single factor 
may have a role in the determination of the performance 
indicator. For example, the formula that defines buses 
per mechanic for the depots relies on both the ratio of 
peak to base bus requirements and average fleet age. 

In selecting a final set of relationships for each of the 
10 transportation and maintenance performance indica­
tors listed above, the following guidelines were estab­
lished: 

1. All variables can be easily obtained from NYCTA 's 
normal data collection procedures, 

2. Equations should be relatively simple to apply in 
terms of included variables, 

3. Formulas should be logical both in terms of the 
sign of each coefficient and the variables included, and 

CONTROLLED COMPARISON 

BETTER THAN EXPECTED 

WORSE THAN EXPECTED 

-[
® 

© 

BfTTER THAN EXPECTED 

WORSE THAN EXPECTED 
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Figure 5. Relationship between operating speed and 
passengers per bus mile. 
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4. Relationships quantified should represent a rea­
sonable fit of the data. 

Several iterations of the statistical analysis were 
performed to arrive at the relationships that achieved 
the greatest satisfaction of the items cited above. It is 
recognized that numerous diverse factors influence the 
performance indicators and that quantification of 
formulas with only one or two explanatory variables 
represents a simplification. Further, some potential 
explanatory variables do not lend themselves to mathe­
matical quantification. 

As a result of the statistical analysis, mathematical 
models that describe the relationships for 10 performance 
indicators were quantified. The models developed pro­
vide a reasonable means of predicting expected per­
formance, while making due allowance for the differences 
in depot operating conditions. These relationships , 
although not perfect, are relatively easy to del'ive and 
can be used on a continuing basis to monitor changes in 
the level of performance for each measure. The fol­
lowing formulas were used in the controlled pee1·-$l'OUP 
compal'isons to predict expected va lues of the perfo1·­
mance indicators. 

Transportation Indicators 

The formula for operating speed employs only a single 
explanatory variable. The inverse relationship between 
operating speed and passenger s per mile i s obvious , 
since passenger use, which measures pati·on boardings 
and alightings, influences the number of stops. 

Operating speed = 13.829 - 1.007 passengers/bus mile (!) 

Two explanatory variables are required to describ~ 
operators per bus, which is inversely proportional to 
the ratio of peak/ base bus requirements and directly 
proportional to miles per bus. As the peaking char­
acteristics of the system increase, the number of 
drivers per bus decreases and approaches one. Con­
versely, a system that exhibits a uniform demand 
throughout the day would enable each bus to be driven 
by more than a single driver. As the miles per bus 
increase, the number of drivers per bus also increases; 
that is, greater use of capital resources causes the 
need for more drivers. Logically, the more miles that 
a system operates, which in part is a function of speed, 
the greater the number of operators needed to provide 
service. 
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Operators per bus= 2.149 - 0.357 ratio of peak bus requirements 

to base bus requirements 

+ 0.242 x 10-4 annual miles/ bus (2) 

The NYCTA formula relates operator pay hours per 
bus hour to a single variable-peak-to-base bus ratio. 
This relationship reflects both the diseconomies as­
sociated with establishing the labor requirements based 
on the peak demand requirement as well as the restric­
tions and penalties established in the collective bargain­
ing agreement (e.g., spread time, guaranteed time, and 
minimum straight runs). 

Operator pay hours per bus hour= 1.466 + 0.074 ratio of peak 

bus req uircments to base 

bus requirements (3) 

The number of miles each operator can drive annually 
is a direct function of the speed at which the bus travels. 
Higher speeds produce greater mileage statistics; lower 
speeds translate into fewer miles. In part, this rela­
tionship reflects the desire by transit management to 
provide the same number of hours to each driver to the 
maximum extent possible. 

Annual bus miles per operator= 1289.105 + 1481.040 

operating speed (4) 

The statistical analysis for annual miles per bus sug­
gested that two explanato1·y valiables are appr opriate. 
The first, peak/ base ratio, is inversely related to the 
miles per bus. Obviously, with more buses in service 
for only a limited time period (morning and evening 
rush hours), the buses accumulate fewer miles. The 
other variable that influences the number of miles per 
bus is operating speed. Not surprisingly, higher speeds 
translate into more miles. · 

Annual miles per bus= 13 094 .820 - 5876.167 ratio of peak 

bus requirements to base bus requirements 

+ 3187 .265 operating speed (5) 

Maintenance Indicators 

The NYCTA formula for buses per mechanic has as in­
dependent variables both peak and base bus require­
ments and average fleet age. Because maintenance 
activities are a function of the number of buses as well 
as their utilization, the buses per mechanic are directly 
proportional to the ratio of peak to base requirements. 
On the other hand, average fleet age is inversely 
proportional to this performance indicator. Older 
buses, which are more prone to mechanical failures, 
require more maintenance employees. Conversely, 
newer coaches, which should experience fewer me­
chanical problems, reduce the number of mechanics. 

Buses per mechanic= 3.154 + 0 .168 ratio of peak bus 

requirements to base bus requirements 

- 0.094 average fleet age ( 6) 

The formula to describe annual bus miles per me­
chanic consists of operating speed and average fleet age. 

Annual bus miles per mechanic= 121882.700+5602.496 

operating speed 

-9490.317 average fleet age (7) 

Oil consumption is inversely proportional to average 
fleet age in that older buses require more oil per mile. 
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Bus miles per quart of oil consumed= 202 .707 - 11.441 

average fleet age (8) 

The NYCTA formula for bus miles per gallon of fuel 
consumed consists of a single independent variable­
operating speed. Experience with most vehicles in­
dicates that higher speeds cause greater fuel economy. 
Further, higher speeds imply less stop-and-go opera­
tion and a reduction in idling time. 

Bus miles per gallon of fuel consumed= I .729 + 0.208 

operating speed (9) 

Two variables were included in the equation for bus 
miles per maintenance-related road call-average fleet 
age and buses per mechanic. Frequency of breakdowns 
is inversely proportional to vehicle age, which is logical 
because older buses are more prone to failure. The 
model also includes the number of buses per mechanic. 
As fewer mechanics are available to perform mainte­
nance duties, the miles per breakdown increase. Con­
versely, fewer buses per mechanic translates into an 
improved road-call experience. 

Bus miles per maintenance-related road call = 7047 .614 - 301 .010 

average fleet age 

- 895.973 buses 

per mechanic (I 0) 

The 10 performance indicators and relationships listed 
above were used in the controlled and uncontrolled com­
parison of NYCTA depots. For the controlled com­
parison, expected depot performance is calculated by 
substituting appropriate values of independent variables 
in the models discussed. For example, expected depot 
operating speed is calculated by substituting the pas­
sengers per mile statistic for that depot in the operating 
speed model. 

DISCUSSION OF THE RESULTS 

In the New York MTA management study, performance 
of the NYCTA bus depots was evaluated by using the 
uncontrolled, controlled, and the combined comparisons 
for each of the 10 indicators discussed. Performance 
indicators simply highlight the strengths and weaknesses 
of the operation. Once the weaknesses are identified, 
steps can be taken to determine the causes and to 
remedy the deficiencies. In the interest of brevity, the 
discussion of only one performance indicator-operating 
speed-is presented here to illustrate the usefulness of 
uncontrolled and controlled comparisons, followed by 
the priority order of depots for remedial action (l) . 

The uncontrolled and controlled comparisons of depot 
operating speed are illustrated in Figures 6, 7, and 8. 
From the uncontrolled comparison, in which depot 
operating speed is compared with the system average 
(Figure 6), we see that the Castleton Avenue Depot 
exhibits the highest operating speed and that the 126 th 
Street Depot exhibits the lowest. This is not surprising 
since Castleton Depot provides suburban service on 
Staten Island and 126 th Street Depot operates mostly 
in Manhattan. The controlled comparison, in which the 
actual depot operating speed is compared with its ex­
pected value (Figure 7), indicates that the 126 th Street 
Depot exhibits much better actual performance than its 
expected value, whereas the Crosstown Depot exhibits 
far worse actual performance than its expected value. 
The uncontrolled and controlled comparisons by them­
selves do not indicate those depots that need remedial 
action. 

The combined comparison (presented in Figure 8) 
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indicates the depots that exhibit similar operating speed 
performance. Those depots that indicate actual per­
formance below system average (as well as below their 
expected values) obviously warrant further investigation 
for remedial action. From Figure 8, it can be observed 
that, even though the operating speed at the 126 th Street 
Depot is below the system average, the comparison with 
its expected value indicates a satisfactory performance. 
Several NYCTA depots, such as Crosstown, East New 
York, Fifth Avenue, and Freshpond, indicate perfor­
mance below system average as well as below their ex­
pected values. These depots evidently constitute a peer 
group for improvement in their operating speed per­
formance. 

The comparisons-, similar to the ones discussed 
above, were prepared for each of the five transportation 
and maintenance indicators. The uncontrolled and con­
trolled comparisons were then used to establish manage­
ment priority to remedy transportation and maintenance 
deficiencies in NYCTA depots. The priority of depots 
is determined by ranking the uncontrolled and controlled 
performance results. The composite uncontrolled 
ranking for transportation and maintenance functions 
is prepared in two steps. In the first step, depots for 
each of the five transportation and maintenance indicators 
are ranked in a straight ordinal fashion from 1 to 11, 
where 1 represents the best actual performance and 11 
represents the worst actual performance. In the second 
step, the cumulative score for the depots is again 
ranked from 1 to 11, where 1 represents the depot that 
has the least cumulative score for five transportation 
or maintenance indicators and 11 represents the depot 
that has the highest cumulative score. ·The uncontrolled 
rankings of depots for transportation and maintenance 
functions are given in Table 1. 

The controlled ranking of depots is performed in two 
steps, similar to the uncontrolled ranking. However, 
in the controlled ranking, the depots are ranked based 
on the percentage difference between actual and expected 
performance (i.e., 1 = the depot that exhibits the highest 
percent better performance and 11 = the depot that ex­
hibits the highest percent worse performance). The 
controlled rankings of depots are also shown in Table 1. 
The rankings shown in this table were used to establish 
management's priorities for implementing remedial 
steps at the depots. From the priority scheme given 
below, it is evident that the comparison of uncontrolled 
and controlled ranking was helpful in identifying perfor­
mance deficiencies that would otherwise have gone un­
noticed. 

Management Transportation Maintenance 
Priority Performance Performance 

Top East New York Jamaica 
126 th Street East New York 
Crosstown 126 th Street 
Castleton Castleton 

Second Fifth Avenue Fifth Avenue 
Jamaica Crosstown 
Fresh pond Ulmer Park 

Third Flushing Queens Village 
Queens Village Flatbush 
Flatbush Fresh pond 
Ulmer Park Flushing 

For example, under uncontrolled comparison, Castleton 
Depot ranked on top of all the other depots in trans­
portation and maintenance functions, which indicates 
superior performance. However, the controlled ranking 
indicated that there was significant room for improving 
performance at this depot. Consequently, Castleton 
Depot was assigned top priority for remedial action. 
Therefore, both uncontrolled and controlled comparisons 
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are needed to correctly identify deficiencies that are not 
evident from either of the methods alone. It should be 
pointed out that the comparison technique and ranking 
scheme discussed here can also be used to determine 

Figure 6. Uncontrolled comparison of depot operating 
speed-actual performance versus system average. 
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Figure 7. Controlled comparison of depot 
operating speed-actual versus expected 
performance. 
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the priority of depots for individual performance mea­
sures. 

CONCLUSIONS 

The methodology used to compare transportation and 
maintenance performance of NYCTA depots allows com­
parison of each depot performance with the system 
average, as well as with its expected value. Uncon­
trolled and controlled comparisons provide a useful 
technique because it not only takes into consideration 
the interdependency between different indicators but 
makes an allowance for unique operating characteristics 
of each depot. 

This methodology can be easily adapted to compare 
performance of depots in other larger transit systems 
that operate out of multiple operating facilities. Of 
greater significance is that the technique can also be 
used to compare performance of one system with the 
performance of peer systems to identify deficiencies. 

The use of only a single comparison technique (un­
controlled or controlled) does not provide sufficient in­
formation to diagnose problem areas and to develop a 
program of priority remedial action; instead, both com­
parison procedures must be employed. The suggested 

Figure 8. Combined comparison of depot operating 
speed. 
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o NYCTA DEPOTS 

1 CASTLETON 7. FRESH POND 
2 CROSSTOWN B. JAMAICA 
3. EAST NEW YOA K 9 QUEENS VILLAGE 
4. FIFTH AVENUE 10. ULMER PARK 
5. FLATBUSH 11. 126th STREET 
6. FLUSHING 

Table 1. Depot ranking for transportation and maintenance 
performance. 

Transportation Maintenance 
Performance Ranking Performance Ranking 

NYCTA Depot Uncontrolled Controlled Uncontrolled Controlled 

Castleton 1 8 1 8 
Crosstown 8 11 9 6 
East New York 10 10 8 10 
Fifth Avenue 9 7 4 7 
Flat bush 4 2 2 3 
Flushing 5 4 3 1 
Freshpond 6 5 6 2 
Jamaica 6 6 10 11 
Queens Village 3 3 7 4 
Ulm e r Park 2 1 5 5 
126 th Street 11 9 11 9 



Transportation Research Record 746 

diagnostic tool in this paper is easy to apply and should 
be used by transit managers on an ongoing, continuous 
basis to monitor and improve performance. 

REFERENCE 

1. Task IV: Surface Peer Group-Cost Center Analysis, 
New York MTA Management Study, Dralt Final 

19 

Report. Transportation Consulting Division, Booz, 
Allen, and Hamilton, Inc., Philadelphia, PA, May 
1979. 

Publication of this paper sponsored by Committee on Transit Service 
Characteristics. 

Portfolio Model of Resource Allocation 
for the Transit Firm 
David C. Prosperi 

An agency resource-allocation model is presented that allows a fuller 
understanding of performance by linking aggregate performance indi­
cators with diaggregated measures of route-level activity. The evalua­
tive framework is based on the portfolio-choice model of financial 
management. In this model, aggregate return and risk parameters are 
found by examining the resource-allocation pattern and ridership levels 
for individual routes. Although this is primarily an economic utility­
maximizing approach, the model parameters were calculated for two 
time periods and compared in an evaluation of resource reallocation. 
Before and after levels of service and ridership counts for 41 routes 
operated by the San Diego Transit Corporation provide the inputs to 
the modeling effort. Results show that the average return increased 
with minimal risk impacts in the post-reallocation period, indicating 
a better resource-allocation package. The relationship between re­
source allocation and the aggregated average return is thus made 
explicit and the change in aggregate indicators viewed directly as a 
function of management and operational considerations at the route 
level. Finally, the model or method of analysis is evaluated in terms 
of both its conceptual and measurement'procedures. 

An evaluative framework for overall transit performance 
is presented that employs the concepts of resource allo­
cation and economic returns for individual routes. 
Prior conceptualizations and analyses of transit per­
formance have focused on aggregate measures of inputs, 
produced outputs, and consumed outputs (1). Route­
level analysis of performance is a relatively new phe­
nomenon and critical evaluation of route-level activity 
is a young enterprise. Route-level demand models have 
appeared only in the past few years (2, 3) and route-level 
performance evaluations are still in foe stage of ad hoc 
development (4-6). The purpose of this paper is to 
formalize and-demonstrate an internal resource­
allocation model that allows fuller understanding of per­
formance by linking aggregate systemwide performance 
indicators with disaggregated measures of route-level 
activity. 

The framework is based on the portfolio-choice 
model of financial management. A portfolio is a collec­
tion of activities to which resources can be allocated. 
The portfolio-selection probelm is to choose investment 
levels for individual activities so as to maximize a 
utility function defined over both the expected value of 
the collected returns of individual activities and the total 
risk associated with achieving those returns. Thus, the 
approach allows the derivation of an aggregate system­
wide indicator of performance based on an analysis of 
route-level activity. In the transferral of the model 
from financial management to an evalaative tool for 
transit managers, investments are resources assigned 

to routes, individual activity returns are measures of 
the patronage of transit routes, the expected value of 
the portfolio is a weighted average of route investment 
and return levels, and risk is a measure of the varia­
tion in the mean expected return. 

TRANSIT PERFORMANCE: 
ORGANIZATIONAL AND 
ROUTE ANALYSIS 

Transit performance is becoming synonomous with the 
terms efficiency and effectiveness. In a recent paper, 
Fielding and others identified nine preliminary perfor­
mance indicators that focus on these twin evaluative 
criteria (1). Sticking with standard definitions, effi­
ciency is the ratio between produced output and the 
amounts of input required to produce them. Effective­
ness is the degree to which outputs are consumed or 
used and a relative measure of output quality. Cost or 
r~source effectiveness is a composite measure and is 
defined as the ratio of consumed outputs to costs or 
input magnitudes. As such, this last performance con­
cept serves as an overall indicator of the performance 
of the entire service provision process, including both 
the production and the consumption of services. 

Fielding, Glauthier, and Lave suggest three general 
areas of use for their set of performance indicators. 
They are as follows: 

1. Management uses, including the identification of 
activities within a system in which achieved indicator 
values are above or below some norm, the comparison 
of activities of one's own agency against indicator values 
achieved by similar properties, internal monitoring of 
production processes, and the stimulation of discussion 
among transit operators and key personnel; 

2. Evaluation of suborganization performance, in­
cluding the development of objectives and auditing pro­
cedures for improvement of activities, route evaluation, 
and the facilitation of labor negotiations; and 

3. Inputs into public policy, by focusing discussion 
on a common set of issues and criteria. 

Although these are all universally considered as legiti­
mate uses of performance measurements and evaluation, 
specific procedures to accomplish such objective~ have 
yet to be developed at a generalized and transferable 
level. 

Two broad approaches to route-level performance 



20 

evaluation are in practice in the transit industry. The 
first approach concentrates on service standards, both 
with r ega1·d to design (e.g., route frequency, headways, 
and growth potential) and operations (e .g. , schedule ad­
herence, travel speeds, accidents, complaints, and lost 
runs). In a recent study of several western transit 
properties, Glauthier and Feren (7) described how these 
standards are related to transit goals and objectives 
and reviewed within-house methodologies wherein sur­
veillance of design and operational variables led to im­
provement in route performance. 

The second approach to route-level performance 
focuses on the economic and financial ratio. These 
ratios may serve, alternatively, as indicators of the 
relationship between produced output or consumed output 
and inputs, or between consumed outputs and produced 
outputs. The most common fo r m found in transit­
evaluation literature is the r e venue/cost (R/C) ratio. 
Other measures, such as passengers per kilometer or 
subsidy per passenger also are employed in various 
situations. The basic procedure for the individual 
route R/ C ratios is to disaggregate an agencywide cost 
function into individual cost functions for routes (8). 
At a conceptual level, as much detail as desired fs pos­
sible, although practical difficulties usually result in 
somewhat simplified models. This methodology has 
been applied and discussed by both Cherwony (9) and 
Nelson and Nevel (10). -

What is important at this juncture is how these route­
level economic and financial ratios are used by transit 
managers and what interpretation can be given to them. 
Cherwony, for example, employs the concept of cost 
centers. The general approach of comparing route­
level financial ratios assumes that routes are in com­
petition with one another for resources. As such, the 
analysis of route performance is placed within the 
overall context of economic resource-allocation prob­
lems. Moreover, since such competition occurs with 
a budget constraint, the evaluation system leads to a 
zero-sum outcome (i.e., if more resources are placed 
on a route, another route must have its resources de­
pleted). Following the principles of resource alloca­
tion formulated in microeconomics, Cherwony cor­
rectly asserts that it is possible to increase the aggre­
gate R/C ratio of a transit property by shifting re­
sources from relatively less cost-effective routes to 
those that have relatively high cost-effective ratios. 
Such shifting of resources may be done even though all 
the component parts of a system are operating in a 
deficit situation-a frequent happenstance in not-for­
profit systems. 

Nelson and Nevel have used disaggregated R/ C ratios 
for a different purpose . R/ C ratios were defined for 
route segments and mapped for each route of South Bend 
(Indiana) Transit. Visual inspection of the resulting 
map enabled the authors to suggest service modifications 
to loop ends. Although not intended as such, their ap­
proach serves as an important development in the spatial 
analysis of both revenue generation and costs. With the 
emergence of equity as a third important and distinct 
evaluative criterion, the Nelson and Nevel approach 
could yield fruitful results in future studies. 

This brief review of transit performance and manage­
ment is concluded with several observations. First, 
the performance criteria currently in use are mostly 
economic and socioeconomic in nature, even though the 
provision of transit is largely publicly provided. The 
use of economic indicators for what is essentially a 
social service arises from the general concern for cost 
or resource effectiveness in the public sector. Second, 
although economic indicators are employed by evalua­
tors, there is no overall economic framework that 
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guides the provision of service systemwide. Economic 
notions are used in a descriptive instead of a prescrip­
tive manner. There is a noticeable paucity of theoretical 
models and their application to guide resource allocation. 
Finally, discussions of how aggregate performance mea­
sures are related to disaggregated measures are vir­
tually nonexistent. The model presented below seeks to 
help fill this void. 

RESOURCE ALLOCATION AND THE 
GENERAL PORTFOLIO APPROACH 

The link between aggregate performance indicators and 
route-level activity lies in the rules of resource alloca­
tion as formulated in the theory of the firm. Resource­
allocation rules are developed within traditional micro­
economics to help decision makers achieve optimality in 
aggregate production efficiency. In the real world, 
optimal allocations are generally impossible for two 
reasons: (a) equity constraints that mandate diversified 
allocation patterns and (b) the relative permanence 
of system infrastructure (either for reasons of sunk 
capital or for maintenance of political support). Thus, 
the best one can usually do is an evaluation study to 
identify resource reallocations that are in the proper 
direction (i.e., that move towards an optimal distri­
bution). 

The objective function of resource allocation (assum­
ing for the moment that optimal allocation patterns are 
possible) is the maximization of economic return from 
use of scarce inputs. In traditional production situa­
tions, marginal analysis is employed to determine 
whether a scarce resource is equally productive in all 
output-generating processes. The rules are founded on 
the concept of opportunity cost. When the marginal­
analysis equality conditions do not hold across all pro­
cesses, the producer is missing an opportunity to in­
crease aggregate return by reallocating resources 
from activities that have smaller marginal returns to 
ones that have larger marginal returns. It is within 
this vein, for example, that Cherwony fosters move­
ment of resources from less cost-effective routes to 
more cost-effective routes. 

The usefulness of traditional resource-allocation 
rules as a general framework of economic analysis is 
weakened by the context of perfect certainty in which 
they are formulated. The notion of certainty violates 
real-life observation, both in its basic assumption that 
outputs are perfectly predictable and in its implication 
that, with a linear production function and a budget 
constraint, a decision maker will optimally choose 
the project or process that offers the highest rate of 
return. Thus, a decision maker will invest all of his 
or her resources in the best alternative. This obvious 
failure of traditional resource-allocation rules to cope 
with empirical aspects of real-life situations paved the 
way for new approaches to resource-allocation analy­
sis, including the use of nonlinear production functions 
or modes of analysis. 

The portfolio-selection model provides an alterna­
tive method of assessing resource-allocation problems. 
The model is well documented in the literature on 
financial asset management (11-13). The analytical 
problem may be posed as a general question: Given a 
set of economic return and variance estimates regard­
ing future outcomes on individual securities, what is 
the optimal portfolio an investor should select? In 
other words, How much of an investor's resources 
should be allocated to each security? There are two 
crucial distinctions between the portfolio-selection 
model and the resource-allocation models of tradi­
tional microeconomics: 
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Figure 1. Preference map for risk-ave.rse decision makers. 
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Figure 2. Efficient set of portfolios. 
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1. Instead of making estimates on future outcomes 
solely in terms of point estimates, additional informa­
tion is incorporated that accounts for the extent to which 
subsequently realized outcomes may differ from those 
predicted; and 

2. As a result of the explicit consideration of an 
uncertainty factor in the decision-making model, a two 
dimensional return-risk criterion emerges in place of 
simple maximization of aggregate economic return. 

Theoretical Development 

The selection of an investment portfolio by a decision 
maker or system manager relies on the theory of choice 
under uncertainty as portrayed in the axioms of the be­
havioral theory of expected utility and the traditional 
microeconomic utility-maximizing approaches (14). 
In theory, decision makers possess a utility function 
defined over possible values of aggregated expected 
retl!rn (E (Rp)] and aggregated expected risk L V(Rp)]. 
Furthermore, decision makers are assumed to be 
averse to risk (i.e., to get the decision maker to take 
on more risk, he or she must be compensated with 
greater expected returns). Given this assumption, the 
utility function of the decision maker is an increasing 
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Figure 3. Equilibrium and optimality. 
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function of aggregate return and a decreasing function 
of aggregate risk. Therefore, any indifference curve 
in risk-return space with respect to portfolio oppor­
tunities must be positive sloping. For given and fixed 
utility levels (i), therefore, a series of convex indif­
ference curves (U1

) can be drawn to represent the 
trade-off between aggregate return and risk. By con­
vention, utility increases in a direction upward and to 
the left (see Figure 1). 

Portfolios can be evaluated relative to others on the 
basis of two parameters: aggregate expected return and 
aggregate risk. The key variables that give rise to the 
different values of the portfolio parameters are the levels 
of investment in each of the assets. Different invest­
ment patterns in the set of assets will yield different 
values of aggregate return and risk that, when plotted 
in risk-return space, represent the set of portfolio 
opportunities. By using the assumption of risk-averse 
decision makers, it is possible to define, via the domi­
nance principle (no portfolio with the same or higher 
aggregate expected return has a lower aggregate risk), 
a specific subset of all feasible portfolios termed the ef­
ficient set. The optimal portfolio will be chosen from 
this subset. Graphically, the efficient portfolio subset 
will lie somewhere along the upper left boundary of the 
set of feasible portfolios. Thus, in risk-return space, 
the set of efficient portfolios traces a positively sloping 
concave curve (see Figure 2). 

The choice situation is stated in terms of the eco­
nomic concepts of equilibrium and optimality. Resolu­
tion is achieved in the normal manner by selecting a 
portfolio that maximizes decision-maker utility. The 
optimal portfolio is thus found by a tangency between 
the efficient-set curve and the highest indifference 
curve attainable, illustrated by point A in Figure 3. 
The concepts and graphical resolution here are similar 
to classic utility-maximizing approaches, except for 
the labeling of the variables. The fundamental difference 
is that an optimal portfolio is a set of investments 
among the assets rather than a single investment in a 
single asset. 

The Mean-Variance Empirical Model 

In practice, the parameters of interest in portfolio 
selection are found by the mean-variance model. Here, 
the weighted mean (a central tendency measure) of the 
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indiviqual security returns serves as a measure of the 
collected expected return of the portfolio, while the 
variance of the aggregated weighted mean indicates the 
riskiness of the portfolio by measuring the possible 
dispersion of the actual collected return. 

The expected return of a portfolio [E (RPH composed 
of p securities is 

p 

E(Rp) = ~ wP e(rp) 
p= I 

where 

p 

!: 
p=l 

expected return of individual security p, 
proportion of total funds invested in 
security p, and 

1 

(I) 

Thus, via the statistical concept of the weighted sum 
of random variables, the portfolio's expected return is 
simply the weighted average of the expected return of 
its individual components. The weights are the pro­
portions of resources allocated among the individual 
securities. 

The variance [V(Rp)J of a portfolio composed of p 
securities is given as 

p p Q 

V(Rp) = ~ w~a~ + ~ ~ Wp Wq rpq ap Oq (2) 

where 

p = l p=Jq = J 

variance of the individual securities; 
standard deviation of the individual 
securities; 
correlation coefficient between securities 
p and q, pfq; and 
proportion of funds invested in securities 
p and q. 

The variance or riskiness of a portfolio is obviously a 
more complicated function. It depends on three ele­
ments: (a) the variance of the individual securities, 
(b) their correlation coefficients, and (c) the propor­
tions invested. 

The explicit consideration of individual activity 
variances and the calculation of total risk is the major 
differentiating characteristic of the portfolio approach. 
As can be readily observed from the specific risk 
equation presented, total risk is divided into two 
parts: riskiness of individual securities and riskiness 
accrued via the interrelationships among individual 
security variances. Analysts who use the method in 
financial management have focused on the second part 
of the risk equation (14). The effect of these interrela­
tionships on the totalriskiness of the portfolio should 
be intuitively clear-the higher the positive correlation 
between securities, the higher the variability of the 
portfolio return. From this mathematical certainty, 
analysts have developed the portfolio-diversification 
principle, which states that overall risk is mainly 
determined by these interrelationships rather than the 
individual variance of securities. In empirical situa­
tions, this is a matter to be determined. If the first 
element is the larger contributor to total risk, risk 
reduction is continued by further stabilizing each indi­
vidual security. In the other case, risk reduction is 
achieved most efficiently by investing in securities 
whose returns are uncorrelated. 
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THE APPROACH AND MODEL 
APPLIED TO TRANSIT 
PERFORMANCE 

The portfolio-theory approach and its operational 
form (the mean-variance model) serve as a vehicle to 
link an overall resource-effectiveness performance 
measure for a transit firm to an analysis of resource 
effectiveness at the route level. Specifically, an ag­
gregate performance indicator is computed by con­
sidering both the route-resource-allocation package 
(levels of inputs or service) and the resulting eco­
nomic returns to individual routes (ridership). The 
quintessential question is how to arrive at a particular 
resource-allocation package that achieves the highest 
expected return on the route portfolio (i.e., weighted 
average of individual route returns) while minimizing 
the level of risk. 

In this paper, the perspective of optimality is re­
placed by a focus on a typical planning evaluation analy­
sis. The portfolio parameters associated with a before 
resource-allocation package and its resulting returns 
are compared with an after pattern of inputs and rider­
ship levels among routes. 

The before-and-after approach to comparing portfolios 
can lead to four possible outcomes, only one of which is 
clearly better. An unambiguously better portfolio is 
one whose expected mean value is higher than in the 
former case and whose total risk is lower than in the 
previous case. Conversely, an unambiguously worse 
portfolio is one that has a smaller expected return and 
a larger variance than the existing resource-allocation 
pattern. The indeterminate cases-higher return, 
higber risk and lower return, lower risk-are unclear 
results even though they' are consistent with the axioms 
of the underlying preference theory of the model. In 
these cases, additional analysis and interpretation 
must be brought to bear to ferret out the consequences 
of the resource reallocation. 

An Application 

An initial application of the method to transit manage­
ment is developed. The central thrust herein is on 
forming preliminary definitions and measures for the 
parameters of the model and to illustrate the usefulness 
of the approach in transit resource-allocation planning. 
For demonstration purposes, several simplifications 
have been made in operationalizing key variables. 

Monthly operating reports for 41 routes operated by 
the San Diego Transit Corporation were obtained for 
the period between July 1977 and June 1978. The re­
ports contain information on route lengths, number of 
bus trips, and average passengers per trip. The 
before-and-after comparison of portfolio parameters is 
examined by partitioning the data set into two six­
month time periods. This division corresponds to a 
major route rescheduling effort implemented in January 
1978 (15). 

Calculation of Variables and Parameters 

The variables and parameters to be calculated are 
minimal in number and complexity. The major data 
requirement is time series data for route trips and 
passengers. Four variables and two parameters are 
to be computed. (The model was developed for U.S. 
customary units only; therefore SI units are not 
given.) The variables are 

1. Proportion of resources assigned to individual 
routes in e:i,ch time period (w;, t=l,2), 
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Table 1. Resource allocations. 

Percentage of Resources Direction of Change 

Route Time Period 1 Time Period 2 Up Down Same 

1 1.201 1.204 x 
2 2.069 2.035 x 
3 2.300 2.282 x 
4 3.923 4.099 x 
5 6.252 7.111 x 
6 3.031 3.073 x 
7 5.555 5.476 x 
8 5.806 5.249 x 
9 4. 716 4.997 x 

10 0.623 0.588 x 
11 2.246 2.365 x 
12 0.255 0.272 x 
13 7.931 7.856 x 
14 0.866 0.865 x 
15 5.472 5.123 x 
16 1.497 2.008 x 
17 0.097 0.115 x 
18 6.024 5.814 x 
19 2.004 1.859 x 
20 5.696 5.587 x 
21 2.419 2.275 x 
22 5.023 4.920 x 
23 0.586 0.582 x 
24 4.552 4.594 x 
25 2.208 2.191 x 
26 2.515 2.483 x 
27 2.744 2.674 x 
28 1.029 1.013 x 
29 0.247 0.244 x 
30 0.424 0.780 x 
31 0.271 0.267 x 
32 0.243 0.240 x 
33 0.248 0.244 x 
34 1.353 1.163 x 
35 0.199 0.199 x 
36 0.756 0.750 x 
37 0.369 0.370 x 
38 2.512 2.512 x 
39 1.900 1. 789 x 
40 1.527 1.528 x 
41 1.236 1.234 x 

2. Estimated return in ride1·ship for each route in 
each time period [e(r;), t=l,2), 

3. Variance associated with each route's return 
(a~', t=l,2), and 

4. Covariation of route returns among all pairs of 
routes. 

The return and risk parameters of the portfolio are de­
fined as above in Equations 1 and 2. 

The proportion of resources allocated to each route 
in each time period can be initially determined as 
follows. 'First, the total monthly number of trips is 
multiplied by the route length and added over the months 
in the time period, yielding total route revenue vehicle 
miles: 

6 

RVMP = ~ tripsP x length (3) 

m=I 

Then, assuming the cost per revenue vehicle mile to be 
constant throughout the system, the proportion of re­
sources allocated to each route is simply its six-month 
total divided by the sum of individual route totals in the 
time period: 

I 
Wp=RVM~/RVM' t=l,2 (4) 

The calculated allocation packages, defined by Equations 
3 and 4 for the two tiine periods, are illustrated in 
Table 1. Visual inspection of the table shows that 11 
routes received relatively more service in the second 
time period than in the first six months and that the 

23 

Table 2. Returns and standard deviations for individual routes. 

Time Period 1 Time Period 2 

Estimated Estimated Estimated Estimated 
Route Return SD Return SD 

1 49.41 1.09 46.28 0.87 
2 50.01 1.31 50.81 1. 75 
3 52.96 2.53 52.53 2.48 
4 62.11 3.57 63.48 2.85 
5 60.63 2.04 58.20 1.16 
6 38.96 1.86 39 .18 1.98 
7 54.38 2.40 57.03 2.81 
8 24.48 1.32 42.15 8.00 
9 67.38 3.47 64.56 1.94 

10 31.28 1.14 31.10 1.60 
11 35.05 3.23 33.25 1.87 
12 14.43 1.02 15 .43 0.89 
13 46.98 1.42 48.36 1.28 
14 29.05 1.20 30.18 0.96 
15 30.63 0.69 32.78 1.25 
16 II. 70 1.10 11 .41 1.02 
17 19.68 8.88 25 .61 5.53 
18 33.11 1.65 33.43 1. 76 
19 31.63 2.62 33 . 76 3.26 
20 61.20 1.45 61. 88 1. 69 
21 32. 81 0.92 35.36 0.95 
22 81.31 0.81 84.00 4.55 
23 20.20 0.66 20.71 1.38 
24 58.63 3.49 58.88 1.35 
25 26. 76 1.63 29.80 1.14 
26 19.68 1.84 19. 18 1.09 
27 26.38 3.05 30.06 1. 78 
28 30.58 0.85 32.01 2.86 
29 13.90 0.75 13.86 0.75 
30 9.83 1.04 7.06 1.94 
31 21.58 2.34 24 .00 1.25 
32 8.85 1.12 8.35 0.80 
33 16.51 1.51 14.10 0.99 
34 21.36 2.72 22.40 0.87 
35 18. 75 1.00 20.68 1.34 
36 17 .15 2.70 15.68 2.74 
37 3.83 0.23 4.51 0.24 
38 25.98 3.21 23 .25 2.46 
39 28.71 1.33 29 .65 2. 17 
40 15.73 0.65 16.60 0.90 
41 18.56 1.98 20.81 I. 94 

relative level of service was cut on some 20 routes sub­
sequent to the change in scheduling. 

For individual routes, the expected return in each 
time period [e(rp)] is measured in ten:ns of the number 
of passengers per run. The specific values are obtained 
by calculating the mean of six monthly averages for the 
consumption data reported in the original data: 

(5) 

This calculation is performed for all routes in both time 
periods. 

The individual route risks associated with the return 
variable for each route is calculated as the variance 
about the mean found by Equation 5, for each time 
period. The values for indi victual route returns and 
variances are displayed in Table 2. Note that the 
variances are, for the most part, extremely small, 
which indicates temporal stability of the route return 
estimates. 

The final variables to be calculated are the correla­
tion coefficients between the within-period temporal 
pattern of returns among routes. The Pearson product 
moment coefficient (r ), which measures the relation­
ship between return values for routes, is computed for 
each pair of routes in both time periods. 

Given the original data and the derived variables 
necessary for analysis, the portfolio parameters in 
each time period are calculated by employing Equations 
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1 and 2. The mean value of the portfolio in the first 
six months was 42.98 passengers/ run; the associated 
portfolio variance was calculated to be 1.013 24. In the 
second time period, after the reallocation of resow·ces, 
the mean value of the portfolio was 44.62 passengers/ 
run, a 4 percent increase. However, the new variance 
was estimated to be 2.647 38, an increase of 161 per­
cent. The direction of change in both of the aggregate 
portfolio parameters is in accordance with anticipated 
results, given the supposed preference for risk aversion 
described in the earlier theoretical development of the 
model structure. 

The improvement in the mean return value at greater 
risk is an ambiguous result, as defined above. One 
interesting numerical result that emerges from the two 
sets of calculations may serve to add some judgmental 
evidence pertaining to the appropriateness of the second 
resource allocation. If we combine the return and risk 
portfolio parameters in each time period into an overall 
range (i.e., 41.97-43.99 for the first six months and 
41.98-47.26 for the postshift allocation), it is straight­
forward to observe that the lower limits are almost 
exactly equivalent. The interpretation of this finding is 
that the reallocation of resources is favorable for the 
combined reasons that the mean value of the second 
portfolio is greater and, at worst, the second portfolio 
would give rise to an equvialent return under similar 
conditions that the initial allocation pattern would com­
mand. The advantage of the second resource allocation 
then is that, by concentrating resources in routes that 
have higher individual returns, the mean return of the 
portfolio is increased at little or no improvement in the 
worst possible risk situations. 

EVALUATION OF THE METHOD 

The major advantages of the portfolio-choice approach 
are fourfold: 

1. The method provides for a fresh perspective on 
transit management and performance by focusing not 
only on returns but also on risks associated with dif­
ferent allocation strategies, 

2. It provides a vehicle to link aggregate perfor­
mance measures to detailed analyses of activities, 

3. It allows the resource-allocation question to be 
placed in a more satisfactory conceptual framework 
than is possible under standard microeconomic theory, 
and 

4. It allows the analyst and decision maker to in­
corporate additional information into the decision pro­
cess and thus provides for better decisions. 

The major disadvantage of the approach is the 
amount of data required to calculate the variables and 
parameters of the model. This problem is not as 
serious as might be thought after an initial reading . 
The cost-effectiveness approaches reported in the 
literature and the various costing models that are now 
being used demand as much if not more data. Given 
that data are becoming more available in disaggregate 
form, the application of portfolio- choice theory repre­
sents only a marginally more complicated effort. 

Regarding future research needs, two areas may be 
identified. The first focuses on the resource-allocation 
packages that would be needed to achieve a target aggre­
gate R/C ratio for the firm. Research here would be 
involved in finding the optimal allocation of resources 
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to routes if the operator sets, say, a goal of achieving 
a 0.50 fare-box recovery ratio. Sensitivity analysis 
could be performed on various target ratios. Here, 
the analysis would focus on how the allocation package 
among routes changes as a function of the target ratio. 
The second area of future research that might provide 
useful insight is to examine the spatial impacts of dif­
ferent resource-allocation packages. Since routes, 
by definition, have a spatial component, it is directly 
possible to analyze the consequences for the area of 
different resource-allocation strategies. In perspec­
tive, the two research ideas outlined here can be readily 
incorpornted into a lai·~e1· strategy of evaluation includ­
ing both the economic (resource allocation) and social 
(spatial) aspects of transit provision. 

REFERENCES 

1. G.J. Fielding, R.E. Glauthier, and C.A. Lave. 
Performance Indicators for Transit Management. 
Transportation, Vol. 7, 1978, pp. 365-379. 

2. R. W. Schmenner. The Demand for Urban Bus 
Transit: A Route-by-Route Analysis. Journal 
of Transport Economics and Policy, Vol. 10, 1976, 
pp. 68-86. 

3. J. H. Shortreed. Bus Transit Route Demand 
Model. TRB, Transportation Research Record 625, 
1977, pp. 31-33. 

4. The Five Year Plan: Operational, Capital and 
Financial Program, Fiscal Years 1978-1982. 
Southern California Rapid Transit District, Dec. 
1976. 

5. T. S. King. A Rational Approach to Planning: 
Tri-Met's Criteria for Service. Transit Journal, 
Vol. 1, 1975, pp. 23-26. 

6. Massachusetts Bay Transportation Authority and 
Tidewater Transportation District Commission. 
Bus Service Evaluation Procedures: A Review. 
Urban Mass Transportation Administration, Rept. 
UMTA-MA-09-7001-79-1, March 1979. 

7. R. E. Glauthier and J. N. Feren. Evaluating 
Individual Route Performance. Transit Journal, 
Vol. 5, 1979, pp. 9-26. 

8. Arthur Anderson and Company. Bus Route Cost­
ing for Planning Purposes. Transport and Road 
Research Laboratory, Crowthorne, Berkshire, 
England, 1974. 

9. W. Cherwony. Cost Centers: A New Approach 
to Transit Performance. Transit Journal, Vol. 3, 
1977' pp. 70- 80. 

10. K. E. Nelson and W. C. Nevel. Cost-Effectiveness 
Analysis of Public Transit Systems. Traffic 
Quarterly, Vol. 33, 1979, pp. 241-252. 

11. J. Fried. Forecasting and Probability Distribu­
tions for Models of Portfolio Selection. Journal 
of Finance, Vol. 25, 1970, pp. 539-555. 

12. H. M. Markowitz. Portfolio Selection. Journal 
of Finance, Vol. 7, 1952, pp. 77-91. 

13. w. F. Sharpe . Portfolio Theory and Capital 
Markets. McGraw Hill, New York, 1970. 

14. E. F. Fama and M. H. Miller. The Theory of 
Finance. Holt, Rinehart and Winston, Chicago, 
1972. 

15. Five-Year Plan Update. San Diego Transit Corpora­
tion, San Diego, March 1978. 

Publication of this paper sponsored by Committee on Transit Ser11ice 
Characteristics. 



Transportation Research Record 746 25 

Evaluating Potential Effectiveness of 
Headway Control Strategies for 
Transit Systems 
Mark A. Turnquist and Steven W. Blume 

Holding strategies for control of headways between transit vehicles are 
often considered as a means of improving the reliability of transit 
service. This paper describes simple tests that can be used to identify 
situations for which control is potentially attractive. These tests depend 
only on a simple measure of headway variability and the proportion of 
total passengers who will be delayed as a result of the holding strategy. 
Thus, this analysis provides transit operators with a simple screening 
model to evaluate potential effectiveness of controls. 

Headway control has been proposed as one way to im­
prove the reliability of transit service. By reliability 
we mean the ability of transit to adhere to schedule or 
to maintain regular headways and a consistent travel 
time. This ability is important to both the transit user 
and the transit operator. To the user, nonadherence to 
schedule results in increased wait time, makes trans­
ferring more difficult, and creates uncertainty about 
arrival time at the destination. To the operator, unre­
liability results in less effective utilization of equipment 
and personnel and reflects itself in reduced productivity 
and increased cost in the system's operations. 

A study of the potential effectiveness of various stra­
tegies for control of unreliability in transit services is 
thus a vital element in the search for ways to improve 
transit productivity and efficiency. Such control stra­
tegies have important implications for both planning and 
management of transit systems. Control strategies may 
be divided into two basic groups: planning and real time. 
In general, the distinction is that planning strategies in­
volve changes of a persistent nature. Examples include 
restructuring of routes and schedules, changes in the 
number and location of stops, or provision of exclusive 
rights-of-way. On the other hand, real-time control 
measures are designed to act quickly to remedy specific 
problems. These actions have immediate effects but 
seldom exert any influence on the general nature of op­
erations over a longer time period. 

Several real-time strategies for correcting service 
disruptions have been discussed in the literature. A 
good summary of the state of current knowledge in this 
area has been provided by Abkowitz and others (1). One 
commonly considered control strategy is the holding of 
selected vehicles at control points along a route to regu­
larize headways between successive vehicles. That is, 
a vehicle that arrives at the control stop too close be­
hind the preceding vehicle would be deliberately delayed 
to make the headway between these vehicles more nearly 
equal to the scheduled headway. 

The major incentive for making headways more regu­
lar is to reduce waiting time of passengers who board at 
or beyond the control point. If passengers arrive at a 
stop without regard to the schedule of service (i.e., 1·an­
domly), a well-known formula [see Welding (2) ] gives 
the average wait time as -

E(W) = [E(H)/2] + [V(H)/2E(H)] (I) 

where 

E(W) =average wait time, 

E(H) =average headway between vehicles, and 
y(H) =variance of headway. 

Thus, making headways more regular (i.e., reducing the 
variance) serves to reduce average wait. 

On the other hand, the major costs of such a policy 
are borne by passengers who are already on the vehicle, 
since they are delayed when the bus is held up. Thus, 
the implementation of a holding control strategy involves 
making some passengers better off at the expense of 
others. At a minimum, if control is to be effective, it 
must reduce aggregate waiting time by mo1·e than it in­
creases aggregate in-vehicle time (possibly allowing for 
some differential weighting of these two elements of total 
trip time). 

The purpose of this paper is to provide some basic 
rules of thumb to indicate the conditions under which a 
holding strategy might be effective. By implication, we 
also wish to describe those situations in which such a 
strategy is not likely to be effective. These rules of 
thumb are based on relatively modest data requirements 
about the route and, hence, should be useful in making 
basic planning decisions about whether or not to imple­
ment such a control strategy on a given route. 

PREVIOUS ANALYSIS 

An article by Barnett (3) has provided several important 
ideas for the work contained here. He formulated a 
model based on a simple discrete approximation to the 
probability distribution of vehicle arrival ti.mes at bus 
stops. Based on this simple model, an optimal holding 
strategy can be derived to minimize the total delay to all 
passengers who use the route . Tbe resulting strategy 
depends on (a) the mean and variance (or standard devia­
tion) of the headway distribution, (b) tbe ratio of average 
vehicle load at the control point to average number of 
boa1·ding passengers at subsequent stops, and (c) the 
correlation between successive vehicle arrival times at 
the control stop. This last information is a measure of 
the degree of bunching or pairing of vehicles on the route: 
A route on which vehicles have bunched in pairs would 
have a large negative correlation between successive 
headways because a very short one (between two paired 
vehicles) will be followed by a very long one (between 
bunches). Statistical estimation of this correlation is 
difficult, however, because of the small sample sizes 
available and the notorious unreliability of the estimators 
of covariance. 

The objectives of this paper are to analyze holding 
strategies by using a more general probability model of 
vehicle arrival times at the control stop and to shed 
some additional light on the question, Under what con­
ditions is control likely to be of value? Specifically, we 
wish to allow a transit operator to address this question 
without detailed knowledge of the covariances between 
successive vehicle arrival times at stops, as this in­
formation is seldom available. 

Our approach is to use a general model of the proba­
bility distribution of headways between successive vehi-
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cles and then examine two simple cases that provide ap­
proximate upper and lower bounds on the potential bene­
fits of a holding strategy. By doing this, basic 
conclusions can be reached regarding situations in 
which control is likely to be beneficial and those in 
which it is not. 

We will examine a holding strategy that holds each 
early vehicle (i.e., each vehicle preceded by a short 
headway) until the headway preceding it reaches a min­
imum allowable value (hm;n). The structure of the analy­
sis is to find the value of hmin that minimizes total delay 
to passengers (including both wait time and in-vehicle 
delay). This optimal value of hmin will be denoted h;t;n• 
Once h.1;;n is found, those situations for which control is 
advantageous can be identified. 

UPPER BOUND ON EFFECTIVENESS 
OF HOLDING 

Control of headways will make the greatest reduction in 
total delay when headways alternate (i.e., short, long, 
short, long). This llappens on routes where vehicles 
are influenced substantially by the operation of the ve­
hicle in front of them. For example, this would tend to 
be the case where loading delays are relatively more 
important than traffic congestion in determining overall 
vehicle operating speed. Routes in which pairing is 
prevalent would be of this type. In such a situation, 
holding a vehicle to lengthen a short headway also serves 
to reduce the long one that follows. Thus, the variance 
of headways is reduced by a greater amount for a given 
delay to the held vehicle than if short headways might be 
followed by another short headway. 

The extreme case is when the observed sequence of 
headways alternates between two discrete values. In 
this case, the sum of any two consecutive headways is a 
constant. That is, if one headway is 2 min too short, 
the next one must be 2 min too long. By the same argu­
ment, if the second headway is 2 min too long, the third 
must be 2 min too shorl, and so on. In a statistical 
sense, successive headways are perfectly correlated, 
so that knowledge of one headway implies knowledge of 
the entire set. For this case, headway control will have 
maximum benefits. 

If we denote the scheduled headway by H and the mag­
nitude of the deviation by x, the marginal probability den­
sity function for headways before control is given by p(H): 

I 0.5 
p(H) = 

0.5 

(2a) H= H- x 

H=H+x (2b) 

For the probability distribution of headways described by 
Equations 2a and 2b, the expected headway is H and the 
variance is x2

• The control action lengthens the short 
headways to a value hmin = H - px, where 0 ,;; p ,;; 1. 

We will define an optimal holding strategy to be one 
that minimizes total delay to passengers. Total delay 
is expressed as 

T = -yE(D) +(I -1)E(W) (3) 

where 

T = total delay to all passengers, 
E(D) = expected delay to passengers already on board 

the vehicle, 
E(W) = expected wait time for passengers arriving at 

or beyond the control stop, and 
y =weighting constant to reflect the relative num­

ber of passengers already on board to those 
waiting to board at subsequent stops. 
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The expected delay to passengers already on the vehicle 
is simply the average length of time a vehicle will be 
held. If we assume that passengers arrive at stops at 
random times, Equation 1 can be used to determine ex­
pected wait time. 

A holding strategy that minimizes T will be defined 
by the value h;t;n. Because hmin = H - px, We can find hit;n 
by finding the optimal value of p. Note that after control 
the headway distribution is given by 

l 
0.5 

p'(H') = 

0.5 

H' = H-px (4a) 

H' = H + px (4b) 

This distribution has expected value still equal to H, but 
has variance p~2 • This reduces wait time for passen­
gers yet to board to 

E(W') = (H/2) + (p 2x2 /2H) (5) 

The delay to passengers already on the vehicle is 
equal to (1 - p)x if the vehicle is held. Since the proba­
bility of·a short headway is 0.5, the expected in-vehicle 
delay is 

E(D) = 0.5(1-p)x (6) 

By substituting Equations 5 and 6 into Equation 3, we ob­
tain total expected delay as 

T = 0.51(1 -p)x + (1 --y)[(H/2) + (p 2x2 /2 H) ] (7) 

To find the optimal value of p, we can differentiate 
the expression for T with respect to p, and set the re­
sult equal to zero. 

dT/dp = -0.51x + (1 --y)p (x 2 /H) = 0 

This implies an optimal value for p: 

p = 0.5/x H/(l - /) x 2 = [0.51/0 - 1)] (H/x) 

The resulting value for h1t;n is then 

h*min = [(l - 1.51)/ l -/] H 

(8) 

(9) 

(10) 

For control to be effective, we must have htun > H - x; 
that is, the optimal minimum headway after control must 
be greater than the short headways before control, or it 
does not pay to control at all. This means th:~.t we must 
have p < 1, which implies that we must satisfy the con­
dition x/H > 0.5y/l - y. "However, recall that the vari­
ance of the headway distribution before control was x2

• 

Thus, the quantity x/H is simply the coefficient of vari­
ation (standard deviation divided by mean) of the headway 
distribution. Thus, for control to be effective, the co­
efficient of variation of the headway distribution must 
exceed 0.5y/1 - y. If it does not, the optimal value of 
p is 1, which implies no control. 

This condition, then, provides a simple test for po­
tential effectiveness of a control policy. It is based on 
two simple pieces of information: (a) the coefficient of 
variation in the headway distribution and (b) the relative 
proportion of riders who are already on board the vehi­
cle to those who are yet to board at subsequent stops. 

It must be kept in mind that this condition is derived 
for the best possible case (i.e., when successive head­
ways are perfectly correlated). Thus, if the condition 
is not met, we can be confident that control will not be 
effective. However, we must look more closely at situ­
ations for which the condition is met because the actual 
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Figure 1. Headway distribution (a) before control 
and (b) after control. 

f ( h) (al 

headway, h 

g (h) (b) 

h headway, h 

situation may be less favorable to control than is re­
flected in this model. 

LOWER BOUND ON THE EFFECTIVENESS 
OF HOLDING 

In order to establish a lower bound on the effectiveness 
of holding, we will examine the opposite extreme case, 
which corresponds to the situtation in which headways 
between successive vehicles are statistically indepen­
dent. This means that knowledge that a given headway 
is short gives us no additional information about the 
probable values for the next headway. Such a situation 
would arise, for example, when traffic conditions have 
a much greater effect on vehicle operations than does 
the loading time at stops. In this case control will be 
less effective because we have no guarantee that by 
lengthening a short headway we are also reducing a long 
headway. We might be simply reducing another, already 
short, headway. This case of independent headways thus 
provides a lower bound on the effectiveness of control 
strategies, which will allow us to further refine our 
evaluation of situations likely to be favorable for control. 

We assume that the distribution of headways before 
control is applied is descr ibed by a cumulative distribu­
tion function [F(h) J with a density function [;f(h) ]. The 
effect of the control strategy is to make all headways 
less than some value (hm;n) equa l to that value. The dis­
tribution of headways before and after control is shown 
in Figure 1. There is a nonzero probability that the 
headway will take on the discrete value hmin, and for 
values of h > hmin, there is a continuous density function. 

The expression for the distribution of headways after 
control is applied can be derived by considering a se­
quence of two successive headways after control, which 
we will denote H;_ 1 and H;. The probability that H; ,;; h 
depends o·n both the headways H l-l and H 1 before control 
of vehicle i (if any) , as well as the value of the minimum 
allowable headway 01rnrnl . On one hand , H; ,; h if H1_1 
> hn,;n (and thus not changed by the control st rategyJ and 
H1 ,; h. If H1_ 1 ,;; hrnin, it becomes H;_ 1 = hrnin (after con­
trol), and the i th headway is shortened. In this case 
H; ,;; h if the sum of H1 _ 1 and H1 before control of i was 
less than hmm + h. Of course, because the control policy 
enforces a minimum headway, the probability is that 
H; ,; h will be 0 for h < hmin· These statements can be 
summarized in the form of a cumulative probability dis-

tribution function [G(h) ] as shown in Equation 11: 

G(h) = 

0 

P(Hj "'h) = P(H;-1 > hm;n)P(H; .;; h) 
+ P{H;-J .;; hmin) 
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X P{H;-1 + H;.;; h + hmin IH;-1 <;; hm;n) h C> hmin {1 J) 

where P( ·) denotes the probability of the event described 
by .( ·l. From the distribution function in Equation 11, 
we can obtain (at least in theory) the probability density 
function [g(h)] for h ;;: hm1n, shown in Figure l b, by dif­
ferentiating with respect to h. The probability that 
h = hmin is given by G(h111;,J. 

As in the previous case of perfectly correlated head­
ways, our analysis proceeds by solving for the optimal 
value of h 01;n and then using this to describe the condi­
tions for which control is potentially beneficial. The 
process of finding the optimal hmin involves trading off 
reductions in wait time (due to reduced headway variance) 
against in-vehicle delays due to holding of vehicles. 

The variance of headways after control can be written 
as shown in Equation 12: 

V(H') = [hmin - E(H')]2 G(hm;n) +f ~ [h - E(H')J 2 g(h)dh 
hmin 

(12) 

The rate of change of this variance with changes in h111in is 

(d/dhm;n)V(H') = 2G(hminHhmin - E(H')J [I -(d/dhm;n)E(H')] (13) 

For relatively small values of h111;n, we can argue (to a 
first-o rder approximat ion) that changes in hniin will not 
affect the mean headway. Thus, (d/dhm;n)E(H') ~ 0. 
While this approximation is not strictly accurate, a 
good case can be made that an operator is unlikely to 
implement a control policy that increases mean headway 
significantly. This would have negative impacts on ve­
hicle productivity and also on passenger wait and travel 
time. Thus, the magnitude of control delays applied is 
likely to be small, and hence the approximation is a 
reasonable one . For small values of control delay, we 
can a lso approximate G(hrn1n) by F(hmin). T hese two ap­
proximations allow us to obtain the result in Equation 14: 

{d/dhm;n)E(W') = (d/dhm;n) { [E(H')/2] + [V(H')/2E(H')J} 

~ Chm;n - H/H) F(hm;J (14) 

This provides the ability to evaluate (approximately) the 
marginal rate of reduction in waiting t ime as the mini­
mum allowable headway increases. Total delay (T) will 
be minimized when the marginal rate of reduction in 
waiting time is just equal to the marginal rate of increase 
in in-vehicle delay. 

The delay incurred by passengers already on a vehicle 
that is held is given by: 

I hmin-H 
D= 

0 

(l 5a) 

(I Sb) 

From this, we can derive the expected delay, as shown 
in Equation 16: 

i h . fhmin 
E{D) = mm(hmin - h) f{h)dh = hmin F(hmin) - hf{h)dh 

0 0 

(16) 
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Figure 2. Areas of potential usefulness for headway control. 
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Figure 3. Trajectory of stops along a bus route. 
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The marginal change in expected delay is then 

1.0 

By using the expressions in Equations 14 and 17 we 
can then solve for an optimal value of hrrun by setting 
dT/dhmin = O. 

(18) 

Since y > O, hmin s H. Because we must also have hmin > O, 
this solution is only valid if y < 0,5, We can summarize 
this as shown in Equations 19a and 19b, which give the 
expression for the optimum value of hrrun, denoted hil:J:. 
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•• -! [(1-2-y)/(l--y)JH Oc -y < 0.5 
hmin -

0 ~S c -y c l 

(I 9a) 

(19b) 

The condition for which nonzero holding is beneficial 
(O s y < 0.5) provides important information on the situ­
ations in which holding strategies are potentially useful, 
in the same way that the condition x/ff > 0.5y/l - 'Y from 
Equation 9 did. 

IMPLICATIONS OF THE ANALYSIS 

These two pieces of information can be combined, as il­
lustrated in Figure 2, to yield a convenient representa­
tion of situations for which headway control is likely to 
produce benefits for passengers-those for which it is 
unlikely to be worthwhile and those for which more care­
ful analysis is required. By analyzing the two extreme 
cases of independent headways and perfectly correlated 
headways in detail, we can bound the regions of effective­
ness for a class of headway control strategies, as shown 
in Figure 2. For situations in which control produces 
benefits under both extremes, we can be fairly confident 
that it will be beneficial. On the other hand, there are 
situations in which control does not appear to be de­
sirable under the best of circumstances; hence, control 
in these situations is unlikely to be useful. There re­
mains one reasonably small region in which control 
would probably produce benefits on routes where vehicles 
are substantially influenced by the vehicles in front of 
them but not on routes where vehicles move relatively 
independently of one another. For situations in this re­
gion, more detailed and specialized analysis is required. 

A major implication of the result shown in Figure 2 
is that it is wise to control a route at a point where rel­
atively few people are on the vehicle and relatively 
many are waiting to board at subsequent stops, in order 
that the value of y be small. Generally, this means that 
the control point should be located as early along the ve­
hicle's route as possible. However, reliability prob­
lems worsen as one proceeds along a route. If dispatch­
ing at the route origin is effective, the headways will be 
reasonably regular at the early stops along the route, 
which implies that the coefficient of variation will be 
small. At stops further along the route, however, the 
coefficient of variation in headways will tend to be larger. 
Thus, the decision of whether or not to implement a con­
trol strategy is tied to identification of a logical control 
point along the route. 

Each stop along a route will have a particular headway 
distribution (with implied coefficient of variation) and 
value of y associated with it. Thus, each stop could be 
plotted as a point in the space defined by these two vari­
ables, as shown in Figure 3. Then, by looking at the 
trajectory of the route relative to the boundary values, 
the transit operator can make a decision about whether 
or not to control the route and, if so, where. For ex­
ample, for the route illustrated by Figure 3, control at 
stop 3 might be worthwhile, but at stop 8 it is unlikely 
to be beneficial. 

It is also illuminating to examine the form of the op­
timal holding policy for the two extreme cases analyzed 
here, as illustrated by Equations 10 and 19. Note first 
that, in both cases, the magnitude of the optimal mini­
mum headway is dependent on the scheduled average 
headway, but not the variability of headways. Thus, de­
termining a policy on minimum headways to be enforced 
for each extreme case is quit2 simple and requires very 
little data and only simple analysis. 

Second, note that the optimal minimum headway is 
always smaller if successive headways are independent 
than if they are negatively correlated. This follows 
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logically from the fact that a given amount of delay is 
less beneficial when headways are independent. Thus, 
we would expect the optimal delay to be smaller. 

Clearly, as previously demonstrated by Barnett (2), 
precise setting of an optimal strategy for a given situa­
tion requires knowledge of the covariance between suc­
cessive headways. However, our analysis, based on 
much more general models of headway distributions than 
he used, indicates that the range of possible values is 
not large, at least for small values of y (for which con­
trol is likely to be most beneficial). 

The models described here make several simplifying 
assumptions in order to make the analysis relatively 
tractable. For this reason they should be viewed pri­
marily as screening models, whose purpose is to iden­
tify situations in which decisions are relatively clear­
cut and to distinguish those situations for which further 
analysis is likely to be required. While measures of 
benefits (reduction in total delay) can be derived from 
the models presented here, those estimates are likely 
to be less useful than the identification of regions of po­
tential benefits because the models omit several impor­
tant factors. More detailed simulation studies of se­
lected situations have been reported by Bly and Jackson 
(4), Koffman (5), and Turnquist and Bowman (6). Such 
models incorporate considerably more detail about spe­
cific routes and can be used to estimate actual benefits 
from control much more precisely. 

SUMMARY AND CONCLUSIONS 

The major point of the analysis in this paper is that basic 
and important decisions regarding headway control can 
often be made by using only limited statistics about sys­
tem operation. The essential data on which fundamental 
decisions can be based are the coefficient of variation in 
the headway distribution and the relative proportions of 
passengers who are on board the vehicle fand will be de­
layed) and passe11ge1·s who have yet to board (and will 
benefit from reduced wait time) . By using this rudimen­
tary information, a transit operator can make prelimi­
nary decisions regarding whether or not headway control 
is likely to produce benefits or whether further analysis 
is required. 

The models are based on the assumption that passen­
gers arrive randomly through time at bus stops; there­
fore, use of the results should be limited to situations 
for which that is likely to be true. In most cases, this 
means that average headways should be 10 min or less. 
For routes on which average headways are longer than 
10 min, an analysis that includes a more sophisticated 
representation of passenger arrivals is necessary. Ex­
amples of such passenger arrival models are discussed 
by Jolliffe and Hutchinson (7), Turnquis t (8), and Turn-
quist and Bowman (6). - -

This analysis has had nothing to say regarding the 
costs of implementing the control strategy. Our objec-
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tive has been simply to illustrate situations in which 
headway control is likely to produce positive benefits. 
Of course, the decision to implement such a control sys­
tem would involve evaluation of the costs as well as the 
benefits. We have described a rather general concept of 
a headway control strategy. Details of the implementa­
tion of such a strategy are likely to vary greatly from 
property to property, and hence the cost of implementa­
tion is likely to vary greatly as well. The transit oper­
ator may be able to generate relatively good cost esti­
mates for a particular system but is likely to be much 
more uncertain regarding the potential benefits of the 
controls. The analysis in this paper should provide use­
ful information in that regard. 
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What Public Transportation Management 
Should Know About Possible User 
Reactions, as Shown by the Exampl_e 
of Price Sensitivity 
Werner Brlig and Otto G. Flirg 

This paper shows that the decrease in demand for urban public trans­
portation if fares are increased can only be predicted accurately by 
studying the users of public transportation and the possible ways they 
might react to fare increases. In order to do this, the paper categorizes 
the users of public transportation according to factors that influence 
their demand for public transportation. Those persons who have alter­
native modes of transportation available to them are identified and 
divided into groups that are sensitive or not sensitive to price increases. 
These different factors make it possible to estimate the decrease in de· 
manil for public transportation if fares are increased. Furthermore, the 
paper stresses the importance of two groups of persons who do not di­
rectly cause a decrease in demand for public transportation. The first 
group are those persons who have no alternative to the use of public 
transportation but would be severely hurt economically by fare increases. 
The second group are those persons who would complain about price in· 
creases but would continue to use public transportation. The former 
group gives useful information on the public's ability to pay, and the 
latter group indicates the probable public reaction to a fare increase. 

It is no longer possible for public transportation to be 
totally self-supporting. This means that decisions con­
cerning the price structure of such transportation sys­
tems must be determined according to norms other than 
those of the market economy. Since the urban public 
transportation system is, by definition, a system de­
signed for transportation of the masses, the price for 
this form of transportation should necessarily lie within 
the range of the greatest possible profit, on the one hand, 
and the ability of the users of the transportation system 
to pay, on the other hand. 

Due to inflation, however, the urban public transpor­
tation system will be forced to increase its rates peri­
odically. However, herein lies the danger (in contrast 
to many products of the free-market economy) that the 
demand for transportation will be reduced by two im­
portant types of urban public transit system patrons: 

1. Those patrons who are finat1cially incapable of 
paying higher fares (Le.,. those persons for whom the 
public transit system has a social responsibility to pro­
vide transportation) and 

2. Those persons who are convinced that the urban 
public transit system is the sensible alternative to the 
use of private transportation. 

The latter group of persons can only be induced to 
use the public transportation system by making this sys­
tem an attractive alternative. Since this group of 1er­
sons chooses its mode of transportation after rat; ·Jnal 
consideration of the advantages of various altern .... tives, 
substantially increased fares could cause members of 
this group to decide not to use the urban public trans­
portation system. 

If one wishes to determine how a sensible compromise 
can be made, one must do empirical studies. A direct 
causal relation between price of transportation and de­
mand for transportation cannot be determined, since the 
price of transportation is only one of the factors one 

takes into consideration when choosing a mode of trans­
portation. For instance, if one has only a single means 
of transportation available, one must use this whether 
or not one approves of the price for the fare (and other 
aspects of the transportation system). 

This means that, if one wishes to do relevant re­
search on reduced use of public transportation that re­
sults from fare rises, study of current and potential pa­
trons of the urban public transit system is necessary. 
Those characteristics of the patrons that determine their 
price elasticity must be filtered out from those charac­
teristics that only help to describe the individual per­
sonalities. 

USERS OF THE URBAN PUBLIC 
TRANSPORTATION SYSTEM 

The patron of the urban public transportation system 
does not act purely rationally according to financial ca­
pacity and deduce a logical mode of transportation ac­
cordingly. Therefore, studies that restrict themselves 
only to the economic aspects of the situation are as in­
complete as all research methods that attempt to explain 
complex interrelationships one-dimensionally. 

In order to analyze the use patterns of the patrons of 
the urban public transportation system, one needs to use 
a method that can identify individual causal relationships 
in their entire complexity. Only such a construction 
would make it possible to determine the relevance of 
transportation within the individual framework of de­
cision making and to depict the dependence of the whole 
on this one dimension. Then one can predict with a high 
degree of accuracy how overall demand would be affected 
by changing one dimension. 

Explaining Transit Behavior 

An approach was developed that views the actual transit 
behavior of the individuals studied as primary. Types of 
routes traveled and completion of routes traveled are the 
initial building blocks that allow one to become familiar 
with the character of the patron of the urban public 
transportation system. According to reason for travel­
ing (daily or occasional trips), day traveled (weekday or 
weekend), and destination (inner city or suburbs) one 
can differentiate between totally different types of urban 
public transit system patrons. 

For those routes traveled, one must determine pre­
cisely why the urban public transit system was used. 
The broad spectrum of individual reasons can be sum­
marized in the following analytical questions: 

1. Is there another vehicle present that might be used 
for the trip? 

2. Are there certain constraints that make use of an 
alternative mode of transportation impossible? 
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3. Does the individual take price of fare into con­
sideration when choosing a mode of transportation? 

4. How expensive does the individual consider the 
alternative mode of transportation to be? 

5. Is the individual willing to use the alternative? 

The answers to these questions show a pattern of in­
dividual situations that define the actual latitude that in­
dividuals have in choosing alternative modes of trans­
portation. The reason for the individual choice of mode 
of transportation for the routes traveled with the urban 
public transit system is depicted in Figure 1. This fig­
ure uses negative selection to depict the factors that are 
momentarily relevant for decision making. One can only 
see the entire pattern of the situation for those for whom 

Figure 1. Model of behavior 
on day of random sampling. Total number of trips ma.de 

with the urban public 
transit system 
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the last dimension (which explains the choice of mode of 
transportation) is given. This is sufficient to deal with 
the problem posed here, for increases in rates only af­
fect the actions of those who actually have an alternative 
to the urban public transportation system. If one wishes 
to view potential changes caused by other factors, one 
must expand on the dimensions of this summary in order 
to be able to determine in how many cases other factors 
would affect the situation as a whole, since other con­
strictions limit one's freedom to choose alternative 
modes of transportation. 

But we would like to emphasize another important 
point: This graph shows the individual's freedom to 
choose an alternative for one specific day only. One 
cannot make any statements that have general validity 
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Figure 2. Behavioral model . 
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when discussing the immensely smaller proportion of 
persons who have no alternative to the use of the urban 
public transportation system, since the potential be­
havior of patrons is determined by changing constric­
tions. One might, for example, be able to use a car one 
day and not the next because the car is being repaired . 
A household can organize the activities of its members 
according to different modes. If one takes into con­
sideration that individual freedom of action is a sensi­
tive construct that can easily change, the quantitative 
distribution found in Figure 2 results. 

Analysis of Price Elasticity 

Figure 2 shows which patrons of the urban public trans­
portation system have the available alternative of using 
a different mode of transportation if they desire to do so 
because of increased fares. 

But the patron has another possible way of reacting to 
fare increases. He or she can refuse to use the urban 
public transportation system or attempt to reduce use of 
public transportation. However, these options are only 
open to those patrons who are not traveling for work or 
educational purposes because it is not a feasible alter­
native for them. Thus, in order to determine actual be­
havior related to transportation, exact knowledge of ac­
tivities of urban public transit systems must be the 
cornerstone for all reflections. If one relates price 
elasticity of the urban public transit system patrons to 
their individual circumstances, one can deduce the de­
cline in public transportation use that can be expected if 
fares are raised by differing amounts. This can be seen 
in Table 1. 

We would like to emphasize the importance of the fol­
lowing. Price elasticity cannot be universally expressed 
by means of a coefficient. The curve of reduced trips is 
obviously not linear. Rather, it is characterized -by 
sensitivity thresholds. This insight is not surprising; 
all products are characterized by price thresholds. This 
is also the reason why purely commercial enterprises 

Table 1. Expected change in transit behavior . 
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generally tend to set prices just below the upper thresh­
old (1). 

According to the type of patron, use of mode of trans­
portation is changed or use of public transit systems is 
decreased. Both of these two ways of reacting are 
frequent. But one must also consider the fact that re­
duced use of public transportation is an act of protest 
and, after a short period of adjustment to the new price, 
use tends to reach the old level. 

Pat.rons can compensate for fare increases (at least 
partia.lly) by choosing a more economical type of tariff in 
the future. This method of reaction can only be identi­
fied if the individual patron is the pivotal focus 'Of the 
study, 

These results can be differentiated according to dif­
ferent types of user groups, according to the following 
(see Table 2): 

1. Type of ticket used, 
2. Mode of transportation used, and 
3. Place of residence of the target person, 

Those patrons who buy passes for a specified period 
of time react most quickly to fare rises since they are 
forced to pay the highest absolute price increase. The 
upper limit of the reactions of this group, however, is 
uncler that of tbose who pay for each ticket separately 
(for the fare rises that were studied). 

Persons who buy single tickets respond to fare in­
creases most vehemently if rates are increased by more 
than 20 percent, since these persons are exposed to the 
absolute increase in price each time they pay for a 
ticket. Those persons who use the various special fare 
rates respond to increases less than average, 

The price sensitivity of the users of the more attrac­
tive subway system is less than average, especially if 
these rates are increased by less than 20 percent, re­
actions to the increase are minimal. The persons who 
react most strongly to a price increase are those per­
sons who use streetcars. 

Expected Decreased Use of Public 
Transportation ( ~ 

No Expected. Decreased Use of Public 
Transportation ( <t) 

Without Changing With Change of 
Price Rise By Changing By Reducing Total Ticket Ticket Total 

1-10 percent 0.0-0. 7 0.0-0.8 0.0-1.5 98.2-100.0 0.0-0.3 98.5-100.0 
11-15 percent 0.7-5.3 0.8-2.6 1.5-7.9 91.6-98.2 0.3-0.4 92.0-98.5 
16-20 percent 5.3-6.2 2.6-2.8 7.9-9.0 89.3-91.6 0.4-1.6 90.9-92.0 
21-25 percent 6.2-8.2 2.8-5.3 9.0-13.5 84.5-89.3 1.6-2.0 86.5-90.9 
26-30 percent 8.2-8.3 5.3-6.1 13.5-14.4 83. 7-84.5 1.9-1.9 85.6-86.5 

Note: Percentages are based on 2409 trips made with the urban public transit system 

Table 2. Percentage of trips for which 
Use Expected to Decrease If Fares Are Increased (~) 

change in transit behavior is expected. 
1-10 Percent 11-15 Percent 16-20 Percent 

Change of Decreased Change of Decreased Change of Decreased 
Item Mode Use Total Mode Use Total Mode Use Total 

Type of ticket 
Single ticket (n = 710) 0.0-1.1 0.0-1.9 0.0-3.0 1.1-3.3 1.9-6.5 3.0-9.8 3.3-6.2 6.5-6. 7 9,8-! 
General pass (n = 810) 0.0-1.2 0.0-0.4 0.0-1.6 1.2-12.2 0.4-0.8 1.6-13.0 12.2-12 . 5 0.9-3.5 13.0-J 
Student fare (n = 175) 0.0-0.0 0.0-0.0 0.0-0.0 0.0-2.9 0.0-0.0 0.0-2.9 2.9-2.9 0.0-0.0 2.9-~ 
Senior citizen's pass 

(n = 286) 0.0-0.0 0.0-0.3 0.0-0.3 0.0-0.0 0.3-3.6 0.3-3.6 0.0-0.0 3.6-3.6 3.6-: 
Other (n = 428) 0.0-0.0 0.0-0,0 0.0-0.0 0.0-0.0 0.0-0.2 0.0-0.2 0.0-0.0 0.2-0-4 0 .2 -! 
Total (n = 2409) 0.0-0. 7 0.0~0 . 8 0.0-1.5 0. 7-5.3 0.8-2.6 1.5-7.9 5.3-6.2 2.6-2 .8 7,9 - • 

Mode of transportation 
Bus (n = 374) 0.0-0.4 0.0-0.0 0.0-0.4 0.4-3.0 0.0-0.4 0.4-3.4 3.0-3.4 0.4-0.8 3 .4 -
Streetcar (n = 616) 0.0-2.1 0.0-0.0 0.0-2.1 2.1-17.1 0.0-2.3 2.1-19.4 17.1-17.5 2.3-2.4 19.4-
subway (n = 386) 0.0-0. 7 0.0-0.9 0.0-1.6 0.7-0.9 0.9-4.2 1.6-5.1 0.9-2.0 4.2-4.4 5,1-
Train (n = 1033) 0.0-0.1 0.0-1.5 0.0-1.6 0.1-0. 7 1.5-3.1 1.6-3.8 0. 7-2.2 3.1-3.1 3.8 -
Total (n = 2409) 0.0-0. 7 0.0-0.8 0.0-1.5 0.7-5.3 0.8-2.6 1.5-7.9 5.3-6.2 2.6-2.8 7, 9-

Place of residence 
City 0.0-1.1 0.0-0.3 0.0-1.4 1.1-7. 7 0.3-2.3 1.4-10.0 7. 7-8.0 2.3-2.3 10.0. 
Outlying region 0.0-0.0 0.0-1. 7 0.0-1. 7 0.0-0.3 1. 7-3.6 1. 7-3.9 0.3-2.5 3.6-3.8 3.9-
Total 0.0-0. 7 0.0-0.8 0.0-1.5 0. 7-5.3 0.8-2.6 1.5-7.9 5.3-6.2 2.6-2.8 7.9-
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Within the city, more patrons cease to use the public 
transportation system than is the case in the more out­
lying regions. 

OTHER ASPECTS OF FARE INCREASES 
RELATED TO PATRON USE 

The effect of increased fares is not restricted simply to 
the percentage of persons who would cease to use the 
urban public transportation system if fares were raised. 
Two other factors must be taken into consideration if one 
wishes to study this phenomenon comprehensively. 

Increased fares may not only induce patrons to turn 
to other means of transportation, but they might also 
cause considerable ill will in the population. This can 
result in a poor climate of public opinion that, although 
it may not initially affect the use of the public transpor­
tation system, ·might result in a movement that would 
cause those who thought that the increases were neces­
sary to change their minds. Indirectly, this phenomenon 
could increase the number of persons who ultimately 
stop using the system of public transportation. In order 
to prevent this, a study of price elasticity must take 
these factors into account in order to determine the 
types of questions for which answers need to be sought. 
This would make it possible for the results of the studies 
to be used as a basis for advising public relations per­
sonnel of the urban public transportation system. 

The analysis of public opinion led to the results given 
below. 

Proposed Fare Increase 

1-10 percent 
11-20 percent 
21-30 percent 

Persons Likely to Comment 
Negatively on Increased 
Fares (%of trips) 

0.0-5.3 
5.3-32.1 

32.1-43.5 

The percentage of persons who only verbally disapprove 
of fare increases is considerably higher than the per­
centage of those who would actually stop using public 
transportation if prices were increased. The social and 
economic effects of fare increases on patrons are also 
important. That is, prior to each fare increase, one 
must determine whether the patrons are capable of pay­
ing the increased fares. The statistics below show that 
different percentages in fare increases cause a serious 
number of hardship cases. 

Expected to Decrease II Fares Are Increased ( ~) 

Proposed Fare Increase 

1-10 percent 
11-20 percent 
21-30 percent 

Persons for Whom Increases 
in Fares Represent a Real 
Financial Hardship(% of trips) 

0.0-1 .8 
1.8-3.7 
3.7-7.5 
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Each urban public transportation system patron must 
be analyzed in regard to these three important aspects 
of fare rises. Table 3 shows the comparison of the ac­
tual tendency to cease use of the urban public transit sys­
tem, public opinion, and real hardship on an intraper­
sonal basis. The contradictions become obvious in the 
following comparisons: 

1. Those patrons who stop using the urban public 
transportation system influence the general climate of 
public opinion; however, only a minority of these per­
sons are actually confronted by economic hardships due 
to increased fares; 

2. Of those persons who are economically hurt by 
the fare rises, only the minority stop using public trans­
portation; these patrons tend to be less angry about fare 
rises than average; and 

3. Those persons who express strong opposition to 
an increase in fares tend to stop using public transpor­
tation more than average; however, generally their pro­
test remains verbal. 

But the influence of these persons on those who initially 
approve of fare rises should not be underestimated. The 
hardship that these persons must bear is minimal. 

Patrons Who Cease to Use the Public 
Transportation System 

It is necessary for an urban public transportation system 
that is planning to increase its fares to know which 
groups of persons would be likely to stop using public 
transportation after fares are raised. Therefore, we 
analyzed the latter group of persons according to a va­
riety of characteristics and according to different per­
centages of increase (see Table 4). It is obvious that 
those persons who would stop using public transportation 
belong to those social classes that are better off. This 
is especially problematical because it is precisely this 
group that is of such great potential importance to the 
future of the urban public transportation system. 

?5 Percent 26-30 Percent Use Is Not Expected to Decrease {1%) 

nge of Decreased Change of Decreased Without Change in With Change in 
Use Total Mode Use Total Type of Ticket Type of Ticket Total 

-11.3 6. 7-10. 7 12.9-22.0 6.2-11.3 6.7-11.3 22.0-22.6 76.3-76.9 1.1-1. 1 77.4-76.0 
·-13 .2 0 .9-3.5 13.4-16.7 13 .2-13.2 3. 5-5.6 16. 7-16.6 60.6-62 .4 0.6-0.9 61.2-63 .3 
-5. 7 0.0-2.3 2 .9-6.0 5. 7-7.0 2 .3 -2 .3 6.0-9.3 69.6-90.9 1.1-l.1 90.7-92.0 

-0.0 3.6-6.2 3.6-6.2 0.0-0.0 6.2-6.4 6.2-6 .4 83.5-83.5 10.2-10.2 93.7-93 . 7 
-0.0 0.4-0.4 0.4-0.4 0.0-0.0 0.4-0.4 0.4-0.4 99.6-99.6 0.0-0.0 99 .6-99.6 
-8.2 2.8-5.3 9.0-13.5 8.2-8.3 5.3-6.1 13.5-14.4 83. 7-64 .5 1.9 -2 .0 85.6-86.5 

·-9. 7 0.8-1.1 4.2-10.8 9.7-9.7 1.1-1. l 10.8-10.6 87.6-87 .6 1.6-1.6 89.2-89.2 
-18.4 2.4-6.1 19.9-24.5 18.4-16.4 6.1-tl . 1 24.5-24.5 75.2-75.2 0.3-0.3 75.5-75.5 
-4.4 4.4-7.3 6.4-11.7 4.4-5 .0 7.3-7.3 11.7-12 .3 67.4-88.0 0.3-0.3 67. 7-88.3 
-3.l 3.1-5. 7 5.3-6.8 3. 1-3.1 5.7-7.6 8.8 -10.9 65.5-67.3 3.6-3.9 69.1-91.2 
·8.2 2.6-5.3 9.0-13.5 8.2-6.3 5.3-6.1 13.5-14.4 63.7-64.5 1.9-2.0 85.6-86.5 

-10.3 2.3-6.1 10.3-16.4 10.3-10.5 6.1-6.3 16.4-16.6 82.3-82 .6 0.9-1.0 83 .2-83 . 6 
·3.6 3.6-3.8 6.3-7.6 3.8-3.9 3.8-5.9 7.6-9.8 86.4-88.6 3.6 -3.9 90.2-92,5 
-8.2 2.8-5 .3 9.0-13.5 8.2-8.3 5.3-6 . 1 13.5-14.4 83. 7-84.5 1.9-2.0 85.6-86.5 
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Table 3. Consequences of a fare increase. 

Sensitivity (\() Hardship Cases (\() Atmospheric Reaction(., 

Reaction Possible I1 Fares Affected U Fares Are Reaction If Fares Are 
Are. Increased By Reaction Increased By Increased By Tola! 

Not Not No (~) 
1-10~ 11-20~ 21-30~ Expected 1-10~ 11-2oi 21-30~ Allected 1-10 1 11-20• 21-30~ Reaction (n • 

Outcome (n = 36) (n = 218) (n = 349) (n = 2060) (n = 38) (n = 76) (n = 156) (n = 1928) (n = Ill) (n = 679) (n = 919) (n = 1196) 2409) 

Sensitivity 
Reaction poss ible 100 100 100 13 12 18 30 36 14 
Reaction not 

expected 100 100 99 87 88 82 70 64 100 86 
Hardship cases 

Affected l 9 7 100 100 100 l 5 8 7 
Not affected 100 99 91 93 100 100 99 95 92 93 

Atmospheric 
reaction 

Rejection 77 99 99 33 13 34 44 100 100 100 43 
Acceptance 23 1 1 67 100 67 66 56 100 57 

Table 4. Characteristics of those who stop using public transit due to a fare increase. 

T r ip Reductions H Fares ar e Increased By Change of Mode U Fares Are Increased By Reduced Use IC Fares Are Increased By 

Characteristi c ll -15S 16 - 20S 21-25~ 26-30~ 11-151 
Analyzed Average (n = 193) (n = 218) (n = 327) (n = 348) (n = 12 7) 

Sex 
Male 46 percent 89. 1 87.0 89. l 91.3 97.8 
Female 54 percent 109.3 11 1. l 109.3 107.4 101.9 

Aver age age 42 years 107. l 104.8 102.4 100.0 100.0 
Educat ion 

Grammar school 43 percent 81 ,4 76.7 74 .4 72. l 107.0 
High school 37 percent 127.0 124.3 110. 8 118.9 116.2 
CoJlege 20 percent 90 .0 110.0 135.0 130.0 55.0 

Occupation 
Blue -collar 

worker 6 percent 83. 3 83.3 116 .7 116. 7 66 ,7 
White - collar 

worker 31 percent 141.9 135. 5 112.9 112.9 167.7 
Professional 6 percent 16 . 7 16, 7 16 . 7 
Independently 

employed 3 percent 800 0 800.0 500 .0 500,0 1100.0 
Not employed 54 per cent 50.0 51.9 77.8 79,6 20 .4 

Average s ize of 
household 2. 95 persons 84 .4 84.4 86 .4 69. 8 77. 6 

Average house -
hold income be-
for e taxes 2570 DM 98.9 99.6 97 .6 98.2 95.0 

Average personal 
income of each 
person before 
taxes 871 DM 117.2 116.1 113 ,0 109.3 122 .4 

Average monthly 
budget for public 
urban transpor -
ta ti on 6 1 DM 88.5 100.0 10 1. 6 IOI.& 96 .7 

P lace of r esidence 
Munich 68 pe r cent 125.0 114. 7 122.1 116. 2 144. l 
Outlying areas 32 percent 46 9 68.8 53. l 85 .6 

Note : I DM = $0.56, 

What This Teaches Us 

A number of basic insights have been gained by this 
study that one should take into consideration for future 
research projects on similar themes. The analysis of 
price elasticity has to take the specific factors for each 
application of a special case into consideration. This 
includes the following: 

1. Price of fares prior to the fare rise and 
2. Time lapse between the last iare rise and the in­

cipient fare rise (i,e ., the relations hip of the fare in­
crease to the general rate of inflation within a certain 
time period). 

The analysis of price elasticity must be made by using 
an appropriate research concept. This research con­
cept must be able to measure the highly complex re­
actions of the patrons. Studies that deal only with ver­
balized options and attitudes can only measure public 
opinion but not actual decline in demand for public trans­
portation. On the other hand, studies that deal only with 
the social structure can analyze this dimension but not 
behavioral reactions, opinions, and attitudes. An ade-

6.3 

1 6-20~ 21-25 s 26-30~ 1 1 -15 ~ 16 -204 21 -254 26 -304 
(n = 150) (n = 196) (n = 200) (n = 66) (n = 68) (n = 131) (n = 148) 

95. 7 95. 7 95,7 69.6 69,6 78.3 87.0 
103.7 103. 7 103 . 7 125.9 125.9 118. 5 111.1 
97,6 100.0 95.2 119 .0 119 .0 11 9.0 111.9 

93.0 76. 7 76. 7 23.3 25 .6 72 . l 56. l 
113.5 105.4 106.1 151.4 151.4 116.2 118.9 
90 .0 135.0 140.0 170.0 165 .0 130.0 100.0 

66 ,7 83.3 66. 7 63 .3 83 .3 183.3 183 .3 

158.1 132.3 129.0 67. 7 71 .0 74.2 80.6 
16. 7 16. 7 16. 7 

1033.3 766. 7 766. 7 
27. 8 55.6 57.4 137.0 135.2 122 ,2 118. 5 

78 .0 83.1 83. 4 98.0 98.3 91.5 96 ,0 

96.8 93. 7 93.7 106.6 105.8 103.5 103 .9 

124.2 112 . 9 112 ,4 108.8 107 . 7 113 , l 106, l 

109. 8 113 .1 113 .1 75. 4 77,0 83.6 85.2 

127.9 125.0 126.5 85.3 65 .3 114 ,7 102.9 
40.6 46 .9 43.8 131.3 131.3 66.8 93.8 

quate research concept must take all of these three di­
mensions into account on an individual basis. 

The patron of the urban public transit system must be 
the pivotal point in any analysis of price elasticity. 
Studies must become familiar with the contradictions 
inherent in the individual. One must realize that each 
individual has his or her own subjective perspective 
from which to view concrete facts; therefore, he or she 
acts subjectively. 

PERCEPTIONS OF URBAN PUBLIC 
TRANSPORTATION SYSTEMS 

The following discussion deals with the question of how 
drivers who use individual means of transportation, but 
who have the option of using public transportation to com­
mute to work, perceive the urban public transportation 
system. 

The way persons perceive the alternatives offered 
them by the public transportation system consists of 
various elements, such as the following: 

1. Routes available, 
2. Time needed to travel a certain stretch, 
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3. Frequency of public transportation, 
4. How long one must wait, 
5. Price, 
6. Comfort, 
7. Safety, and 
8. Atmosphere. 

It is apparent that, if one is not informed about some 
of these characteristics, one cannot make use of the ur­
ban public transportation system. If one is uninformed 
on some of the other points, one forms a negative opinion 
of the system of public transportation. This may result 
in rejection of use of public transportation by the poten­
tial patron. 

Our institute has come to certain conclusions regard­
ing the above points in various studies that we have made. 
We would like to comment here on some of the results 
that we think are relevant. 

In a study for the Federal Ministry of Transport on 
the alternative use of the urban public transportation 
system for persons who use private means of transporta­
tion to commute to work, we discovered that 25 percent 
of the 165 persons questioned were not familiar with the 
current public transportation routes for this stretch. 
Forty percent of the persons studied knew nothing of the 
modes of the public transportation system as represented 
by fare price. Since many of those persons who drive 
cars could not comment on either of these characteris­
tics, 45 percent of the whole cannot be viewed as urban 
public transportation system patrons due to the fact that 
they were simply not informed. 

Response 

Not informed about the urban public 
transportation system 

Not familiar with the routes 
Not aware of the price 
Knowledge of neither price nor routes 

Total 
Informed on the most important as­

pects of the urban public transpor­
tation system alternatives 

Percent 

6 
20 
19 

45 

55 

The same persons were also asked to guess how long 
it would take them to commute to work if they used the 
urban public transportation system. These guesses 
were then analyzed for accuracy by comparing the time 
given with city maps and public transportation schedules. 
The result was that the persons guessed, on the average, 
that commuting would take more than 25 percent longer 
with public transportation than- it actually takes. 

Trip Time by Public Transportation 

Estimated by those who drive cars 
Actual time needed for trips 

Time (min) 

84 
66 

It is important to know how these drivers assess the 
time needed for the different phases of commuting to 
work with their individual means of transportation and 
with the alternative public transportation. 

These persons believe that when they use public 
transportation, they spend 75 percent of the time needed 
to reach their destination in waiting and getting to and 
from transportation to destination. These same persons 
assume that, if they use their own cars, they spend only 
15 percent of the time needed to arrive at their final 
destination on activities that are not directly related 
to driving. When one takes these facts into considera­
tion, it seems to be a bit odd that these persons assume 
that the actual travel time with public transportation is 
only half as long as the time they need to reach their 
destination by car. 

Estimates of Time Required 

For walking to or from parking place 
or place where public transportation 
stops 

For looking for a parking place or 
total time spent in boarding public 
transportation and changing routes 

Actual travel 

Total 

Time (min) 

With Car 

6 

1 
41 

48 

35 

With Public 
Transportation 

28 

34 
22 

84 

The results of the above study were confirmed in 
another study done for the Munich Integrated Transport 
System in which persons who use individual modes of 
transportation were asked about the concrete alternatives 
they had to reach their destination by using public trans­
portation. The percentage by which the 938 persons in 
this study exaggerated the time they thought it would take 
to travel by public transportation was almost exactly the 
same as in the previous study. Therefore, it is possible 
to view the results of the studies as definitive. These 
persons also believe that public transportation is con­
siderably more expensive than it is. The same study, 
on the other hand, showed that this group of persons be­
lieved their personal mode of transportation to cost less 
than it actually does. 

Item 

Incorrect estimate of time· needed to 
travel with public transportation 

Relative 
Absolute 

Incorrect estimate of cost of using 
pub I ic transportation 

Relative 
Absolute 

Percent 

28.9 
36.5 

12.4 
22 .2 

The final figures that we would like to quote from the 
Munich study clearly show a direct relationship between 
how well one is informed about different modes of trans­
portation and which mode of transportation one chooses. 
Persons who actually use the urban public transportation 
system are much more accurate at estimating how long 
it takes to travel a certain distance, and they can, with 
accuracy, state the price for public transportation. On 
the other hand, it has been proved that those persons who 
drive their own cars and, thus, do not use public trans­
portation are poorly informed about public transportation. 

Comparison 

Rate of error in estimating length 
of ti me needed to travel with 
pub I ic transportation 

Rate of error in estimating the 
price of traveling with public 
transportation 

REFERENCE 

Persons Who 
Drive Cars 
(n = 938) (%) 

28.9 

12.4 

Persons Who Use 
Urban Public 
Transit System 
(n = 2409) (%) 

10.4 

0.2 

1. Factors Affecting Public Transport Patronage: The 
Proceedings of a Symposium Held by the Transport 
and Road Research Laboratory, Livingston, 14 June 
19 77. Transport and Road Research Laboratory, 
Crowthorne, Berkshire, England, TRRL Supplemen­
tary Rept. 413, 1978, 65 pp. 

Publication of this paper sponsored by Committee on Transit Service 
Characteristics. 
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Abridgment 

Use of Federal Section 15 Data in 
Transit Performance Evaluation: 
Michigan Program 
James M. Holec, Jr., Dianne S. Schwager, and Angel Fandialan 

In the first application of its kind, the reporting system of Section 15 of 
the Urban Mass Transportation Act, as amended, is being used to support 
the development of a straightforward, routine, and comprehensive transit 
performance evaluation program in the state of Michigan. The methodology 
developed for Michigan satisfies the complementary needs to account for 
public funds invested in transit operation and development and to pro· 
mote the efficient and effective use of these funds in the delivery of transit 
services. At the same time, the methodology avoids placing an additional 
burden of record keeping and reporting on individual transit operators. 
In the rapidly developing field of transit performance evaluation, these 
features are essential for state and local funding agencies to consider as 
part of any plans to develop a continuing evaluation program. In this 
paper, the Michigan program is described, and the features of the pro-
gram that have general applicability for other areas concerned with tran-
sit performance measurement and evaluation are highlighted. 

In October 1978, the Michigan State Legislature enacted 
a law that requires the state transportation commission 
to report annually on the efficiency and effectiveness of 
all publicly funded transportation programs within Michi­
gan and to describe the progress of these programs in 
carrying out plans approved in the preceding year. 

The act stipulates that the annual reports on trans­
portation programs be based on information included on 
forms authorized by the U.S. Department of Transporta­
tiom This requirement is intended to ensure that, to 
the maximum extent possible, existing data will be used 
and transportation programs will not be burdened by ad­
ditional reporting requirements. As a result, the re­
porting system of Section 15 of the Urban Mass Trans­
portation Act of 1964, as amended, was selected as the 
primary data base for the routine evaluations of transit 
performance. 

As a result of these requirements, a study was ini­
tiated to develop and test a performance evaluation 
methodology for midsized transit systems in Michigan. 
This paper describes efforts by Michigan to increase 
the accountability of transit systems and to promote in­
creased efficiency and effectiveness of transit manage­
ment and operation. 

MICHIGAN EVALUATION 
METHODOLOGY 

The evaluation methodology developed for the midsized 
transit systems in Michigan includes two phases: (a) a 
diagnostic review of selected indicators of transit ef­
ficiency, effectiveness, and other related measures of 
performance and (b) a detailed evaluation of transit per­
formance in areas suggested for further investigation by 
the diagnostic review. Figure 1 outlines the evaluation 
process and suggested use of evaluation results. 

The intent of both the diagnostic and detailed phases 
of the evaluation methodology is to systematically and 
routinely review transit performance to 

1. Increase the understanding of transit operations 
and performance in Michigan by the state department of 
transportation, the state legislature, and other interested 
groups; 

2. Facilitate the exchange of information among tran­
sit properties, particularly in areas where there are in-

novative operations and exemplary performance; 
3. Monitor the use of public funds for public transit 

service development and delivery; and 
4. Identify opportunities to improve transit perfor­

mance by promoting more efficient and effective transit 
services. 

Diagnostic Review Element 

The first phase of the evaluation methodology involves 
a diagnostic review of selected performance indicators. 
The diagnostic review includes two elements: (a) a peer 
comparison in which the performance of all midsized 
Michigan transit systems is compared and (b) a time­
series assessment in which the performance of each sys­
tem is assessed against itself over time and the change 
in performance of other midsized transit systems in the 
state. The primary objective of the diagnostic review 
is to identify the performance indicators that merit more 
detailed examination during the detailed evaluation. 

Although there is considerable discussion within the 
transit industry about the uniqueness of transit systems 
and, therefore, the limitations of peer comparisons, an 
important premise of the evaluation methodology is that 
comparisons need not be avoided but instead should be 
conducted carefully. The use of a peer comparison does 
not overlook the differences among transit systems; 
rather, peer comparisons are intended to assist Michi­
gan in identifying and understanding the differences 
among the midsized transit systems in the state. 

Time-series assessments of transit performance 
facilitate assessment of performance of a transit sys­
tem over time in relation to change in (a) operating 
policy, (b) investment and expansion plans, (c) the econ­
omy, (d) characteristics of the community, and (e) the 
transit system's own performance objectives. 

Information from the diagnostic peer comparisons 
and time-series assessments allows Michigan to obtain 
an increased understanding about transit operations and 
identify areas of transit performance that merit more 
detailed evaluation. 

Performance Indicators Used 

Considerable research is under way to identify and de­
fine indicators of transit performance and assess their 
merit. Too often, however, evaluation methodologies 
suffer from the use of more indicators than are appro­
priate for a routine review of performance and do not 
organize the indicators in a structured evaluation ap­
proach. The indicators developed to support the diag­
nostic review element of the Michigan performance 
evaluation methodology avoid these pitfalls by focusing 
attention on performance measures that relate to and 
build on each other, allowing the assessment of impor -
tant components of tr:..nsit efficiency and effectiveness. 

The indicators selected for evaluating midsized tran­
sit systems in Michigan have the following character­
istics: 
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1. Provide information on the efficiency, effective­
ness, and other performance characteristics of a transit 
system; 

2. Provide information on each midsized transit sys­
tem by total system, mode, functional area, and object 
expense class ; 

3. Are not redundant (i.e., each indicator provides 
an important new element of infb1·mation relevant to ob­
tainil1g a complete understanding of transit performance); 

4. Relate to and build on each other, thus allowing the 
assessment of important components of major indicators; 
and 

5. Are developed from information that is routinely 
collected and reported by transit operators either to 
meet Section 15 reporting requirements or to complete 
the Michigan Department of Transportation grant applica­
tion for capital and operating assistance for transit 
services. 

The indicator structure for vehicle operating efficiency 
is shown in Figure 2 to illustrate these characteristics. 

When using performance indicators to evaluate a tran­
sit system, it is important to remember that indicators 
provide limited information about performance and 
should be used carefully. If the value of a performance 
indicator is above or below an acceptable level, further 
examination is required to determine whether a problem 

Figure 1. Overview of the evaluation process. 

Diagnostic Review 

Peer 

37 

exists, what the characteristics and impacts might be, 
and what remedies can be tested as a cure. 

Detailed Evaluation Element 

The second phase of the evaluation methodology involves 
the detailed evaluation of transit performance, focusing 
on those indicators identified in the diagnostic review 
phase of the evaluation process. The detailed evaluation 
primarily involves (a) preparing for a site visit with 
each transit system, (b) investigating the factors that 
affect transit performance through site visits, and 
(c) documenting the evaluation findings. A detailed 
evaluation must be conducted to develop informed con­
clusions about transit performance. 

The objectives of the detailed evaluation phase of the 
methodology are the following: 

1. To gather and report information to explain the 
factors that affect transit performance; 

2. To identify examples of innovative performance 
that can be shared with the other transit operators; 

3. To identify opportunities for improvement in tran­
sit performance that can be implemented by the transit 
system with assistance from the state and federal gov­
ernments, as appropriate; and 

4. To monitor changes in transit performance over 

Detailed Evaluation 

Develop 
Indicators 

Comparison } 

Identify 
Performance -~,_ __ 

Outliers 

Interview 
Operators -

Prepare 
Explanation 
for 
Diagnostic 
Findings 

Review 
Results 
with 
Operators 

Prepare Annual 
Report with 
Recommendations 

Time Series 
Assessment 

Figure 2. Illustrative indicator structure: vehicle operations labor expense per vehicle kilometer. 

Total Operator 
Straight Time Total Unscheduled Total Nonoperatlons 
+Scheduled Operator Overtime [Operator] Paid 
Overtime Hours Premium Hours Worktime Hours 

+ + 
Total Platform Total Platform Total Platform 
Hours Hours Hours 

Total Vehicle Total Total Total Vehicle 
Operations Labor Platform Operator Total Operator Operations Salaries 
Expense Hours Pay Hours Salaries and Wages and Wages 

- x x x 
Total Vehicle Miies Total Total Total Operator Total Operator 

Vehicle Platform Pay Hours Salary and Wages 
Miles Hours 

x 

Monitor 
Performance 

Total Vehicle Operations 
Labor Expense 

Total Vehicle Operations 
Salaries and Wages 
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time, particularly efforts to improve transit system ef­
ficiency and effectiveness. 

A performance indicator should be investigated in de­
tail if its value differs significantly from an acceptable 
standard value. The standard value for the indicator 
should reflect the performance of a transit system that 
is similar in size and operating characteristics but per­
forms optimally. 

Without specific standards, decision rules need to be 
developed to identify indicators that deserve further ex­
amination. Typical decision rules include the following: 

1. The value of the indicator for the current year is 
significantly above or below the average indicator value 
for midsized transit systems; 

2. The indicator is different from the statewide aver­
age in both value and rate of change; and 

3. The value of an indicator is significantly higher 
or lower than the value for the transit system the pre­
vious year. 

The type of decision rules established will determine 
the number of indicators examined in depth and will, 
therefore, influence the resources required to conduct 
the detailed phase of the evaluation. 

Much of the information for the detailed evaluation 
of a transit system is gathered and validated during site 
visits with the transit operator. To prepare for the site 
visits to a transit system, the evaluator conducts a 
structured review of all of the performance indicators 
identified for detailed review within each transit system 
and prepares questions and issues for discussion about 
these indicators. 

The evaluator begins the site visit with an interview 
of the transit system's general manager. The general 
manager may initiate detailed discussions about the 
transit system's performance and the specific indicators 
or may suggest that the evaluator speak to the assistant 
general manager or other transit system employees in 
each functional area. During the site visit, the evaluator 
may meet with the head of vehicle operations, the main­
tenance supervisor , and members of the administrative 
departments, particularly a staff accountant or the 
transit system's auditor. 

Following each interview, the evaluator summarizes 
general findings as well as findings specific to each in­
dicator. Gaps in information or understanding are noted 
along with apparent differences in opinion. Follow-up 
interviews may be necessary to obtain additional infor­
mation, verify findings, and clarify unresolved issues. 
Before the site visit is complete, the evaluator briefs 
the transit system's general manager and seeks com­
ments and insights about the findings and preliminary 
recommendations. 

The primary product of the detailed evaluation phase 
of the methodology is the documentation of the evaluation 
results. This report discusses current performance 
and identifies opportunities for improvement, as appro­
priate. The evaluation report should serve as a useful 
management tool for the transit system. Transit sys­
tem officials should have the opportunity to review, com­
ment, and rebut the evaluation findings before the report 
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is made final or reviewed by outside interests. 
The documentation of the detailed evaluation findings 

should fulfill the following requirements: 

1. Briefly describe the transit system; 
2. Identify all the performance indicators identified 

for detailed review in the diagnostic phase of the evalua­
tion and provide a concise explanation of the factors that 
influence the value and rate of change over time for each 
of these indicators; 

3. Discuss examples of innovative system character­
istics that may be shared among the operators; 

4. Identify opportunities for improvement and suggest 
actions for the transit system and state and federal gov­
ernments, as appropriate; and 

5. Report on progress toward improving the efficiency 
and effectiveness of the system during the past year. 

GENERAL APPLICABILITY OF THE 
MICHIGAN METHODOLOGY 

The performance evaluation methodology discussed in 
this paper was developed for midsized transit systems 
in Michigan. The methodology , however, is generally 
applicable for transit systems and for state and local 
agencies concerned with the ongoing measurement of 
transit performance. The methodology is attractive 
because it 

1. Is i·elatively simple, straightforward, and can be 
routinely applied ; 

2. Uses readily available data and, therefore, does 
not place conside1·able additional reporting requirements 
on the transit operator; 

3. Enhances under standing about transit operations 
and performance; 

4. Facilitates communication between the transit 
operator and local governing bodies, funding authorities, 
the legislature, and the public; and 

5. Produces information that can lead to improve­
ments in the efficiency and effectiveness of transit per­
formance. 

The availability of Section 15 data facilitates the conduct 
of transit performance evaluation by use of indicators 
presented in this paper for the diagnostic review element 
of the methodology. 

Although many features of the methodology described 
have general applicability, transit systems, local gov­
ernments, states, or other concerns that are consider­
ing the development of a transit performance evaluation 
program should address the following considerations: 
(a) the audience for the evaluation results, (b) the pur­
pose or use of evaluation findings, (c) the level of detail 
of the analyses, (d) the .frequency of evaluation, and (e) 
the availability of resources to conduc the evaluations. 
After these issues are addressed, the evaluation meth­
odology can be tailored to best meet the needs of the 
participants within the context of each unique state and 
local environment. 

Publication of this paper sponsored by Committee on Transit Service 
Characteristics. 
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Systematic Procedure for Analysis of 
Bus Garage Locations 
Frank Spielberg and Marvin Golenberg 

The overhead costs of transit operations represent one area in which 
economies can be achieved. For a large system the costs of putting buses 
on routes and pulling them off (pull-on and pull-off) and driver relief can 
be substantial: up to 10 percent of the operating budget for the system 
studied. These costs are directly related to the route structure and the 
location and capacity of bus garages. This paper describes a procedure 
that uses generally available planning data in the analysis of the pull-on 
and pull-off and relief costs for alternative garage programs. Factors 
studied include the number of facilities, their location, their capacity, and 
the routes served from each garage. It is shown that the location of 
garages in relation to day-base routes is a determinant of relief costs and 
that the difference in operating costs for alternative programs can ap­
proach $1 million per year. 

Operation of a transit system involves direct costs as­
sociated with the provision of revenue service and over­
head costs associated with system management. Reve­
nue service operations have been studied extensively. 
Transit operators and planning agencies devote con­
tinuous effort to determination of how to serve the cur­
rent and potential transit market with the proper alloca­
tion of bus kilometers and bus hours. 

Overhead costs, which consist of management, 
maintenance, planning, marketing, research, fringe 
benefits, and nonrevenue vehicle operation, are a daily 
concern of transit operators but have not been studied 
by the planning profession. A recent study by SG As­
sociates, Inc., addressed two elements of overhead 
costs as part of an analysis of the efficiency of alterna­
tive garage size and location alternatives: 

1. The costs of putting buses on routes and pulling 
them off (pull-on and pull-off costs) and 

2. The costs of driver relief. 

In the course of this study a procedure was developed 
for the planning analysis of alternative garage locations. 
This paper describes the procedure. 

Overhead costs represent a significant portion of 
transit ope1·atingbudgets. Many elements can be 
addressed through management practice (e.g., adminis­
tration, maintenance, and policy) and can be quickly 
modified if found to be inefficient. Other costs are 
mandated by union contracts (e.g., reporting time, 
wash-up time, meal breaks, fringe benefits, percentage 
of straight runs, spread time penalties, and overtime· 
payments) . Management has less flexibility in changing 
these provisions but can attempt modification, if ap­
propl'iate, each time a new contract is negotiated. Two 
cost elements, however, are a direct function of garage 
location-pull-on and pull-off and dl'iver-relief costs. 
If a major facility is poorly located with respect to the 
current or future route structure, management may 
have to accept added costs for many years. 

Relative to the total operating budget, the pull-on 
and pull-off and relief costs represent, for the system 
studied, roughly 10 percent of the annual operating 
budget. In absolute terms, they we1·e just wider 
$32 000/day. The difference among alternative garage 
size and location strategies was about 10 percent in 
pull-on and pull-off and relief costs-about 1 percent 
of the operating budget but an amount of more than 

$1 million/year. Given the size of the potential sav­
ing, the investment in location studies can yield a 
high rate of return for any transit operator who is 
considering a new facility. 

Throughout the discussion that follows it must be 
remembered that the costs involved represent only one 
element in the evaluation of garage location. Other 
elements include availability and cost of land, sur­
rounding development, access streets, and environ­
mental impacts. All factors must be weighed in the 
selection of the location for a new facility. 

COST ELEMENTS 

Pull-on and pull-off costs are defined to include the 
vehicle kilometers and driver hours from the time the 
bus leaves the garage until it enters revenue service 
and the same items from the time the bus leaves 
revenue service until it returns to the garage. A 
simplification introduced in the analysis method is the 
assumption that a vehicle will enter or leave revenue 
service only at a line terminal. Some properties will 
carry passengers on trips to and from a garage; how­
ever, such trips are often lightly patronized as they 
do not serve corridors of demand and can result in 
longer or slower travel. Pull-on and pull-off costs are 
a subset of deadhead costs, which may also include 
operations required by interlining. 

Driver relief, for this analysis, is defined as the 
number of pay hours required for a driver to travel 
from the garage to the relief point. The actual method 
of computing these pay hours will vary with the labor 
agreement of each property. For the system for which 
the method was developed, the pay hours are based on 
the time required for the driver to travel from the 
sign-in location (the garage) to the relief point by use 
of the transit system. Thus, relief hours were a 
function not only of garage location but also of the route 
structure and the operating headways at the time the 
relief was scheduled (typically the day base). 

In many instances, relief costs, which were more 
than one-half of the amount of the pull-on and pull-off 
costs for all routes other than those that operate a 
peak-only service, were quite high because the only 
base-day service that operated near the garage offered 
infrequent service or because a transfer to a long head­
way route was required. 

Only those relief costs that varied with garage loca­
tion were considered; Invariant costs (e.g., time spent 
waiting for the assigned vehicle, check-in, and wash-up) 
are not included. 

The basic structure of the problem is represented in 
Figure 1. Figure 1 illustrates, in simplified form, the 
activity of a bus during the day. 

The bus leaves the garage in the morning and pro­
ceeds to one route terminus (in this illustration, T1). 
The distance traveled from the garage to the point where 
the bus enters revenue service is the pull-on deadhead 
distance. For a large system that has extensive sub­
urban routes, such as that studied, pull-on distances 
can exceed25 km (15 miles) and require up to 1 hof travel 
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Figure 1. Simplified illustration of daily bus operation. 
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time. The vehicle operates on the route, as scheduled, 
until it is time to return to the garage. The return to 
the garage is the pull-off deadhead distance. Each 
vehicle operated on a line will have at least one pull­
on and one pull-off per day. Trippers, operated only 
as peak service, will pull-on and pull-off twice each 
day. In practice, a vehicle will often enter or leave 
revenue service from a point other than a terminal. 
For general planning purposes, this can be ignored, 
as the productivity for such trips is typically low. A 
vehicle in revenue service from a garage to a suburban 
park-and-ride lot at 6:30 a.m. may not officially be 
deadheading, but the effect is the same. 

In actual operations the bus may not operate the 
same route all day; it may be interlined. Such sched­
uling can increase the efficiency of operations, but it 
introduces a complexity that cannot be treated at this 
level of analysis. Further, since interlining operations 
will vary from schedule to schedule, consideration of 
such service options is not warranted when determining 
the sites for storage and maintenance facilities. 

One factor that can be accounted for is the maximum 
distance a bus can travel before it must return to the ga­
rage to refuel-about 320 km (200 miles). If the operat­
ing characteristics of the line are such that the first ve­
hicles out in the morning will exceed this service limit, 
then either additional vehicles must be scheduled (with 
additional pull-on and pull-off costs) or evening peak ve­
hicles, if available, are used for evening service. This 
latter option is more efficient. 

Deadheading operations, such as pull-on and pull-off 
movements, cost roughly the same per hour and per 
kilometer as revenue operations yet produce no return. 
For the system studied these costs were 15.09 cents/ 
km (24.14 cents/mile) and $10.06/h in 1977. They are 
an essential operating element but must be considered 
as system overhead to be reduced whenever possible. 

A bus can operate all day, subject to fuel limitations, 
but drivers must be relieved at times specified by work 
rules, typically after 4-4.5 h. Many contracts 
specify that such relief must occur at locations that 
afford the driver a rest room and a place to eat. Fur­
ther, since the driver will check in at a garage 
(typically the same garage from which the line is 
operated), relief points must be accessible by transit 
from the 'garage. Two allowable relief points (R1 and 
R2) are illustrated in Figure 1. 

Once again an overhead cost-the pay time for a 
driver to travel from the garage to .the relief point­
must be considered when finding a site for a garage. 
In the example, if the travel time from the garage to 
Ri and R2 is the same, the choice of the specific relief 
point is not critical. However, if route 3 has a 10-min 
headway and route 2 has a 30-min headway, relief pay 
time will be reduced by choosing R2 for relief. 

If both routes 2 and 3 had 60-min base headways, 
relief of drivers on route 1 could involve substantial 
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nonproductive relief time. In fact, for a short route 
that is located a great distance from a garage, the 
travel time for drivers to the relief point can be a 
major cost item in route operations. 

A driver does not have to be dispatched from the 
garage for each relief on a line. Assume that route 1 
operates on a 30-min headway. Driver A reports at 
6:00 a.m., takes a vehicle, and enters service. Drivers 
B, C, and D follow at 30-min intervals. After 4.5 h, 
driver A must be relieved. Driver E travels to 
R2 and relieves driver A before 10:30 a.m. Driver A 
takes a 30-min meal break at R2 and then relieves 
driver B. The process continues until each driver is 
relieved. 

Actually, coupling of pieces of work into drivers' 
runs may result in other patterns, but for planning 
purposes it can be assumed that the number of relief 
drivers required per line will equal minimum meal 
break duration+ headway, rounded up to the next integer. 

The number of relief movements (to or from the 
garage) required is a function of 

1. Number of vehicles required to provide base 
service on the line, 

2. Minimum break time, 
3. Maximum time permitted between breaks, and 
4. Hours in the service day. 

For the system studied, which assumed ope1·ations 
for 19 h/day, the number of relief movements was esti­
mated as 

Max [4 x number of required vehicles, 8] 

For a system in operation, relief points are long 
established. However, as service is changed or ex­
panded, new relief points that are accessible by transit 
must be found. Rail stations tend to be excellent relief 
points since many bus routes will serve the stations, 
all required facilities are provided, and rapid, short­
headway service is provided by rail throughout the day. 
The locating of garages such that driver relief travel 
can be over the rail system offers the prospect of con­
siderable efficiency. 

The example in Figure 1 might apply for a small 
to medium-sized transit property, where all routes 
operate oot of a single garage. For larger properties, 
a route might operate from several garages, each of 
which results in different pull-on and pull-off and relief 
costs. Further, each garage has a maximum vehicle 
storage capacity. Those additional variables introduce 
added complexity to the problem. 

OBJECTIVE FUNCTION 

For this study, in which feasible garage sites had 
previously been determined, the objective was to select 
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garage sites and assign buses to these garages such 
that pull-on and pull-off and relief costs are minimized 
subject to certain constraints. 

The constraints include the following: 

1. Garage storage capacity; 
2. All vehicles that operate on a given line in a 

given period must operate out of the same garage; the 
additional buses required on a line for peak service 
were allowed to operate from a different garage than 
the basic service vehicles; 

3. Relieved drivers must report back to the garage 
from which they originated and relief drivers must be 
assigned from this garage; and 

4. No bus can travel more than 320 km/day (200 
miles/day) in revenue service without returning to the 
garage. 

PROCEDURE 

The procedure for estimating costs and assigning buses 
to specific garages consists of the following sequence 
of steps: 

1. Estimate pull-on and pull-off distances and times 
from both terminals of each line to all garage locations 
that are logical alternatives for the line; 

2. Identify all possible relief points for each line, 
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estimate the travel time from all alternative garages 
to the relief points, and select that relief point on the 
line for each alternative garage that yields the least 
relief cost; 

3. Estimate unit costs for one garage-to-line relief 
movement and for one deadhead, one-way, garage-to­
terminal movement; 

4. Estimate the number of vehicles and operator 
reliefs required to operate base service on the line and 
the number of additional vehicles required to operate 
the peak-period service; 

5. Estimate separately the total cost (pull-on and 
pull-off and relief) of operating base and incremental 
peak service for the line out of each alternative garage 
based on a constant definition of revenue service for 
the line; 

6. Estimate the incremental additional costs of 
operating the line-period service out of the second-, 
third-, and fourth-best alternative garage; 

7. Prepare a least-cost unconstrained vehicle as­
signment to the garage location alternative (base and 
peak vehicles are assigned on a line-by-line basis to 
the garage, which results in the least pull-on and pull­
off and relief costs for the line-service period without 
regard to capacity of the garage); 

8. Develop the minimum-cost constrained vehicle 
assignment by balancing the unconstrained assignment 
to the available garage capacity in a manner that adds 

Figure 2. Process for analysis of 
pull-on and pull-off and relief costs. TRANSIT CODED HIGHWAY l..ENGTH AND UN I ON CONTRACT 
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Tabla 1. Computation of total 
annual pull-0n and pull-0ff and 
relief cost1. 

Weekday Weekday 
Base per Day Annual• 
Case ($000s) ($000s) 

9 garages, 
retain A 
and B 33.7 8500 

9 garages, 
A replaced 
by J 34.2 8628 

8 garages, 
eliminate 
B 36.0 9069 

8 garages, 
eliminate 
A 37 .0 9346 

•weekday annual = Column 1 x 252. 
0 Saturday per day "' Column 3 x 0.80. 
csaturday annual"" Column 4 x 55 
dSunday and holiday per day= Colu mn 3 x 0.55. 
"Sunday and holiday annual = Column 6 x 58. 
1Total annual= Column 2 +Column 5 +Column 7, 

the least additional cost to the unconstrained, least­
cost estimate [vehicles are reassigned from over­
capacity garages to the next-least-cost alternative 
garage; the least-cost reassignment also considers 
multiple garage shifts (the ripple effect) in arriving at 
the least-cost-capacity-constrained vehicle assignment]; 
and 

9. Determine jurisdictional dedication or apportion­
ment of each line; operating costs of the line based on 
the minimum-cost constrained garage assignment are 
allocated to the designated jurisdiction. 

Estimates of travel distance and time from garages 
to line terminals for pull-on and pull-off were de­
veloped by using a regional highway map. Distances 
were estimated by using a map wheel over paths judged 
to have the minimum travel time at each time period. 
Travel times were estimated by using average speeds 
over each type of road. While this study relied on 
manual effort to determine distances and judgment to 
determine paths and times, the process could easily 
be automated by using a precoded highway network and 
Federal Highway Administration or Urban Mass Trans­
portation Administration software to develop the matrix 
of over-the-road times and distances from each garage 
to each pull-on and pull-off point. 

Pay time associated with driver relief is computed 
based on travel time from the sign-in garage to the 
relief point, assuming travel is over the transit sys­
tem. A previously coded description of the planned 
transit system for the design year was used to obtain 
the appropriate travel times. Midday headways and 
running times were used, with the assumption of a one­
half of headway wait for the initial boarding and all 
subsequent transfers. Once again, the computation of 
travel times was carried out manually, but the process 
could easily be automated by using existing Urban 
Transportation Planning System (UTPS) programs. 

Once all time and distance factors were established, 
it was only necessary to determine the number of ve­
hicles required to serve each line and the number of 
driver reliefs in order to compute the costs of these 
operations for each route from each garage. Figure 2 
illustrates the process. 

To determine the costs associated with various 
garage locations the following process was applied: 

1. An initial allocation of routes (vehicles) was 
made, assuming no garage capacity limitations; 

2. A table of differences was constructed that showed 
the difference in cost of serving a route from the least 
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Weekday Sunday and Sunday and 
Base Saturday Saturday Holiday Holiday Total 
per Day per Day' Annual0 per Day' Annuala Annualr 
($OOOs) ($000s) ($000s) ($000s) ($000s) ($000s) 

16.7 13.4 737 9.2 534 9 770 

16. 7 13 .4 736 9.2 533 9 897 

17.9 14.4 791 9.9 573 10 434 

18. 7 15.0 824 10.3 597 10 767 

costly garage and all other alternatives; 
3. Vehicles were reassigned from over-capacity 

facilities, in a least-cost-difference order; in this 
process all vehicles that serve a given line were re­
assigned as a group; and 

4. The process was iterated until all garages were 
below capacity. 

This represents the least-cost solution for a given 
garage pattern. The process was repeated, a minimal 
effort as all basic data were assembled, for alternative 
garage size and location combinations. 

FINDINGS 

The procedures described represent a systematic 
method for easy analysis of the cost implications of 
garage operating patterns for a major transit facility 
that has multiple garages. For the system studied, 
the operating cost difference among alternatives is 
roughly $1 million, which represents approximately 
1 percent of the net operating budget and about 3 percent 
of the cost of nonrevenue service. 

Table 1 presents a summary of the cost analysis for 
four options, including an eight-garage system, a nine­
garage system, and elimination or replacement of one 
or more existing facilities. 

For the least costly option, pull-on and pull-off 
costs constitute 71 percent of the total, and relief costs 
constitute 29 percent. Excluding services that operate 
only in peak hours (no relief required), pull-on and pull­
off costs constitute 66 percent of the costs, and relief 
costs constitute 34 percent. 

The study also indicated that a shift in operating 
patterns was called for as the operation changed from 
a primarily bus-oriented system to one in which the 
buses acted as rail feeders. Under the new conditions, 
garages that were once efficient became more costly. 
The study also indicated a deficiency in vehicle storage 
capacity in an area in which a garage currently existed 
but was planned for closure. This led to a suggested 
reevaluation. 

One finding of relevance to many properties is the 
importance of relief costs in garage location. Unless 
a garage is located with respect to the operating service 
such that travel to relief points is facilitated, the cost 
of relief can rise quickly so that an otherwise efficient 
garage becomes far less cost effective. 

Publication of this paper sponsored by Committee on Bus Transit Systems. 
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Initial Reactions to a Central Business 
D istrict Bus Transit Mall in H onolulu 
C. S. Papacostas and Gary S. Schnell 

The city and county of Honolulu have recently adopted a plan designed 
to eventually convert a central business district street to a bus transit mall. 
The first phase of the plan, which was the imposition of turning restri~· 
tions on private automobiles, was implemented in February 1979. This 
paper presents the resu Its of a study that investigated the reactions of the 
daytime population of the central business district toward th~ mall a_nd 
that population's perceptions of the mall's impact on congestion, noise, 
air quality, safety, convenience, speed, pedestrian circulation, and the 
general downtown environment. The study was based on an interview 
survey administered to 170 persons. The major findings of the study 
were as follows. The mall has caused 26 percent of the automobile users 
to change their circulation patterns. All factors examined were thought 
to be enhanced by the mall. Chi-square tests showed that, at the 0.05 
level, purpose and arrival time explain the perceptions of congestion 
and safety impacts but in different ways; mode of travel strongly affects 
the experience of convenience and speed; the vast majority (85 percent) 
of the respondents were favorably disposed toward the mall concept. 
These findings should be useful to urban transportation planners and 
decision makers because they may represent a shifting of public atti­
tudes toward favoring the preferential treatment of high-occupancy 
vehicles, in general, and urban bus systems, in particular. 

With the recent emphasis on improving the efficiency of 
existing transportation facilities, more urban areas are 
applying strategies to enhance the level of service 
delivered by their bus systems. One such strategy is 
the dedication of rights-of-way to the exclusive use of 
buses both inside and outside major activity centers. 

Actlng on the recommendations of a study of five 
alternatives conducted in 1978 by its Department of 
Transportation Services (!), the city and county of 
Honolulu adopted a plan that will eventually convert a 
0.8-km (0.5-mile) stretch of the central downtown 
street (Hotel Street) into a two-way bus transit mall. 
The first step of the plan was implemented on February 
13, 1979. This step consisted of the prohibition of 
private automobiles from turning onto Hotel Street from 
most cross streets between the hours of 6:00 a.m. and 
6:00 p.m., Monday through Saturday. 

Approximately three weeks after the turning­
movement restrictions went into effect, the Civil 
Engineering Transportation Program (CETP) of the 
University of Hawaii conducted a survey to discern 
the initial reactions of the daytime population of the 
downtown area toward the transit mall. 

STUDY DESCRIPTION 

The city and county of Honolulu encompasses the entire 
island of oa.hu (Figure 1). The estimated 1977 de facto 
population of the island, which includes military 
personnel, their dependents, an:d visitors, was 777 000 
pe1·sons or about 80 percent of the state total. The 
co1·respondin~ density was 503 .6 persons/kri12 (1304.3 
persons/mile (~. 

The most densely populated part of Honolulu is 
located in an east-west corridor on the southern side 
of the island, It lies between the ocean to the sooth and 
the Koolau mountain range to the north and extends on 
both sides of the central business district (CBD) (Fig­
ure 1). 

The CBD has experienced heavy growth over the past 
decade. Recent estimates of the labor force place the 
llllmber of jobs there at more than 30 000 (!). The 

0.5-km2 (0.2-mile2
) CBD is bounded by Nimitz Highway 

to the south which runs along the Honolulu Harbor, and 
Vineyard B~levard to the north (Figure 2). Honolulu's 
major freeway (H-1) also runs in the east-west direction 
north of Vineyard Boulevard. North King and Beretania 
Streets form a major arterial, one-way couplet that 
traverses the CBD on both sides of Hotel Street, which 
bisects the downtown area. 

Hotel Street is a two-way street approximately 11 m 
(36 ft) in width. It serves as the major bus roadway in 
the downtown area. It currently carries a peak-period 
bus volume of 72-80 buses/h @. 

The survey instrument used in this study was a per­
sonal interview questionnaire (Figure 3). The ques­
tionnaire was divided into four parts: The first part 
elicited basic socioeconomic information about the 
respondents such as age and occupation and travel 
characteristics such as travel mode and trip purpose. 
The second part asked whether the mall had an effect 
on the respondents' CBD travel habits such as trip 
frequency and choice of mode. The third part requested 
that respondents assess the effects of the mall on 
typical impacts such as congestion and air quality, and 
the last part asked for the respondents' opinion on 
whether the transit mall should remain in operation. 

In order to cover the major segments of the day 
population of the downtown area, five students who were 
participating in a university training program funded 
by the Urban Ma.'s 'J'ransportation Administration 
(UMTA) were instructed to circulate in the general 
downtown area within a city block on either side of 
Hotel Street and approach potential respondents randomly 
during the midday off-peak period. The timing of the 
survey was selected to coincide with the lunch period in 
order to ensure the inclusion of representatives of all 
segments of the daytime population. For example, 
office workers who drive to work were considered less 
likely to be encountered during other hours of the day. 
A total of 170 valid interviews were conducted in this 
manner during the period from March 7 to March 20, 
1979. 

RESPONDENT PROFILES 

Modal Choice 

By nature the transit mall provides for the preferential 
treatment' of one mode of travel over another. For this 
reason the respondent profiles given next make refer­
ence td the mode used. Three modal families are in­
cluded: bus, automobile, and other. 

Of the 170 persons interviewed, 52 percent were bus 
riders 40 percent were automobile drivers or riders, 
and 8 ~ercent were users of other modes, including 
walking. These percentages do not necessarily represent 
the overall modal split since bus riders and walkers 
may have been encountered more often than automobile 
users during the survey that was administered at the 
street level. 

Age and Sex 

The calculated average age of approximately 36 was 
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Figure 1. City and county of Honolulu. 

Figure 2. Honolulu CBD. 

HONOLULU HARBOR 

found to be independent of mode. The sex profiles, 
however, were found to be different at the 0.05 level 
of significance on the basis of the chi-square test. The 
male-female split was 30-70 in the case of bus riders 
and 65-35 in the case of automobile users. Males and 
females .were equally represented among the us.ers of 
other modes. 
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Occupation 

Professional or technical and clerical or service workers 
had an equal share in the automobile sample; each group 
constituted about 30 percent of the total. By contrast, 
the representation of these two groups among the bus 
riders was 10 and 50 percent, respectively. Persons 
not in the labor force (unemployed, housewives, and 
retirees) made up about 15 percent of each modal 
sample. Students constituted approximately 20 percent 
and other workers about 5 percent of the bus patronage. 
In the case of automobile use, the last two proportions 
were reversed. 

PERCEPTIONS OF MALL IMPACTS 

Changes in Travel Habits 

One section of the survey questionnaire asked whether 
the existence of the transit mall had caused changes in 
the respondents' travel habits, such as the frequency 
of travel to the CED, the mode, or the route used to 
get there. The only significant change was in the choice 
of route-26 percent of the automobile users were 
diverted from Hotel street to other downtown streets. 
The reason why no other change occurred is most 
probably due to the fact that travel on Hotel Street 
constitutes only a small part of the average overall 
trip length. 

Impact Perceptions 

Another section of the questionnaire asked the respon­
dents whether they perceived improvement, stability, 
or degradation in eight transportation impact areas as 
a result of implementing the transit mall. The impact 
areas specified were traffic congestion, noise level, 
air quality, safety, convenience, travel time (or speed), 
pedestrian circulation, and the general downtown 
environment. 

Table 1 shows that positive responses exceeded 
negative replies in each case and that less than 15 per-
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Figure 3. Survey questionnaire . 
l. Sex: M F 

2. Age: 

3. Occupation: 

4. In what general area do yo~ live; 

5. By what means (mode) did you come downtown : 

6. When did you arrive downtown (time): 

7. When are you planning to leave: 

8. What is the purpose of be1 ng downtown today 

HAS THE TRANSIT MALL CAUSED YOU TO: 

l. Come downtown more often less often same -- -- --
2. ' No Come by a different mode: -- __ Yes; specify 

3. Come vi a a different route: No Yes; specify 

IN YOUR OPINION HAVE THE FOLLOWING CONDITIONS IMPROVED, REMAINED THE SAME 
OR WORSENED AS A RESULT OF THE TRANSIT MALL: 

Improved Same Worse 

l. Congestion - -- --
2. Noise - - --
3. Air Quality - -- -
4. Safety - -- --
5. Convenience - - - --
6. Speed (travel time) - -- --
7. Pedestrian Circulation - -- --
8. General Environment - - -- --
ARE YOU IN FAVOR OF CONTINUING THE TRANSIT MALL: Yes No 

COMMENTS : 

Table 1. Respondent perceptions of the mall's impacts. 

Improved Same Worse 
Impact (%) (%) (%) 

Congestion 57 31 12 
Noise 32 60 9 
Air quality 23 68 9 
Safety 56 35 9 
Convenience 46 42 12 
Speed 38 48 13 
Pedestrian circulation 48 46 6 
General CBD environment 51 43 6 

cent of the respondents perceived any one condition to 
be adversely affected by the transit mall. The dif­
ferences between the percentages of positive and nega­
tive responses are designated as the weighted ratings 
of the effect of the mall on each of the eight conditions 
in the table below. 

Impact 

Congestion 
Noise 
Air quality 
Safety 
Convenience 
Speed 
Pedestrian circulation 
General CBD environment 

Weighted 
Rating 

45 
23 
14 
47 
34 
25 
42 
45 

-- --

Use of this difference is equivalent to assigning the 
values of +1, O, and -1, respectively, to each positive, 
neutral, and negative responseo According to this value 
system, four impact areas (safety, congestion, the 
general downtown environment, and pedestrian circula­
tion) were on the average thought to have experienced 
the greatest improvement. Note, however, that the 
first two (safety and congestion) received the highest 
proportions of positive reactions and the last two (gen­
eral environment and pedestrian circulation) received 
the lowest proportions of adverse reactions. 

Noise and air quality, the two main concerns that 
relate to the physical environment, were implicitly 
placed in the same category by the respondents. These 
two impacts were perceived most often to be unaffected 
by the transit mall (Table 1). They also received the 
lowest weighted rating in the above table. 

The remaining two impacts (speed and convenience) 
received mixed reactions. 

E?qJlanatory Variables 

Table 2 presents the experimental significance levels 
computed with the aid of the Statistical Package for the 
Social Sciences (!) by using the chi-square test. Each 
cell of the table shows the result of a separate test that 
compared the responses to the corresponding impact 
of the respondents who belong to the various categories 
of the corresponding attribute (see table below). 
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Attribute 

Mode 

Sex 

Purpose 

Occupation 

Age 

Arrival time 

Categories 

Bus 
Automobile 
Other 
Male 
Female 
Work 
Shop 
Other 
Pr6fessional or technical 
Clerical or sales 
Service 
Other 
Under 20 
21-60 
Over 60 
~eak period 
Off-peak period 

According to Table 2, the comparison of the responses 
of males and females (i.e., the sex categories) to the 
impact of safety resulted in an experimental significance 
level of 0.3432. Only three attributes (purpose, arrival 
time, and travel mode) were found to affect the responses 
relating to some impacts at the 0.05 level. 

Congestion 

Purpose and arrival time were found to affect the percep­
tion of the mall's impact on congestion. Workers showed 
a higher propensity to indicate an improvement in this 
impact than did shoppers and travelers for other purposes 
(65.3 versus a combined 43.9 percent). Their cor­
responding percentages of adverse responses showed a 
closer agreement (12.6 versus 10.6 percent). 

The responses of peak-period travelers differed 
from the responses of off-peak travelers in all cate­
gories. More peak-period travelers felt a favorable 
effect on congestion (62.5 versus 34.6 percent). The 
percentage of adverse responses was higher in the case 
of peak-period travelers (18.8 versus 9.6 percent). 
Off-peak travelers perceived no change more often than 
did the rest (55.8 versus 18.8 percent). 

Safety 

The two variables that were found to affect the respon­
dents' congestion experience (i.e., purpose and arrival 
time) were also found to affect the assessment of the 
safety impact that the transit mall conversion wrought. 
The assessments of safety impacts by respondents 
from the various purpose and arrival time categories, 
however, differed from their reactions to the question 
of congestion effects. 

Shoppers cited safety improvements more often 
(65.2 percent) than did workers (57.4 percent) and 
travelers for other purposes (46. 7 percent). On the 
other hand, workers were more likely to feel an adverse 
effect when compared with shoppers (11. 7 versus 4.3). 

Table 2. Experimental chi-square significance 
levels. Impact 

Congestion 
Noise 
Air quality 
Safety 
Convenience 
Speed 
Pedestrian circulation 
General CBD environment 

'Significant at the 0.05 level. 
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About 30 percent of workers and the same ~rcentage 
of shoppers agreed that the mall had no effect on safety. 
The corresponding proportion of those engaging in other 
activities was 45 percent. 

The responses of off-peak-period travelers were 
almost equally split between the positive and neutral 
categories (45.3 and 50.9 percent, respectively). 
On the other hand, peak-period travelers were unevenly 
divided: 60.3 percent perceived safety improvements, 
28.6 percent perceived no change, and 11.1 percent 
indicated a worsening of safety conditions. 

Convenience and Speed 

Travel mode was found to strongly explain the respon­
dents' perceptions of the mall's effect on both conven­
ience and speed. A larger proportion of bus riders than 
automobile users experienced an improvement in con­
V·enience (54.1 versus 30.6 percent). On the other hand, 
the percentage of automobile users who said that they 
had been inconvenienced by the transit mall (22.6 per­
cent) far exceeded the percentage of bus riders who felt 
the same way (4. 7 percent). 

A response pattern similar to that for convenience 
was detected in the case of speed. About 41. 7 percent 
of the bus riders thought that their speed had improved, 
but only 3 .6 percent of them noticed speed degradation. 
The corresponding automobile percentages were 31.1 
and 27.9, respectively. 

Respondents' Views on Mall 
Continuation 

An overwhelming majority (85 percent) of the respondents 
favored the continuation of the bus transit mall. More­
over, with only a single exception, chi-square tests 
showed that there was no difference between the overall 
percentage and the percentages corresponding to the 
various subgroups in the sample at the O .0 5 level of 
significance. 

The exception was in the proportions of bus patrons 
and automobile users. Although both exhibited a highly 
favorable disposition toward the continuation of the mall, 
the 93. 7 percent corresponding to bus riders was 
found to be significantly larger than the 74.1 percent 
shown by automobile users. Automobile users whose 
route choice had been affected by the mall exhibited 
the strongest opposition but, even in this case, the 
majority (64. 7 percent) favored the continuation of the 
mall. 

SUMMARY AND CONCLUSIONS 

The survey described in this paper found that the vast 
majority (85 percent) of the daytime population of 
Honolulu's CBD were favorably disposed toward the 
continuation of a bus transit mall in the downtown area. 
The majority (65 percent) of those automobile users 
whose downtown circulation patterns were affected by 

Arrival 
Mode Sex Purpose Occupation Age Time 

0.5923 0.8535 0.0183" 0.1952 0.0628 0.0002· 
0.1275 0.6415 0.5919 0.5972 0.1602 0.4576 
0.7643 0.9985 0.4649 0.3116 0.6724 0. 7850 
0.2258 0.3432 0.0158° 0.9460 0.6202 0.0313' 
0.0025" 0.2748 0.4720 0.8272 0.2495 0.1324 
o.ooos· 0.1935 0.4202 0.6593 0. 7537 0.3126 
0.8983 0.5321 0.1233 0.4538 0.4409 0.1542 
0.2392 0.2879 0.8295 0.8191 0.3789 0.5329 
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the mall were also in favor of continuing the bus mall. 
This group constituted 26 percent of the automobile 
users interviewed. 

Less than 15 percent of the respondents perceived 
any one of the following conditions to be adversely af­
fected by the mall: traffic congestion, noise, air 
quality, safety, convenience, speed, pedestrian circula­
tion, and the general CBD environment. The mall's 
impact on safety and congestion received the highest 
proportions of positive responses; the impact on the 
general environment and on pedestrian circulation 
received the lowest proportions of adverse reactions. 
Noise and air quality were perceived most often to be 
unaffected by the transit mall. Speed and convenience 
received mixed reactions. 

Chi-square tests showed that, at the 0.05 level of 
significance, trip purpose and arrival time explain the 
differences in the respondents' perceptions of the mall's 
impact on congestion and safety. The mode of travel 
to the CBD made a difference in the perceived effects 
that the mall had on convenience and speed. 

These findings should be useful to urban transporta­
tion planners and decision makers because they may 
represent a movement of public attitudes in the direc­
tion of favoring the preferential ti·eatment of high­
occupancy vehicles, in general, and urban bus systems, 
in particular. 

ACKNOWLEDGMENT 

This paper was produced as part of a transportation 

47 

research and training program funded by the Urban 
Mass Transportation Administration, U.S. Department 
of Transportation, and conducted with the cooperation 
of the Department of Transportation Services, city and 
county of Honolulu. The results and views expressed 
are our own and are not necessarily concurred with 
by either the Urban Mass Transportation Administration 
or the department of transportation services. 

REFERENCES 

1. Central Business District East-West Transportation 
Corridor Study. Department of Transportation 
Services, city and county of Honolulu, technical 
rept. RT-78-01, Aug. 1978. 

2. The State of Hawaii Data Book. Department of 
Planning and Economic Development, Honolulu, 
1978. 

3. Hotel Street Bus Demonstration. Department of 
Transportation Services, city and county of 
Honolulu, technical rept. TP-78-02, July 1978. 

4. N. H. Nie and others. Statistical Package for the 
Social Sciences, 2nd ed. McGraw-Hill, New 
York, 1975. 

Publication of this paper sponsored by Committee on Bus Transit Systems. 

Recent Experience with Accessible 
Bus Services 
Robert Casey 

Fixed-route, standard-sized buses equipped with level-change mechanisms 
to transport wheelchair or semiambulatory passengers between the ground 
and the bus floor level are currently in service in 23 locations in the United 
States. This paper includes a brief description of the services in place and 
a discussion of experience with their operation. Data are limited due to 
the newness of many of the services and the fact that few transit opera­
tors collect the kind of information that is most useful for evaluation. 
Available data have been collected to inform planners and operators of 
future accessible bus services of the policy issues and operational impacts 
they probably will face and the level of ridership they initially can expect. 
A few findings can be stated: (a) Lift reliability has improved substan­
tially through the emergence of new lift designs and modifications to 
existing models and (b) ridership continues to be low, with most transit 
operators reporting between one and three lift-assisted boardings per 
day. Most of these trips are taken by a few regular riders. The economic 
impact varies considerably among operators, depending on the reliability 
of the particular model of lift operated and whether schedule changes 
were instituted specifically for implementation of the accessible buses. 
At current lift-utilization rates, accessible bus service will not significantly 
affect transit operations. 

The past year has seen some major developments in the 
area of fixed-route accessible bus service that uses 
standard-sized buses. This type of service has been ini­
tiated by 18 more transit authorities, which makes a total 
of 23 now in operation. Three new level-change devices 

(most often called lifts) are now being used in service. 
The Transbus concept, which the U.S. Department of 
Transportation (DOT) thought would be the solution to 
fixed-route bus accessibility, received a setback when 
bid solicitations for the bus produced no respondents. 
The National Research Council review panel concluded 
that Transbus, as specified in the solicitation, could not 
be built without considerable technical and financial risk 
on the part of the manufacturers (!). Also, DOT issued 
regulations to implement Section 504 of the Rehabilitation 
Act of 1973, which (among other provisions) mandated 
the purchase of accessible buses for every bus ordered 
after July 2, 1979. These regulations are currently 
being challenged in court by the American Public Transit 
Association (APTA). 

In spite of the number of accessible bus services that 
are operational, a wealth of data is still not available. 
The prime reason for this is that the collection and 
analysis of the type of information most useful to policy­
makers and other transit operators require a substantial 
evaluation effort, an undertaking that is beyond the fiscal 
resources available to many transit properties. Conse­
quently, the most detailed information about accessible 
services will cont.inue to be disseminated through the 
,Urban Mass Transportation Administration (UMTA) Ser-
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vice and Methods Demonstration (SMD) program. 

ACCESSIBLE SERVICES 

The 23 accessible fixed-route services in operation by 
December 1979 are summarized in Table 1. The number 
of accessible buses available at these locations totaled 
1239, although only 759 were scheduled to be in service 
at that time. 

In addition, a number of accessible buses are on order 
from the two U.S. manufacturers of advanced-design 
buses [Grumman-Flxible a nd General Motox·s Cor pora­
tion (GMC) ] and the Canadian manufacturers of new-look 
buses (General Motors of Clnada a nd Flye~· Industries). 
Accessibility has been and will continue to be achieved 
primarily in connection with new bus purchases . 

IMPLEMENTATION ISSUES 

The implementation process requires policy decisions 
about the following: 

1. Whether to institute schedule changes, 
2. What to do about reduction in seating capacity, 
3. How much driver assistance to permit, and 
4 . Who will be allowed to use the lift. 

A few transit operators made operational changes in 
anticipation of potential delays in running time caused by 
wheelchair boardings and alightings. However, the low 
ridership by wheelchair users has indicated that such 
action would not appear necessary. Most operators have 
not made operational changes but are observing the op­
erations closely to determine whether the delays ex­
perienced significantly disrupt normal operations on the 
accessible routes. Changes may be made later if ser­
vice is seriously affected. 

Several operators are concerned by the loss of regu­
lar seating capacity due to the provision of wheelchair 
tiedowns on the accessible buses. The majority of tie­
downs take away two regular seats per tiedown position. 

Table 1. Accessible bus service 
characteristics. 
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Four operators have added buses and decreased head­
ways to compensate for this and for the seats lost due to 
the smaller seating capacity of the advanced-design buses. 
Extra buses probably would not be added solely due to the 
loss of seats in the tiedown areas. 

Driver assistance to severely mobility-limited pas­
sengers is either not permitted or discouraged by nine 
transit operators . In those situations, potential pas­
sengers may be inhibited from using the bus service if 
they encounter or fear difficulty in using the lift or the 
tied own devices. 

Seven of the operators have taken the position that 
only persons in wheelchairs will be allowed to use the 
lift due to a concern about potential injuries and accident 
claims from lift standees. In current lift-equipped 
buses, headroom clearance at the door frame is re­
stricted for persons who stand on the lift. 

TRAVEL BEHAVIOR 

Surprisingly, accessible-bus-ridership data about wheel­
chair users are not always available or accurate . Only 
about one-half of the operators are able to supply what 
they consider reasonably accurate ridership totals. In 
spite of the data limitations, ridership figures are pre­
sented for every locale for which figures are available. 

Ridership Data 

San Diego Transit Corporation (SDT) operates accessible 
bus service with five buses (four scheduled) on two routes . 
SDT reported an average of 41 wheelchair -passenger 
trips /month during 1978. In view of the small nw11ber of 
accessible buses used, this is relatively high compared 
with most of the transit properties. According to SDT, 
four people are regular riders. The 1978 ridership was 
about double the monthly ridership totals of 1977. No 
figures are yet available for 1979. 

The Southeastern Michigan Transpo1·tation AuthOl"ity 
(SEMTA) now has 61 (50 scheduled) buses that operate on 
nine (seven fully accessible) r outes. Virtually all trans it 

Accessible Buses' 

Initial Manufacturer On Fleet Ac- Recent 
Service Prop- No. of Routes cessibility Lift Uses 

Location Date Bus Lift" erty Scheduled Accessible" ' (~ ) per Month 

San Diego 2/ 77 GMC' TDT 5 4 2P 1 41 
st. Louis 8/77 Flxible TDT 157 41 12 p 15 30' 
San Mateo 9/78 AMG TDT 24 15 2P 11 30-40' 
Detroit (SEMTA) 10/78 GMc' GMC 61 50 7 F, 2P 18 40-50' 
Santa Clara 12/78 Gill~ TDT 52 21 3F 27 NA 

GM GMC 58 
Fayettevllle 12/ 78 GMc' GMC 6 6 6P 23 7 
Gardena 12/ 78 GMc' GMC 2 1 1 p 6 NA 
Rhode Island 1/ 79 GMc' GMC 19 15 5 p 9 81' 
Westchester 3/ 79 GMc' GMC 105 91 8 P, 2 F 42 NA 
Hartford 4/79 Flxible' EEC 155 140 26 p 56 38 
Rock Island 4/79 GMC' GMC 7 6 6P 23 <1 
Milwaukee 4/79 Flxible Vapor 100 62 6P 17 21 
New Haven 6/79 Flxible' EEC 100 90 18 p 83 43 
Janesvllle 6/ 79 GMc' GMC 10 7 7P 53 100 
Washington 7/ 79 Flxible Vapor 150 93 34 p 8 150' 
Montebello 7/ 79 GMc' GMC 8 6 2P 22 0 
Ventura 7/ 79 GMc' GMC 2 1 1 p 5 6 
Detroit (DOOT) 9/79 GMc' GMC 163 26 1 corridor F 20 2 
stamford 9/79 Flxible' EEC 35 28 13 F 100 10-15' 
Seattle 9/79 Flyer Lift-U 50 27 6F 7 100+1 

Colorado Springs 9/79 GMc' GMC 14 o' 9P 37 80' 
Palm Beach 10/ 79 GMC' TDT 15 3 1 F 25 28 
Los Angeles 11/ 79 AMG TDT 28 11 1 p NA NA 

•TOT= Transport 1Jtion Design and Technology, Inc.; EEC "" Environmental Equipment Corporation. 
b As of November f979. 
'P = partlolly occessible; F =fully accessible. 
'Retroflnod bu..,., 
•Advanced d m:fgn buses. 
f Pubnth!XI 1ehodules do not indicate accessible buses. 
9 Estimated. 
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trips by wheelchair users are made by two.persons who 
transfer from a dial-a-ride service to the accessible 
fixed-route buses. SEMTA estimates that these two 
riders take about 40-50 bus trips/month. 

The San Mateo County Transit District (SAMTRANS) 
operates 24 (15 scheduled) accessible buses on two 
routes. SAMTRANS estimates that ridership by lift 
users averaged 30-40 one-way trips/month from July 
to September 1979. Usage has dropped off somewhat 
since the end of 1978. SAMTRANS' continuing lift­
reliability problems have undoubtedly affected ridership. 
SAMTRANS reports tJ1at (a) the majority of lift users are 
persons in wheelchairs, (b) three wheelchair users take 
most of U1e reco1·ded trips, and (c) these three users 
transfer from a dial-a-ride service to the accessible 
buses. 

The Bi-state Development Agency scheduled 126 of 
their 157 accessible buses in daily service over the pe­
riod November 1977-August 1978. However, since the 
actual availability of accessible buses was generally far 
short of the required number, Bi-State cut back the num­
ber of scheduled buses to 40 in September 1978. 

A total of 60 unduplicated users of Bi-state's accessi­
ble service were identified during the nearly two-year 
evaluation period. Only 13 wheelchair users made more 
than 10 one-way trips on the buses, which represents 
82 percent of all trips reported. Ridership has been 
highly variable, due in part to weather conditions as well 
as equipment reliability problems and the service cut­
back. Recent totals have been about 30 boardings/month. 

In Fayetteville, North Carolina, the transit operator 
schedules all six of the accessible buses in service, one 
on each of the six routes. Since on an average day one 
of these vehicles is out of service, missed runs are a 
common occurrence. Since July 1979, when ridership 
counts were begun, boardings averaged 6/month. 

The Rhode Island Public Transit Authority (RIPTA) 
has had 19 accessible buses (15 scheduled) in service 
since January 1979. Over the following six-month pe­
riod, 45 wheelchair trips were recorded, or an average 
of 8 boardings/month. However, expansion of a one­
week count in November would result in a monthly total 
of 81 boardings. RIPTA indicates that most of the trips 
counted in the November sample week were taken by 
three persons. 

Mllwaukee Transport Services operates 100 accessi­
ble buses (55 scheduled) on six routes. Ridership built 
up to approximately 50 boardings/month during the sum­
mer, but dropped off to less than 10 in October and 
November. They estimate that 80 percent of the trips 
are made by four or five persons. 

Co1mecticut Transit operates 100 (90 scheduled) ac­
cessible buses in New Haven. Each of their 18 regular 
routes are partially accessible during the peak periods 
and virtually 100 percent accessible during the off peak. 
Lift users made an average of 43 boardings/month from 
August to October 19 79. 

In Hartford, Connecticut Transit schedules 140 of 
their 155 accessible buses. All of their routes are par­
tially accessible during the peak periods and almost 
fully accessible during the off peak. Ridership, which 
has been somewhat erratic, averaged 38 boardings/ 
month from September to November. Nearly twice that 
number used the service in August. 

In Stamford, Connecticut Transit has operated a fully 
accessible, 35-bus (28 scheduled), 13-route system since 
September 1979. November was the first month in which 
any lift users were carried. The operator estimates that 
10-15 lift-assisted boardings were made during that 
month. 

The Janesville (Wisconsin) Municipal Bus System has 
averaged more than 100 lift-assisted boardings/month 
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from July to November 1979 on their 10 accessible (7 
scheduled) buses. One daily rider accounts for almost 
one-half of the trips. There are four or five other oc­
casional riders. 

Rock Island County (Illinois) Metropolitan Mass Tran­
sit District has carried only two wheelchair passengers 
in seven months of ope1·atiolls on their seven (six sched­
uled) accessible buses. However, except for printed 
schedules and contracts with social service agencies, 
there has been little marketing or advertising of the 
service. 

The Washington Metropolitan Area Transit Authority 
(WMATA) has recently expanded its accessible bus ser­
vice to 150 (9 3 scheduled) buses that operate on 34 routes. 
WMATA estimates 150 wheelchair-user boardings/month 
based on the known travel patterns of some regular 
riders. 

The Santa Clara County Transportation Agency's re­
cently delivered advanced-design buses have not yet been 
put into service. At this time, only 21 of their 110 ac­
cessible buses are scheduled for three routes. Sample 
counts were made on a few days in January, February, 
and March of 1979 on the two routes then in service. An 
average of 19 lift-assisted boardings were recorded on 
those days, 9 of them by nonwheelchair users. 

Montebello Municipal Bus Lines have carried only 
one lift user in the early months of operations of their 
eight (six scheduled) accessible buses. 

South Coast Area Transit in Ventura, California, 
schedules one of their two accessible buses on an hourly 
headway on their heaviest route. They have averaged 6 
boardings/month of wheelchair users. 

The city of Detroit Department of Transportation 
(DDOT) has not yet placed their 122 new accessible buses 
in service. Consequently, they still operate only 41 (26 
scheduled) buses in one fully accessible corridor. In the 
short period of operation, boardings by wheelchair users 
have averaged only about 2/month. 

Seattle Metro currently schedules 27 of their accessi­
ble buses on six routes. Four of these routes began in 
November. A total of 153 accessible buses will be on 
the property when delivery of the current order is com -
pleted in February. Accessible trolley buses have also 
been ordered. The six accessible routes have attracted 
three regular commuters plus a few other occasional 
riders. Metro estimates that boardings will exceed 
100/month. 

In Colorado Springs, Colorado Transit Management, 
Inc., operates 11 or 12 of their 14 accessible buses on 
their nine route1>. However, the accessible bus trips 
are not yet noted on schedules. In spite of the lack of 
schedules, the transit operator estimates that wheel­
chair user ridership totals were about 80 during No­
vember. 

The Palm Beach County Transportation Authority be­
gan accessible bus service in October with 3 of their 15 
retrofitted vehicles. One route has been made fully ac­
cessible. During the month of October, 28 lift-assisted 
boardings were recorded. This dropped to 6 in No­
vember. 

The Southern California Rapid Transit District 
(SCRTD) in Los Angeles is operating an accessible bus 
demonstration route that uses 11 scheduled accessible 
buses. SCRTD has made a special effort to get wheel­
chair users to ride the line so that they can assess the 
operational impacts and make appropriate operational 
changes, if needed, in routes to be made accessible later. 
During the first few weeks of service, 17 lift-assisted 
boardings were recorded, 11 of them on one day. How­
ever, this is not indicative of ridership to be expected 
in regular, accessible service. 
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Summary 

As can be seen from Table 1 and the above discussion, 
ridership -by persons who need the lift to board buses 
has been low. On the other hand, to date, generally only 
a portion (often small) of the buses at a transit property 
are accessible, and many of them have been in service 
for only, a-few months. The changes in demand in re­
sponse to increases in the supply of accessible service 
is a relationship that will be watched with considerable 
interest. In those instances where the same number of 
accessible buses has been in operation for six months 
or more, there has generally not been a continuing in­
crease in ridership. 

There are a number of possible reasons for the lack 
of significant ridership increases. Equipment problems 
are one of these. Severe winter weather will certainly 
inhibit travel by wheelchair users. Restrictions placed 
on driver assistance to wheelchair passengers by some 
transit authorities may also be a factor that tends to de­
press ridership. Without the assistance of either the 
driver or another passenger or companion, some wheel­
chair users may be unable to use the bus. It is also quite 
possible that more time is needed for the target popula­
tion to change their travel habits or patterns and switch 
to use of the accessible buses. 

Very few data are available concerning reasons why 
more of the target population do not ride the accessible 
buses. Results from a survey of 60 wheelchair users 
in St. Louis who had not ridden the accessible buses are 
presented below; the ratings are based on a scale in 
which 1 = least important and 5 =most important: 

Reason for Not Using Buses 

Do not need them-have other transportation 
available. 

I cannot go out at all without help. 
Lack of curb-cuts near my home or my destination. 
It is too difficult for me to travel on sidewalks or 
roads to reach the bus stop . 

Bad weather such as rain, snow, or cold . 
Accessible routes do not go near my residence . 
Bus transportation takes too long or is too incon· 

venient compared to a car. 
Accessible routes go near my home but do not go 

near my destination. 
Cannot get on the bus lifts very easily. 
Trouble obtaining the schedule of accessible buses. 
Cars parked in bus stop. 
Lifts are unreliable and sometimes do not work. 
Afraid to use-heard bad things. 
The buses are unreliable and do not keep to the 

published schedule. 
Do not feel safe on the I ifts or on the buses. 
Buses are too crowded when I want to use them . 
Do not I ike going out in public . 

Average Rating 

3.5 
3,5 
3.1 

2.8 
2.5 
2.2 

2.2 

2.1 
2.1 
2.0 
1.9 
1.7 
1.7 

1.6 
1.5 
1.5 
1.4 

The reasons for nonuse that received the highest ranking 
were the difficulty of going out at all, the difficulty of 
getting to or from the bus stops, the availability of an­
other mode of travel, and weather. These answers give 
evidence that fixed-route accessible buses will only be 
a feasible alternative for a portion of the target popula­
tion. 

For other segments of the handicapped and elderly 
populations, the situation is less clear. Little is known 
about the potential benefits of accessible buses to the 
elderly and nonwheelchair handicapped. The number of 
nonwheelchair users who would actually use transit be­
cause lifts or other accessibility aids are provided 
would be difficult to determine. 

Transportation Research Record 746 

LIFT EQUIPMENT 

Five different wheelchair lifts have been installed by bus 
manufacturers in standard-sized buses for use in regular 
fixed-route transit service. The manufacturers of these 
lifts are Transportation Design and Technology, Inc.; 
Vapor Corporation; General Motors Corporation; Envi­
ronmental Equipment Corporation; and Lift-U, Inc. A 
sixth lift, manufactured by Transi-Lift Equipment Ud., 
has only been installed for testing purposes. 

Reports from the operators indicate that all lifts have 
some deficiencies or drawbacks. As deficiencies have 
surfaced, lift manufacturers generally have been respon­
sive in making modifications to improve performance. 
As a consequence, the current models are conside1·ably 
more reliable and usable by the passengers than they 
were one year ago. It seems reasonable to expect fur­
ther lift reliability and performance improvements in the 
years ahead. 

Operations 

Even though the state of the art in lift technology is ad­
vancing, a few transit authorities continue to have dif­
ficulty in always providing an accessible bus in accor­
dance with the published schedules. The extent to which 
this situation prevails will depend, in part, on the num­
ber of accessible buses retained as spares. As noted 
previously, lift reliability has improved considerably. 
St. Louis no longer reilects the current status of wheel­
chair lift performance. A couple of transit operators 
reported that the lifts themselves work quite well but 
that many of the problems are caused by driver mistakes. 

The availability of accessible vehicles can also be af­
fected by their heavy use. These buses are operated 
more than are nonaccessible buses due to their constant 
use in both peak and off-peak periods. Consequently, 
they require more frequent maintenance and repair than 
do other vehicles. As a result, a larger number of 
spare lift buses are probably required for schedule ad­
herence than are normally required for the rest of the 
fleet. This would vary for lifts produced by different 
manufacturers. 

The added workload for maintenance of the lifts has 
resulted in an increase in the maintenance staff in St. 
Louis, Milwaukee, Hartford, Washington, Santa Clara, 
New Haven, Stamford, and Detroit. It seems likely that 
extra maintenance personnel will be needed by all transit 
properties that implement any significant amount of ac­
cessible bus service. 

The potential for through-routing may be restricted 
or placement of the accessible buses may be complicated 
if the transit system is only partially accessible. If 
through-routing is reduced, 'greater bus service hours 
should result. It is not known how much through-routing 
reduction has occurred. 

Four transit operators have added buses on accessible 
bus routes to compensate for seats lost in the wheelchair 
tiedown positions and due to the smaller seating capacity 
of the new buses. Buses probably would not be added 
for the provision of tiedowns alone. 

Buses will be delayed whenever wheelchair passengers 
are carried. The average time for wheelchair users to 
board and tie down will probably average 2.5-3 min. The 
average alighting time is about 1 min less than the board­
ing time. For each wheelchair passenger, the delay 
would average 4-5 min. 

Some transit operators are forced by state laws to 
operate the narrow, 264-cm (96-in) wide buses. If the 
lift is installed in the front door of these buses, wheel­
chair users often find it very difficult to maneuver once 
inside. This would result in a longer dwell time at the 
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stop . If the lift is installed in the rear door of the bus, 
the maneuvering problem is removed, since the tiedown 
positions can be installed directly across from the door. 
The drawbacks to this lift location are that the driver 
has to go to the rear of the bus to operate the lift, and 
maneuvering the bus so that the rear door is adjacent to 
the curb is not always easy. 

Costs 

Capital costs incurred will consist primarily of the cost 
of the lift equipment and wheelchair tiedown devices. 
The cost of different lifts plus tiedowns on new bus 
orders prior to the effective date of Section 504 regula­
tions ranged from $8500 to $14 000. Since all buses 
ordered now must be accessible, the price of the lifts 
and tiedowns are usually not separated from the total 
price of the bus and, consequently, are difficult to iden­
tify. Retrofits of existing buses would probably cost 
about twice that of new buses. 

In addition to capital costs, accessible bus service 
will incur increased operating costs. These include the 
cost of any schedule changes, through-routing reduction, 
s taff t ime, extra mechanics, driver training, promotion 
and adver tising, accident claims (if any), and extra 
drivers ' pay (U any). 

Transit operators who reduce headways to compen­
sate for seats lost in providing wheelchair tiedown po­
sitions may incur substantially increased operating 
costs. SEMTA states that each extra bus costs them 
$ 60 000-$ 70 000/year. 

Extra mechanics have been hired by several proper­
ties to work on the lifts. Each extra mechanic would 
probably cost $15 000-$20 000/ year. 

The amount of driver training given has varied from 
0.5 hon lift operation to 10 h, including sensitivity train­
ing on the problems of the handicapped. At most proper­
ties, drivers are paid extra for attending these training 
sessions, often at overtime rates. All drivers at each 
site are normally given this training. Refresher train­
ing may also be necessary in some cases. 

The amount of promotion and advertising of accessible 
bus services has varied considerably. Some have used 
television, radio, and newspapers and have conducted 
field demonstrations, while a few have done little more 
than publish schedules that note the accessible bus trips. 
Bi-State, which had an extensive radio and newspaper 
advertising campaign, spent approximately $ 3 5 000 dur­
ing the first year of operations. 

To date, two operators have reported accident claims 
due to lift operations. Specific accident-claim data are 
not available at this time, but most of the claims have 
been small. 

Only in Detroit has lift operation been a major labor 
issue. The issue was resolved by DDOT when it agreed 
to pay the drivers $0.50 for each time they operate the 
lift for a wheelchair passenger. At both SEMTA and 
DDOT, the minimum layover time was increased by 5 
min for accessible buses. The only other known instance 
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where drivers are paid extra for operating accessible 
buses is in Rhode Island, where they are paid 5 min ex­
tra time for cycling the lift before leaving the garage 
each day. 

OTHER IMPACTS 

The impact on transit travel time of nontarget group 
riders will be minimal if wheelchair ridership remains 
low. Lift operation for two or more passengers during 
a single bus run would delay other riders and bus opera­
tions significantly. This is unlikely to happen with any 
regularity in the near future. 

In order to install wheelchair tiedown positions in the 
buses, regular seats are usually removed. A level of 
service change would occur for a ny riders forced to 
stand due to the loss of seats. 

Accessible bus operations have resulted in a few pas­
senger injuries. The majority of these injuries were 
caused by persons who fell while boarding or alighting. 
Four injuries involved wheelchair users. 

FINDINGS 

The majority of transit authorities that operate fixed­
route accessible buses have made no changes in operating 
procedures or schedules specifically for the implemen­
tation of accessible buses. Wheelchair-user ridership 
has ranged from fewer than one to a little more than 
three one-way trips per day. Most of the transit trips by 
wheelchair users are made by a few persons who are 
fairly frequent riders. Therefore, although accessibil­
ity to bus transportation is being improved, the overall 
mobility of the target population has changed very little 
as a result of accessible bus service. 

Advances in lift technology have improved their per­
formance substantially. As a consequence, lift mainte­
nance expenditures are much less than for earlier 
models . For most transit operators, the added costs 
of accessible bus operation will consist principally of 
the capital cost of equipment, staff planning time, main­
tenance of lifts, driver training, and promotional ex­
penditures. 

The preliminary evidence from recent implementa­
tions of accessible bus service indicates that, at current 
ridership levels, this service concept will not have sig­
nificant impacts on transit service operations, regular 
transit riders, or other providers of service to the hand­
icapped. This would not hold true if lift use increases 
dramatically. 
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Abridgment 

Operational Improvements in a 
Two-City Bus Transit Corridor 
Gary G. Nelson 

The Albany-to-Schenectady, New York, bus service corridor is the most 
heavily used corridor in the Capital District Transportation Authority's 
service area. The continuing decentralization of activities from the two 
cores out along the corridor and the increase in service demand has 
created the need for operational analysis of services to increase their ef· 
fectiveness. The resultant study emphasized near-term operational im· 
provements that could be implemented within fairly fixed operational 
support funding. A study of this nature deals with many situations 
that are site-specific. Of general interest will be the methodology of data 
collection and analysis and some of the detailed dynamics of a long, 
relatively high-density bus transit corridor that must consider interactions 
between line-haul and local services and between transit and the many 
factors that contribute to route delay. Of 14 problem areas originally 
enumerated in the study, general analytical conclusions on 7 are given. 
The corridor demonstrates that many of the operational inefficiencies 
for which separate right-of-way modes might be proposed manifest 
themselves at demand levels well below levels at which implementation 
of such modes is usually considered. 

The Capital District of New York is a three-core region 
that is provided with bus transit service by the Capital 
District Transportation Authority (COTA). Of the three 
regional cores, Troy, Albany, and Schenectady, the 
heaviest transit usage occurs between the Albany­
Schenectady pair over NY-5. Over time, this corridor 
has experienced considerable out-migration of com­
mercial activity from the cores and this, along with 
increasing general levels of transit usage, created the 
need for an analysis of the existing transit service with 
a view toward increasing its efficiency by means of 
short-range operational improvements. 

The populations of Albany and Schenectady have been 
stable since 1970, when they were 116 000 and 78 000, 
respectively. The cores are separated by 24 km (16 
miles) straight-line distance over NY-5, which is a four­
lane, unlimited-access arterial. Interstate expressway 
routes also connect the cities but more circuitously. 
suburban growth between the two cores along NY-5 has 
been rapid, since that area constitutes the geographic 
center of the region. Two major shopping malls are 
located along the route, one just outside Albany and the 
other just outside Schenectady (see corridor map, Fig­
ure 1). The increasing strip development has also 
meant an increase in traffic control problems, which 
has affected running times over the corridor. 

Bus transit service over the corridor had evolved 
piecemeal over time. Two private firms replaced the 
original trolley service in the 1930s with bus service. 
The Schenectady local service and Albany-Schenectady 
through-service was run by a Schenectady firm; the 
Albany local service was run by an Albany-based firm. 
These were consolidated into the public operation in 
the early 1970s, but the through services along NY-5 
were still operated from a Schenectady garage. Service 
adjustments had been made over time to meet the 
greater demand of the outlying shopping areas, and 
express service had been added that departed from 
NY-5 near the Albany end to proceed by expressway 
to and from Albany. 

Since at least 1974, COTA has been studying a com­
prehensive revamping of the corridor operations. More 
immediate problems had always intervened, however, 
and not until 1979 was a consultant ·hired to review 

the corridor and recommend short-range modifications 
to service. 

The corridor is well served and has good all-day 
usage due to the mixture of office, industry, retail, 
residential, and school activities. The table below and 
Table 1 show some usage data. In the table below, 
headways are for through service with augmentation 
in core areas. 

Headway 
Day Ridership (min) ---
Weekday 8593 

Morning peak 1721 12 
Midday 3159 24 
Evening peak 2673 15 
Evening 1040 30 

Saturday 5469 30 
Sunday 1449 60 

The Albany end is the most heavily served. Its com­
bination of through and local service yields a 9-min 
weekday peak headway there, 15 min on through service, 
and 13 min at the Schenectady end. Curiously, the 
express service runs only one morning trip to Albany 
and a 3:00 p.m. trip to Schenectady. The corridor is 
broken into three fare zones. The base fare is $0.40, 
$0 .60 for core-to-suburb trips, and $0. 75 core to core. 

The running time of the through buses from core to 
core is 70 min or a speed of 20 km/h (13.4 mph). The 
express buses traverse 30 km (20 miles) in 51 min or 
35 km/h (24 mph). The local buses on the Albany end 
run 8.4 km (5.6 miles) in 40 min or 12.6 km/h (8.4 
mph). 

STUDY ISSUES 

COTA staff were first polled to gain their perceptions 
of the problems in the corridor in order to establish 
the order of priority of the problems. The resultant 
ranked list of problems is tabulated below: 

1. Insufficient supply of express service; 
2. Lack of late evening service on the Schenectady 

end to circulate arriving through riders; 
3. Extended running times and schedule adherence 

problems in the corridor; 
4. Overloads on certain existing runs; 
5. Delay to through riders because of local use of 

through buses; 
6. Lack of direct service to the Schenectady 

shopping mall; 
7. The allocation of headways to through and local 

service; 
8. The dispatcher's control problem in coordinating 

through and local services on the Albany end, since the 
Schenectady-based through services do not originate 
from the Albany garage; 

9. The problems of the zone-fare system and ques­
tions about fare level; 

10. The lumping of peak headways due to certain 
interactions of through and local schedules; 

11. Poor connection between the retail a.ctivities on 
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Figure 1. Corridor map. 
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Table 1. Ridership of a 
Riders per Weekday by Link 

composite weekday 
along the NY-5 corridor. Albany Bus Riders 

In In to Suburb Trips per 
Route Type Albany Schenectady Schenectady Based per Day Trip 

Through local 2691 1005 1473 746 106 56 
Through express 288 54 6 57 
Albany local' 2048 126 26 
Schenectady local' 17 3 ~ 23 

Total 4739 117 8 17 61 800 266 32' 

"These local runs include those that may not run on the NY-5 corridor entirely, but only riders between corridor points 
are included. 

b Average riders per day = corridor grand total (8478) + total bus trips per day ( 266) . 

each side of NY-5, where the malls at the Albany end 
have arisen; 

12. Possible routings of through buses into malls 
during off-peak periods; 

13. Bus hardware problems, including power for 
hills, seat comfort, and vehicle capacity; and 

14. Length of downtown layover times at control 
points. 

The express service problem has been alluded to. 
The one morning express bus was heavily loaded and 
good loads on the evening returns indicated the demand 
for added morning service. This assymetry was 
probably due to CDTA 's hesitation in adding more ex­
presses that, despite good loads, cost more as tripper 
runs and did not have the productivity of the NY-5 
through runs. The evening express buses were added 
only to relieve an evening loading problem at the Albany 
end. 

The lack of late feeder service at the Schenectady 
end resulted from earlier decisions, when the sys­
tem was under private management, to provide no even­
ing local service beyond that required for the shifts at 
the General Electric plant. This resulted in some con­
straint on the use of the Albany through services since, 
in Schnectady, after 6:00 p.m., an Albany-bound com­
muter who left at 5:00 p.m. would not find a connection 
available. The remainder of the problems deal with 
general delay problems on the route and various service 
adjustments. 

ANALYSIS OF SOME OF THE 
PROBLEMS 

A number of detailed recommendations were formulated 
to address each of the listed problems; however, be­
cause of space limitations, only those features of the 
analysis that will have general interest are discussed 
here. 

Cost Model and the Express Service 
Problem 

From the consumer's viewpoint, the Schenectady-to­
Albany express service has an obvious attraction over 
the local service. The 51-min travel time, end to end, 
is 27 percent shorter than the travel time for the local 
service. However, because of the long schedule time, 
it is not possible to get two useful peak-direction runs 
in each peak period. The express buses must there­
fore be run as trippers (short runs that cannot usually 
be combined into a full shift) and, therefore, accrue 
extensive operating overhead. This can be seen from 
the cost model that was applied to CDTA services: 

Cost per run = ($7 + $17/peak vehicle)/run + 
[$10.69/ h (or $13.24/ overtime h) J/run + 
($0.22 / km) / run. 

Although this cost model is only a good approximation 
of all the variables associated with a run cost , it does 
show the cost increments that would be associated with 
a tripper run in the peak. Note that the overhead value 
accounts for costs of maintaining the pool of extrQ 
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drivers and that the hourly overtime rate is not quite 
1.5 times the straight rate because certain fringe bene­
fits are iiot multiplied. The cost of an evening peak 
express run, with overtime rates applying to trippers, 
would be as follows: 

Cost per evening peak run = $24 + l$13.24 x 2.32 h)/ 
run+ ($0 .22 x 74 km)/run = $70.82. 

The cost of the morning peak express run is less be­
cause the peak vehicle overhead does not apply and be­
cause the deadhead is partly allocated to a local run 
on the Albany end. CDTA has the unusual circumstance 
of having the heaviest peak in the morning at the Albany 
end (because of school trips) while the evening peak is 
the heaviest in Schenectady. Therefore, there is a 
happy synergy in having the incoming morning ex­
presses to Albany (the expresses do not make a working 
run in the nondominant direction) help out the peak load 
of the Albany-based local buses. The morning express 
run cost is then $42.96. Given this cost differential, 
it is even harder to understand the historical circum­
stance of three evening express runs and only one 
morning run, but it derives in part from the smaller 
evening load distribution that, before being remedied 
by better local and express phasing, was solved by 
added capacity. 

The cost and revenue comparison between an express 
run and a local through run can then be made as fol­
lows: 

Cost/Run Revenue/Run 
Run ($) ($) 

Morning express 42.96 46.08 
Evening express 70.82 40.71 
Local (straight run, 
6 half trips) 144.07 147.84 

This comparison actually makes it harder to see why 
the evening express buses were favored over the morn­
ing bus. Although the morning express bus does show 
an apparent profit, added express buses would probably 
not be as heavily loaded and would, in the short run, 
divert revenues from the local service. Nonetheless, 
the increases in ridership justified the added express 
service on a long-term basis. At least one ru;1 pe1· peak 
was also recommended that would run wholly on ex­
pressway between Albany and Schenectady. Although it 
would lose the important suburban ridership, the faster 
expressway run would allow two trips per peak and 
thereby reduce costs. 

Overload Problems and Larger Buses 

The evening peak buses in the corridor were overloaded 
on some runs that were approaching the 150 percent 
load criterion. The schedule already contained some 
expensive trippers (in addition to the evening ex­
presses) to attempt to handle the problem. The problem 
was most acute for the through buses, which tended to 
pick up both the local and through traffic, particularly 
when through- and local-service phasing went awry. In 
fact, a modest change in through and local scheduling 
was quite effective in addressing this overload problem. 
But at the time, some attention was given to the econ­
omies that might be provided by larger, articulated 
buses. 

The articulated vehicles have capacities of 60 seated 
passengers (depending on interior layout) compared to 
about 45 seats on the standard coach. However, the 
articulated vehicles would also have added costs, such 
as the cost-per-kilometer component for the heavier 
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vehicles, possible driver premiums, deadhead times 
for bus changes, and garage-modification costs. It was 
also assumed that added capacity per vehicle woo.Id 
allow the immediate deletion of only some trippers and 
that the savings for larger vehicles would only accrue 
over time as loads increased. At the historical 5 per­
cent rate of growth in ridership (although this in­
creased to 10 percent over 1978 figures during the 
1979 gasoline crisis period), there would only be about 
a 16 percent saving in corridor costs after 15 years. 
Thus, articulated vehicles would not be a panacea, and a 
capital-operating cost trade -off needs to be carefully 
studied in their application. 

Throuctfih and Local Schedule 
Coor nation 

Some 53 percent of weekday rides on the corridor occur 
on the Albany end, where the through and local services 
overlap. Closed-door operation for the through ve­
hicles had been abandoned in the interests of better 
headways, and so a critical issue was the distribution 
of riders between the two services. 

The checksheet data showed that the loads between 
the local and through buses were, in fact, uneven. In 
the evening period, which was the most critical fo : 
loading, the local buses showed only 50-60 percent of 
the average loads of the through buses. Since the 
through buses were experiencing standing loads, this 
represented a serious maldistribution of service usage. 
Since fully 43 percent of the through bus riders were 
riding within the local zone, there was clearly room 
for diversion of riders. 

As it happened, a schedule change was introduced 
into corridor service just prior to the commencement 
of the study. The effects of this change, motivated 
primarily by supervisor suggestion, proved to be quite 
effective and showed the main causes of the load prob­
lem. The first problem was that the schedule check 
points were too tight for the through buses. Adjusting 
these by allowing some additional scheduling time as 
well as changing intermediate points provided for better 
arrivals at control points and, therefore, improved 
ability to phase the through buses with local buses 
which, because of their shorter trips, were inherently 
better in keeping time. However, the main change was 
in shifting the scheduled time of the local departures 
slightly. Previously, the through buses had the terminal 
departure times set for the major work-leave times, 
such as on the hour and half hour. By preceding the 
through trips by 5 min, the local buses were probably 
missing the times when most workers arrived at the 
stop. By shifting the local leaves up by about 5 min, 
they were put into the prime position for picking up 
workers. 

Checksheets after the schedule change showed that 
the loading pattern was much improved. Evening peak 
loads before the change were 45 on the through runs 
and 22 on the local runs and changed to 43 and 40, re­
spectively. Of evening peak corridor riders, the local 
buses previously carried 37 percent and now carried 
44 percent. The results show a very simple principle, 
often overlooked: The absolute schedule timing of two 
services to be coordinated is at least as important as 
the relative phasing. 

Schedule Delay and Variance 

As a long run over heavily used urban arterials, the 
NY-5 buses showed significant problems in adhering 
to schedule. CDTA staff debated about whether there 
were effective operational measures to alleviate this 
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Figure 2. Causation tree of delay in through buses. 
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or whether the primary factors were beyond control. 
Part of this debate was whether or not schedule time 
chanees were sufficient to solve the problem. 

Analysis of the schedule-adherence data showed that 
the average lateness for various trips was between 2 
and 6 min but that the standard deviation of these means 
were from one to two times the mean values. This 
indicated that, in fact, the variance was large and 
lateness could not be solved by timetable adjustments. 
In fact, when the schedules were moved back just prior 
to the study, a number of early arrivals began to show 
up. A reasonable rule is that average lateness should 
be about the standard deviation in arrival deviation. 

In order to attack the basic causes of delay and 
variance, measurements were then made of separate 
bus delay components, and from them the variances were 
modeled. The result is Figure 2, which shows the 
causal relations of the various components. Based on 
this, estimates could be made of the effects of various 
strategies for delay reduction on running time and 
schedule adherence. Two solution packages were 
postulated: one that took a Draconian approach to 
solving traffic and other problems and a more realistic 
package. It was estimated that even the most severe, 
and probably infeasible, strategy would delete 67 per­
cent of delay on the through sei:vices, but this was only 
27 percent of total travel time. The more realistic, 
but still ambitious, package would delete about 32 percent 
of delay. It was decided that, although some of these 

PHASING 

LOCAL DELAY 
MODEL 
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improvements were worthwhile, they were nonetheless 
long-term projects (e.g., traffic intersection improve­
ments) that were not wholly under CDTA auspices. 

A contention existed that there might be a vicious 
circle involving schedule-adherence problems, phasing 
of local and through buses, overloading of the through 
buses, and more delay. If this were the case, then 
small delay improvements would have amplified effects 
on corridor performance. However, examination of 
correlations between schedule delay and loadings did 
not reveal convincingly that this effect was at work, 
which was somewhat surprising. It appeared rather 
that, despite the supposed regularity of trip makers in 
when they appear at the bus stop, the basic variance in 
demand at stops is what is responsible for loading 
variance on individual trips. 

CONCLUSION 

The approach in this study was to handle many site­
specific problems by use of modest analytical techniques. 
Yet the study showed that many common wisdoms derive 
from an operations-research approach. Wider dis­
semination of case-study analyses derived from transit 
authority staff work and consultant studies might be a 
useful service. 

Publication of this paper sponsored by Committee on Bus Transit Systems. 



56 Transportation Research Record 746 

Abridgment 

Note on Bus Route Extensions 
Daniel K. Boyle 

This paper investigates the circumstances under which extensions of bus 
routes can be feasible. Ten recent route extensions in Albany and 
Rochester, New York, are examined with respect to ridership generated, 
length and frequency of service, type and size of the new population 
served, and additional operating cost. The extensions included extensions 
to new residential and industrial sites, reverse commute services, and 
services to major employment sites. A simple revenue/cost ratio for bus 
route extensions is used to compare the results. The paper concludes 
that route extensions that are most likely to be successful (a) are short, 
(b) serve a dense area of concentrated employment or residences, and 
(c) do not increase main-route headway. 

Decisions on proposals for route extensions are gen­
erally made on an ad hoc basis because no criteria have 
been developed to guide the decision-making process. 
A few transit operators have set standards, which 
involve measures such as passengers per vehicle 
kilometer or revenue/cost xatio, that must be met 
within a certain period of time if a route extension is 
to be made pennanent Q). Some areas have used 
relatively sophisticated measures (such as transit 
access time) to serve as a basis for service decisions. 
Others use analogies to similar areas where transit 
service already exists to judge whether a route ex­
tension is justified. Often, the results are less than 
satisfactory; route extensions are frequently abandoned 
because the ridership does not materialize. 

Ideally, a cost/benefit model could be constructed 
and used to determine the relative merit of any route­
extension proposal. This report is a first step in that 
direction. Four route extensions in the Albany, New 
York, area (Capital District) and six extensions in 
Rochester, New York, are examined to see how dif­
ferent areas respond to improved access to public transit. 
Th.is study gives a p1•eliminary indication of which types 
of extensions are most efficient in te1·ms of benefit/cost 
analysis. It also provides a basis for development of a 
route-extension model. 

DATA 

Of the 10 route extensions, 4 served new residential 
developments and 2 routes were extended to hospitals, 1 
to an industrial park, and 1 to a commercial area. The 
remaining 2 extensions were taken as efficiency mea­
sures to make routing patterns or turnaround at the 
end of the route more convenient. 

Seasonally adjusted ridership data were readily avail­
able for all routes. Three routes had headway changes 
associated with the route extensions. In these cases, 
appropriate service elasticities @) were applied to 
determine the ridership change due to change in service 
along the original route. This change was subtracted 
from the change in total route ridership to arrive at the 
ridership change associated with the route extension. 

Data on households, population, employment, and 
land area were collected by traffic analysis zone (TAZ). 
Most extensions involved only one zone, but in certain 
cases data for two or more zones were needed. Table 
1 presents ridership and demographic information for 
each route extension. 

The heavy ridership loss on route 80 demonstrates 
how outside facto1·s can overshadow minor changes in 
ridership that result from i•oute extensions. An ex­
tension to a hospital in Rochester had no effect on 

ridership, but a significant increase in ridership re­
sulted from a similar extension in Albany (although 
the Albany extension served an established residential 
neighborhood as well as a hospital). A significant 
industrial employment area shows the same ridership 
response as a minor commercial employment area. 
Ridership increases in residential areas do not match 
up well with population or population density. 

The size of the analysis zones may explain the lack 
of consistent trends. Although preferable to census 
tracts, these zones still encompass a larger area than 
is actually served by the extensions. The extensions 
are targeted for specific developments; a measure of 
population and employment on a smaller scale would be 
more conducive to analysis of the relationship between 
transit ridership and various demographic figures. 

Information concerning income, number of auto­
mobileless households and the like can, in all probability, 
aid in explaining different responses to route increases 
in otherwise demographically similar areas. At the 
current time, the socioeconomic data base in the Capital 
District and Rochester is incomplete, but further re­
search should yield fruitful results. 

The data obtained for route extensions are sufficient 
to determine revenue and cost changes. A revenue/cost 
ratio (R/C) can be calculated as follows: 

t:i.R/ t:i.C =(fl ridership x average fare)/(l:i. vehicle kilometers 

x average operating cost per vehicle kilometer) (I) 

Changes in both ridership and vehicle kilometers were 
calculated fo1· an ave,rage weekday. In calculating 
revenue, $0.40 was used as the average fare in the 
Capital District (where $0.40 is the base fare) and 
Rochester (average of peak and off-peak fares). For 
park-and-ride express routes, an average fare was 
estimated based on the fare structure. 

Average operating costs per vehicle distance traveled 
were obtained for the Capital District and Rochester 
areas from the latest transit ope1·ating assistance report 
@. In Rocheste1·, average operating cost was $1.13/ 
vehicle-km ($1.81/vehicle mile); the Capital District 
figure was $0.86/vehlcle-km ($1.38/vehicle mile). These 
averages overestimate the actual cost of operation in the 
route-extension area because most extensions are in 
outlying areas where average speed is higher; there­
fore, the operating cost per vehicle kilometer is lower 
than the systemwide average. However, the degree of 
inaccuracy introduced by the use of average operating 
cost per vehicle kilometer is slight and is outweighed 
by the ease of calculation. 

REVENUE/COST ANALYSIS 

The results of the R/C calculations are presented in 
Table 2. Of the 10 extensions, 4 showed a t:i..R/ AC 
ratio greater than 1.00, which indicates that these not 
only paid for themselves but showed a profit. Two of 
the four profitable route extensions occurred on park­
and-ride routes and were targeted for employee con­
centrations. The PR 2 extension served a reverse­
commutation demand by bringing workers to a surburban 
office location from Rochester. The PR 1 and 2 ex­
tensions provided service within a major industrial 
park, thus eliminating a long walk for transit patrons. 
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Table 1. Route extensions, ridership, and 
Household Employment demographic data. Density Density 

Length of t; Average Popula- in TAZ in TAZ Pur pose 
Route Extension Wee kday tion in (households/ (employees / ol 
Number (km) Ridership TAZ km') km') Extension 

Capital District 

80 1.1 -599 1 900 277 37 Convenience 
82 0.8 2 2 010 423 91 Residential 
84 3.2 105' 10 077 1184 2103 Hospital and 

residential 
89 1.6 142' 4 965 314 353 Residential 

Rochester 

21 1.6 40 831 62 65 Residential 
PR2 1.1 40 732 59 74 Commercial 
3 1.1 0 5 916 519 348 Hospital 
4 0.6 2' 4 353 692 153 Convenience 
PR 1 + 2 4.2 40 4 704 647 6983 Industrial 
RIT 0.4 50 1 005 49 178 Residential 

Note: 1 km= 0,62 mile; 1 km2 "" 0~39 mile2
• 

•Adjusted to take headway changes into account. 

Table 2. Revenue/cost ratios for route extensions. 

Route l:J. Rider- 6 Revenue t; Vehicle l:l.Operating 
Number ship ($) ]{jlometers Cost ($) t; R/ l:J. C 

Albany 

80 - 599 -239 . 60 59.4 51.20 -4.68 
82 2 0.80 19.2 16. 56 0.05 
84 105 42.00 57.6 49.68 0. 85 
84' 31 12.40 -70.0 - 53.00 -0.23 
89 142 56.80 20.8 17.94 3.17 

Rochester 

21 40 16.00 35.2 39. 82 0.40 
PR2 40 26.00 2.3 2.57 10,12 
3 0 0.00 8.6 9.70 0.00 
4 2 0.80 68.6 77.65 0.01 
PR 1 + 2 40 40.00 8.4 9.45 4.23 
RIT 50 20.00 4.2 4.71 4.25 

Notes: 1 km= 0,62 mile. 
All data measured for an average weekday , 

•Taking into account effects of associated headway changes o n existing portion of route 

The RIT and route 89 extensions served residential 
areas; it is hypothesized that certain socioeconomic 
variables in the extension area can account for the 
success o.f these extensions. Local conditions might 
also account for different responses to extensions. 
For example, the route 89 extension improved transit 
access in an area that had a significant concentration 
of public housing and no sidewalks. Previously, it had 
been very difficult to walk the distance to the bus stop; 
the extension brought service to a large pool of likely 
transit users. Knowledge of such local conditions is 
both useful and necessary in judging the relative merits 
of a specific extension. 

A general R/C model of the form of Equation 1 is 
suggested for use in evaluating route extensions. In 
cases where extensions have been put into effect, use 
of this model is straightforward. For potential ex­
tensions, a method must be developed for estimating 
changes in ridership. This might be of the form: 

R = p x f(a) (2) 

where pis the pool of potential transit users (e.g., 
number of residents in a new housing development or 
number of workers in an industrial park) and f(a) is an 
attraction function dependent on socioeconomic data 
and quality of service. Different f(a) 's could be de­
veloped for different land use areas. With such func­
tions, the feasibility of a route extension in a given 

area would depend on the size of the potential transit 
pool, relevant socioeconomic data, the length of the 
extension, and the quality of service offered. 

The model allows for calculation of R/C ratios; how­
ever, criteria for judging the success of a route ex­
tension is subjective. A profit criterion would stipulate 
that the route extension be taken if .:iR/ ~C is greater 
than or equal to 1.0. Alternatively, an equal subsidy 
criterion might suggest that the route extension be 
taken if AR/ ~C for the extension is greater than or 
equal to the R/C ratio for the existing route or if 
~/ ~C for the extension is greater than or equal to 
the R/C ratio for the entire transit system. 

SUMMARY AND FUTURE 
DIBECTION 

It is clear that the success of route extensions depends 
heavily on the character of the area to which the ex­
tension is made. Land use, population, population 
density, income, and number of automobileless house­
holds are some of the variables hypothesized to be 
salient in determining the response to a route extension. 

The census tract or the traffic analysis zone is too 
large to be used as the geographic base for the collec­
tion of demographic data. Since most extensions are 
targeted for a specific residential development or 
employment concentration, demographic data are needed 
on an approximately small scale . 

The form of the R/ C model indicates that, in similar 
land use areas, the success of a route extension depends 
directly on the size of the pool of potential transit users 
and inversely on the length of the extension. Obviously, 
a short extension to an area that has a large residential 
or employment population is most efficient in terms of 
the R/C ratio. 

In cases where headway on a given route must be 
increased due to an extension of the route, the decline 
in level of service along the original portion of the route 
serves as a counterbalance to the new service on the 
route extension. The quality of service may decline 
along with the quantity of service as the original portion 
of the route becomes more crowded. For route ex­
tensions that have corresponding headway increases, 
the riders on the existing route are in effect subsidizing 
the extension through a decline in service on the original 
portion of the route. 

Four of the 10 route extensions showed an R/ C ratio 
greater than 1.0. An examination of each of these 
successful extensions highlights various factors dis­
cussed previously. 
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The PR 2 extension had the highest till./ AC. This 
extensi6n was made to a commercial area in order to 
serve reverse-commutation trips from Rochester. This 
extension of an express park-and-ride line was the 
only 1 of the 10 extensions to serve a commercial area. 
It has been suggested that high-quality transit service 
at a llig]1 price is most likely to be sell-s uppor ting. 

The'~PR 1 and PR 2 extension into Kodak Park also 
proved to be profi~ble despite the fact that it was the 
longest of the 10 extensions. The previous comment 
concerning high-quality service is also applicable here. 
Extensions to areas of significant employee concentra­
tion appear to be most promising in terms of R/C ratio. 

The RIT extension to a residential area was the 
shortest of the 10 extensions. This demonstrates the 
importance of the length of the route extensions . 

The route 89 extension brought service within easy 
reach of public-housing residents, many of whom are 
captive transit riders. Local factors also contributed 
to the positive ridership response to this extension. 

In conclusion, size of population, type of land use, 
quality of service, and length of extension are four 
major factors in the determination of the success of 
route extensions. Areas that have a significant con­
centration of employees seem most likely to support 
profitable extensions. Special local conditions can 
also influence ridership changes connected with route 
extensions. A general R/ C model can be used to evaluate 
route extensions, and the criteria used to judge ex­
tensions can be left to the discretion of local operators. 
The problem of increased headways associated with 
route extensions resulting in a decline in service on 
the original portion of the route must be taken into 
account when it arises. Finally, conventional units of 
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d,ata collection (such as census tracts or TAZs) are 
too large for the purpose of evaluating route ex­
tensions. 

Directions for further research in the area of route 
extensions are clear. Collection of data on a small 
scale commensurate with the area actually served by an 
extension and explicit correlation of these data with 
changes in ridership are the immediate next steps to be 
taken. The development and testing of attraction func­
tions for diffe1·ent types of land use follow these s teps. 
A general p1·eclictive model of the effects on transit 
ridership of route extensions can then be constructed. 
This paper has suggested the basics for such a model 
and has provided preliminary findings concerning the 
most salient factors in determining the outcome of a 
proposed route extension. 
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Hierarchical Procedures for Determining 
Vehicle and Crew Requirements for 
Mass Transit Systems 
Lawrence D. Bodin and Robert B. Dial 

This paper presents procedures for determining vehicle and crew require· 
ments for mass transit systems. Some of these procedures are very fast 
computationally but only give lower bounds, upper bounds, or estimates 
of resource requirements. Other procedures are slower computationally 
but give actual crew and vehicle schedules. Depending on the type of 
analysis being performed (long-range planning, short-range planning, or 
operational planning), all of these procedures play a useful role in the de­
sign and analysis of proposed mass transit systems. The paper has two 
sections: (a) the first discusses techniques for determining vehicle re· 
quirements and (b) the second discusses techniques for determining 
crew requirements. Within each section are a set of procedures that 
range from the very simple to the complex, along with comments on 
their usefulness and shortcomings. 

The design of mass transit systems occurs in various 
planning scenarios: long-range planning (5-20 years in 
the future), short-range l?la nning (1-5 years in the future), 
and ope1·ational planning (less than 1 year in the future). 
The long-range planning analyst does not need (and cannot 

afford) the same information on crew and vehicle require­
ments as the operational planner. Whereas the opera­
tional planner needs actual feasible crew and vehicle 
schedules, the long-term planner may only need an es­
timate or lower and upper bounds on total crew and ve­
hicle requirements for the analysis. Thus, the long­
range transit planner should use fast crude estimation 
procedures to help evaluate a proposed transit system, 
since he or she may consider scores of alternative tran­
sit systems in attempting to find the optimal system. 

In this paper , hierarchical procedures for determin­
ing crew and vehicle requirements are given. Some pro­
cedures require only manual calculations and fur nish in­
expensive (albeit crude) est imates . Others cons ume a 
significant amount of computer time and give more ac­
curacy and detail. As will be seen, if the planner re­
quires a more exact or more detailed vehicle or crew 
schedule, a higher cost must be absorbed in terms of 
computer time and human effort. 
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Table 1. Timetable 1. 

Time Location Time Location 

Trip Start End Start End Trip Start End Start End 

1 7:03 8:13 11 J, 8 8:48 9:48 1, i, 
2 7:18 8:28 h J, 9 9:04 10:14 h J, 
3 7: 35 8:45 1, J, JO 9: 18 10:28 h J, 
4 7:48 8:58 J, J, J1 9: 35 10:45 h J, 
5 8:04 9:14 11 J, 12 9:48 10:58 1, J, 
6 8: 18 9:28 h J, 13 10:03 11: 13 h J, 
7 8:35 9:45 11 J, 

The results in this paper evolved out of the design and 
implementation of program UCOST (1) for the Urban 
Mass Transportation Administration -( UMT A). Many of 
the procedures discussed here have been implemented or 
will be implemented within the various procedures con­
tained in the Ur ban Transportation Planning System 
(UTPS) (2) or within future computer-bas ed transporta­
tion planning systems to be implemented and distributed 
by UMTA. A mor e detailed description of these pro­
cedures can be found in Bodin and Dial (3). 

All of the procedures described for the determination 
of vehicle requirements and line-by-line analysis for es­
timating crew requirements have been used in Dade 
County, Florida, for the design of the bus system that 
is to feed the proposed urban rail system. Those pro­
cedures allowed for the myriad of possible feeder bus 
systems to be reduced to a few by finding reliable capital 
and operating cost estimates. Some of the procedures 
have not been used in the field as yet: The histogram ap­
proach is included as part of program UCOST and the 
interactive procedures are currently under development. 
The RUCUS system (4) has been modified by sever al or­
ganizations and has been used with varying degrees of 
success in several cities. 

BASIC STRUCTURE OF A TRANSIT 
SYSTEM 

A transit system can be depicted by a set of transit lines 
that presents data for each line in one of two ways. The 
first way gives a timetable (headway sheet) for the sys­
tem that shows, for each trip in the timetable, its line 
number, start time, end time (including layover), start 
location, and end location. This is the kind of data 
RUCUS (4, 5) requires as input. Prepar ation of the data 
in order To depict the transit system in this detailed 
manner is expensive. 

The second way gives the length of t ime to cover a ny 
trip on t he line, the t ime between runs on the line (called 
the headway for the line), and the start and end locations 
for each trip on the line. To take into account variable 
traffic patterns and demands for service, both the time 
to cover a trip and the headway for the line can be a 
function of time of day. The second way costs less to 
prepare but does not specify a timetable directly. 

In long- and short-range planning, an actual timetable 
may not be necessary in or der to perform the des ired 
analysis. Moreover , Bodin and Rosenfield (1) showed 
t hat the determination of a well-des igned timetable (in 
terms of passenger transfer times) from the line data 
specified in the second way is a challeuging computa­
tional exercise. However, a daily timetable (which may 
not be well designed) can be quickly generated in the 
following manner. The first run of each line in a time 
period can be assumed to begin at the start time of the 
time period. Then, tlie other runs for the line in the 
time period are found by increasing the start and end 
times of the previous run for the lin~ by the headway. 
The timetable generated in this manner may be unsatis-
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factory for operational planning since the lines are not 
synchronized, but this timetable may be adequate for 
long-range planning and for some short-range planning 
exercises. 

The two ways of depicting a transit line can be illus­
trated as follows. A timetable for a line in a period is 
given in Table 1 (this will be referred to as timetable 1 
in the remainder of this paper). The headway between 
adjacent trips in a timetable need not be the same; there­
fore, the start and end times for each trip in the time­
table must be specified. Since many transit systems 
have several thousand tr ips , the preparation of the data 
(unless the headway for a line is constant) can be a sig­
nificant undertaking. 

In this paper we attempt to demonstrate what a planner 
can discern about crew and vehicle requirements when 
only headway information for each line is available. 
Furthermore, we attempt to show what additional infor­
mation can be determined about crew and vehicle re­
quirements when an actual timetable of trips is available. 
Finally, we assume that the layover time is a require­
ment of the system and is included in either the start or 
end time of the trip if a timetable is given or as part of 
the time to cover the trip if a timetable is not specified. 

DETERMINATION OF VEHICLE 
REQUIREMENTS 

Procedures for determining vehicle requirements range 
from a simple procedure that can be done manually to a 
complex optimization procedure that requires a com­
puter. Although these procedures are not the only ap­
proaches available for determining vehicle requirements 
for transit systems, they illustrate a hierarchical ap­
proach to this problem and demonstrate the additional 
information gained by using a more complete (i.e., 
cos tly) appr oa ch . 

Maximum Number oi Vehicles : Line-by­
Line Approach 

The vehicle requirements for each line in a proposed 
transit system are estimated as follows: 

Vehicles for line i in time period = fTime to cover a trip 

7 headway of line i in 

t ime periodl ( I) 

where fxl is the smallest integer greater than or equal 
to x. The number of vehicles to service the entire tran­
sit system in a time period is the sum over all the lines 
in the system of the number of vehicles needed to service 
each line as found in Equation 1. Thus, if the time to 
cover a trip is 70 min and the headway is 15 min, then 
an estimate of the number of vehicles needed to service 
the line in the time period is r70/151 = 5. 

This quick procedure is useful for quick determination 
of a maximum number of vehicles (i.e ., a capital re­
quirements analysis) . As such, this a na,lysis need only 
be performed over the peak time periods. The vehicles 
required are the maximum of the vehicle requirements 
needed in each of these time periods. 

If a vehicle is to service trips in both directions of a 
two-way line (or a trip on one line followed by a trip on 
the second line), then the time to cover a trip on the line 
is equal to the time to service a trip in each direction 
plus the time that the vehicle needs for turning around 
at each end of the line. For one-way lines, the ·time to 
cover a trip on the line is equal to the time to traverse 
the line in one direction plus the time to deadhead back 
to the beginning of the line plus the turnaround times. 
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Computation of the deadheading time for all pairs on 
terminal points can be an expensive enterprise. There­
fore , an estimate of cleaclheading time (as a linear func­
tion of distance) may be appropriate for this ll rocedure. 

This procedure can determine feasible vehicle sched­
ules if a vehicle is restricted to servicing only one line 
and the input data satisfy the requirements listed above. 
If the requirements are satisfied but the vehicle is al­
lowed to deadhead between ends of the lines (Le., service 
more than one Line), then the above procedure is an up­
per bound on the estimation of vehicle requirements. If 
the deadheading and turnaround times are not known, 
then the procedure gives an estimate of vehicle require­
ments, but not necessarily an upper bound. In this situ­
ation, the procedure may underestimate vehicle require­
ments. 

If the assumptions above are satisfied but deadheading 
between lines is allowed, the resulting upper-bound es­
timate of vehicle requirements may be a considerable 
overestimate of actual vehicle requirements. This pro­
cedure can be performed manually. 

Example 

Let line 1 have a headway of 15 min and a duration of 
70 min and let line 2 have a headway of 15 min and a 
duration of 50 min. Assume that the end location of line 
1 is the start location of line 2 and vice versa. Further­
more, assume that it takes 22 min to deadhead from the 
end locations of each line to its beginning location and 
assume that the turnaround time at the ends of the line 
is 4 min. The following estimate of vehicle require­
ments can be made. 

Vehicles for lines 1 and 2 togethe-.- = r(70 + 4 + 50 + 4) + 
151 = 9 

Note that, in the case of a trip that has the same start 
and end locations, the deadhead time does not enter the 
computations. 

Lower Bound on Vehicle Requirements: 
Histogram Approach 

In the histogram approach, a timetable must be specified. 
In this timetable, the start and e nd t imes for each trip 
are known. Let a 1440-strata (= 60 minx 24 h) histo­
gram be specified where stratum i corresponds to the 
i th minute of the day. If trip j starts at time k and ends 
at time e, then a vehicle is required for the k, k + 1, 
k + 2, ... , e - 1 minutes of the day. In this case, 1 is 
added to the values of strata k, k + 1, k + 2, ... , e - 1 
in the histogram. The above procedure is repeated for 
all trips in the timetable. Let m 1 be the number of ve­
hicles required in tile ith sfratum (i.e ., the i th m inute 
of the day) and let M = max (m ,). Then M is a lower­
bound estimate of the nun'iber of vehicles l·equfred. 

M is a lower-bound estimate because M denotes the 
maximum number of vehicles required by the timetable 
but fails to consider any deadheading or dead time that 
may require additional vehicles in an operational sched­
ule. When actually scheduling vehicles, it may be nec­
essary to deadhead a vehicle over the stratum that desig­
nates the peak number of vehicles. Hence, this pro­
cedure gives a lower bound. 

If the planner only wants to estimate the vehicle re­
quirements, then this analysis need only be performed 
over the peak periods. 

We have found that, in many cases, M is a surpris­
ingly accurate estimate of actual vehicle r equirements. 

If all lines operate over the entire time period (i .e., 
no special trips needed over a small portion of the time 
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period), then the results of this procedure are (for the 
roost part) independent of the t imetable used. In this 
case, a timetable may not be required to use this ap­
proach and only line data are used as specification of the 
transit system. 

Example 

Part of the histogram for timetable 1 is given below. The 
histogram oscillates between 4 and 5 until 10:12, when 
it begins to damp out. The peak number of vehicles es­
timated is 5. 

Time Interval 

7:03-7:17 
7:18-7:34 
7:35-7:47 
7:48-8:03 
8:04-8:12 
8:13-8:17 
8:18-8:27 
8:28-8:34 

No. of Vehicles 

1 
2 
3 
4 
5 
4 
5 
4 

The line-by-line analysis, which generally gives an 
upper bound on vehicle requirements, may not be ac­
curate, but the results can be found without having to 
use a computer program. The histogram approach gen­
erally gives a lower bound and is accurate, but it needs 
a simple computer program to derive the desired es­
timate. For capital cost estimation, both procedures can 
be used in a sketch-planning mode, and the histogram 
approach can be used in a short - range planning mode. 
The concurrent s cheduler (descr ibed next) s hould be 
used in a short-range planning mode if both a capital 
cost analysis and operating cost estimate are needed. 

Feasible Vehicle Schedules: Concurrent 
Scheduler 

The concurrent scheduler is a straightforward heuristic 
that creates a feasible vehicle schedule (set of blocks) 
for a given timetable. The trips for all lines are merged 
together and are sorted by starting time from a specified 
beginning time of day. Although which beginning time of 
day to select for a 24-h timetable is not obvious, we have 
found that the results for the concurrent scheduler and 
the Dilworth chain decomposition procedure are not 
greatly affected by this beginning time of day, as long 
as the beginning time of the day is in an off-peak time 
period. 

The concurrent scheduler operates as follows: 

1. Orders the trips in the timetable by time of day; 
call this list of trips the sorted list; 

2. Assigns trip 1 in the sorted list to vehicle 1 (i.e., 
block 1); 

3. Assumes that the first k trips in the sorted list 
have formed m partial vehicle schedules (blocks). Then, 
it is possible to assign trip k + 1 in the sorted list to 
partial vehicle schedule n, n = 1, 2, ... , m if (a) E(n) = 
start time for trip k + 1 - end time for partial vehicle 
scl\edule n ;;.: some minimum time as specified by the 
planner and (b) E(n) +safety factor ;;.: time to deadhead 
from the end location of partial vehicle schedule n to the 
start location of trip k + 1; 

4. If trip k + 1 can be assigned to more than one par­
tial vehicle schedule, then the scheduler assigns the trip 
to the partial vehicle schedule that minimizes E(n), n = 1, 
2, ... , m or to the first partial vehicle schedule found 
that satisfies the above conditions; 

5. If trip k + 1 cannot be assigned to any partial ve­
hicle schedule, then it creates a new partial vehicle 
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schedule m + 1 beginning with trip k + 1; and 
6. Repeats steps 2-5 for all trips in the sorted list. 

The above procedure gives vehicle schedules that are 
f eas ible but not necessarily optimal. An example is 
presented in Bodin and Dial (3) that illustrates this point . 
The Dilworth procedure (6) dTucus sed in the next s ection 
determines a minimum number of vehicle schedules for 
a given timetable. 

The procedure is very fast computationally because 
it has to pass only once through the sorted list of trips. 

If only capital requirements are needed, then the con­
current scheduler need only be applied to the trips in 
each peak period and the maximum selected as the peak 
requirements. 

Example 

Let timetable 1 be specified in Table 1 (where 11 is the 
s ta r t location for each tr ip in timetable 1 and b is the 
end location). Furthermore , let the timetable for line 2 
(called timetable 2) be specified in Table 2. The dead­
head times are as follows: d(li, b) = d(b, Ii) = 22, 
d(li, 11) = d(Ia, Ia) = 0. The turnaround time at the end 
of each trip is 4 min. The sorted timetable and the ve­
hicle assignments of each trip, by using the concurrent 
scheduler, are given in Table 3. The number of vehi­
cles required by the solution to the concurrent scheduler 
is 10. The estimated number of vehicles as found in the 
line-to-line analysis is 9. This number can be attained 
by the concurrent scheduler if the start and end time for 
each trip in timetable 2 is increased by 4 min. There­
fore, trip 1 for timetable 2 would be the following: 

Time 

Start 

7:04 

End 

7:54 

Location 

Start End 

12 11 

Note that the estimated number of vehicles that use the 
line-to-line analysis was made independent of the time­
table used, whereas the results from the concurrent 
scheduler were based on a timetable. 

Table 2. Timetable 2. 

Time Location Time Location 

Trip start End Start End Trip Start End Start End 

7:00 7:50 J, 11 8 8:45 9:35 J, 11 
7:15 8:05 J, 11 9 9:00 9: 50 L, 11 
7:30 8:20 J, 11 10 9:15 10:05 I, 11 
7:45 8:35 J, 11 11 9:30 10:20 J, 11 
8:00 8:50 J, 11 12 9:45 10:35 J, 11 
8:15 9:05 J, 11 13 10:00 10:50 J, 11 
8:30 9:20 J, 11 

Table 3. Sorted timetable. 
Time Location 

Vehicle 
start End Start End Assignment 

7:00 7:50 J, Ii 1 
7:03 8: 13 11 J, 2 
7:15 8:05 J, 11 3 
7:18 8: 28 11 12 4 
7:30 8:20 J, " 5 
7:35 8:45 11 J, 6 
7:45 8:35 J, 11 7 
7:48 8;58 11 J, 8 
8:00 8:50 J, 11 9 
8:04 9;14 11 J, I 
8: 15 9:05 h 11 10 
8:18 9:28 Ii J, 3 
8:30 9:20 J, 11 2 
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Optimal Number of Vehicles 

To derive feasible vehicle schedules (blocks) that mini­
mize the number of vehicles needed, a procedure such 
as the Dilworth chain decomposition (6) must be used. 
The Dilworth chain decomposition findS the minimum 
number of chains needed to cover all the nodes of an 
acyclical directed network . Each chain corresponds to 
a vehicle schedule. The nodes in this network are the 
trips from the timetable, and the arc from node i to node 
j implies that it is feasible (vis-a-vis the conditions in 
step 3 of the concurrent scheduler) to service trip i and 
then trip j on a vehicle schedule. A description of the 
implementation of the Dilworth procedure for transit 
scheduling can be found in Bodin and Rosenfield (1), 

The Dilworth procedure does not minimize deadhead 
requirements, and the solution from the concurrent 
scheduler (for the entire day) is a good star ting solution 
to the Dilworth procedure . To our knowledge, there is 
no procedure available that can simultaneously minimize 
both vehicle requirements and deadhead distance. The 
vehicle scheduling procedure in the RUCUS computer 
system minimizes deadhead distance but not vehicle re ­
quirements, is much slower computationally, and only 
handles much smaller problems. The network in the 
RUCUS procedure is the same as the network in the 
Dilworth procedure except for the costs on the arcs of 
the network. 

The minimization of vehicle requirements and then 
deadhead distance (given vehicle requirements) requires 
a two-step procedure. The first step performs the 
Dilworth procedure to minimize vehicle requirements. 
The second step uses the RUCUS vehicle scheduling pro­
cedure while fixing the number of vehicles to be allowed 
(as found in the Dilworth procedure). This is accom­
plished by fixing the lower and upper bounds on flow on 
the branch from the supersink to the supersource equal 
to the Dilworth solution and using the Dilworth solution 
as the starting solution from this minimum cost-flow 
problem. 

To derive a solution that trades off between number 
of vehicles used and total deadheading requires that the 
RUCUS BLOCKS model be modified as follows. A rela­
tive weight is chosen to be associated with the number 
of vehicles; this weight reflects the value of a vehicle 
with respect to a deadheading unit (i.e., distance or 
time). This weight is used as the cost on the arc from 
the supersink to the super source. The solution to the 
minimum cost network problem would then be the one 
that trades off vehicles with savings in deadheading. The 
cost of using this model would be essentially equal to 
that of using the present RUCUS model. 

The three models described above give different 
answers to the same problem based on the objective the 
planner wishes to use. The planner must decide whether 
it is worth the investment in computer time to run either 
of the latter two models (the two-step model or the com-

Time Location 
Vehicle 

Start End Start End Assignment 

8:35 9:45 " J, 5 
8:45 9:3h 1. 11 4 
8:48 9:58 11 h 7 
9:00 9:50 h 11 6 
9:04 10:14 " J, 9 
9: 15 10:05 b 11 8 
9:18 10:28 " !, 10 
9:30 10:20 It " I 
9:35 10:45 " !, 2 
9:45 10:30 1, 11 3 
9:48 10:58 " J, 4 

10:00 10:50 1, 11 5 
10:03 11:14 Ii J, G 
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bined RUCUS model) rather than the Dilworth procedure 
in order to determine the trade-off between vehicle re­
quirem~ts and deadhead distance. 

DETERMINATION OF CREW 
REQUffiEMENTS 

In this section, we present procedures for determining 
crew :requirements for a proposed transit system. The 
crew requirements problem is more complex than the 
vehicle requirements problem because a vehicle can op­
erate the entire day without a break, but a crew nas 
specific work rules that restrict the total amount of work 
that can be done during the day. Furthermore, the cost 
of a crew depends on the type of shift worked, the length 
of the shift, the time of day worked, overtime, and so 
forth. 

In a simplified model, there are three basic crew 
workdays: full-time shifts, split shifts, and tripper 
shifts. A full-time shift is a complete workday for a 
crew with one embedded short break for lunch. A split 
shift is a complete workday for a crew with an embedded 
longer break of several hours that splits up the workday. 
A tripper shift is a part of a workday and has no sched­
uled breaks. Since transit systems generally have a 
morning and evening peak surrounded by lesser require­
ments during the off-peak hours, tripper shifts and split 
shifts usually exist to service the peak periods, and full­
time shifts are scheduled to handle the nonpeak demands 
in both the peak and off-peak periods. The cost of a 
crew is a function of the type of shift, the time of day 
that the shift works (generally associated with the start­
ing time of the shift), and the length of the shift (i.e., 
overtime). 

The crew scheduling problem can be thought of as a 
very large set-covering or set-partitioning problem. A 
description of the set-covering and set-partitioning for­
mulations of this problem can be found in Bodin and 
Dial (3). 

The RUCUS implementation and the set-partitioning 
and set-covering formulations of the crew scheduling 
problem represent one-shot batch-optimization pro­
cedures for solving this problem. In a batch procedure, 
all parameters that guide the solution process are set 
prior to the computer run itself. The computer program 
then finds a solution to the problem based on the parame­
ters set and the data. We believe that a batch­
optimization algorithmic procedure for solving the 
crew scheduling problem is computationally prohibi-
tive in most cases. Therefore, the development of heu­
ristic procedures or man-machine interactive procedures 
for solving this problem appears necessary. The heu­
ristic procedures were discussed in detail at a meeting 
on operator scheduling (Workshop on Automated Tech­
niques for Scheduling of Vehicle Operators for Urban 
Public Transportation Services, April 27-29, 1975). 
Many heuristics exist for solving the crew scheduling 
problem, including a particularly effective one that 
adapts the RUCUS system (4, 5). Because of the diverse 
nature of these heuristics, they will not be discussed in 
any detail in this paper. 

It is possible, however, to develop procedures for 
simply estimating or bounding total crew requirements 
that do not depend on costly crew scheduling heuristics. 
Such estimates are invaluable for cost-estimation pur­
poses and provide targets at which schedulers who use 
run cutting can aim. Procedures that can play a central 
role in the planning and operation of transit systems are 
discussed below. 
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Estimation of Crew Requirements 
Without a Timetable : Line-by­
Line Analysis 

In time period p, let L(i,p) be the duration of a trip on 
line i, including layover in minutes, and let n(i, p) be the 
number of trips on line i in the period. Then CR(i), 
which is the estimated number of crews who work a full 
shift on trip i, is found as follows: 

Cr (i) =r ;L (i, p) n (i, p)/E l (2) 

where E is the number of minutes in an effective work­
day for a full shift. E is discussed below. The number 
of crews who work a full shift (DR) is found as follows: 

DR=~ CR (i) 
I 

This approach can be performed manually. 

(3) 

U a line is to operate over Ule entire dUl"ation of pe­
riod p, the duration of period p is D(p) minutes, and the 
headway of line i is H(i) minutes, then 

n (i, p) = f D (p)/H OJl (4) 

where lxl is the smallest integer greater than x. Thus, 
if xis an integer lxl = x + 1. 

E, the number of minutes in an effective workday, 
needs some clarification. Let T be the duration of the 
workshift for a full-time crew. Let each crew spend, on 
the average, t minutes in nonrevenue activities such as 
deadheading to and from the garage, lunch break, or 
time between runs. Then E = T - t is the number of 
minutes in a day that a crew spends on revenue activi­
ties (i.e., actually serving passengers). The revenue 
activities are the runs specified in the line schedule or 
the timetable. 

It is difficult to estimate E without :iaving actual crew 
schedules (i.e., it is often difficult to discover the time 
to and from the garages or the time between trips). To 
find E requires the use of previous experience with the 
transit system. As a rule of thumb, we have found that 
an estimate of E between 6 and 6.5 h provides reasonable 
estimates of crew size for a traditional bus operation. 

Given a more reliable estimate of E and L(i,p), we 
can better estimate CR. Thus, any preliminary sched­
uling that can be performed is useful. For example, let 
line 1 go from node A to node B and let line 2 go from 
node B to node A and let both lines have the same head­
way. If the following crew schedule is to be run: line 1, 
line 2, line 1, and so on, then L(i,p) can be redefined as 
the time to complete the round trip and start out on the 
next available trip on line 1. In this case, dead-time in­
formation is embedded within the computation of required 
work time. Thus, in the expression E = T - t, t equals 
the time to deadhead to and from the garage to the spe­
cified start and end points of the lines plus the time for 
lunch. Since this definition of t gets rid of much of the 
variability attributable to crew scheduling, experience 
has shown that this estimate of E gives a more reliable 
estimate of n(i, p) than the estimate of E described pre­
viously. 

In many cases, transit planning is performed one 
time period at a time. To discover an estimate of op­
erating cost for a time period, we need the estimated 
equivalent number of crews who work a full shift in 
time period p, which we call CRP(p). CRP(p) is found 
as follows: 
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CRP (p) =rfL(i , p) n (i, p)/El (5) 

Since these time periods can be short in durat ion, no at­
tempt is made to b1·eak down CRP(p) into a line-by-line 
analysis. 

Let G be the cost per day of a !ull-time crew. Then 
GTOT (or GTOT(p)J , the estimated operating cost at ­
tr ibutable to the crews (or the estimated operating cost 
attributable to the crews in time period p), is given by 

GTOT = G*CR [and GTOT (p) = G*CRP (p)] (6) 

GTOT is a simple estimation procedure; it disregards 
pay differentials as a function of shift type and time of 
day, but it can give reasonable answers to crew size re­
quirements with a minimal investment in data prepara­
tion and computer implementation. 

Example 

Suppose that timetables 1 and 2 are to operate from 7:00 
a.m. to 7:00 p.m. The headways on both lines are 15 
min, each trip for timetable 1 has a duration of 70 min, 
and each trip for timetable 2 has a duration of 50 min. 
Assume that it takes 30 min to get from the garage to 
either 11 or 12 and each driver is to get a 45-min lunch 
hour. If both lines can be serviced by the same crews, 
then the length of a trip = 70 + 4 + 50 + 4 = 128 min. 
Therefore, CR(l + 2, 1) = 1(128) (49)/375 1 = 15. If the 
cost of a crew is $ 50/ day, then the crew cost estimate 
in this example is ($ 50) [CR (1 + 2, 1)]. 

The line-by-line analysis gives an estimate of crew 
requirements (assuming that each crew is full time) that 
may not be accurate, but the results can be found without 
a computer program. As such, it should be used in a 
long-range planning environment. The histogram pro­
cedure described in the next section gives a more ac­
curate estimate of crew requirements, uses to some ex­
tent differing shift types in building its model, but re­
quires a computer. 

Histogram Procedure 

The procedure in the previous section gives an estimate 
of crew size requirements assuming that crews only 
work a full-time shift. The procedure in this section 
gives the following: 

1. Estimate of the number of crews needed by shift 
type (full-time shift, split shift, and tripper); 

2. Estimate of the number of crews needed by time 
of day; and 

3. Estimate of the total crew costs, taking into ac­
count pay differentials. 

This procedure does not give actual crew schedules. 
Input to this procedure is the set of aggregated trips 

or vehicle schedules. Each aggregated trip represents 
a collection of trips or blocks that must be serviced by 
a crew and vehicle. The concurrent scheduler or the 
Dilworth procedure can be used to create the set of ag­
gregated trips. The aggregated trips are essential to 
avoid double counting the required number of crews and 
overestimating the number of crews required to service 
the transit system. 

The first step in this procedure is to form a histogram 
(called the demand histogra m) of the number of crews re­
quired to cover all the trips of the day. Input is the set 
of aggregated trips or blocks. To construct this histo­
gram, the time of day is broken down into time intervals, 
where it is assumed that any blocks that fall into any part 
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of these small time intervals require a crew to service 
them for the entire time interval. For example, a block 
that starts at 7:09 generates a crew requirement from 
7:00 to 7:10 if a 10-min time interval is used in defining 
the histogram. Experimental evidence indicates that a 
10-min time interval derives accurate estimates of crew 
size. 

The crew estimation is based on allowable shift seg­
ments that the planner specifies. A shift segment con­
sists of a consecutive number of work hours that a crew 
is to work. A shift segment specification is designated 
by the crew cost (including pay differential and over­
time), first permissible time of day when crews can re­
port to work on this shift segment, and last time of day 
when crews can report to work on this shift segment. 
The shift segment specifications form the alternatives 
on which the crew estimation is to be based. Split shifts 
are combinations of two shorter shift segments. Thus, 
if a crew is to work a split shift from 9:00 a.m. to 1:00 
p.m. and from 5:00 p.m. to 9:00 p.m., then the crew es­
timation component assumes that the crew works two 
shift segments, each of 4-h length. One shift segment 
is from 9 :00 a .m. to 1 :00 p .m., and the second shift is 
from 5:00 p.m. to 9:00 p.m. 

From the demand histogram and the shift segment 
specifications, a network is created. The out-of-kilter 
a lgorithm (6) is then employed to determine the number 
of crews ofeach type of shift segment that are needed 
to cover the demand histogram. A detailed description 
of this procedure along with an example that illustrates 
the pr ocedure can be found in Bodi n a nd Rosenfield (1). 

This procedure gives an estimate of the number of 
crews required by time of day and an estimate of the 
number of crews to be assigned by time of day. Hence, 
the difference is how many crews are present but not as­
signed to a particular activity. The times of day when 
this difference is positive may be times of day when runs 
can be added to the timetable without requiring an addi­
tional crew. Hence, these runs can be serviced at no 
additional crew cost. This characteristic of the solution 
to this problem is useful in attempting to design a tran­
sit system. 

The solution of the minimum cost-flow problem re­
quires no more computer time than the generation of the 
network. Therefore, this procedure can derive an esti­
mate of crew r equirements in the same amount of com­
puter time [about 10 s of central process ing unit (CPU) 
time on an IBM 370/168] independent of the line schedule 
used. 

A slightly more difficult problem is to allow the 
planner to place bounds on the number or percentage of 
crews of various types. This problem cannot be solved 
with a network-flow algorithm but can be solved with a 
moderate-sized linear problem (150 rows, 1500 columns). 
This latter model is a planned improvement to the UCOST 
software. 

Optimal Crew Scheduling 

We do not feel, given the current state of computing 
machinery, that the optimal crew scheduling problem, 
in general, can be solved by use of a batch algorithm. 
We do feel, however, that the problem would be solvable 
by using a man-machine interactive procedure. Such a 
procedure would begin with a feasible schedule composed 
of two subschedules. One subschedule would consist of 
those fixed crew schedules that cannot be altered and the 
other would consist of free schedules that could be 
changed. Also, certain partial schedules could be fixed 
as if they were a run and then joined as a block on a full­
day schedule. The procedure would then improve the 
given schedule by manipulating the set of free schedules. 
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The procedure would then write the results of this 
analysis to a structured data base. The planner could 
then query the data base to find instances of crew sched­
ules that were unacceptable. The planner would then 
alter the fixed and free subschedules to reflect com­
plaints and reexecute the algorithm. 

Mathematically this problem can be formulated 
analagous to the Dilworth chain decomposition procedure 
except that the length of each chain is restricted to be 
within certain bounds (to reflect length of shift require­
ments). The fixing of schedules corresponds to the forc ­
ing of a flow of one over certain branches in the network. 
The prohibition of the joining of two runs on a crew 
schedule corresponds to the fixing of a flow of zero on 
the appropriate branch. The Dilworth chain decomposi­
tion with length of chain restriction can then be solved 
over this smaller network. 

Output from this analysis would then be a set of trip­
per shifts or half-day schedules. A heuristic or exact 
1-match procedure (7) can then be employed to join these 
half shifts into full-day work shifts. The 1-match pro­
cedure can be designed to take into account secondary 
considerations, such as the allowable percentages of 
tripper shifts, fixed number of full-time shifts, and al­
lowable overtime. If the solution of the 1-match pro­
cedure is not acceptable to the planner, then the half-day 
schedules or tripper-shift schedules can be changed to 
reflect the planner's complaints and the 1-match solu­
tion used. We are currently carrying out a project to 
design and implement the above procedure. 

ADDITIONAL COMMENTS 

We have presented a variety of manu'.l.l and computer­
based procedures for estimating, bounding, or determin­
ing exact vehicle and crew requirements for transit sys­
tems. We have also attempted to illustrate the strengths 
and weaknesses of these procedures, their assumptions, 
and tl1eir possible utility . A problem that planners en­
counter in analyzing their problems is (a) they expect 
too much from some models or (b) they overbuild and 
complicate their model in attempting to get their desired 
results. In the first case, their results are superficial 
and incomplete; in the second case, their results are ex­
tremely costly to derive. We have demonstrated that, 
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if the goals of the planner are modest, simple procedures 
will derive the required answers. However, if a more 
detailed result is needed, a much more complex and 
costly model needs to be constructed. Therefore, the 
planner has to decide whether the more detailed result 
is needed and whether he or she is willing to pay the 
price (in terms of data collection, computer pi·ogram ­
ming, and computer time) to find the results. Finally, 
we hope that the results in this paper demonstrate that 
estimates (and not necessarily bounds) of the solution 
are of use in a planning environment. 
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