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Laboratory-Simulation Versus Revealed-Preference 

JORDAN J. LOUVIERE, DAVIS H. HENLEY, GEORGE WOODWORTH, ROBERT J. MEYER IRWIN p LEVIN JAMES W STONER, DAVID CURRY, 
AND DONALD A. ANDERSON ' . ' . 

The results are reported of an empirical comparison of two different ap
proaches to deriving models of travel-choice behavior: models based on re
V~•l~ll choices and models based on respontcs to oontrollod aoonarios. In 
particular, interest centers on the results of a longitudinal study in which both 
methods were used to derive models of modal choice for a random sample of 
persons living in two Iowa cities over a five-month period during 1979. Models 
were compared on the basis of (al predictive ability and (bl consistency of the 
parameter estimates over time and space. Specifically, the laboratory-derived 
m~~els were shown to be equal to conventional models in terms of predictive 
ab1hty for revealed-behavior data. Moreover, the parameter estimates of the 
laboratory-derived models were for the most part temporally and spatially 
stable and were consistent with the parameter estimates of revealed-choice 
modeis. Finaiiy, the laboratory models provided a more cogent interpretation 
of the modal-choice process than did the revealed-choice models. 

Choice models based on the revealed or observed 
choices of individuals have historically received 
the most attention in the area of research and ap
plication in travel-choice modeling (l-3). Re
cently, attention has been given to the po-;sibility 
of deriving models based on individuals' responses 
to hypothetical situations that simulate variation 
in travel-choice attributes (4-6). Both methods 
have advantages and disadvantag-;;,s~ Revealed-behav
ior, or econometric, choice models have high face 
validity in that they are calibrated to real data; 
models based on scenario responses have lower face 
validity in that choices are made in hypothetical, 
not real, situations. Revealed-behavior models suf
fer from a lack of controls in that variables may 
have limited ranges, attributes may be highly corre
lated (e . g., times and costs), and some choice al
ternatives may not yet exist ; laboratory-simulation 
models con be designed t:o cover broad l'.<mges of 
choice attributes, can reduce or eliminate attribute 
intercorrelations, and can include choice alterna
tives that do not now exist. Revealed-behavior 
models must rely on assumed functional forms that 
at best, can be tested only weakly and must cop~ 
with biases introduced by unobserved attributes and/ 
or other misspecification problems; laboratory-simu
lation models, of course, can control for these po
tential sources of bias by appropriate design tech
niques before data are collected . 

Clearly , therefore , the approaches are complemen
tary: Each is strong where the other is weak , and 
vice versa. The intent of this paper is not to ar
gue the virtues of one against the other but to com
pare aggregate mode1- forms derived from the two 
methods to see whether an even closet relation ex
ists than has previously been assumed. In particu
lar, we will derive parallel models 'from two sets of 
data obtained from the same individual-s. We wish to 
compare the coefficients derived from the two ap
proaches both separately and globally. We shall as
sume throughout that the revealed-behavior data con
stitute the "true" state of the world, but, of 
course, there is no guarantee that this is correct. 

Revealed-behavior data require an observation of 
what was chosen (or how often it was chosen) and 
what was rejected (or how often it was not chosen), 
plus actual measurements of associated travel attri
butes and intecpersonal factors. Mode1-s are cali
brated directly to these data, and statistical tests 
determine their "adequacy". The true validity of 

these models, however, lies in their ability to re
produce other choices not drawn from the calibration 
!!ample or an associated "hold-out" oample. R9 sults 
in transferability tests have been mixed (7-9), and 
few would argue that overwhelming success -h;s been 
achieved. 

In contrast, laboratory-simulation methods do not 
require revealed-behavior data for calibration. 
They do, however, require real data for initializa
tion. That is, given a set of initial conditions 
described by a vector of attribute measures and in
terpersonal measures, the laboratory-simulation mod
els "forecast" the choice behavior of the individ
ual• The difference is that the simulation method 
calibrates its models to the laboratory response 
data and not to real choice rlntn. The validity is
sue for these models, therefore, is their ability to 
recover paralJ..e1- real choice data as well as to 
transfer successfully. The first of these tests is 
the most obvious and the one that is examined in 
this paper; later papers will explore the issue of 
transferability. 

The strongest argument for the comparability of 
the two methods is that they are the same in philos
ophy and theory and that there are only minor ana
lytic differences; they differ in the type of data 
obtained. In fact, the theoretical similarities 
have recently led some researchers to propose that 
the above problems need not be inherent i n modeling 
social behavior (~, !Q); that is, econome ric models 
have problems because of da.ta , not because of the
ory . In particular , the problems discussed earlier 
could be largely overcome if it wer:e possible to 
conduct controlled social experiments in which indi
viduals could be observed making repeated choices in 
a variety of situations that exist now and that 
might exist in the future. Such data, therefore, 
would permit both the estimation of models at the 
individual level and forecasts of likely responses 
to system changes over time. 

Gi uen thnt it is practically infeasible to con
duct such experiments in the "real world", a second 
alternative '- is to design simulation experiments in 
which individuals are confronted with a number of 
hypothetical choice scenarios in which they are re
quired to respond in the way they would be most 
likely to if they were placed in that -situation . 
Individual choices (or other respcnses) can be ana
lyzed given sufficient observations for each indi
vidual. 

Despite consistent evidence amassed over the past 
five years (2_,10-12) that models built on responses 
to hypothetical scenarios are accurate predictors of 
real behavior in analogous situations, little atten
tion has been directed to this work. This situation 
prevails despite the continuing failure of economet
ric models to predict ve:cy well to any data other 
than those from which they are calibrated (7-9). Of 
course, the nonecono111etric approach contradiC"ts the 
establ.ished dogma of "revealed preferences" being 
the only legitimate data for econometric analysis, 
and therein lies the crux of the matter. The coun
terarguments typically run as follows (~) : 
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Yes, in principle the limitations of revealed 
preference methods could be circumvented, but 
what guarantee is there that the way people be
have in hypothetical situations bears any resem
blance to the way they behave in the "real world". 

As mentioned earlier, however, this argument does 
not fit the facts because so-called "laboratocy" 
models have enjoyed surprising, if unheral.ded , suc
cess (~,10 , 11). Hence, there seems to be strong ev
idence that models derived from responses to hypo
thetical s i tuations can predict actual behavior very 
well. Previous research examples include modal 
choice, store selection, and residential location 
(!,12). 

This evidence, however, does not imply that 
laboratory-simulation methods are better than more 
conventional revealed-behavior methods. It does 
suggest, however, that they deserve equal attention 
and that they can no longer be dismissed as unac
ceptable on "religious" and not scientific grounds. 
Al though few comparisons with revealed-behavior 
methods have been undertaken to date, there is some 
evidence to suggest that both methods may be compar
able from a purely predictive standpoint c2,.!!J. 

This paper attempts to provide a comparison based 
on data derived from a two-city, longitudinal study 
of modal-choice behavior. The study design is de
scribed in the sections that follow. The background 
and results of the investigation are described in 
detail, and the implications of the results for cur
rent research in travel-choice modeling are dis
cussed. 

METHOD OF APPROACH 

Overview 

Comparison of econometric and laboratory-type simu
lation methods requires parallel data-collection ef
forts in which identical data are obtained. As part 
of a longitudinal study of traveler mode preferences 
and choices in two cities in the state of Iowa--Iowa 
City (a university town of about 50 000 population) 
and Cedar Rapids (a city of about 100 000 popula
tion) --parallel data necessary for the conduct of 
such a test were obtained. The data collection was 
done in survey form and consisted of two main sec
t ions of interest: (a) an experimental design or 
simulation section, in which respondents were asked 

Table 1. Attributes, attribute levels, and sample scenarios. 

Bus Situation 

Automobile Situation Walking 
Distance 

Gaso- from Frequency 
Parking Travel line Travel Home to of 
Costs Time Cost Fare Time Bus Stop Service 

Scenario (¢/h) (min) ($/gal) (¢) (min) (blocks) (min) 

1 Free 5 0.85 50 27 10 60 
2 10 l5 1.25 30 17 4 30 
3 25 25 1.75 10 7 1 15 
4 25 15 1.75 10 27 I 15 
5 Free 5 1.75 50 27 JO 60 
6 10 15 1.7 5 10 7 I 60 
7 Free 25 1.75 30 17 4 30 
8 25 5 1.75 50 17 10 15 
9 Free 25 0.85 50 27 1 15 

10 25 25 1.75 30 7 4 15 
II Free 25 1.25 JO 7 JO 60 
12 JO 25 1.25 JO 17 10 15 
13 25 15 1.25 50 I 7 4 30 
14 Free 5 1.25 30 17 I 60 
I 5 Free 15 0.85 30 17 10 30 
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to indicate mode choices for each of a number of hy
pothetical scenarios, and (b) a current-behavior 
section, in which respondents were asked to provide 
information about their current travel habits. 

The Simulation 

The simulation section comprised a set of 30 hypo
thetical bus-automobile scenarios that consisted of 
different combinations of levels of 10 mode attri
butes: (a) automobile parking cost, (b) automobile 
travel time, (c) gasoline cost, (d) bus fare, (e) 
bus travel time, (f) walking distance from home to 
the closest bus stop, (g) walking distance from the 
closest bus stop to the work destination, (h) fre
quency of bus service, (i) bus crowding, and (j) 

season of the year (survey l) or gasoline availabil
ity (survey 2). Each of these 10 variables was as
signed three levels reflective of past , current, and 
likely future conditions. The attributes and their 
levels and typical resulting scenarios are given in 
Table 1. 

There are 3 1' possible combinations of these 
attribute levels in a complete factorial enumera
tion. From this total, a set of 405 combinations 
was selected that have the property of permitting 
the derivation of orthogonal estimates of all main 
and two-way interaction terms in a regression-type 
model. Fifteen different sets of 27 combinations 
each were created to produce survey designs that 
were manageable in size for respondents to com
plete. Each of the 15 sets of 27 combinations has 
the property of being a main-effects plan--i.e., 
permitting esttmates of all main effects, assuming 
negligible interactions. 

Three common treatment combinations were added to 
each of the sets of 27 to ensure that all respon
d en ts faced some common i terns. These combinations 
were (a) all attributes favoring bus, (b) all attri
butes favoring automobile, and (c) all attributes at 
middle levels. Hence, all respondents were required 
to evaluate 30 hypothetical bus-automobile scenarios. 

The hypothetical modal-choice section was further 
divided into (a) a category ratings or judgment 
task, in which respondents estimated on a 1-20 scale 
the percentage of the time that they would use the 
automobile to travel to work in each scenario (1 = 
0-5 percent, 20 = 95-100 percent, and (b) a 
choice task, in which respondents were asked to in
dicate which of 11 possible modes (bus, automobile 

Walking 
Distance 
from 
Work to 
Bus Stop 
(blocks) Crowding Gasoline Situation 

lO Standing room only No waiting, no limit 
4 Share seat No waiting, 7-gal limit 
I Seat by yourself Thirty-min wait, 7-gal limit 

10 Share seat No waiting, no limit 
I Sea t by yourself No waiting, no limit 
4 Seat by yourself No waiting, ?·gal limit 
I Share seat No waiting, 7-gal limit 

IQ Standing room only No waiting, ?·gal limit 
4 Share seat No waiting, 7-gal limit 

10 Seat by yourself Thirty-min wait, 7-gal limit 
10 Share seat No waiting, 7-gal limit 

I Standing room only No waiting, no limit 
4 Share seat No waiting, no Jimit 

10 Seat by yourself No waiting, no limit 
4 Standing room only Thirty-min wait, 7-gal limit 
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alone, 
travel 
school 

etc.) they would be most likely to use to 
to work or (for university students) to 

in each scenario. Respondents were assigned 

by random number assignment. 

Current-Behavior Data 

The second section of the survey requested individ
uals to indicate which mode they had used to travel 
to work or school that day and how many times (out 
of 40 possible) in the past month they had used the 
bus, the car, and other modes. They were then re
quested to supply information on each of the 10 sce
nario variables for a typical work or school trip. 
All respondents supplied this information regardless 
of the task they completed in the first section. 

Administration of Surveys 

Virtually identical surveys were administered during 
April 1979, prior to the large rise in gasoline 
prices, and in August-September 1979, after the 
price rise. September surveys were slightly changed 
in two respects: 

l. Gasoline prices were $0 .11:!, 
$0.26/L ($0 . 70, $0.85, and $1.00/gal) 
Because the prevailing actual level 

:i;0.22, and 
in survey l. 

was $0 . 28/L 
($1. 05/gal) by the time survey 2 was administered, 
they were changed to $0.22 , $0.33, and $0.46/L 
($0.85, $1.25, and $1.75/gal). 

2. Season of the year was found to have little 
systematic effect in survey l and was replaced with 
a description of the current gasoline situation: 
(a) no waiting and no limit, (b) no waiting and a 
26-L (7-gal) limit, and (c) a 30-min wait and a 26-L 
limit. (The survey forms themselves expressed all 
levels in U.S. customary uni ts.) These levels were 
representative of the range prevailing in Iowa at 
the time. No other changes were made. 

In both surveys, respondents were initially con
tacted by telephone before they were mailed copies 
of the survey. In survey l, of 800 persons con
tacted in the two cities, 263 usable questionnaires 
were returned. In survey 2, 1493 persons were con
tacted, and 516 usable questionnaires were returned. 

ANALYSIS 

Overview 

Analytic interest centers on a comparison between 
the laboratory-simulation results based on the sce
nario responses and the revealed-behavior results 
based on the reported modal-choice behavior of the 
respondents. This paper focuses entirely o n aggre
gate results; othe·r rep0rts will deal in detail with 
disaggregate results . The dependent variables of 
concern are (a) the scenario ratings data, or re
spondents' estimates of the likelihood of using the 
automobile; (b) the scenario choice data concerning 
choice between automobile and bus; and (c) respon
dents' reports of recent past automobile and bus 
choices. 

All of the aforementioned dependent variables may 
be regarded as continuous for the purposes of this 
study . In particular , the r atings data can be con
verted to "probability" estimates by associating 
each category with the corresponding midpoint of the 
relative frequency or percentage-of-time range; 
thus, l = 0-5 percent = 0.025 , .•• , 20 = 95-100 per
cent = 0.975. These data r fer to the percentage of 
time that automobile would be chosen. A second, 
different scale estimate can be obtained by tabulat-
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ing the relative frequency of responses in catego
ries less than 10, the midpoint of the category 
scale. In effect, this scale estimates the relative 
frPc:r11Pnr.y of a response "likely to take other than 
automobile." We interpret this to mean bus, al
though we realize that there are some other choices 
involved. Likewise, the choice data can be sepa
rately analyzed by tabulating the relative frequency 
of choices of any of the automobile-related modes 
and bus. Thus, there are four dependent variables 
that can be analyzed in the aggregate for the sce
nario data--two to represent bus choice and two to 
represent automobile choice. 

Collectively, the four dependent variables ob
served as the choice outcome of the scenarios have a 
corresponding dependent variable in the reported 
choice data. Attention in this study centers on the 
relative frequency of work or school trips reported 
by the respondents and the respondents' own reports 
of the real-world levels of the scenario variables. 
In fact, these are theoretically parallel sets of 
data because both dependent variables are assumed to 
be conditional on the values that individuals be
lieve the attributes to have. In this instance, the 
relation, if any, with physically measurable attri
bute levels is inappropriate as a comparison, al
tiiougb it will be of intcc:cst in future rese~rr.h a 

Moreover, this relation can be directly assessed by 
using the data at hand. Nonetheless, it is impor
tant to realize that the scenarios describe the lev
els that individuals believe attributes to have; re
spondents must believe the attribute levels to be 
true because we as investigators tell them they are 
true. Thus, the appropriate attribute comparisons 
are with reported or believed attribute levels. 
Other research will examine the relation between 
physically observable attribute levels and reported 
levels (~). 

Model Forms 

The model forms to be estimated are legit-trans
formed multiple linear regression equations. It is 
important to note that each model incorporates at
tributes of competing modes. Thus, we estimate 

where 

(1) 

logit of the scenario response 
transformed to thP interval 
{O,l) for mode j; 
regression coefficients for the 
0th, lst, .•• , kth attributes, 
Xk; and 
a random disturbance, assumed 
to conform to the usual 
assumptions of classical, 
fixed-effects regression. 

Equation l involves all linear and squared terms 
and all two-way interactions of the 10 attributes. 
The 450 observations divided into 15 subsets of 30 
scenarios were specifically designed a priori to 
permit the independent estimation of all of these 
terms at the group level , assuming negligible 
higher-order effects. It is important to realize 
that it is always possible to know a priori exactly 
what effects can be estimated from given experimen
tal designs; hence, one can design sets of scenarios 
to ensure that various terms of interest in the mul
tiple linear regression or analysis-of-variance mod
els can be estimated with known precision at known 
levels of power. This is, of course, fundamentally 
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different from a typical econometrics analysis, 
which, practically speaking, can never know which 
terms are truly estimable, with what precision, or 
with what power. Thus, it must rely on potentially 
weak tests based on a priori assumptions about ef
fects. Our approach permits the exact determination 
of what can and cannot be reliably estimated. 

Thus, the number of terms to be estimated in the 
scenario models will probably seem overwhelming to 
analysts accustomed to econometric analyses. Yet 
all such terms are potentially estimable. Our ap
proach, therefore, is to test all of the main and 
interaction effects noted above for each of the four 
dependent scenario variables. Our modeling cri te
r ion for acceptance of effects is that they are con
sistently significant; i.e., they are significant at 
least at the 0 .10 level for both surveys for both 
dependent variables that correspond to a particular 
mode. 

We first estimate models for the scenario data 
for each survey, for each city; then, based on these 
results, we estimate parallel models from the corre
sponding real-world bus and automobile choice data. 
Our criteria for testing the equality of the models 
derived in this manner are as follows: 

1. Use the 0.05 and 0.01 levels for the standard 
errors of each coefficient estimated from the choice 
data reported by respondents (this is obviously bet
ter than using the standard errors of the scenario 
coefficients because the standard errors are all 
equal and very small by design; since no such pre
cision can be achieved in the respondent-reported 
data, the appropriate er i terion for the comparison 
should be based on the respondent-reported data es
timates) and 

2. Test whether the sum of squares for regres
s ion given by the model estimated from the reported 
choice data is significantly different from that for 
the model by using fixed regression weights derived 
from the simulation experiments [the test statistic 
is the F-value given by mean square (improvement in 
sum of squares) + mean square (residual for re
ported choice data model); the degrees of freedom 
are equal to the difference in the number of parame
ters for improvement for the numerator and N, the 
number of coefficients estimated for residual]. 

Additional considerations that are important to 
note concern differences in the two sets of models 
caused by additional terms in the respondent
reported data that are not included in the scenario 
data. In particular, because the scenario data are 
aggregated over individuals, individual differences 
caused by factors such as income, automobile availa
bility, and age are, in effect, averaged out. This 
is exactly true in the scenario results because each 
individual has a constant value for these factors 
within his or her 30 responses. Thus, there can be 
no correlation between scenario attributes and in
terpersonal factors, and we can legitimately ignore 
such factors in estimation. That is not to say that 
there are no effects attributable to these covari
ates but only that such effects cannot affect the 
estimation of aggregate coefficients in the con
trolled, experimental data. 

However, in the case of the respondent-reported 
choice data, we cannot ignore the effects of inter
personal factors because they can have significant 
effects on the parameter estimates of the 10 attri
butes of interest. Thus, to minimize this source of 
potential bias, we include a number of interpersonal 
factors as terms in the respondent-reported choice 
models. This is accomplished in the following 
manner: 
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1. All main effects of attributes and interper
sonal factors are tested in a multiple linear re
gression analysis. Nonsignificant interpersonal 
factors are dropped from further consideration. 

2. All two-way interactions of the attributes 
and the remaining interpersonal factors are tested 
as follows. The main effects of attributes, signif
icant attribute interactions uncovered in the con
trolled scenario data, and previously significant 
interpersonal factors are forced into a multiple 
linear regression equation, and the remaining two
way, attribute/interpersonal-factor interactions are 
tested by stepwise regression methods. The accep
tance criterion is set at the 0.10 level. 

The latter procedure will undoubtedly be objection
able to some, but it is strictly a matter of conve
nience. We are not interested in these estimates 
per se; rather, we wish to try and m1n1m1ze as many 
sources of bias on the attribute parameters as pos
sible. That is not to say that such effects are not 
important but only that interest in this analysis 
centers entirely on the 10 attributes, aggregated 
across respondents. Future analyses will examine 
interpersonal effects in the scenario data at the 
individual-respondent level. They are not of inter
est, however, in this paper. 

RESULTS 

Overview 

There are a number of results of interest that in
volve a large number of parameters. In order to re
duce the tabular material, standard errors and sta
tistical tests are not reported for the scenario 
data. This is because the scenario conditions are 
controlled, which also fixes the standard errors. 
Virtually all t-values are significant in these data 
because of the power of the tests (450 df) and the 
precision of the estimates (complete details are 
available from the authors on request). The respon
dent-reported data, however, are tabulated with 
standard errors because of the test comparisons. 

Simulation Results 

Detailed Analyses 

Table 2 gives the most detailed aggregate results 
available by survey (1 or 2), by city (Iowa City or 
Cedar Rapids), and by response measures for the sce
nario data. The response measures can be defined as 
follows: 

RATE 

R<lO 

CH AUTO 

CHBUS 

1-20 category ratings scale transformed 
to (O,l) interval, 
relative frequency of category ratings 
less than 10 on the 1-20 scale, 
relative frequency of choices of automo
bile in each scenario, and 
relative frequency of choices of bus in 
each scenario. 

The results given in Table 2 suggest the follow
ing. 

RATE 

The only significant ratings difference in the Iowa 
City data is in the crowding attribute. Survey 1 
reveals a larger impact for crowding (-0.166) than 
survey 2 (-0.092). The timing of the surveys was 
such that crowding was considerably greater during 
survey 1. For Cedar Rapids, there are differences 
in the two walking-distance variables and crowding, 
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Table 2. Detailed model results for scenario data . 

RATE R< 10 

Variable Survey 2 Survey 1 Survey 2 Survey 1 

Iowa City 

Parking cost -0.020 27 -0.023 70 0.031 OS 0.037 36 
Automobile travel time -0.028 61 -0.018 70 0.039 66 0.041 223 
Gasoline cost -0.004 16 -0.003 15 0.006 69 -0.002 96 
Bus fare 0.005 86 0.006 64 -0.011 88 -0.01 l 00 
Bus travel time 0.020 27 0.017 94 -0.029 39 -0.036 07 
Walk from home 0.093 53 0.074 74 -0.143 22 --0.139 72 
Bus frequency 0.008 5 ! 0.007 93 --0 .012 72 -0.009 6~ 
Walk from work 0.088 28 0.065 95 -0.148 22 -0.103 07 
Bus crowding -0.092 12 -0.166 36 0.136 13 0.295 94 
Season -0 .051 97 0.023 41 
Gasoline situation -0.17256 0.220 80 
Quadratic 
Parking cost 0.000 68 0.001 16 --0.000 05 -0.001 58 
Automobile travel time 0.000 48 0.000 05 0.001 00 0.001 22 
Gasoline cost 0.000 07 0.000 JO --0.000 06 -0.000 01 
Walk from home 0.001 77 0.003 77 --0.005 84 --0.001 27 
Walk from work 0.006 59 0.005 88 -0.014 33 -0.002 93 
Bus crowding 0.055 95 0.045 19 0.083 80 -0.016 35 
Season 0.034 02 0.118 92 
Gasoline situation -0.101 02 0.131 96 

Intercept 0.711 15 0.690 26 -1.391 31 -1.345 156 
R2 0.63 0.42 0.50 0.36 

Cedar Rapids 

Parking cost -U .Ul484 -o.o i 8 i 5 0.018 73 0.024 i2 
Automobile travel time -0.021 228 -0.01927 0.024 57 0.026 28 
Gasoline cost -0.005 118 -0.007 75 0.004 86 0.010 32 
Bus fare 0.005 92 0.003 l 0 -0.010 69 -0.002 92 
Bus travel time 0.018 91 0.018 29 --0.028 07 -0.031 91 
Walk from home 0.084 38 0.133 I 3 -0.137 06 -0.18 l 28 
Bus frequency 0.008 58 0.010 61 --0.01371 -0.010 96 
Walk from work 0.008 76 0.122 67 --0.135 79 -0.149 77 
Bus crowding --0.109 37 -0.143 76 0.198 86 0.177 29 
Season 0.149 90 --0.134 74 
Gasoline situation -0.15940 0.191 75 
Quadratic 
Parking cost 0.000 24 -0.000 27 --0.000 11 0.001 09 
Automobile travel time 0.000 58 0.000 40 -0.001 39 --0.000 52 
Gasoline cost 0.000 02 -0.000 06 -0.000 02 0.000 43 
Walk from home 0.005 0.004 12 -0.003 46 0.000 93 
Walk from work 0.005 65 0.01362 -0.009 70 -0.007 84 
Bus crowding 0.027 83 0.123 79 0,028 38 -0.31735 
Season 0.039 13 0.013 02 
Gasoline situation -0.076 02 0.095 33 

Intercept 0.723 168 8 0.997 03 -1.435 13 -1.705 44 
R2 0.74 0.54 0.56 0.40 

all indicating the same thing--namely, less impact 
in survey 2. Again, the timing of the first survey 
was at the end of the winter peak season, whereas 
the second survey was near suuuuec s euU. There is a 
suggestion, therefore, that the weights change in 
response to seasonal differences. 

There is an apparent difference in the intercepts 
between the two cities ;;ind the two surveys. The 
scenario attributes were all centered about their 
respective means; thus, the intercept can be di
rectly interpreted as the likelihood of using the 
automobile given that all scenario variables are at 
their average level. The apparent difference is in 
the Cedar Rapids data between surveys 1 and 2. It 
appears that the likelihood of using the automobile 
dropped from survey 1 to survey 2. This drop coin
cides with the dramatic increase in gasoline 
prices. No such drop is evident in the Iowa City 
data, but levels of bus ridership were already quite 
high in that city. 

It would be difficult to conclude that there are 
major coefficient differences between Iowa City and 
Cedar Rapids on the ratings-scale data. 

CH AUTO 

The automobile choice data reveal a pattern similar 
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CH AUTO CHBUS 

Survey 2 Survey I Survey 2 Survey 1 

-0.052 I 6 -0.07S 73 0.027 97 0.034 57 
-0.030 78 -0.011 41 a.ass 23 0.047 06 
-0.009 57 -0.007 03 0.003 92 -0.007 67 
0.003 35 0.005 98 -0.01759 -0.019 33 
0.024 00 0.028 07 --0.033 08 -0.029 02 
0.079 67 0.081 77 --0.205 12 --0.179 66 
0.001 R3 0 .009 45 --0 .01 2 81 -0 .025 62 
0.006 50 0.095 33 --0.191 75 -0.183 68 

-0 .053 66 -0.001 44 0.191 72 0.308 70 
0.403 79 0.149 51 

-0.312 07 0.243 45 

0.001 62 0.002 31 -0.000 84 0.000 24 
--0 .000 74 --0.000 36 0.000 68 0.000 94 
0.000 06 --0.000 20 --0.000 03 0.000 61 

-0.003 29 0.000 03 --0.005 03 0.000 18 
-0.000 89 --0.002 65 -0.012 45 -0.004 74 
-0.047 20 0.061 29 0.019 17 -0.072 62 

0.183 59 0.025 16 
-0 .04747 0.021 98 
-1.512 474 -1.392 93 -1.503 388 -2.021 95 J 
0.49 0.32 0.69 0.58 

-0.043 93 -0.066 16 0.017 4i 0.019 85 
-0.024 33 --0.013 07 0.045 89 0.058 84 
-0 .01347 -0.025 52 0.009 56 0.022 70 
0.005 13 0.014 21 --0.008 05 -0.017 54 
0.013 61 0.031 83 -0.030 32 0.039 75 
0.056 76 0.086 31 --0.182 46 0.162 43 
0.008 95 0.011 46 --0.023 15 -0.01964 
0.040 82 0.125 89 -0.15809 -0.211 07 

-0 .091 00 --0.122 97 0.090 75 0.39401 
--0.007 72 0.087 98 

-0.409 65 0.234 39 

0.001 15 0.002 97 -0.000 45 -0.001 43 
0 .000 33 -0.003 39 --0.000 10 0.001 27 
0.000 08 0.000 14 -0.000 07 0.000 51 
0.003 94 0.000 27 --0.007 61 -0 .023 91 
0.002 63 0.003 92 --0.008 59 -0.001 30 

-0.17691 0.131 92 -0.157 43 --0.211 58 
-0.002 43 0.063 21 

-0.154 32 0.114 32 
-l.006 39 --0.947 684 -J .540 473 -l.930 946 
0.58 0.33 0.70 0.53 

to that of the ratings data. Differences between 
cities and surveys are apparent in walking distances 
and crowding and in the intercepts. The interpreta-
t: ion of tl-u~se similar _.,,:. .c:.c: - - - - -- -- - ---·-, ..'.J '- -

UJ.J...J.t:Lt:ll\,.;~::> WVU.L.U UC 
.&..~ .&..\..-
l..V l..llC 

interpretation for the ratings data. 

R<lO 

The R<lO results largely parallel those of the 
previous response measures but with opposite signs. 
There are small differences in the walking-distance, 
crowding, and intercept terms between cities and 
larger differences between surveys within cities. 

CHBUS 

The CHBUS results are similar to the results for the 
preceding response measures. There are minor dif
ferences between cities and larger differences 
within cities between surveys with respect to the 
walking and crowding attributes and the intercept. 

Aggregation Across Cities 

The detailed scenario results lead us to conclude 
that the major differences between cities are in (a) 
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the intercept term (on the average, Iowa City re
spondents are more likely to choose the bus than 
Cedar Rapids residents) and (b) gasoline availabil
ity and season (Iowa City residents are less sensi
tive to availability and respond differently to sea
son). Differences between surveys are evident in 
the walking-distance and crowding attributes: The 
effect of these variables decreased from survey 1 to 
survey 2. There were also intercept differences, 
which indicates that, all things being equal, re
spondents became more positive toward bus and more 
negative toward the automobile between surveys 1 and 
2. 

The data were aggregated over cities because city 
differences were minor in comparison with survey 
differences. These aggregated results are given in 
Table 3, where the results of the different response 
measures are listed and the averages are over the 
bus (CHBUS and R<lO) and automobile (CHAUTO and 
RATE) models, respectively. The season and gaso
line-situation attributes are not comparable, except 
within a survey. 

Table 3 reveals that within surveys there are 
major differences in the intercepts, which is to be 
expected because, for each response measure, the or
igin of each scale can be different, even if the 
units are comparable. Major differences in survey 1 
within the two automobile responses (RATE and 
CHAUTO) are in the intercept, parking costs, and 
season. The ratings data yield a lower estimate for 
the effect of parking costs than the choice data; 
the seasonal effects are also totally different. 
The major differences in the bus responses (R<lO 
and CHBUS) are in the intercepts, walking-distance 
effects, and season; the choice data indicate larger 
effects for these attributes than do the ratings 
data. 

In survey 2, there are major differences in the 
automobile response measures in the intercepts, 
parking cost, walking distance, crowding, and gaso
line situation. The automobile choice data gener
ally display a lower likelihood of choosing automo
bile, more sensi ti vi ty to automobile par king costs, 
less sensitivity to walking distance, less sensitiv
ity to crowding, and considerably more sensi ti vi ty 
to the gasoline situation than do the ratings data. 

The bus choice data show differences in inter
cepts, revealing lower average probabilities and 
more sensitivity to automobile travel times and 
walking distances. Hence, the bus responses are 
much more homogeneous than the automobile data. 
Nonetheless, it should be noted that, for the most 
part, only the intercepts exhibit dramatic differ
ences, particularly when one considers that the at
tribute of gasoline situation and availability was 
constant in the real world during both surveys and 

Table 3. Model results for scenario data averaged over cities. 

Survey I 

Variable R< 10 RATE CHAU TO CH BUS 

Intercept -l.148 06 0.677 94 -0.939 03 -1.65 8 585 
Parking cost 0.028 70 -0 .01691 -0.057 65 0.030 38 
Automobile travel time 0.028 55 -0.023 38 -0.014 95 0.054 54 
Gasoline cost 0.005 52 -0.004 72 -0 .0 12 68 0.006 95 
Bus fare -0.007 70 0.005 78 0.007 73 -0.015 75 
Bus travel time -O.Q25 35 0.018 90 0.028 97 -0.037 84 
Walk from home -0.12885 0.082 80 0.082 92 -0.169 81 
Bus frequency -0.009 06 0.008 52 0.009 80 -0.022 28 
Walle from work -0.10554 0.082 02 0.095 73 -0.181 71 
Bus crowding 0.197 42 -0.099 61 -0 .084 22 0.273 00 
Season -0.015 09 -0.15885 0.160 57 0.085 74 
Gasoline situation 
R2 0.55 0.79 0.62 0.71 
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that only crowding and gasoline costs actually 
changed between the two surveys. Of course, it is 
possible that perceptions of the onerousness of 
walking distances change from winter to summer in 
Iowa. 

Examination of the average coefficients suggests 
that there may be less difference between surveys 
than previous, more disaggregate results have sug
gested. In particular, there does appear to be a 
consistent change in the intercept that reflects a 
definite change upward for bus and downward for au
tomobile. Otherwise, only the crowding attribute 
appears to be very different, and only for bus, 
showing a lower effect in survey 2, when there is in 
fact less crowding. This result and the previous, 
more disaggregate results suggest that some of the 
coefficients may depend on the present situation of 
the respondent as well as on the levels of the ex
perimental variables. 

COMPARISON WITH ECONOMETRIC-TYPE RESULTS 
ON CHOICE DATA REPORTED BY RESPONDENTS 

Disaggregate Results for Both Cities 
and Surveys 

Table 4 gives the results for models fit to each 
choice variable, by city and survey, including only 
the nine scenario attributes (season and gasoline 
availability are constant in these data), the one 
quadratic term that consistently appeared in the 
scenario results, and three interactions that also 
consistently appeared: (a) gasoline cost and bus 
travel time, (b) walking distance to the bus stop 
from home and from the bus stop to work, and (c) 
walking distance from home to the bus stop and 
crowding. 

The results reveal little in the way of consis
tency except in the case of bus travel time, which 
is significant in three of four tests in Iowa City, 
and the two walking-distance variables in Cedar 
Rapids. Of course, the intercepts are significant 
as well, revealing more positive bus probabilities 
and lower automobile probabilities in Iowa City, 
which is to be expected because of the high levels 
of transit patronage in Iowa City. The disturbing 
aspect of these results is that one would probably 
conclude that few of the attributes have any signif
icant effects, but, as we shall see, the coeffi
cients are fairly close to those estimated from the 
scenario data, almost all of which are highly sig
nificant. Of course, this could result from bias 
introduced by not including interpersonal factors in 
the model. To pursue this possibility, data for 
both cities were combined, and interpersonal factors 
were investigated. 

Survey 2 

R < 10 RATE CH AUTO CH BUS 

-1.251 12 0.711 998 -1.1267964 -1.419782 
0.021 28 -0 .021 64 -0.044 31 0.025 90 
0.029 968 -0.015 34 -0 .024 17 0.046 51 
0.005 94 -0.005 I 0 -0.011 24 0.005 78 

-0.009 49 0.004 82 0.004 85 -0.011 59 
-0.026 27 O.Q15 17 0.015 99 -0.028 02 
-0.124 09 0.087 44 0.062 40 -0.17853 
-0.012 16 0.008 90 0.006 03 -0.016 46 
-0.125 86 0.080 22 0.042 40 -0.151 80 
0.140 67 -0.145 63 -0.068 16 0.122 05 

0.239 83 0.023 98 -0.338 92 0.268 67 
0.67 0.66 0.72 0.79 
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Table 4. Model results for real·world data. 

Iowa City Cedar Rapids 

CH BUS CH AUTO CH BUS CHAU TO 

Variable Survey I Survey 2 Survey I Survey 2 Survey I Survey 2 Survey I Survey 2 

Parking cost 0.024 87 0.065 42" -0.054 72 -(l.056 15b 0.008 '/O 0.081 37° -0.065 55 -0. l 06 9g• 
Automobile travel time 0.005 11 0.030 14 0.045 86 -0.088 62' -0.003 93 -0.006 22 -0.022 02 -0.010 56 
Gasoline cost 0.012 34 -0.045 78 -0.056 00 -0.040 94 0.014 81 0.026 37 -0.031 773 -0.008 68 
Bus fare -0.000 06 0.033 54 -0.053 84 -0.016 60 0.004 29 -0.002 53 -0.008 46 -0.055 79c 
Bus travel time -0.000 40' 0.001 86 0.057 76' 0.053 67' -0.006 69 -0.002 21 0.028 57c 0.010 29 
Walk from home -0.306 13 -0.173 52 0.258 59 0.125 90 -0.112 70b -0.166 31' 0.131 05 0.182 69b 
Bus frequency -0.004 34b -0.007 80 0.046 l 3b 0.009 81 0.0082lc -0.004 74 -0 .011 14 0.026 51 c 
Walk from work -0.41615 -0.450 97• 0.156 94 0.288 91 -0.150 59c -0.136 31' 0.318 71b 0.350 64' 
Bus crowding -0.069 31 0.452 83b -0.006 40 -0.740 35c -0.051 84 0.016 19 -0.875 70b -0.474 85 
Quadratic (walk from 

work) 0.089 68 -0.074 87 0.047 02 0.089 20 -0 .148 46' -0.040 14 0.052 40 -0.025 68 
Gasoline cost x bus 

travel time -0.002 03 0.003 76 0.005 21 -0.004 87 -0.000 228 -0.001 27 0.001 96 0.004 74c 
Walk from home x 

walk from work 0.139 095 -0.031 00 -0.161 74 -0.009 l 9 0.058 46b 0.037 35 0.138 09 -0.001 15 
Walk from work x 

crowding -0 .109 92 -0.337 73 -0.492 32 -0.333 46 -0.103 15 -0.203 49c -0.474 52 0.047 65 
Intercept -3.058 46' -2.471 968 -1.134 87' -1.412 1623 -4.006 18 -3 .773 63 1.534 817 0.930 82 
R2 0.13 0.20 0.28 0.18 0.20 0.21 0.16 0.14 

aSignificance level= 0.01. bSignificance level= 0.10. cSignificance level = 0.05. 

Table 5. Model results for real·world data averaged over cities. 

CH BUS CH AUTO 

Survey I Survey 2 Survey I Survey 2 

Standard Standard Standard Standard 
Variable Coefficient Error Coefficient Error Coefficient Error Coefficient Error 

Parking cost 0.022 563 0.016 0 0.068 254 0.01409 -0.066 29b 0.028 17 -0.096 71 b 0.022 82 
Automobile travel time -0 .004 41 0,008 55 0.011 357 0.011 225 -0.000 475 O.D15 08 -0.036 03< O.D18 18 
Gasoline cost 0.008 19 0.019 04 0.007 24 0.023 91 -0.031 64 0.033 59 -0 .027 66 0.038 73 
Bus fare -0.007 77 0.019 33 -0.004 83 0.013 74 0.001 29 0.034 IO -0.023 96 0.022 26 
Bus travel time -0.002 986 0.006 02 -0.003 27 0.005 13 0.032 Ol e 0.010 62 0.021 07c 0.008 30 
Walk from home -0.183 53b 0.068 45 -0.190 355b 0.052 597 0.195 51' 0.120 73 0.193 03< 0.085 20 
Bus frequency 0.008 12 0.005 35 -0.005 22 0.003 31 -0.000 43 0.009 43 0.012 93< 0.005 36 
Walk from work -0 .16082 0.067 88 -0.221 3ob 0.050 44 0.17376 0.11 9 72 0.333 77b 0.081 70 
Bus crowding -0.123 81 0.176 72 0.175 19 0.141 92 -0.151 73 0.31 l 68 -0.491 74< 0.229 88 
Quadratic (walk from 

work) -0.007 26 0.056 61 -0.059 17 0.042 22 0.063 76 0.099 84 0.085 18 0.068 38 
Gasoline cost x bus 

travel time -0.000 48 0.001 02 -0.000 215 0.001 07 0.001 137 0.001 79 0.002 31 0.001 74 
Walk from home x walk 

from work 0.095 00 0.041 01 0.033 40 0.030 36 0.011 727 0 .072 34 0.027 709 0.049 17 
Walk from home x 

crowding -0.057 98 0.137 58 -0.21084 0.094 83 -0.389 91
3 

0.242 66 -0.055 81 0.15360 
Vehicle availability -0.835 34b 0.321 43 -l.2l778b 0.257 26 3.453 12b 0.566 91 2.291 88b 0.41670 
Residence 0.371 36 0.393 0 I 0.004 69 0.246 5 -0 .605 86 0.693 17 0.495 97 0.399 23 
Number of family 

members 0.049 90 0.101 09 0.061 80 0.096 IO -0.203 19 0.178 29 -0.183 18 0.155 7 
1'.f •• -L~- -r: -\.:1.-1-~~ 
l'IUJllUl;.l Vl \,iUlU.l"'JI 

Under age 6 -0.060 86 0.202 76 -0 .147 60 0.181 69 0.497 13 0.357 61 0.54031' 0.294 29 
Aged 6·14 -0 .108 95 0.170 00 -0.021 41 0.146 49 0.463 92 0.299 68 0.310 03 0.237 28 

Number of workers 0.158 03 0.079 25 -0 .088 46 0.097 20 0.101 55 0.13978 -0.16963 0.157 45 
Number of students -0.005 85 0.10433 0.003 36 0.132 32 -0.071 11 0.184 00 -0.231 53 0.214 32 
Sex 0.1377~ 0.195 77 -0.231 47 0.16694 -0.669 303 0.345 28 -0.099 62 0.270 40 
Age 0.005 50 0.007 92 -0.003 65 0.006 97 0.009 26 0.01397 0.050 74b 0.0 11 29 
Bus rating 0. 12538 0.094 84 0 ,167 25c 0.072 04 -0.132 82 0.167 28 -0.064 IO 0.116 68 
Education 0.141 42 0.091 77 0.205 08c 0.098 83 -0.239 40 0.161 85 -0.118 94 0.16008 
Income -0 .158 52b 0.049 85 -0.01379 0.040 05 0.173 67c 0.087 9 0.076 60 0.064 87 
Intercept -3 .630 918 0.119 92 -3.130 278 2 0.092 030 l 0.175 473 5 0.211 512 -0.140 783 0.149 067 

8 Significance level:::: 0.01. bSignificance leveJ == 0.10. cSignificance Level:::: O.OS. 

These results, given in Table 5, are better but 
still disturbing. Parking costs emerge as signifi
cant in both surveys for both modes. Bus travel 
time is highly significant in automobile mode choice 
but very marginal in bus mode choice; walking dis
tance from home to the bus stop is consistently sig
nificant; frequency of bus service is probably sig
nificant, although survey 1 results have the wrong 
sign for bus mode choice; and walking distance from 
the bus to work is also consistently significant. 

Similarly, the intercepts have the same change in 
favor of bus as previously observed. Among inter
personal factors, vehicle availability is consis
tently highly significant with the appropriate sign; 
of the remaining factors, only income displays any 
consistent trend and, if we are to believe the data, 
the results suggest that its effect declines from 
survey 1 to survey 2. If true, this suggests that 
the increase in gasoline price manifests itself, in
ter alia, in a shift in bus probabilities across all 
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income groups and has more impact on upper-income 
than on lower-income earners. It might be specu
lated that lower-income groups already had fairly 
high (relative) probabilities of bus use and that 
the effect of the price increase was to force some 
individuals in the higher-income groups to give the 
bus serious consideration. 

The respondent-reported choice-data results are 
still disturbing despite the emergence of a few more 
consistently significant terms. This is because one 
would hope that effects found to be significant in 
the scenario data would also emerge as significant 
in the reported choice data. A comparison of Table 
5 with Table 3, however, reveals some interesting 
similarities and differences. In general, in survey 
1, for the automobile choice model in which inter
personal factors are included, all of the scenario 
coefficients are within the 95 percent confidence 
level of the respondent-reported estimates! For 
survey 2, there are only two coefficients outside 
the 95 percent confidence band: parking cost and 
walking distance to work from the bus. These coef
ficients are only slightly outside the 99 percent 
limits--again, an encouraging result for the sce
nario data. 

In the case of bus choice data for survey 1, only 
the coefficients for automobile travel time and fre
quency of bus service are outside the 95 percent 
confidence limits of the reported choice data. Both 
of these attributes, however, have the wrong sign in 
the reported choice data. In survey 2, several co
efficients lie outside the 95 percent confidence in
terval: parking cost, automobile travel time, bus 
travel time, and frequency of bus service. Automo
bile travel time is within the 99 percent confidence 
band; the others are generally just outside the 0.99 
interval. 

On the basis of the results thus far, we cannot 
reject the hypothesis that the models based on the 
average scenario coefficients are the same as the 
models based on the respondent-reported choice 
data. Because the hypothetical choice tasks in the 
surveys most closely parallel the respondent
r eported choice data, we also examine these results 
for comparability. 

For automobile choice data from survey 2, only 
walking distance from the bus to work lies outside 
both the 95 and 99 percent bands; in addition, park
ing cost lies slightly outside the 95 percent 
level. The intercept term is dramatically differ
ent, however. In survey 1, no coefficients lie out
side the 95 percent confidence band except the in
tercept term, which is again very different. 

For bus choice data from survey 2, three attri
butes lie outside the 95 percent bounds: parking 
cost, automobile travel time, and frequency of bus 
service. Of course, the intercept is very differ
ent. For bus choice data from survey 1, two attri
butes--automobile travel time and frequency of ser
vice--lie outside both the 95 and 99 percent limits; 
crowding is within the 99 percent bounds. 

Once again, we find the evidence insufficient to 
reject the hypothesis that the models are the same. 
It should be noted that all previous results in
cluded missing data in the respondent-reported data 
by replacing the missing values with their respec
tive means. As a final investigation, we examine 
the effects of removing those respondents who could 
not estimate walking distances--a likely source of 
error throughout the data because these individuals 
are likely to be ignorant of other variables as 
well. We also combine data from both cities for 
both surveys in order to gain degrees of freedom. 
The models using respondent-reported choice data 
were estimated by forcing all attributes and inter
personal factors as main effects and stepping any 
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other significant attribute-by-interpersonal-factor 
interactions into the model. The stepwise criterion 
was set at 0.10. 

Let us consider the average coefficient results 
for the bus choice data first: Parking cost, bus 
travel time, and the two walking-distance attributes 
are beyond the 99 percent confidence limits, whereas 
remaining attributes are within the limits. If we 
use the average coefficients of the bus choice data 
from surveys 1 and 2, we find that the same four at
tributes lie outside the range. In the case of the 
automobile choice data, the averages all lie within 
the 99 percent confidence limits. Averaging the 
CHBUS coefficients yields the same result. It ap
pears that the automobile choice model is very well 
estimated but the bus choice model is less so. One 
can speculate that this is because the bus data, ex
cept for the choice task in the surveys, are less 
well defined; for example, the ratings data are for 
automobile choice, not bus. We must assume the re
sidual to be bus, although there are other modes in 
the data. 

The second test examined the relative predictive 
abilities of simulation and real-world models. The 
simulation models were related to actual behavior 
through a regression equation that included (a) the 
simulation-derived utility argument, averaged over 
surveys and cities, and (b) the same socioeconomic 
covariates used in the final real-world model. The 
simulation-behavior model, therefore, had an addi
tional slope parameter associated with the entire 
simulation-derived utility model. 

Results, as expected, suggested similar predic
tive abilities. In particular, the R2 s (adjust·ed 
for degrees of freedom) for the laboratory and 
real-world bus models were O .15 and 0 .19, respec
tively. Likewise, the adjusted R2 s for the labor
atory and real-world automobile models were 0.30 and 
0. 31, respectively. The F-test, described earlier, 
indicated that the simulation and revealed-behavior 
automobile choice models were not significantly dif
ferent from each other (F-value of 1.56 with 9 and 
529 df). Conversely, the bus choice models were 
found to be significantly different (F-value of 4.04 
with 9 and 597 df). 

It might be added that the above predictive lev
els, although low, are not out of line with those 
usually reported when predicting individual behavior 
from aggregate demand models (1.i,16). Increased 
predictive ability could have been achieved, how
ever, through complete disaggregation, which is pos
sible only with the scenario data. 

DISCUSSION OF RESULTS 

This paper reports the results of a comparison of 
two methods for modeling travel-choice behavior: 
laboratory-simulation and revealed-behavior model
ing. The results provide additional evidence that 
laboratory-simulation models are a potentially val
uable tool for understanding and predicting individ
ual reactions to travel alternatives. In particu
lar, the findings showed that laboratory-derived 
models performed about as well as models based on 
revealed behavior in terms of predictive ability and 
that much stronger inferences can be drawn from such 
models about the likely effects (precision of esti
mates) of changes in transportation system variables 
on mode choice. 

The predictive ability and parameter temporal and 
spatial stability of laboratory and revealed
behavior models were compared. The results suggest 
that the laboratory-derived models are strongest in 
terms of the diagnosis of important explanatory var
iables. This strength, of course, is inherent in 
the approach: Not only does the analyst obtain mul-
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tiple observations for a single individual, but 
these observations are also purposefully designed a 
priori so as to maximize orthogonality among vari
ables and to ensure precision of their estimates. 
Tn nnntrA~t, mndPls based on revealed behavior can
not achieve such conditions except by a most un
likely accident. Furthermore, with traditional 
econometric methods, the analyst usually has merely 
one observation per individual, which further limits 
the ability to generalize. Thus, much larger sam
ples are required to achieve the inferential power 
of the laboratory methods. Such 1imitations, of 
course, are especially troublesome in trying to draw 
inferences regarding interpersonal differences. The 
laboratory methods achieve greatet ~ower from 
smaller samples because it is possible to observe 
distributions of coefficients over samples of indi
viduals. Clearly, these coefficients can be related 
to interpersonal measures so as to ensure a much 
stronger test for individual differences (l_,.!1_) • 

The results of this study suggest a potential 
danger in basing models on revealed-behavior data: 
The effects of two major policy variables--bus fare 
and gasoline price--were found to be not signifi
cantly different from zero in both the automobile 
and bus models. Hence, a policymaker confronted 
with these results might conclude that any changes 
in either bus fares or gasoline prices, or both, 
would be likely to have little effect on travel
choice behavior. Yet, in reality, this suggestion 
would be grossly misleading. The laboratory models 
produced coefficients that were virtually the same 
as those estimated by the revealed-behavior models; 
moreover, the laboratory results clearly revealed 
that the effects of fare and gasoline pr ice were 
highly significant. In the revealed-behavior data, 
there was an insufficient range of variation in the 
observations on fare and price values to permit re
liable inferences to be drawn. Thus, the results of 
the revealed-behavior models would completely mis
lead a policymaker regarding the underlying deter
minants of modal-choice behavior. It is therefore 
conceivable that such models might also lead to the 
formation of incorrect transportation policy deci
sions. Such problems could be avoided, of course, 
if laboratory-simulation methods were made an inte
gral part of the analyst's bag of tools. 

In terms of the spatial and temporal transfera
bility of models, both methods appeared to be simi
larly robust. Indeed, the fact that both types of 
models were reasonably stable in relation to time 
was an important result. This implies that travel 
demand models are not neGPRR~rily purely descrip
tive. For example, the results suggest that reason
able forecasts of choice behavior after the major 
1979 gasoline price rise could have been made based 
on the pre-price-rise models. 

Despite this optimism, however, there were major 
changes between surveys: (a) a more favorable dis
position toward bus (as inferred by changes in the 
intercepts) and (b) a uniform decrease in the effect 
of "bus crowding". 

The more favorable disposition toward the bus be
tween surveys is to be expected. Specifically, this 
might be traced to the fact that there was a 
gasoline price increase of some 7¢/L (25¢/gal) be
tween survey 1 and survey 2 in the real world. One 
would expect this change to be associated with an 
increase in the mean probability of taking the bus. 
The decrease in the effect of crowding observed be
tween surveys in the bus choice models is probably 
attributable to seasonal changes in actual bus con
ditions. Crowding peaked in the winter months, when 
survey 1 was conducted , and reached a low point dur
ing summer, when su vey 2 was conducted . This im
plies that individuals ' reactions to system attri-
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butes may depend on their context at the time. This 
suggestion would manifest itself in different coef
ficients during different seasons. This result 
should hold for both econometric and laboratory sim
ulation methods. If true, it suggests that greater 
attention needs to be paid to contextuai ditterences 
as they affect choices. This would require much 
more attention to joint longitudinal/cross-sectional 
studies, especially those involving multiple study 
sites. 

The final point of comparison between models 
based on revealed behavior and those based on labor
atory simulation was overall predictive ability. In 
this regard, the methods were comparable. It is im
portant to note, however, that consinPrnhly improved 
predictive ability could be achieved by using the 
totally disaggregate, individual equations--that is, 
by using separate modal-choice models for each indi
vidual in the sample. Such total disaggregation, of 
course, would be impossible with the revealed
behavior approach. Given revealed-behavior data, 
the most an analyst can do is to include socioeco
nomic variables in the model in the hope that some 
(of the many) individual differences can be inferred. 

CONCLUSIONS 

Transportation planners increasingly have to develop 
policies regarding transportation system scenarios 
that often have no recent precedent in the real 
world. The need for accurate forecasting models to 
include unprecedented conditions is obviously im
portant. But, despite some 20 years of active re
search, our modeling technology still fails to ade
quately meet this need. Although econometric models 
have become increasingly complex, they still cannot 
deal adequately with new technology or futures very 
different from the historic past. 

Laboratory-simulation methods have been proposed 
to help overcome some of the limitations of current 
econometric models. In particular, laboratory simu
lation would appear to offer an efficient means by 
which an analyst could explicitly model behavior 
under a wide range of present and future transporta
tion scenarios and do so at a completely disaggre
gate level. 

We regard it as unfortunate that, despite five 
years of highly successful validity tests, simula
tion methods remain generally unaccepted and are 
forced to take a back seat to more traditional 
econometric methods. Although paradigms are slow to 
change (~, it is hard to understand the resistance 
to methods that have a good record in numerous va
lidity tests over an extended period of time. <>.uuu

lation models are at least as accurate as revealed
behavior models, offer greater flexibility in both 
data collection and analysis, and allow stronger 
model tests. 

This paper has reported the results of a study in 
which laboratory-derived models of modal choice were 
shown to yield parameters and predictions comparable 
to those derived by using more conventional re
vealed-preference methods. The generality of these 
results can only be assessed through replication, 
but it is hoped that the results and the discussion 
will serve to attract more attention to laboratory
simulation methods as a complementary (and alterna
tive) approach to existing methods of travel-choice 
analysis. 
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Evaluation by Individuals of Their Travel Time to Work 
WILLIAM YOUNG AND JENNIFER MORRIS 

Modelers of transportation-related decisions have often drawn the distinction 
between "objective" measures of attributes used to describe the transportation 
system and individuals' perception and evaluation of these attributes. Only a 
few studies have been made, however, of the relation between these objective 
and subjective assessments. Individuals' satisfaction with the length of the 
work trip is examined, primarily with the aim of establishing the nature of the 
relation and its stability across different groups of travelers. The study is 
based on data collected in a home interview survey of residential location 
choice conducted in outer suburban Melbourne during 1978 and 1979. A 
number of broader issues are addressed, including implications for modeling 
and policy. 

The ease with which people can participate in ac
tivities is influenced by the transportation sys
tem. A good transportation system may entice people 
to partake in certain activities, whereas a poor 
system may discourage such involvement. However, to 
ascertain what is a good or bad transportation sys
tem, it is necessary to investigate both objective 
and subjective measures of effectiveness. It may be 
that one individual views the separation between two 
activities in a much different light than another. 
Handicapped people, for example, are likely to view 
a trip to the corner shop as much more onerous than 
a neighbor who can walk without difficulty. 

Tr:ansportation planners have often developed 
models of transportation choice or measures of ac
cessibility that have assumed that individuals view 
the transportation system in the same manner. Car 

drivers are assumed to have the same satisfaction 
with a travel time of 10 min as those traveling by 
public transportation. Males and females are simi
larly assumed to have similar satisfactions with 
travel time. Yet these people experience quite dif
ferent conditions and constraints. Moreover, most 
such models are calibrated by using data on existing 
travel patterns. This approach suffers from a major 
flaw--that all people clearly do not have the same 
sets of choices. Alternative choices must be built 
into the analytic procedure for evaluating spatial 
patterns before we can state firmly the nature of 
the relation (i.e., the shape of the curve) between 
satisfaction and journey length. 

This paper explores individuals' perceived satis
faction with the length of the work trip. The pri
mary aim is to establish the nature of the relation 
and its stability across different groups of 
travelers. 

ATTRIBUTE EVALUATION 

Evaluating attribute levels entails a number of 
steps (see Figure 1) (_)J: 

1. Individuals must first have some estimate of 
the magnitude of the attribute in question (in this 
case, the length of the work trip). The relation 
between the actual length of journeys and travelers' 




