Strategies for Improving Reliability of Bus Transit Service

MARK A. TURNQUIST

Four major classes of strategies for improving reliability of bus transit service are analyzed: vehicle-holding strategies, reduction of the number of stops made by each bus, signal preemption, and provision of exclusive right-of-way. The principal findings are that (a) strategies to improve service reliability can have very substantial impacts on overall service quality, including improvements in average wait and in-vehicle time as well, and (b) the best strategy to use in a particular situation depends on several factors, but service frequency is the most important. For low-frequency services (less than 10 buses per hour), schedule-based holding strategies or zone scheduling is likely to work best. For mid-frequency services (10-30 buses per hour) zone scheduling or signal preemption is likely to be most effective, although headway-based holding can also work well if an appropriate control point can be found. In high-frequency situations (more than 30 buses per hour), an exclusive lane combined with signal preemption should be considered.

The concept of service reliability has come into increasing prominence in recent years as an important characteristic of the quality of service provided by transportation systems. A basic definition of reliability, as the term is used here, is the variability of a system performance measure over time. The focus is on stochastic variation in performance rather than on more-traditional engineering concepts of probability of component or system failure. The level-of-service measure most clearly subject to variation is travel time, and this variability is often described in terms of nonadherence to schedule.

Service reliability is important to both the transit user and the transit operator. To the user, nonadherence to schedule results in increased wait time, makes transferring more difficult, and causes uncertain arrival time at the destination. The importance of some measure of reliability to trip-making behavior has been emphasized in several attitudinal studies. For example, Paine and others (1) found that potential users ranked "arriving when planned" as the single most important service characteristic of a transit system. This finding has been substantiated in further studies by Golob and others (2) and by Wallin and Wright (3).

In addition to its importance to transit users, unreliability in operations is a source of reduced productivity and increased costs for transit operators. This is due to the need to build substantial slack time into timetables in order to absorb deviations from the schedule. This leads to reduced use of both equipment and personnel. The recent report by Abkowitz and others (4) provides an excellent summary of the major issues in transit-service reliability from the perspectives of both the user and the operator.

In light of the current need for more cost-effective public transportation in urban areas, it is important to understand the sources of unreliability and to investigate the potential of several alternative control strategies to improve both the quality of service provided and the productivity of the equipment and the personnel in the system.

The research on which this paper is based has had four major objectives:

1. Investigation of the sources of service-reliability problems in bus transit networks,
2. Identification of potential strategies for improving reliability of service,
3. Development of models to allow these strategies to be analyzed and evaluated, and
4. General evaluation of the relative effectiveness of these strategies.
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Experiments with a network-simulation model to investigate sources of reliability problems are summarized in the next section. The following sections provide analyses of four major classes of strategies for improving service reliability: vehicle holding; methods for reducing the number of stops made by each vehicle, which include increasing stop spacing and zone scheduling; signal-preemption; and exclusive rights-of-way for buses. The paper concludes with practical implications of the results.

This paper is a summary of findings from a two-year project and is intended to highlight the major research results. Readers interested in additional details on model development and test results should refer to the two larger reports from this project, that by Turnquist and Bowman (7) and that by Turnquist (6).

**Sources of Unreliability and Implications for Control Strategies**

One of the objectives of this research has been to focus on the ways in which network characteristics affect schedule reliability and hence the level of service experienced by the users. A set of experiments has been conducted to examine two relationships that seem to be of primary importance—the effects (a) of factors that contribute to the tendency of vehicles to bunch together as they travel and (b) of network configuration as exemplified by grid versus radial networks.

The first relationship to be considered has previously been addressed by Vuchic (2) by using a deterministic model to explore the propagation of schedule disturbances along a transit line. This model attempts to explain the pairing of successive vehicles, or bunching, in terms of the arrival and boarding rates of passengers at stops. The conclusion reached is that the most effective means of controlling these schedule disturbances is to reduce boarding times. This work extends that research by including the effect of "batch" passenger arrivals from connecting routes and, more important, the variability in link travel times.

Grid and radial networks represent fundamentally different patterns of service. They will result in different trip routings, different lengths of trips on the network, and different transfer characteristics. Thus, it is vital to contrast the levels of service reliability offered by the two types of network structure.

In order to reach conclusions about the two major relationships indicated above, a set of experiments was designed that involve five factors: (a) frequency of service (buses per hour), (b) coefficient of variation of link travel time, (c) demand/capacity ratio (total passenger miles per hour divided by available "space" miles per hour—both seated and standing—on all vehicles), (d) route density (miles of two-way route per square mile), and (e) network orientation (grid or radial). Frequency of service was assumed to be the same for all routes, and the coefficient of variation in link travel time was the same for all links in the network.

The experimental design and details of the experimental results have been discussed at length by Turnquist and Bowman (7) and will not be repeated here. However, a summary of the major findings of the experiments is as follows. The experiments have indicated how vehicle bunching is related to frequency of service, level of demand, and the variability of link travel times. In particular, these results illustrate the importance of reducing variability in link travel time in an effort to prevent bunches from forming. This represents an extension to the results of Vuchic (2), which placed primary emphasis on the demand/capacity ratio and boarding times.

It is clear from the experimental results that service reliability is much more sensitive to frequency of service than to route density. This implies that there are substantial reliability impacts of the trade-off between operating fewer routes at higher frequency or more routes at lower frequency, given a limited amount of vehicle resources. Traditionally, this trade-off has been evaluated by using simplistic models of expected passenger wait time and the accessibility of transit service to users. However, this work has shown that service reliability is also an important factor in this trade-off and should be included in the evaluation.

This research has several practical implications for transit operators who are attempting to improve the level of service provided to passengers. First, the presence of large variability in link travel times can substantially reduce the benefits that result from increasing frequency of service, due to the tendency of vehicles to bunch together along the route. In such cases, it is well worthwhile to investigate techniques for reducing this travel-time variability.

The influence of transfers on level of service points out the need to pay special attention to the on-time arrival of vehicles at major transfer stations. This is especially true for radially oriented network structures. As a rule, providing excess slack time in the route schedule is to be avoided, since it tends to increase travel time and reduce vehicle productivity. However, when a large number of passenger transfers can be aided by creating enough slack time to assure successful connections, allowing a short delay may be highly beneficial.

In summary, the major sources of reliability problems in transit service are bunching of vehicles and poor connections at transfer points. In a broad sense, then, the major objectives of control strategies are to keep bunches from forming (or to break them up after they have formed) and to ensure that scheduled arrival times at transfer points are met. At a more detailed level, deviations from schedule, which lead to bunching and poor transfer connections, can be traced to excessive variability in either link travel times between stops or dwell times at stops. Therefore, potential control strategies should be focused on reducing one or both of these sources of variability.

This investigation has concentrated on four general classes of strategies: (a) vehicle holding, (b) reductions in the number of stops served by each vehicle, (c) modifications of traffic signal settings and operation, and (d) provision of exclusive rights-of-way for transit vehicles. Such a classification provides a useful framework for discussion of many individual strategies and a comparison of their relative effectiveness in particular situations. The following sections provide discussions of each of these classes of control strategies.

**Vehicle Holding**

Vehicle-holding strategies attempt to prevent bunches from forming and serve to break up bunches that may already have formed. When enacted at major transfer points, such strategies can also be useful in ensuring that schedule connections are made.

Two important subclasses of strategies can be distinguished. One type is oriented toward holding vehicles to a particular schedule, and the second is focused on maintaining constant headways between successive vehicles.
Schedule-Based Holding

A schedule-based holding strategy is nothing more than creating checkpoints or time points along a bus route and insisting that no vehicle leave a time point before its scheduled departure time. This is probably the simplest form of schedule control possible and is practiced (at least in theory) by many transit operators. Theory and practice often differ, however, because of lack of enforcement.

The keys to successful implementation of a schedule-based checkpoint strategy are (a) to have a schedule to which vehicles have a reasonable chance to adhere, (b) to enforce the rule of no early departures from the checkpoint. It is important that the mean arrival time of buses at the checkpoint be approximately the scheduled time. If the schedule is unrealistic, so that vehicles are consistently late, this strategy will have little or no effect, since the control actions directly affect only those vehicles that are ahead of schedule. On the other hand, it is inadvisable to have a schedule so slack that almost all vehicles are early, since delaying all these vehicles to meet the schedule of the slowest vehicles imposes penalties on a large number of passengers and reduces overall vehicle service and productivity.

A schedule-based holding strategy can be particularly useful on suburban routes or in other instances in which headways are quite large. When service is relatively infrequent, passengers tend to learn the schedule and coordinate their arrival at the bus stop with the scheduled arrival time of the bus so as to minimize wait time. In such cases, adherence to schedule by the buses is very important in provision of quality service to the passengers.

Headway-Based Holding

When service is quite frequent, we might expect headway-based holding strategies to be effective. If service is frequent enough so that passengers may be assumed to arrive randomly in time at a given bus stop without regard to the schedule of service, the average waiting time $E(W)$ has been derived by Welding (9):

$$E(W) = \frac{E(H)}{2} + \frac{V(H)}{2E(H)}$$

where $E(H)$ is the expected headway between successive vehicles and $V(H)$ is the variance of headways.

It is clear from Equation 1 that making the headways more regular (i.e., reducing the variance) will tend to reduce average waiting time. This is the motivation for headway-based control strategies. In general, the objective of control is to minimize a weighted sum of wait-time savings due to reduced headway variability and expected delay due to the holding strategy. Three basic categories of strategies may be distinguished.

One type has been referred to by Jackson (10) and by Turnquist and Bowman (5) as the "prefol" policy because it splits the difference between the preceding and following headways for each vehicle. This policy requires a prediction of the arrival time of the following vehicle. Automatic train-control systems could provide train location in rapid transit applications. For bus systems, location may be determined by automatic vehicle-monitoring (AVM) technologies. A projection of its speed to the control point would also be required.

A less-reliable but much less-expensive prediction of the following headway would be its statistical expectation. This suggests an alternative control policy, which will be referred to as the single-headway policy. It is dependent only on the known current headway and previous hold. Detailed mathematical development of both prefol and single-headway strategies may be found in a report by Turnquist (6).

Both the prefol and the single-headway policies are likely to be more effective than the third category, the so-called threshold-based holding strategies. The strategy "hold until the headway reaches a minimum threshold" has often been suggested and modeled in the literature (5, 11-13). Simulation work has indicated that this strategy tends to delay too many vehicles too long, which increases the average headway and sometimes actually lengthens passenger wait time.

Note that a prefol implementation would not increase the average headway, since no vehicle is held past the arrival of its follower. (Technically, the average headway is increased by a small amount if the last bus is held past the end of the period.)

One of the most important aspects of the analysis of any headway-based holding strategy is to identify those situations for which it is likely to be effective and those situations for which it is not. The relative benefits of holding depend on three factors: (a) the coefficient of variation of headways, (b) the correlation coefficient between successive headways, and (c) the proportion of total passengers who must ride through the control point.

Control of headways will make the greatest reduction in total delay when headways alternate (i.e., short, long, short, long, etc.). This happens on routes on which vehicles are influenced substantially by the operation of the vehicle in front of them (successive headways are highly correlated). For example, this would tend to be the case when loading delays are relatively more important than traffic congestion in determining overall vehicle operating speed. Routes on which pairing or bunching is prevalent would be of this type. In such a situation, holding a vehicle to lengthen a short headway also serves to reduce the long one that follows. Thus, the variance of headways is reduced by a greater amount for a given delay to the held vehicle than if a short headway might be followed by another short headway.

Figure 1 illustrates sets of values of the headway coefficient of variation, headway correlation, and proportion of passengers delayed for which headway-based holding could reduce average passenger delay by at least 14 percent. By two extreme cases of independent headways and perfectly correlated headways, we can bound the regions of effectiveness for a class of headway control strategies. Note that the region for which the single-headway strategy produces definite benefits is much smaller than that for the prefol strategy. In general, the single-headway strategy is less effective than the prefol strategy because it uses no direct information about the following headway. However, the difference between the strategies diminishes as the correlation between successive headways becomes stronger because the predictability of the following headway is increasing.

It should also be emphasized that the effectiveness of headway-based controls is dependent on identification of an appropriate control point along the route. It is wise to control a route at a point at which there are relatively few people on the vehicle and relatively many waiting to board at subsequent stops. Generally, this means that the control point should be located as early along the vehicle's route as possible. However, it is also generally recognized that reliability problems worsen as one proceeds along a route. If dispatching at the route
Figure 1. Comparison of regions of effectiveness for prefoul and single-headway strategies.

STOP REDUCTION AND ZONE SCHEDULING

Since a substantial portion of bus travel time is spent decelerating for stops, standing to allow boarding and alighting of passengers, waiting to reenter the traffic stream, and accelerating, reduction of the number of stops made by each vehicle is one way to improve travel time. In addition, since the variability of stop dwell time is a major source of deviation from schedule, reducing the number of stops should improve reliability. This research has examined two different ways in which to accomplish a control strategy is tied to identification of a logical control point along the route.

Increasing Stop Spacing

Increasing the spacing between stops is clearly one way to reduce the number of stops that must be made by each vehicle. The major disadvantage of increased stop spacing is that accessibility to the route is diminished. Passengers must walk further, on average, to get to a bus stop. This cost must be weighed against the improved travel time and reliability in order to arrive at optimal stop-spacing decisions.

Very little work has been done in this regard for bus operations. Vuchic (14) and Vuchic and Newell (15) have considered such problems for rapid transit lines, but reliability improvements were not among their measures of performance. Mohring (16) discusses optimal stop spacing for urban bus routes, but in the context of a very simple model and with no attention to reliability of service.

In order to test the effects of stop spacing more carefully, a series of simulation experiments have been run that use as a test network the Reading Road corridor in Cincinnati. This network is shown in Figure 2. The simulation tests reflect a morning peak period, and changes in stop density were made along a 7.1-km (4.4-mile) section from Clinton Springs Avenue to Government Square (downtown).

In the base case (which reflects existing operations), there are 36 stops in this section; the average stop spacing is 0.20 km (0.12 mile). For the tests, 17 of these stops were eliminated, which resulted in an average stop spacing of 0.37 km (0.23 mile). Five replications of each configuration were run and the averages over these replications compared.

The results show that average passenger speed over the system increased from 14.1 km/h (8.8 mph) to 14.5 km/h (9.0 mph). This change, although in the right direction, is not statistically significant at any reasonable level, however. The SD passenger speed was unchanged at 5.3 km/h (3.3 mph).

Reducing stop density also appears to have made small reductions in both the mean and SD (or variance) of waiting time. Mean waiting time was reduced from 7.5 min to 7.2 min and SD from 7.7 min to 7.0 min. However, as in the case of average passenger speed, these changes are not statistically significant.

Thus, the simulation results with respect to reduced stop density are not particularly encouraging. However, closer inspection of the simulation output showed that a major reason why eliminating stops had such small effects was that buses were still being slowed by traffic signals. Because of the signal settings, they could not take advantage of the potential reductions in travel time along the route; they simply spent more time in queues at traffic lights. In an attempt to rectify this, changes in both stop density and signal operation were made simultaneously. These results were more encouraging and are discussed in greater detail later.

Zone Scheduling

An alternative way of reducing the number of stops each vehicle must make without increasing overall stop spacing is to divide a route into zones. Each zone is a set of consecutive stops that has a subset of all the buses on the route allocated to it. An inbound bus dispatched from the outermost stop in its zone makes stops to pick up or let off passengers within its zone only; it runs nonstop to the route terminus after passing the inner zonal boundary. On its outward journey, the bus may provide local service all along the route; may travel express to the innermost stop of its zone, at which point it would again begin to offer local service; or may travel express all the way to the outer terminus of its zone and then begin another inbound run. Zones must overlap so that passengers bound from a stop in one zone to a stop in a different zone other than the route terminus can transfer.

Zone scheduling can improve both average bus speeds and reliability in two ways:

1. Average in-motion time and variability can be reduced by the nonstop service offered for a portion of each bus's run under a zone-scheduling scheme, and
2. The number of stops each bus makes can be reduced, which will lessen both average bus dwell time and variability in this time.

A dynamic-programming model has been developed to study the impact of zone scheduling on both service reliability and average wait and in-vehicle time. Service reliability is measured by the variance in
passenger trip time summed over all passengers that use the route. The elements of the model are described in detail by Jordan and Turnquist (12).

The general conclusions from test applications of the model are as follows:

1. Substantial improvements in average trip time and reliability are attained through zone scheduling relative to all-local service;
2. While maintaining the improvements in average trip time and reliability, substantial decreases in a route's bus-fleet size can be made as a result of the improved productivity of all vehicles;
3. Average trip time is improved simultaneously with reliability under a zone-scheduling scheme; and
4. The major portion of reliability improvements can be attained by a very simple zone structure.

These results appear to be relatively insensitive to changes in important model parameters, at least in cases examined to date. This tends to increase the level of confidence in these results.

Our analysis has demonstrated that zone scheduling can be a very effective way in which to improve the quality and productivity of urban transit service. It should be emphasized that the attractiveness of zone scheduling in a given situation will depend greatly on the relative express and local speeds attainable, the relative variability in travel times on express and local links, and the proportion of total route ridership that is destined for (or originates at) the route terminus.

CHANGES IN TRAFFIC-SIGNAL OPERATION

Several authors, including Welding (9) and Jackson (10), have emphasized the importance of variability in travel times between stops as a source of bus reliability problems. A major portion of this variability arises from delays at controlled intersections. This section examines signal preemption as a method of reducing the impact of signalized intersections on average delay and the variability of delays.

Several studies have reported experience with preemption strategies at isolated intersections or on intersections along major streets that have light cross traffic. Such applications have shown substantial savings in mean transit time at insignificant costs to automobile users (18, 19). It must be noted that most previous researchers have focused on preemption as a means of reducing average delay at intersections and hence improving average speed of the buses. For the most part, service reliability benefits from reducing the variability of delays have not been considered explicitly. In order to include this measure of effectiveness, simulation experiments that use signal preemption have been performed in this project, again by using the Reading Road corridor in Cincinnati (Figure 2) as a test case.

As in previous tests, five replications of the preemption strategy were made with the simulation model. The pooled average of these five runs is then compared with a similar average from the base case.

One of the major effects of the preemption strategy is that bus travel times over the section that uses signal preemption are reduced by approximately 3.5 min (out of a scheduled 24 min), which implies an average speed increase from 17.7 km/h (11.0 mph) to 20.7 km/h (12.9 mph), or about 17 percent. The SD of travel time was reduced by approximately 0.5 min out of a total of 2.7, a reduction of 18 percent.

A second major effect is on passenger wait time. Average wait time is reduced by 0.6 min, from 7.5 min to 6.9 min, a reduction of 8 percent. The SD of wait time is also reduced, from 7.7 min to 7.0 min, or 9 percent. All the changes to both travel times (or speeds) and waiting time are significant at the 90 percent confidence level.

Signal preemption thus appears to offer significant potential for improving both average speed and reliability, with concomitant effects on both mean and variance of waiting time. As a further test of this strategy, a second experiment was conducted that combined signal preemption with reduced stop density, as discussed earlier.

The results of this experiment were a small (but insignificant) further increase in average speed and a small decrease in passenger wait (also insignificant) compared with the use of preemption alone. However, the SD of wait time decreased to 6.5 min compared with 7.0 min for preemption alone and 7.7 min for the base case. This further reduction in the variability of wait time is statistically significant and constitutes the major observed impact of combining signal preemption and reduced stop density.

RESERVED BUS LANES

In congested areas, traffic-stream delays account for a substantial portion of total transit travel time. Measures that remove the bus from these delays will reduce travel time and improve reliability. There is considerable empirical evidence from the United States, Europe, and Australia that reserved lanes can improve both average transit speeds and reliability. Additional simulation experiments conducted in this project have been designed to examine the effectiveness of reserved lanes together with signal preemption.

As a test case, the Reading Road corridor was again used as a basis but with substantial modifications. Bus operations are not heavy enough now to justify a reserved lane; there are only about 12 buses per hour. This would not be a very effective test of reserved-lane strategies intended for areas...
of much higher activity. To obtain a test case, the bus frequencies and passenger-arrival rates were multiplied by a factor of 5, which resulted in average headways of about 1 min and loadings comparable with those of the present case. Other elements of the corridor were left unchanged. Thus, our test is over a corridor 7.1 km (4.4 miles) in length that has a total of 36 stops and 32 signalized intersections. The reserved lane was specified to be a curb lane (the one that went with the traffic flow).

Table 1 summarizes the major results from testing the reserved lane alone and those from the reserved lane in combination with signal preemption. The addition of the lane itself results in a small reduction in average travel time, but this is not statistically significant. The reduction in the SD of travel time, from 5.1 min to 4.4 min (14 percent), is statistically significant at the 95 percent level. Reductions in mean and SD of waiting time are also statistically insignificant. Thus, the major impact of adding the reserved lane in this case appears to be a reduction in the variability of travel time, a direct improvement in service reliability.

Combining the reserved lane with signal preemption is noticeably more effective. The changes in passenger wait time are still insignificant, but the changes in both mean and SD of travel time along the corridor are highly significant. The estimated reduction in average travel time is 17 percent, and the reduction in the SD of travel time is 18 percent.

Two additional aspects of these experiments should be noted in order to aid interpretation of the results. First, the effects of the signal preemption on cross traffic have not been analyzed in detail. The expected value of delay to cross traffic has been included in the settings of the signals used in the preemption study. However, a more thorough analysis would require a more-detailed traffic-simulation model. The second point is that the vehicle traffic levels (both in the main direction and in the cross direction) assumed for these experiments are relatively light. Main-direction volumes are the heaviest and are in the range of 350-400 vehicles per lane per hour. Most situations in which reserved lanes would be considered are likely to have heavier traffic volumes as well as heavy bus volumes. Thus, the benefits of removing the buses from the mixed traffic scheme are likely to be greater than those measured in these experiments. In this sense, these results are likely to be conservative.

Thus, the combination of a reserved lane for buses and signal-preemption capability appears to be a potentially effective method for improving both average travel time and reliability in situations that involve very heavy bus movements.

CONCLUSIONS AND IMPLICATIONS

The most important determinant of the appropriate strategy for reliability improvement in a given situation seems to be frequency of service on the route or routes in question. For low-frequency situations (less than 10 buses per hour), checkpoint control (schedule-based holding) is likely to be the most effective strategy, provided that an appropriate schedule is constructed and adherence to schedule at checkpoints is enforced. In some low-frequency situations, zone scheduling may also be effective if most passengers are destined for (or originate at) one terminus of the route. The presence of an expressway roughly parallel to the route also makes this strategy more effective.

For medium-frequency situations (10-30 buses per hour), the most effective strategies are likely to be zone scheduling and signal preemption. If the origin-destination pattern of passengers is suitable and an express facility is available, zone scheduling is likely to be the best choice. If these conditions are not met, signal preemption on the local facility used by the buses should be considered. Headway-based holding can also be useful if an appropriate control point can be found along the route.

For high-frequency situations (more than 30 buses per hour) an exclusive lane together with signal preemption on an arterial should be considered. Experience from several demonstrations of bus lanes and modeling results from this study and others indicate the effectiveness of such a strategy in improving both average travel time and reliability for buses.

Whereas these recommendations provide general guidelines for transit operators and planners in selecting service-improvement strategies, the most valuable product of this research is the battery of models developed for analyzing a number of strategies in any particular situation. These models include the analytic formulations for developing holding strategies, the dynamic-programming model for designing zone-scheduled systems, and the computer-simulation model for detailed analysis of many possible strategies. By using these tools, the transit operator or planner can design and test a service-improvement strategy appropriate for his or her particular situation.

It should be noted that effective implementation of service-improvement strategies need not imply the installation of expensive AVM equipment. Although such equipment is clearly beneficial in implementing headway-based holding strategies, for example, there are many other potential strategies that are likely to be just as effective (or perhaps more so) and that require substantially less investment in hardware.

Finally, it is important to emphasize the need for cooperation between transit-operating authorities and municipal departments responsible for streets and traffic signals. Many of the strategies for service improvement described in this paper would require agreement and joint action on the part of both agencies for effective implementation. In order to reach the point of acting together, it is important that they begin to plan together. Communication and agreement on overall goals at an early stage are vital to the success of many of the strategies that seem to be most effective in improving service reliability in transit systems.
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Ridership Response to Changes in Transit Services

ARMANDO M. LAGO, PATRICK D. MAYWORM, AND J. MATTHEW MCENROE

Evidence on ridership response to changes in transit service is presented. Mean values and standard deviations of transit-service elasticities are presented for changes in headways, vehicle miles, in-vehicle and out-of-vehicle travel time, transfers, and seat availability. A review of the methods used in estimation of demand elasticity is presented as well as suggestions on how service elasticities can be used in joint transit-fare and service-level planning to improve revenues and ridership.

The demand for public transportation has traditionally been regarded as more responsive to changes in transit service (e.g., headways and bus miles) than to changes in transit fares. Although on the aggregate level this may be true, recent evidence shows that service elasticities vary considerably from one area to another by the time of day, type of route, service quality, and other classifications, which suggests that there may be situations in which patronage may be more responsive to fare changes than to service adjustments.

In this paper a summary of the current state of knowledge on the size of transit-service elasticities is presented compiled from demonstrations and demand models. In addition, suggestions are made about how service elasticities can be used in joint transit-fare and service-level planning to improve revenues and ridership.

APPROACHES TO ESTIMATING TRANSIT-SERVICE ELASTICITIES

Nature of Approaches to Demand Estimation

Two broad approaches to estimating service elasticities may be distinguished. These approaches include (a) monitoring service changes and demonstration studies, or those that rely on data generated either by a practical demonstration of an actual change or