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Innovative Transit Service Planning Model 
That Uses a Microcomputer 

MARK A. TURNQUIST, ARNIM H. MEYBURG, AND STEPHEN G. RITCHIE 

Transit service planning is the process of designing appropriate services, in­
cluding considerations of area coverage, integration with other transit services, 
and the frequency of service that can be justified economically as wall as 
socially and politically. A simple and usable analytic model to guide manage­
ment in the saarch for, and evaluation of, operating strategies that meet local 
transit service objectives is described. This analysis system is intended primarily 
for use on single routes or in transit corridors that include a small number of 
parallel or serial routes. The model system includes as basic components 
models of supply (system performance I, demand (mode and path choice), cost, 
and evaluation-measure prediction. The supply-and-demand components are 
linked in an explicit equilibration structure to include the important interac­
tions between transit system performance and passenger volume. Design op­
tions that can be explored with the model system include fare and headway 
changes, scheduling changes such as turn-backs, etc. Two major aspects of 
this model system are that (a) it is designed to make maximum use of 
readily available data and (b) it has been implemented on a microcomputer 
(an Apple Ill) in order to minimize the investment in computer resources. 

Today operators of urban transit systems are in the 
difficult position of facing demands for improved 
and more widespread services on the one hand and 
increasingly strinqent financial constraints on the 
other. This requires the operator to design new 
services very carefully and to look critically at 
existing services on a route-by-route basis to de­
termine whether the level of service (LOS) being 
provided is economically justifiable. Whether de- . 
signing new services or examining old ones, it is 
vital that the operator have appropriate performance 
measures and analytical tools to aid the operations­
planning activities. 

The objective of the research reported here is to 
develop such tools. The analysis system that re­
sults from this effort is intended primarily for use 
on single routes or in transit corridors that in­
clude a small number of parallel or serial routes. 
It is important to emphasize that the analysis sys­
tem is built around interacting supply-and-demand 
models. Existing supply models, which represent the 
impacts of routing and scheduling decisions, are not 
sufficient in themselves because they assume fixed 
travel demands, while many service changes are ex­
pected to create substantial demand changes. Exist­
ing demand models reflect the impacts of service 
changes but generally treat LOS measures in a way 
that does not support effective operations planning 
and management. In addition, these models usually 
ignore relevant service measures such as on-time 
reliability. Linking improved supply-and-demand 
models together in an equilibrium structure and 
rationalizing their level of detail and sensitivity 
enables the manager or analyst to obtain policy­
relevant predictions of the impacts of alternative 
service strategies. 

A major concern of this research is to ensure 
that the models developed can be used easily and 
effectively by transit operators. This has resulted 
in two major decisions regarding model structure. 
First, the models are implemented on a microcomputer 
(an Apple III) in order to minimize the investment 
in computer resources necessary for an operator to 
use the models. This is a major departure from 
other operations-planning models such as IGTDS <.!l 
and TNOP (2), which require large mainframe comput­
ers and ;ophisticated interactive graphics hard­
ware. Although such models are powerful, they are 

complex in structure and require expertise not 
readily available to many transit operators. 

The second major aspect of this model system is 
that it is designed to operate primarily with data 
normally available at most transit properties. This 
minimizes the data-collection costs imposed on an 
operator to use the system. Although there is no 
substitute for good data if we wish to make precise 
predictions of the effects of various operational 
changes, it is important to provide options to the 
operator or analyst to allow rough estimates to be 
obtained with little detailed data. This improves 
the responsiveness of the model system because it 
reduces the cost of specifying new alternatives to 
be analyzed. 

OVERVIEW OF MODEL SYSTEM 

The analysis system includes basic component models 
of supply (system performance), demand (mode and 
path choice), costs, and evaluation-measure predic­
tion. The supply-and-demand components are linked 
in an explicit equilibration structure to include 
the important interactions between system perfor­
mance and passenger volume. The overall organiza­
tion of the model system is illustrated in Figure l. 

The service specification determines the operat­
ing cost of the system and initial values for four 
basic performance measures. These performance mea­
sures both influence, and are influenced by, rider­
ship. When equilibrium values of the performance 
measures and ridership have been achieved, the basic 
evaluation measures can be predicted. These basic 
evaluation measures can be used simply as a list of 
individual measures or combined in various ways. 
For example, several partial cost-effectiveness 
mea.sures such as operating cost per trip, operating 
deficit per trip, passengers per vehicle mile, etc., 
may be formed. 

Based on these evaluation measures, the service 
specification can be revised if necessary and the 
analysis redone with the new values. Iterations of 
this sort can be repeated until the user (transit 
operator or planner) is satisfied with the evalua­
tion measure values. 

The next section of this paper provides a summary 
of the component models. Additional technical de­
tails on the models are contained in Turnquist and 
others (J_,_!). The other sections descri~e data 
requirements of the model system and conclusions. 

COMPONENT MODELS 

Supply Model 

The basic structure of the supply-model system is 
illustrated in Figure 2. The inputs are environ­
mental characteristics (speed limits and numbers of 
signalized intersections along route segments), the 
service specification (route length, service fre­
quency, stop spacing, and fare), and ridership (from 
the demand model) • Outputs are an LOS vector (in­
cluding fare, in-vehicle time, access or egress 
time, wait time, and transfer time) to be input to 
the demand model, as well as estimates of vehicle 
hours and vehicle miles for cost estimation. 
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Figure 1. Structure of model. Serv i ce Spec1ficat1 on 
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Figure 2. Overall structure of supply model. 
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Predictions of access or egress time depend 
primarily on stop spacing and the assumed maximum 
access distance. For most services, the access or 
egress mode will be walk. However, for some express 
services the predominant access or egress mode may 
be automobile (park-and-ride or kiss-and-ride). In 
this case the access or egress time may be substan­
tially different. 

Maximum walking distance will typically be about 
0.25 mile (400 ml. [As an example, see the analysis 
done by Bakker (_2_).] This value was used as the 
maximum walking distance in our analysis. Together 
with an assumed average walking speed of 3 mph (4.8 
km/h) and the stop spacing of the transit routes, 
this determines average access or egress time as an 
element of LOS. If desired, the maximum walking 
distance can be changed quite readily. 

Prediction of mean bus travel times along route 
segments is important for average predictions of 

in-vehicle time. Also, prediction of the variabil­
ity of bus travel times is necessary for use in the 
wait-time model. Our approach to travel-time pre­
diction is based on the previous work of Turnquist 
and Bowman (6) and Jordan and Turnquist Ill, al­
though there are some minor modifications. 

The mean travel time on a route segment is esti­
mated as a function of segment length, speed limit, 
number of signalized intersections, average total 
boardings and alightings per bus, and average number 
of stops made to serve passengers. This functional 
specification is the result of analyses that use 
data from Cincinnati, Ohio. Note that the effect of 
ridership on LOS is clearly evident here, as mean 
time is affected by the number of passengers served 
and the number of stops made. 

Once the mean travel time is estimated, the 
standard deviation is estimated simply by assuming 
that the distribution of travel times has a constant 
coefficient of variation. The standard deviation of 
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Figure 3. Model for estimating existing transit ridership. 
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travel time is an important input to the waiting­
time model. 

The model used to predict wait time is based on 
the model described by Bowman and Turnquist (~). 

This model predicts an arrival pattern of passengers 
at a stop by using information on expected headways 
between buses and the variability of arrival times 
(with respect to schedule) of buses at the stop. 
Thus, it incl"'des the effects of both mean headway 
and service reliability on passenger wait time. It 
can be used over a wide range of headways; for very 
short headways it produces essentially the same 
results as simpler random-arrival models of wait 
time but matches observed waiting times much better 
than the random-arrival models for less-frequent 
services. 

Finally, an expression for the expected transfer 
time when passengers board a first-leg vehicle with­
out regard for the schedule of services on the 
second leg has been derived by Sen and Morlok (9). 
They term this the non-selective-arrivals case, and 
it is the most appropriate case for use in transit 
applications. 

The total LOS vector, which includes access and 
egress time, wait time, transfer time, in-vehicle 
time, and fare, is then available for input to the 
demand models. Access and egress time, wait time, 
and transfer time can also be aggregated into a 
single variable (out-of-vehicle time) if desired. 

Estimation of Operating Costs 

The basic method for cost estimation in the model 
system relies on unit costs for vehicle hours and 
vehicle miles. The system-performance models pro­
duce estimates of vehicle miles and vehicle hours 
that result from the service change being tested. 
Vehicle ownership, maintenance, and fuel expenses 
are based on vehicle miles by using information on 
both physical relations (e.g., fuel consumption of 
buses) and current prices (fuel price, interest 
rate, maintenance labor wage rate, etc.). Vehicle 
hours are used to estimate driver and superinten­
dence labor costs. The unit cost reflects wage 
rates and labor productivity factors, which may vary 
from peak to off-peak periods. 

Total costs are computed as the sum of labor, 
vehicle ownership and maintenance, and fuel costs. 
Operating costs are given by total costs less the 
vehicle ownership (capital) cost. This procedure is 
intended to estimate the short-run incremental costs 
of service changes and thus does not include over­
head costs that reflect general administration, 
insurance, etc., which would not be expected to 
change. 
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A second option on cost estimation is to base the 
analysis on more detailed timetable information 
rather than simply on a rough approximation of total 
vehicle hours and vehicle miles. If a complete 
timetable of services is provided for all routes 
under analysis, the number of vehicles required can 
be computed by using the concurrent scheduler de­
scribed by Bodin and Dial (10). This algorithm also 
produces an accurate estimate of vehicle miles, 
including deadheading. A better estimate of labor 
costs can also be developed by using another method 
described by Bodin and Dial (10). This method is 
based on the out-of-kilter flow algorithm <ill and 
gives an accurate estimate of the number of drivers 
required to provide a given service. 

The concurrent scheduler produces estimates of 
the number of vehicles required and the vehicle 
miles operated. This gives an accurate basis for 
estimating vehicle ownership, maintenance, and fuel 
costs. The out-of-kilter algorithm estimates the 
number of drivers, which is the basis for labor-cost 
estimation. This cost-estimation model is more 
complicated than the basic method and requires more 
data, but it gives more reliable estimates. This 
option is currently being implemented in the model. 

Demand Model 

The demand-model components are used in two ways. 
First, a procedure is provided to estimate base-case 
ridership by origin-destination (O-D) pair and trip 
purpose for the existing service. Second, an incre­
mental analysis method is used to predict changes 
from that base-case ridership that results from 
changes in the service provided. 

The establishment of existing ridership patterns 
entails derivation of transit 0-D matrices by time 
of day and trip purpose. If the transit operator 
does not have 0-D data available already and does 
not wish to collect such data through on-board sur­
veys, the basic approach is to use transit on-off 
counts to obtain the required 0-D matrices. As 
indicated in Figure 3, this involves calculation of 
a trial o-o matrix by using a gravity model; this 
matrix is then refined by a mathematical optimiza­
tion model to yield a matrix that replicates the 
observed transit link loadings during the time 
period of interest. 

Such on-off counts also provide actual values for 
two important independent variables in the bus 
travel-time prediction function that were mentioned 
earlier in the discussion of the supply model. 
These variables are the average number of total 
boardings and alightings per bus on each segment and 
the average number of stops made to serve passengers 
along each segment. 

If desired by the user of the model system, the 
construction of the trial 0-D matrix can be done by 
using multiple trip purposes. The total productions 
and attractions at each zone are split by trip pur­
pose by using the percentages given by Sosslau and 
others (12), and the gravity model uses impedance 
coefficients that are trip-purpose specific. The 
resulting trial 0-D matrices are then combined to 
form a total trip matrix before being input to the 
second-stage optimization model. 

The basic approach to predicting ridership re­
sponse to changes in LOS involves application of 
incremental demand techniques. These techniques 
pivot on the existing ridership levels and LOS to 
derive new ridership estimates based on the new 
LOS. The final ridership estimates and LOS are the 
result of equilibration between transit supply and 
demand. 

Two incremental demand-modeling methods are 
employed. They implicitly assume that base rider-
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ship for existing transit service is accurately 
predicted and emphasize the use of relatively simple 
analytical techniques. The methods differ only in 
terms of the sophistication and underlying rationale 
of the incremental models used to predict the impact 
of service changes. The fii:st method employs 
travel-demand elasticities, and the second method 
uses both full and incremental forms of the multi­
nomial logit (MNL) model. 

Elasticity analysis is the simpler of the two 
methods to apply. It avoids calculation of total 
corridor travel volumes and market shares and fo­
cuses Only on the exi'stlng transit trip interchanges 
and existing and proposed LOS. Explicit treatment 
of competing modes can therefore be ignored under 
the assumption that transit service changes have no 
effect on the LOS of other modes. 

The extreme simplicity of the elasticity method 
is both an advantage and a limitation. Note that 
not only are there various definitions of elastici­
ties that affect their value, but elasticities are 
dependent on both the position and slope of the 
demand curve and are strictly appropriate to one 
point on the curve. Thus, the method should only be 
applied for relatively small changes in LOS vari­
ables. Also, it might be a rgued that elasticities 
are unlikely to be transferable over time and across 
locations and socioeconomic groups. Nevertheless, 
some consistency has emerged in empirically esti­
mated elasticity values, and elasticity methods 
continue to be useful tools of analysis. 

The second incremental demand method employs both 
full and incremental forms of the MNL model. This 
method therefore requires explicit treatment of 
modes that compete with transit and calculation of 
their market shares, but it is theoretically more 
satisfying than the elasticity method. Changes in 
the impedances of competing modes also may be in­
corporated with the logit analysis, if desired. 

The MNL model used as a default model in the 
analysis system was developed for the Twin Cities 
area of Minneapolis and St. Paul (.!1). It is a 
three-mode model (transit, automobile drive alone, 
and automobile group ride). Three trip purposes are 
considered (home-based work, home-based nonwork, and 
nonhome based) and separate equations are used for 
each. If the user desires, an alternate model can 
be substituted. 

The calibration results for the Twin Cities 
indicate that this model incorporates LOS and socio­
economic variables relevant for transit route-demand 
analysis. The data for these variables are also 
accessible to the operator. The estimated parame­
ters are consistent with other comparable MNL model 
calibrations, which is encouraging for transfer­
ability of the models. In addition, the transit 
disutility equation is sensitive to automobile 
access to the transit system, which is a useful 
feature if park-and-ride lots are to be analyzed. 
The home-based-work model also distinguishes between 
transit wait times for the first vehicle and time 
spent transferring to subsequent vehicles. 

Evaluation Measures 

The key issue in the selection of a set of measures 
by which a tcansit design alternative may be evalu­
ated is to choose the smallest set that still in­
cludes all the desired information. It is important 
to keep the set as small as possible so that the 
analyst can understand and retain the important 
information about each alternative. On the other 
hand, it is vital that the set of evaluation mea­
sures be c ich enough to accommodate evaluation from 
several perspectives. The previous work of Fielding 
and others (14) on transit service quality and per-

Transportation Research Record 854 

formance measures is of particular value in this 
regard, since it has highlighted the importance of 
including both measures of efficiency (i.e., doing 
things right), which are of primary interest to the 
operator, and measures of effectiveness (i.e., doing 
the right things), which are of primary interest to 
the community. 

After computation of a new solution, the user of 
the model system is offered the output options ehown 
in Figure 4. Each of the four summaries provides 
values for the existing service as well as values 
for the new design. This allows direct comparison 
for each mea11ure. The ridership summary includes 
information on total trips, passenger miles, and 
passengers per vehicle mile. The LOS summary in­
cludes average in-vehicle time, wait time, transfer 
time, total passenger hours, average 0-D passenger 
speed, and average passengers pee seat as a measure 
of crowding. The operatin9-statistic::s ihiiiUT1aLy ia,­
cludes vehicle hours, vehicle miles, seat miles, 
average vehicle speed, and average load factor. The 
financial summary includes revenue and cost informa­
tion. Figure 5 shows an example of the f inanci;ll 
summary to illustrate the information provided and 
the general format of all the summary outputs. 

For a more detailed examination of route per­
formance, options are provided for a route-load 
profile and detailed output of 0-0 ridership. Fig­
ure 6 shows an example of a route-load profile as it 
appears on the monitoc screen. This type of graph­
ical output conveys a great deal of information very 
quickly and can be very useful for consideration of 
detailed schedule changes on a route. 

It should be emphasized that the exact form of 
the output reports and the measures reported can be 
modified easily to meet the specific needs of a 
particular operator. Finally, note that there is a 
certain level of flexibility inherent in most of the 
evaluation measures proposed hece. For example, the 
time reference frame can be chosen by the evaluator 
from among peak period, nonpeak period, hour, day, 
week, etc. 

DATA REQUIREMENTS FOR USE OF MODEL 

The basic philosophy of the model system is not only 
to allow meaningful analyses to be carried out with 
a minimum of data but also to allow more detailed 
and precise information to be used if it is avail­
able. This is accomplished by having many default 
parameters in the model. These default values are 
realistic numbers based on a variety of studies but 
should be overridden whenever possible by values 
based on detailed local information. 

The minimum data requirements for analysis of a 
route (or routes) are as follows: 

1. On-off counts by stop, 
2. Fare, 
3. Length of each route segment (in kilometers), 
4. Number of stops (by segment), 
s. Number of signalized intersections (by seg-

ment) , 
6. 
7. 
e. 
9. 

Speed limit (by segment), 
Capital cost per vehicle kilometer, 
Operating cost per vehicle kilometer, 
Operating cost per vehicle hour. 

and 

On-off counts are the basis for construction of 
the existing ridership by origin and destination. 
The counts themselves do not provide the information 
to connect origins and destinations for individual 
riders, but the procedure that described the demand 
model solves t his problem. Thi s method produces an 
0-D tc i p table that is consistent with the observed 
on~off counts and passenger volumes on vehicles. By 
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Figure 4. Menu of output options. 

Figure 5. Example of financial summary output. 

incorporating this method in the model, the transit 
operator is relieved of the need to supply a com­
plete 0-D table. This procedure is normally per­
formed just once to establish existing (base-case) 
ridership patterns as a basis for predicting changes 
by using the incremental demand models as discussed 
earlier. 

The route-segment information is used in the 
estimation of vehicle running times (mean and vari­
ance). These estimates, in turn, are used in compu­
tation of in-vehicle travel times, wait times, and 
operating costs. 

Finally, unit cost data are the minimum informa­
tion required for estimating changes in capital and 
operating costs that might result from various ser­
vice changes. If the incremental log it model is 
used to predict ridership changes, additional infor­
mation on automobile LOS and income data for the 
population must be provided. These data are not 
necessary i f the simple elasticity model is used for 
predicting ridership changes. 

Figure 6. Example of route-load profile. 
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This paper has described a simple and usable ana­
lytic model structure designed to provide the tran­
s it operator with a capability to search for and 
evaluate operating strategies that meet local tran­
sit service objectives. It has been shown that an 
effective supply-and-demand equilibration structure 
can be developed that is based on very 1 imi ted and 
readily available data. Further, this model has 
been implemented on a relatively low-cost micro­
computer. 

The user can explore readily a number of changes 
in route-level operating policies. The cost model 
and evaluation measures allow the operator to assess 
the consequences of such operating policies. Thus, 
the model system represents an important new addi­
tion to transit operations-planning capability, 
Ongoing extension and development efforts will 
further enhance the attractiveness of the model sys­
tem as a useful tool for transit operators. 

Preparations are being made currently for field­
testing of the model in two cities. These tests 
should begin in the summer of 1982, and results 
should be available by mid-1983. 

ACKNOWLEDGMENT 

This research was supported by the Office of Univer­
sity Research, U.S. Department of Transportation. 

REFERENCES 

1. Interactive Graphic Transit Design System 
(IGTDS): User's Manual for GM TSO Release No. 
2. General Motors Transportation Systems Divi­
sion, General Motors Technical Center, Warran, 
MI, Sept. 1978. 

2. Interactive Graphic Transit Network Optimiza­
tion System (TNOP) : User's Manual for GM TSO 
Release No. 1 . General Motors Transportation 
Systems Center, General Motors Technical Cen­
ter, Warren, MI, Aug. 1980. 

3. M.A. Turnquist, A.H. Meyburg, and S.G. 
Ritchie. An Equilibrium Model for Short-Range 
Transit Planning. School of Civil and Environ­
mental Engineering, Cornell Univ ., Ithaca, NY, 
Wor king Paper 8303-01, July 1981. 

4. M.A. Turnquist, A.H. Meyburg, and S.G. 
Ritchie. Short-Range Operations Planning 
Models for Transit Systems. U.S. Department of 



6 

9. A.K, Sen and E.K. Morlok. On Estimating Ef­
fective Frequencies and Average Waiting Times 
for Indirect Connections. Transportation Plan­
ning and Technology, Vol. 3, No. 3, 1976, pp. 
175-104. 

10. L.D, Bodin and R.B. Dial. Hierarchical Proce­
dures for Determining Vehicle and Crew Require­
ments for Mass Transit Systems. TRB, Transpor­
tation Research Record 746, 1980, pp. 58-64. 

11. L.R. Ford, Jr., and D.R. Fulkerson. Flows in 
Networks. Princeton Univ. Press, Princeton, 
NJ, 1962. 

12. A.B, Sosslau and others. Quick-Response Urban 
Travel Estimation Techniques and Transferable 
Parameters, User's Guide. NCHRP, Rept. 187, 
1978. 

13. R.H. Pratti DTM, Inc. Development and Calibra­
tion of Mode Choice Models for the Twin Cities 
Area. Metropolitan Council, Minneapolis, 1976. 

l~. G.J. Fieldin;r R.E. Gl~uth!e~; ~nd C;A: L~v~~ 

Applying Performance Indicators in Transit Man-

Transportation Research Record 854 

agement. Presented at the National Conference 
on Transit Performance, Norfolk, VA, Sept. 1977. 

Transportation, Final Rept., in preparation. 
5. J .J. Bakker. Transit Operating Strategies and 

Levels of Service. TRB, Transportation Re­
search Record 606, 1976, pp. 1-5. 

6. M.A. 'l'urnquist and L.A. Bowman. Control o! 
Service Reliability in Urban Networks. U.S. 
Department of Transportation, Final Rept. OOT­
OS-80018, 1979. 

7. W.C. Jordan and M.A. Turnquist. Zone Schedul­
ing of Bus Routes to Improve Service Reliabil­
ity. Transportation Science, Vol. 13, No. 3, 
1979, pp. 242-268. 

8. L.A. Bowman and M.A. Turnquist. Service Fre­
quency, Schedule Reliability, and Passenger 
Wait Time at Transit Stops. Transportation Re­
search, Vol. 15A, No. 6, 1981, pp. 465-472. 

Publication of this paper sponsored by Committee on Bus Transit Systems. 

State of the Art of Current Bus Transfer Practices 
MICHAEL NELSON, DANIEL BRAND, AND MICHAEL MANDEL 

The use and consequences of alternative bus transfer policies are examined. A 
bus transfer policy consists of a set of operator actions that involves vehicle 
routing and scheduling, transfer charges, information for passengers, and ter­
minal facilities that affects the movement of passengers between buses as part 
of a continuing trip. In this paper, the bus transfer policies currently in use on 
U.S. transit properties are described and summarized. Reasons why properties 
use or do not use particular transfer policies are identified, and the specific 
consequences of alternative transfer policies in different settings on cost, 
ridership, revenue, and user satisfaction are assessed. Situations or settings 
in which particular transfer policies can be applied beneficially are then iden­
tified and analyzed. 

Abstract goes here 

Under ideal ci~cumstances; transit would C!'.rry 3'11 
users directly from their orgins to their destina­
tions without requiring a change of vehicles. How­
ever, given the geographic and temporal distribution 
of trips, such direct service is of course uneconom­
ical for transit to provide. Therefore, operators 
must undertake some set of actions that involves 
such factors as vehicle routing, scheduling, trans­
fer charges, and/or information for passengers (a 
transfer policy) to accommodate transferring riders. 

This paper examines the use and impacts of the 
following 11 bus transfer-policy components, which 
are listed under four main components: 

1. Routing components--distance between routes 
at transfer points and through-routingi 

2. Scheduling components-- schedule coordination, 
dynamic control of departure times at transfer 
points, timed transfers, schedule adherence on con­
necting routes, and service frequency on connecting 
routes; 

3. Pricing components--transfer charge and use 
of transfer slipsi and 

4. Information components--provision of schedule 
information and marketing initiatives. 

Note that the 11 transfer-policy components examined 
here do not exhaust the list of possible operator 

actions that affect transfers. However, most of the 
remaining ones (such as transit shelters, terminal 
facilities, and temporal or directional restric­
tions) are reviewed at least briefly in conjunction 
with one or more of the above components. 

The material presented in this paper is drawn 
from the results of a recently completed study con­
ducted under the Service and Methods Demonstration 
program of the Urban Mass Transportation Administra­
tion (UMTA) for the Transportation Systems Center 
(1,2). Data for that study were drawn primarily 
froii a series of telephone and on-site discussions 
with experienced transit professionals on 39 dif­
ferent properties. 

On any particular transic property, the demand 
for tran$ferr~ng clearly influences the type of 
transfer policy adopted. Relevant transfer demand 
characteristics include the following: 

1. The percentage of riders who transfer (i.e., 
transfer rate) , 

2. Their socioeconomic and trip purpose char­
acteristics, 

3. Transfer-point locations, and 
4. Directional and temporal characteristics. 

The transfer rate is the percentage of transit per­
son trips that involve transfers between transit 
vehicles. Often, the transfer rate cannot be cal­
culated directly from available data but rather must 
be estimated from transfer slip data, passenger 
counts, or special surveys. Data problems include 
transit pass users who do not use transfer slips or 
riders who transfer more than once in the course of 
a trip. In general, however, it is possible to ob­
tain reasonable estimates of transfer rates on most 
properties. 

For bus-to-bus transfers, the average transfer 
rate on the properties examined is approximately ~l 

percent. However, several bus properties have a 
transfer rate on the order of 5 percent, while 
transfer rates as high as 50 percent have been ob-
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served. The size of the property has a large effect 
on the overall transfer rate. Not including proper­
ties that currently use timed transfers extensively, 
large bus properties have a much higher average 
transfer rate than small properties (20 versus 12 
percent). Bus properties that currently use timed 
transfers extensively are uniformly small properties 
and have a much higher transfer rate ( 28 percent) 
than either large or small non-timed-transfer 
cities. Also, bus properties that do not charge for 
transfers have a higher average transfer rate than 
those that do charge (22 versus 18 percent). In 
many of these cases, the causal relation is not 
clear. That is, rather than the action causing a 
higher transfer rate, the presence of a high trans­
fer rate may cause a property to institute options 
such as timed transfers or no transfer charge. 

Riders who transfer vary by socioeconomic and 
demographic groups. Low-income riders transfer more 
often than higher-income riders, and young people 
also have above average transfer rates. Elderly 
people, on the other hand, tend to have a lower 
transfer rate than other riders, perhaps because of 
the effort involved in changing vehicles. 

In the following sections, the current practices 
of transit operators regarding each of the 11 trans­
fer-policy components listed above are described. 
Reasons offered by operators for the use or lack of 
use of the policy component are examined, and the 
cost, user satisfaction, ridership, and revenue con­
sequences of the component when used in different 
settings are provided. In this way, the types of 
properties and settings for which the transfer­
policy component is most beneficial are identified, 
along with other components that work well when com­
bined with the component in question. 

TRANSFER-POLICY OPTIONS 

Di s tance betwee n Routes at Transfe r Poi nts 

A basic attribute of transferring is the walk re­
quired between vehicles. There may be only a few 
feet or, alternatively, passengers may have to walk 
several blocks to transfer. The greater the dis­
tance, the less useful the transfer is for the pas­
senger. A significant number of bus properties 
separate by 500 ft or more some routes between which 
transfers are expected to occur. On at least one 
property, passengers must walk up to 1500 ft to 
transfer. In contrast, an ideal transfer arrange­
ment i s one where the transfer walk distance is less 
than one or two blocks, with clear lines of sight 
between buses. 

There are two major factors that determine how 
closely a given transfer point can approach this 
ideal situation--the number of vehicles that meet at 
the transfer point and the size of the central busi­
ness district (CBD). Available information strongly 
suggests that the upper bound on the number of buses 
than can be present simultaneously in the area that 
surrounds a single bus transfer point is approxi­
mately 20. Above this number, even if all buses 
formally meet in the same area, there will neces­
sarily be a significant transfer walk distance and 
obstructed lines of sight between at least some 
pairs of routes. 

The size of the CBD is important because line­
haul transit often serves as a downtown distributor 
if the CBD is large enough so that no single termi­
nal area is within walking distance of all of it. 
Concentrating the termination points of all routes 
in one spot in such a CBD may cut down overall 
coverage and greatly increase transferring unless 
costly detours are made. Therefore, except where 
the layout of the CBO is well suited to single-point 
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termination, transit systems with large CBOs cannot 
generally obtain the most desirable walking distance 
between all vehicles at a single transfer point. 

It is therefore often necessary to consider al­
ternatives to the most desirable transfer arrange­
ment. Specific alternatives available to the opera­
tor that relate to spatial separation at transfer 
points include the following: 

1. Building an off-street terminal facility. A 
terminal facility increases the number of buses that 
can meet at one point and reduces pedestrian ob­
stacles. However, it may be necessary to use a non­
central location, and there may be significant 
capital costs. This option is best implemented when 
there are non-transfer-related benefits as well 
(e.g., reduction of street congestion). 

2. Establishing a bus transit mall or street. 
With a bus transit mall or street, the number of 
routes is not a constraint and transfer walk dis­
tance is effectively very low, since vehicles from 
different routes pass the same points. Depending on 
the shape of the CBD, transit malls may reduce CBD 
coverage and require more walking and more trans­
fers. This option is most feasible when the CBD is 
narrow (e.g., four blocks), and can often be im­
plemented without significant capital costs. 

3. Collecting route termini into several subfoci 
such that all or most routes intersect, although not 
all at the same point. With the option of collect­
ing route termini, the overall number of routes is 
not a limitation, transfers between routes within 
subfoci are easy, and the CBD is well covered. 
Operating costs increase due to the extra vehicle 
miles of travel (VMT) in the congested downtown 
area. These costs tend to restrict the use of sub­
foci in larger cities. 

4. Laying out routes in a grid network. With a 
grid system, the distance between routes at transfer 
points is minimized. Unfortunately, dispersed 
transfer points may be less understandable and less 
safe in the evening than single or multiple route 
foci. This option is most often employed in cities 
with large central areas of high-density employment 
and population, where a grid system may be the only 
appropriate route structure. 

The principal cost consequences of any of these 
strategies typically arise from the changes in bus 
VMT needed to move the , routes closer together. On 
the demand side, key aspects of transfer distance 
are walk time, comprehensibility of the transfer 
system, and potential pedestrian obstacles . These 
factors are particularly important to the elderly, 
shoppers, and infrequent users. 

One additional important factor to consider when 
examining the trade-offs involved i n' reducing spa­
tial separation is that some transfer-policy options 
discussed below, such a through-routing, schedule 
coordination , and timed transfers, require or are 
greatly facilitated by the physical proximity of 
connecting vehicles. In these cases, the trade-offs 
connected with spatial separation cannot be treated 
independently of the trade-offs connected with con­
sideration of the other options. Thus, although re­
ducing spatial separation has its costs, it may also 
have benefits that go beyond those of the single 
transfer-policy component standing alone. 

Through- Routi ng 

Through-routing, also known as interlining, involves 
linking two routes so that the same vehicle travels 
on both routes. It eliminates transfers between the 
two routes, since a passenger can board a vehicle at 
a stop on one route and get off at a stop on the 
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other without having to change vehicles. A number 
of u.s. transit properties use through-routing; some 
properties use it quite extensively. 

Five types of bus through-routing are currently 
in use: 

1. Interlining, or classic through- routing, is 
when two separately identified routes share the same 
vehicles1 

2. Single route through-routing differs from 
classic through-routing only in that the two halves 
of the route are joined on a permanent basis and are 
formally treated as a single route; 

3. Variable through-routing differs from classic 
through-routing in that buses are exchanged among 
multiple routes rather than just between pairs of 
routes1 

4. Trippers are when buses are through-routed at 
particular times of the day, usually durinq the rush 
hour or to meet shift or school times; and 

5. Overlap involves terminating a radial route 
on the opposite side of the CBD from which it came 
in. 

Through-routing can be used for two distinctly dif­
ferent reasons: operations and ridership. Both 
types of through-r.-outing are considered in detail 
below. 

Through-Routing for Operations 

Through-routing can produce significant cost savings 
through elimination of turnaround time and distance, 
opportunities for logical scheduling, and potential 
gains in service reliability (if layovers are pre­
served). Al though headway matching may add costs 
and extra scheduling effort may be needed, the net 
effect of through-routing is generally to reduce 
costs. These cost savings are most likely to occur 
in cities with a congested CBD where routes enter 
from more than one direction. Through-routing is 
most applicable as an aid to logical scheduling when 
properties are constrained by service-area bound­
aries or when operators seek to maintain clock-face 
or pulse scheduling. The presence of clock-face or 
pulse scheduling will also tend to minimize the need 
for further headway matching to implement through­
routing, thereby avoiding potentially adverse cost 
impacts. Nevertheless, it must be emphasized that 
the cp~rational .:lnd cost concequences cf th~cugh-

routing are heavily dependent on the street layout 
and other conditions. For instance, on some proper­
ties the dominant reason for implementing through­
routing might be the elimination of dangerous left 
turns. 

Through-Routing for Ridership 

Through-routing eliminates transfers, which thus 
eliminates waiting and walking time and produces 
significant benefits for riders. Through-routing 
for ridership is often profitably employed where 
there is a high volume of transferring passengers 
between two routes with a common terminus. For in­
stance, properties with strong and definite flows to 
outlying shopping malls may want to interline the 
mall route with a route running through a densely 
populated residential area. The groups that tend to 
benefit from this would be shoppers and the el­
derly--groups whose user satisfaction is most in­
creased by through-routing. Properties with per i­
od ic peak flows to particular points, on the other 
hand, might profitably run trippers. If there is a 
relatively dispersed flow of transferring passen­
gers, variable through-routing is a possible option. 
This will principally benefit the elderly or others 
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who are made aware of and can afford to wait until a 
particular time of day for service. Properties that 
have a large amount of transferring to reach desti­
nations within the CBD may consider overlap. 

A reasonable range for the increase in ridership 
resulting from the conn~ction of a pair of routes 
that serve logical oi::igins and destinations is be­
tween 4 and 7 percent of the original ridership on 
the two routes. Conversely, pairing routes that do 
not connect logical origins and destinations may not 
increase ridership at all. Overall, through-routing 
for ridership is not necessarily incompatible with 
through-routing for operational reasons, although 
passengers who transfer between the two routes may 
be only a small portion of the total ridership on 
the routes. However, route pa1r1ngs for maximum 
user satisfaction may not be the same as route pair­
ings for maximum cost savings and operations benefit. 

Schedule Coordination 

Schedule coordination involves the adjustment of 
schedules on routes to change the relative times of 
arrival of vehicles at transfer points to reduce 
average transfer wait time. Schedule coordination 
used alone benefits passengers who transfer in one 
direction more than passengers who transfer in the 
other, since to ensure that one vehicle arrives be­
fore another without disruption of the regular 
schedule, an offset must be used (rather than at­
tempting to have two vehicles meet at exactly the 
same time). Hence, schedule coordination used alone 
is applied most beneficially to route pairs where 
the majority of transfers are in a single direction 
at any one time. 

Schedule coordination generally takes one of 
three forms: 

1. CBD schedule coordination is used in situa­
tions where there is a strong directional flow of 
transfers through the CBD during peak hours. This 
option can improve the level of service for trans­
ferring passengers, although it requires some sched­
uling effort and sometimes changes in headways. 

2. Trunk-crosstown coordination involves trans­
fers between trunk lines and crosstowns where the 
schedule coordination is imposed outbound on the 
low-frequency crosstown lines. This option general­
ly costs little and has minor negative effects on 
people who lr&nsfer in the opposite direction due to 
the generally high level of trunk-line frequencies. 
Trunk-crosstown coordination is more widely applica­
ble than CBD schedule coordination, since its ef­
fects are less sensitive to the directionality of 
the transfer flow. 

3. Minor schedule coordination characteristical­
ly is implemented in response to the complaints of 
passengers on a particular run who are unable to 
make a connection to another route. This option is 
easy to implement, although it typically does not 
lead to large ridership gains. It can be imple­
mented on any transit system, even the largest and 
most complex, at any time of day. 

If transfers are strongly directional between two 
lines at any time of the day and if a reasonable 
degree of schedule reliability exists, schedule co­
ordination may be a very productive action for the 
operator to undertake. It typically costs little, 
can involve only minor headway changes, and demands 
almost no real-time operator attention. Because 
user satisfaction for the (assumed) large proportion 
of people who transfer in the correct direction is 
increased as their average transfer time is de­
creased, ridership will be induced in most cases. 
(Overall ridership gains are likely to be on the 
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order of 3-4 percent for CBD schedule coordination, 
1-2 percent for trunk-crosstown coordination, and 
minimal for minor schedule coordination.) Schedule 
coordination therefore may be a very cost-effective 
way to improve service. 

However, there are definite limitations on the 
opportunities for application of most types of 
schedule coordination. The major restriction is the 
need for strong directionality of transfers. People 
who transfer in the "wrong" direction will have a 
transfer wait time equal to the entire headway 
(minus the advance) of their connecting bus. From 
the point of view of ridership, equity, and public 
relations, this may be unacceptable if a sizable 
number of people are affected. The result is that 
schedule coordination is inapplicable in many situa­
tions. For instance, it is largely inappropriate 
for off-peak use, since shopping traffic is inher­
ently two-way. More important, it cannot be used in 
the CBD unless there is a skewed distribution of 
origins and destinations by time of day. Because 
this is a condition that is much more likely to 
occur in small cities than large ones, city size is 
a determinant of the applicability of at least CBD 
schedule coordination. 

Dynamic Cont.rol of Departure Times at Transfer Points 

Dynamic control involves holding a vehicle beyond 
its scheduled departure time from a transfer point 
if it is known that a vehicle on another route is 
approaching that is likely to have transferring pas­
sengers on board, Such information can be conveyed 
by radio or by some other signaling device (e.g., 
headlights). Dynamic control of bus transfers is 
found in many different settings. Several small 
properties use it extensively, either to control 
meetings between trunk and crosstown routes or to 
facilitate transfers in CBDs where the schedule per­
mits. Some larger properties use dynamic control 
marginally, on only a few routes or only in the 
evening. However, on smaller properties that use 
timed transfers, dynamic control is regularly used 
to ensure the meeting of buses at the transfer point. 

By definition, dynamic control perturbs the 
schedule. On a simple system thi~ disturbance may 
not have widespread effects. On a more complex net­
work of routes, use of extensive dynamic control may 
produce harmful schedule disruptions. There is also 
a limit on the number of dynamic-control messages 
that a radio system can handle. The major con­
straints on the use of dynamic control thus tend to 
be the size and complexity of the system. 

This does not mean that larger properties cannot 
use dynamic control. It does mean, however, that it 
should be used sparingly and substituted for as ap­
propriate, particularly on larger properties. For 
example, if dynamic control is used regularly at a 
particular transfer point, then an option such as 
schedule coordination might be more appropriate than 
a regular real-time adjustment in operations. 

There are many situations where dynamic control 
is a low-cost method for obtaining large gains in 
user satisfaction for some riders and for improving 
overall public relations. Dynamic control is 
applicable whenever two low-frequency routes inter­
sect, and it is productive to guarantee that trans­
ferring passengers will make their bus. Dynamic 
control is also applicable in cases where a low-fre­
quency route receives a significant volume of trans­
ferring passengers from a higher-frequency route. By 
holding the vehicle on the low-frequency route to 
ensure that it meets an approaching vehicle on the 
other route, wait time is reduced. 

More generally, dynamic control as a separate op­
tion is appropriate ·either when transfer flows are 
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intermittent or when schedule unreliability is com­
mon. In the first case, dynamic control provides a 
way of making adjustments in operations only when 
they are needed to accommodate transferring passen­
gers and is thus a substitute for schedule coordina­
tion. In the second case, dynamic control can cause 
buses that would not have met otherwise to meet, 
thus mitigating the effects of schedule unreliabil­
ity on transferring passengers. This is particular­
ly important on timed-transfer properties, where a 
guarantee that buses that will meet is necessary to 
attract new riders and ensure the satisfaction of 
old riders. Dynamic control with timed transfers 
may require some additional layover time, although 
not as much as if layovers alone were used to over­
come reliability problems. In this situation, dy­
namic control is generally a workable compromise on 
both cost and user-satisfaction grounds between no 
alleviation of schedule uncertainty and the addition 
of layover time sufficient to absorb all schedule 
variance. 

Timed Transfers 

A timed transfer is defined as a set of operator ac­
tions that provides some degree of certainty that 
vehicles on different routes will meet at regular 
intervals to exchange transferring passengers. Timed 
transfers for buses can · be divided into four dis­
tinct types: 

1. Simple timed transfers: Two routes are 
scheduled and operated to guarantee that some or all 
buses on the routes will meet at the transfer point; 

2, Pulse scheduling: Buses on all (or most) 
routes that meet at the major transfer point are 
scheduled to arrive nearly simultaneously, hold un­
til all buses have come in, and then leave together; 

3. Line-ups: In larger cities, buses on all (or 
most) routes that meet at the major transfer point 
are scheduled to allow a pulse-type exchange of pas­
sengers, typically in the context of low service 
frequencies and possibly long layovers at the trans­
fer point, and most often in the evening; and 

4. Neighborhood pulse: The schedules of neigh­
borhood circulator routes are coordinated to make 
travel within a sector of a city easier. 

Simple timed transfers are used on many proper­
ties, from the smallest to the largest, and are most 
commonly employed in the evening when both routes 
have low frequencies. Pulse scheduling is currently 
found in smaller cities (service-area population up 
to 300 000) and is used all day at central transfer 
points with a normal pulse frequency of approxi­
mately 30 min. Line-ups are used by many larger, 
nonpulse properties (service-area population of 
500 000 or more), typically with headways of 1 h. 
Neighborhood pulse is currently being implemented on 
at least two large properties (Portland, Oregon, and 
Denver, Colorado) as part of their conversion to the 
bus transit-center concept. 

In general, implementation of timed transfers re­
quires several operator actions. Headways on dif­
ferent routes must be synchronized by altering route 
length and/or modifying layovers. Extra layover 
times may be needed to improve schedule adherence. 
Th is may also be accomplished by providing dynamic 
control of buses at the transfer point in case any 
are late. The operator must provide suitable space 
and facilities to permit easy simultaneous inter­
change of passengers between buses and must make im­
portant decisions concerning user information. 

Property size is the principal criterion for 
timed-transfer applicability, serving as a proxy for 
headway reliability, service frequency, and the 
number of buses meeting at one time. Properties 



10 

with less than 400 000 people in their service area 
are generally able to use pulse scheduling at their 
main transfer point. Larger properties often have 
line-ups at night. Simple timed transfers are 
usable on any property, while neighborhood pulse is 
applicable on any system with subcenters that serve 
as logical pulse points. 

Service frequency and reliability appear to be 
the major determinants of whether user satisfaction 
is greatly increased by timed transfers. Ridership 
gains on the order of 5-12 percent appear reasonable 
with a highly reliable pulse-type timed transfer. 
Because increasing reliability generally costs 
money, the operator can implement timed transfers in 
different ways, depending on local objectives (e.g., 
increasing layover times and shortening routes ver­
sus adding equipment). Overall, however, timed 
transfers appear to be a cost-effective way of in­
creasing service and ridership under certain circum-
stances without necessa~ily l~CL~~sing costs 

sc.hedule Adherence on Connecting Routes 

M' 
\.=J • 

Schedule adherence is an important aspect of the 
overall level of service on transit properties that 
affects all (transferring and nontransferring) 
riders on the system. Major causes of bus sched­
ule-adherence problems include traffic congestion, 
bunching, and, somewhat surprisingly, interference 
from trains and breakdowns of new buses. Remedies 
include skip-stopping, use of electronic and manual 
monitoring systems to control bus bunching, passing 
the first bus, and insertion of extra buses. 

The principal consequences of increased schedule 
unreliability are an increase in the variance in 
transfer wait time and the expected (average) trans­
fer wait time. These, of course, lead to decreases 
in user satisfaction, ridership, and revenue. How­
ever, the direct tranfer-related consequences of 
schedule unreliability are usually dominated by the 
nontransfer effects. Nevertheless, there are in­
direct transfer-related benefits that are non­
trivial. If unreliability is too high, other opera­
tor actions regarding transfers (e.g., pulse sched­
uling or schedule coordination) are likely to meet 
limited success. Because the consequences of these 
other transfer-policy options can be very signifi­
cant, minimizing unreliability for the purpose of 
aiding transfers can be an important objective. 

Service l.'reguency on Connectinq Routes 

Service frequency, like schedule adherence, is an 
important component of transit level of service that 
has consequences beyond its impact on transfers. 
Given good schedule adherence, increasing the fre­
quency of service on a connecting route shou.ld de­
crease the transfer wait time. Typically, however, 
operators raise or lower service frequency in re­
sponse to non-transfer-related factors. The excep­
tions to this rule arise when other transfer compo­
nents such as timed transfers, through-routing, and 
schedule coordination are implemented, since head­
ways must be synchronized between routes. Even in 
these cases, however, the headway adjustments cur­
rently made are usually not large. 

In general, user satisfaction, ridership, and 
revenue will rise due to the reduction in transfer 
wait time associated with service-frequency in­
creases. Furthermore, there is a threshold headway 
of 10-15 min below which other transfer-related ac­
t ions regarding scheduling may not be worthwhile due 
to limits on how great a reduction in transfer wait 
time they can produce. However, because of the sig­
nificant cost of increasing service frequency, large 
changes in service frequency are typically only made 
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in response to changes in overall demand or other 
factors and not simply transfer demand. 

Transfer Charge 

The transfer charge is the amount of money, over and 
above the ba&ic fare, that a passenger pays to 
transfer to a second bus. Most bus properties cur­
rently charge nothing or $0.05 for a transfer. Other 
transfer charge levels are comparatively rare. Very 
few properties have full-fare transfers. 

There is no consistent trend in transfer charges 
over recent years. Some properties have raised the 
charge slightly, e.g., from $0.02 to $0.05. Other 
properties have made transfers free. On average, 
nominal (and certainly real) transfer charges have 
tended to drift downward, although this tendency is 
neither pronounced nor universal. 

A variety of reasons exists for setting the 
tta!lsf~r charg~ at a partit:!11l;:ar lP-v~l. In approxi­
mate order of importance, these include the follow­
ing: 

1. Historical precedent: Many properties have 
not recently given serious consideration to the 
level of their transfer charge; 

2. Transfer abuse: A nonzero transfer charge 
may reduce the resale of transfers at a pcice below 
that of a full fare or the giving away of the trans­
fers to friends and relatives, since fewer people 
would take transfers with the intent of later dis­
tribution if they had to pay something for them; and 

3. Political or equity considerations: A par­
ticular transfer charge may be justified on the 
basis of a desire not to penalize transfers, not to 
subsidize long trips, etc. 

Revenue, public relations, bus running times, and 
other considerations may also affect the selection 
of the transfer charge. 

The cost consequences of a particular transfer 
charge result from the possible slowdown in bus pas­
senger entrance and the minor cost of counting and 
handling additional revenue. The cost of slowing 
down the bus to process the transfer charge may be 
significant and results from both the need to pay a 
charge and from disputes that may develop between 
drivers and passengers over transfer abuse. 

User satisfaction is decreased as the transfer 
charge goes up. However, the magnitude of this ef­
fect is determined by the disutility associated with 
charges by different user groups and the justifi­
ability of the charge (i.e., the feeling among 
riders that the charge is fair and has a purpose, 
such as to make longer trips cost more). Both total 
bus ridership and the bus-to-bus transfer rate are 
sensitive to the level of transfer charge, although 
different types of trips will be affected dif­
ferently by a given change in transfer charge. Cap­
tive riders have their riding patterns altered least 
by an increase in transfer charge, while shopping 
and other discretionary trips would be most dis­
couraged. These ridership changes translate 
directly into effects on revenue. Because of the 
generally inelastic demand for transit, total reve­
nue will typically increase (sometimes by a substan­
tial amount) as the transfer charge goes up. 

Clearly, operator goals and policies play a major 
role in determining the best transfer charge in a 
particular setting. For example, maintaining a low 
base fare to encourage total ridership may call for 
relatively high transfer charges for revenue rea­
sons. A large deficit may also necessitate raising 
transfer charges to raise more revenue. Of course, 
transferring and overall ridership may be dis­
couraged by a high transfer charge. Furthermore, it 
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seems unlikely that a full transfer charge could be 
imposed on a system that currently has a high trans­
fer rate without substantial political or equity 
problems. Overall, each of the three levels of 
transfer charge--zero, small , but not nonzero, and 
full--seems to be stable and viable. The selection 
of one over the other s is ba s ed on the operator's 
prior i ties and various other s i t e-specific factors. 

Tr ansf er Slips 

Transfer slips are the principal method for offering 
reduced-fare bus transfers that entitle riders to 
board subsequent vehicles at a reduced fare. Most 
properties use conventional transfer slips, but some 
use daily (or longer-term) passes or even no trans­
fer slips at all to grant reduced-fare transfers. 
(No transfer slips at all is relatively rare but can 
be used when a small number of buses meet on a pulse 
schedule or when there is a restricted-access facil­
ity at the single transfer point on a system.) 

The cost of administration of transfer slips is 
low. User satisfaction, ridership, and revenue con­
sequences of transfer slips follow primarily from 
their use in setting fare policy and not from any 
characteristic intrinsic to the transfer slips them­
selves. 

Schedule Information 

Schedule information useful for transferring can be 
provided either at the transfer point or prior to 
the start of the transit trip. At the transfer 
point, transit properties can supply or post printed 
schedules or maps and/or disseminate information 
about whether the connecting vehicle is late. Prior 
to the trip, sources of information include printed 
schedules (which may include information on transfer 
points, time points, and best connecting vehicles) 
and telephone information systems. Schedules can 
also provide information on the other components of 
the transfer policy (e.g., through-routing, dynamic 
control, schedule coordination, timed transfers). In 
general, most properties only indicate the transfer 
charge and procedure for transferring on their 
schedule and almost never indicate the use of dy­
namic control or schedule coordination. 

The direct costs of providing schedule informa­
tion include printing schedules, manning phone 
banks, etc . The indirect costs are a type of op­
portunity cost, which occurs when a operator pub­
licly states a transfer policy and then feels com­
mitted to it even when it becomes unproductive to do 
so. Provision of schedule information at the trans­
fer point may raise the satisfaction of the rider by 
reducing uncertainty and by creat i ng opportunities 
for other productive activities (which may be equiv­
alent to a significant reduction in transfer wait 
time). Awareness of schedule information prior to 
the start of a trip will raise user satisfaction by 
enabling the passenger to make beneficial changes in 
tr ip-making behavior . 

If the schedule and routes of a transit system 
never changed , provision of schedule information of 
all types would almost universally be the preferred 
action. However, transit routes and schedules fre­
quently change, typically requiring an information 
or cost trade-off to be made. Each operator must 
determine whether the benefits produced by providing 
information are offset by direct costs and the need 
to make periodic adjustments in schedules and 
routes. This trade-off may be considered separately 
for each aspect of the transfer system that might be 
publicized. Route structure, for instance, is 
usually more stable than the schedule, so listing 
transfer points in a schedule poses fewer potential 
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problems than listing the schedules of connecting 
routes. Also, the best connecting vehicle may 
change as a result of a small change in the sched­
ule. Therefore, few properties put best-connect­
ing-vehicle information in their printed schedules. 
Each component of the transfer policy may or may not 
be ruled out by the need to make periodic adjust­
ments in schedules and routes on any particular 
property. 

Marke ting 

Transfer-related marketing initiatives by the 
transit operator can focus completely on transfers, 
be part of a broader marketing effort, or use trans­
fers to market other aspects of the transit system. 
When the transfer policy has some important dis­
tinguishing feature that can potentially affect a 
significant number of rider s (e.g., pulse scheduling 
or uni versal transfer va l id between carriers), it 
can be the focal point of a marketing effort. In 
addition, it is possible to market responsiveness by 
such means as a limited use of schedule coordination 
in which individual runs are adjusted to promote 
user satisfaction in response to user complaints. 

Many properties promote transfers as part of 
broader marketing efforts. For instance, properties 
often produce brochures that describe their special 
services, including brochures on how to transfer. 
Transit fare-prepayment plans are another important 
example of the marketing of transfers as part of a 
larger e ffort , since the transferring rider usua lly 
receives free t ransfers. Transfer slips can also be 
used as part of marketing efforts that have nothing 
to do with transfers, such as the use of transfer 
slips as daily passes or special promotions in which 
retail establishments offer their customers return 
fares in exchange for transfer slips. 

The cost of transfer-related marketing can be 
low, especially if there are few transfer points. 
The user-satisfaction consequences of marketing are 
related to the changes it can cause in awareness of 
and attitudes toward transit. Transfer-related mar­
keting can change people's perceptions that trans­
fers are onerous by promoting aspects of the trans­
fer policy that make transfers easier. Marketing has 
been used to raise the awareness of different market 
segments concerning the existence of various trans­
fer-policy components, as well as coverage and ser­
vices provided by the system as a whole. It remains 
uncertain, however, whether marketing directed 
specifically toward transfers on properties whose 
transfer system has no special attributes is ap­
propriate or productive. 

CONCLUSIONS 

Each of the ll transfer-policy components described 
can be cost effective in various situations. The 
decision to use a particular policy component must 
address the trade-offs among that component's 
various consequences. For instance, the introduc­
tion of a transfer fee on a property where there 
were previously free transfers involves balancing 
equity, revenue, and user- satis faction considera­
tions. Trade-offs of this type are important from 
the point of view of the operator in determining how 
well a particular transfer policy meets the goals 
and objectives of the system. 

It is important to reiterate that combinations of 
transfer-policy components may produce consequences 
that are not simply additive. For example, insti­
tuting timed transfers will, in general, have a 
positive effect on user satisfaction, as will in­
creasing schedule reliability. However, the magni­
tude of the consequences of timed transfers will 
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usually depend on the reliability of the connection, 
which would be enhanced by increasing schedule reli­
ability. Hence, the increases in user satisfaction 
caused by implementing timed transfers and increas­
ing schedule reliability may exceed the sum of the 
benefits derived from usinq those two components in­
dividually. Furthermore, some options have more 
widespread applicability than others i through-rout­
ing, for instance, can probably be implemented on a 
wider range of property types than pulse scheduling, 
although pulse scheduling has more far-reaching ef­
fects. Each operator must evaluate the service, 
cost, and demand conditions on the property and the 
consequences of alternative policies to determine 
which actions would be the most productive. 
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Short-Term Ridership-Projection Model 

CY ULBERG 

A statistical model has been developed for use by a transit agency in making 
short-term forecasts of transit ridership. These factors have been used success­
fully to plan service changes and to forecast revenues. A by-product of the use 
of the model is an increasing understanding by staff members of determinants 
of ridership changes and a corresponding reduction in the emphasis on ridership 
as a performnnce indicator by the agency. The model uses a combination of 
multiple·ragression and time-series annlyses to produce monthly projections of 
ridership. The variables included in the model were chosen for simplicity, naso 
of collection, and ex planatory power. The validity and reliability of the model 
are qu.it11 ~trong. aiuP.ri its !\implicity. During a two-vear validation period, the 
average monthly orror was 2 percent. Errors in onnual 1otals wero 0.9 and 1.7 
percent. rc.spuciivoly. Ouc uLja ti~\? ii tha development of the mode! WJS tc 
mako It u useful tool for planners and managers within the ngcnoy. A mon1hly 
report has been developed th Dt hes beCOnlD a parl of· tho decision making pro­
cess in the agency. Even though aKperloncc with a model has been limited, it 
h;is been domons1ratod 1hat a transi1 agency can make use of a re l;Uively sophis· 
ticated (although simple) statistical technique to develop ridership forecasts. 

In the past several decades, transit ridership has 
varied dramatically. Long-term trends have been 
influenced by phenomena such as the rising popular­
ity of the automobile, world wars, and population 
shifts from farms into cities and suburbs. In 
contrast to these long-term trends, short-term 
ridership gains and losses occur due to more rapidly 
varying factors such as seasonal effects, service 
levels and quality, fares, gasoline prices and 
supply, parking rates, employment, and population. 
This paper describes one transi agency's experience 
with producing useful short-term forecasts. 

Transit agencies use a variety of nonstatistical 
and quasi-statistical methods to produce forecasts 
of ridership. Generally, these methods use inter­
pretations of past trends modified by management 
objectives for increasing ridership. Most agencies 
try to predict the impact of fare changes and ser­
vice changes on ridership. In the Seattle metro­
politan area, Metro Transit traditionally has pro-

jected ridership by using a modified Delphi tech­
nique. Objectives for p roductivi ty (passengers per 
hour) were set by using qualitative assessments of 
the environment, particularly the impact of fare and 
service changes. Service hours were projected by 
using budget constraints and perceived ridership 
demand. Total ridership projections were determined 
by multiplying productivity and service hours. 

When ridership changes were relatively stable 
(such as between 1975 and 1979), these methods 
worken fAirly well. However, in 1980 ridership 
trends changed abruptly. A gasoline cr1s1s and 
rising employment were followed by a drop in gaso-
1 ine price and declining employment trends. A major 
fare increase was implemented. Rapid increases in 
ridership changed to a leveling-off period. The 
extent of the change was unanticipated and resulted 
in major adjustments in service planning and budget­
ing. 

In order to anticipate similar short-term changes 
in the future, Seattle's Metro Transit has developed 
a short-term ridership-projection model. It has 
been used during the past year to assist in the 
preparation of revenue projections and in planning 
service changes. It has also been used to antici­
pate the impact of a fare increase implemented in 
February 1982. Because the model uses variables 
extraneous to Metro's control, such as gasoline 
price and supply and employment, it has helped 
develop a new perspective on the use of ridership 
data for evaluating the effectiveness of the transit 
agency and its components. 

BASIC STRUCTURE OF MODEL 

A major objective in the development of the model 
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Figure 1. Model of behavioral assumptions that explain ridership. 
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was simplicity. Only five variables were used in 
projecting ridership: 

1. Gasoline price, 
2. Gasoline supply, 
3. Service changes, 
4. Fare changes, and 
5. Employment. 

Several other variables were considered for use but 
were rejected either because the data concerning 
them are inadequate or because they do not add 
significantly to the predictive ability of the 
model. Discarded variables include quality of 
service, population, employment in the central 
business district (CBD), parking prices, fuel effi­
ciency of cars, and data disaggregated by time of 
day, route, or region served. 

The model basically uses a multiple-regression 
approach. However, the dependent variable is the 
monthly change in ridership rather than the nominal 
value for ridership. Thus, the model is a time­
series analysis. In addition, model development 
included investigation of the lagged effects of the 
independent variables. The assumption is that 
people do not respond immediately to changes in the 
economic environment. 

The development of the model was guided by the 
constraint that data collection and analysis should 
be simple and straightforward . Statistical sophis­
tication and rigor were sacrificed sometimes for 
simplicity of data collection and explanation of the 
model. A balance between rigor and simplicity was 
the goal. The development of the model was based on 
assumptions about aggregate responses to changes in 
the environment. The underlying behavioral model 
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assumes that there are two types of transit riders: 
basic and marginal. Basic riders consist of transit 
dependents and those who ride for other reasons that 
do not fluctuate in the short run. This group 
changes with population and employment base. Margin­
al riders, or more aptly rides, are influenced by 
s hort-term phenomena such as gasoline price, gaso­
line supply, fares, employment status, and other 
economic factors. Figure l illustrates this model. 

By using this model for underlying aggregate 
behavior, one would expect that the form of a model 
varies from agency to agency, depending to a great 
extent on the ratio of basic to marginal riders. 
Where basic riders compose the bulk of transit 
patronage, ridership would vary slowly except in 
response to changes in geographic coverage of the 
routes. Where marginal riders predominate, large 
fluctuations would be expected in response to 
changes in economic variables. 

REGRESSION VARIABLES 

In the process of choosing variables for the regres­
sion, several options were considered, including 
seasonal adjustments, lag times, and sources of 
data. This section details these choices and the 
development of data for the regression. 

Ride r ship 

Ridership is estimated monthly at Metro by using 
revenue data, including farebox collections, pass 
sales, and other estimates for special types of 
services. Periodic surveys are used to determine 
the proportion of farebox passengers paying special 
fares, transferring, or taking more than one zone 
trip. Recently, the introduction of automatic 
passenger counters on some of the buses has afforded 
the possibility to conduct reliability checks on 
ridership estimates. These tests show that esti­
mates based on revenue data are fairly close to 
estimates based on actual counts. 

Metro historically has published ridership data 
unadjusted for seasonal or calendar effects. Varia­
tions in average weekly ridership occur for differ­
ent parts of the year (on the order of 10 percent). 
The number of working days, compared with holidays 
and weekends, can have a great effect on monthly 
totals (March generally has 15 percent more riders 
than February simply due to more weekdays and fewer 
holidays). In order to eliminate confounding vari­
ables in the regression analysis, ridership data are 
converted to seasonally adjusted average weekly 
ridership for each month. 

Before the seasonal adjustment is made, an ad­
justment must be made for school services. Since 
fall of 1979, Metro has provided special service for 
school children, who account for about 3. 5 percent 
of the total ridership. Because this service was 
not provided over the entire period of the data 
base, it is excluded from the historical data, and 
forecasts are adjusted with a separate prediction of 
this school service. 

The first step in calculating the seasonally 
adjusted average weekly ridership is to add daily 
ridership figures together to produce weekly figures 
for each week of the month. The effect of holidays 
is eliminated by normalizing. For instance, if a 
holiday occurs on a Friday, the average Friday 
ridership for the rest of the month is computed and 
substituted for that day's data. Each week is 
standardized (i.e., the first week ends on January 
7, the second on January 14, etc.). 

In the second step, these weekly figures are 
converted to monthly averages. Each month is stan­
dardized (January has four weeks, February has four 
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weeks, March has five weeks, etc.) so that there is 
an integral number of weeks in each month. The 
month's average is simply the total for that month 
divided by the number of weeks in the month. 

The third step is to apply the seasonal var ia­
tions to the months . Mu l t i p l ying each month's 
average weekly ridership by a monthly factor gives 
the seasonally adjusted average weekly ridership 
used as the basis for the independent variable in 
the regression. Monthly factors are computed by 
averaging the deviation of actual ridership figures 
each month from the ridership figures predicted by 
the regression equation. 

The fourth step is to compute the percentage 
change in seasonally adjusted average weekly rider­
ship for each month. Ridership tends to have a wide 
variation from month to month. Therefore, a smooth­
ing t echnique was added t o produce stability in the 
dRtR~ Th~ mnnthly ~h~~9~ is t8~~~ to be the ~h=~ge 

over the average of the previous three months' 
figures. This change is converted to the equivalent 
of one month's change. 

Gasoline Price 

The variable that represents the price of gasoline 
is based un the price of no-lead regular gasoline. 
The no-lead price is used because it is the largest 
volume type of gasoline consumed. The data come 
from the Lundberg Survey, Inc., Recap of Wholesale 
Prices--Seattle. The survey shows the average price 
from each major oil company and the independents. 
The model uses the average of those figures. 

The gasoline price is divided by the consumer 
pr ice index for all urban residents of the Seattle­
Everett standard metropolitan statistical area 
(SMSA). Using the real gasoline price was found to 
improve the multiple correlation coefficient by 10 
percent compared with using the nominal gasoline 
price. Because it was expected that changes in the 
gasoline price would not affect ridership behavior 
immediately, a study was made to determine the lag 
time that best predicted ridership changes. The lag 
time that resulted in the lowest average residual 
was two months. The two-month change was converted 
to the equivalent monthly change by taking compound­
ing into account. 

Gasoline Supply 

Gasoline price alone does not explain all changes in 
ridership, particularly during the gasoline crises 
of 1974 and 1979. The supply of gasoline was shown 
to be another separate important independent var i­
able. The 1974 crisis can be characterized as one 
that had a moderately high growth in real gasoline 
price coupled with an extremely short supply of 
gasoline, while the 1979 crisis had an extreme 
increase in the price of gasoline and a moderate 
shortage in supply. 

An attempt was made to use percentage shortfall 
in the state's allocation of gasoline as the var i­
able to represent the supply problem. However, this 
variable was confounded so much by the cutback in 
use in response to the supply problem that it added 
little to the explanatory power of the model. The 
real problem that made people choose the bus was the 
inconvenience, as they saw it, in obtaining gaso­
line. A good quantifiable measure of this would be 
the average length of time waiting in line to get 
gasoline. Unfortunately, such data do not exist. As 
a surrogate for this information, newspaper articles 
written during the crisis were used as a basis for 
estimation. An energy specialist and I indepen­
dently developed summaries of the problems on a 
month-to-month basis. These summaries were used to 
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rate each month on a scale of 0-10 for severity of 
difficulty in obtaining gasoline. Adding these data 
to the regression served to reduce residuals during 
the 1974 and 1979 gasoline crises. 

No gasoline shortfall is expected in the near 
future, so estimates of the variable that represent 
gasoline supply are not needed. If, however, one 
wished to assess the potential effect of a gasoline 
crisis, data from the 1974 crisis or the 1979 crisis 
could be introduced to represent the severity of a 
crisis at either of those two levels. 

Four fare increases have occurred in the last eight 
years. In January 1977, fares were raised 10.5 
percent on average. In January 1979, they went up 
19 percent; in May 1980, 31 percent; and i n February 
1982i 10 percent. A tri~l regression w~s performe~ 
that included the effects of inflation on the fare 
pr ice, but this added no explanatory power to the 
model; thus, in the interest of simplicity, it is 
not included in the data. 

An investigation of the effect of lag in the fare 
variable revealed a relation similar to that with 
gasoline prices. The best predictor was the average 
monthly change over the previous two months. 

Service 

Each month the hours of service are computed by 
multiplying the number of hours of service on week­
days, Saturdays, and Sundays by the appropriate 
number of days in a standard month (i.e., 21.1 
weekdays, 4.3 Saturdays, and 5.0 Sundays and holi­
days). The standard month is used because the 
dependent variable is weekly ridership adjusted for 
seasonal and calendar variations. Again, the ef­
fects of lag on the service-hours variable were 
investigated. No lag was found that ~esulted in a 
significant relation between service hours and 
ridership, except when service hours were lagged 
after ridership changes. 

Employment 

Raw employment estimates were computed monthly by 
the Research and Statistics Branch of the Washington 
State Employment Security Department. The model 
uses the change in employment for nonagricultural 
workers for the entire King County area, the service 
area for Metro Transit. Employment data were sea­
sonally adjusted and the best lag was determined to 
be three months. 

Calendar Variations 

The level of ridership is highly influenced by the 
number of working days, Saturdays, Sundays, and 
holidays in a month. In transit agencies where 
ridership is recorded on a weekly or four-week 
basis, the only consideration is the number of 
holidays. However, at Metro, ridership data have 
traditionally been repor ted by calendar month, so an 
adjustment is necessary. 

The dependent variable in the regression equation 
is a monthly percentage change in the seasonally 
adjusted average weekly ridership. By applying this 
percentage to the average of the previous three 
months' adjusted ridership, the average weekly 
ridership (adjusted for season) can be projected. 
The seasonal factor is applied to this figure to 
give average weekly ridership during a month. The 
next step in making the actual projection is to take 
into account the number of weekdays, Saturdays, 
Sundays, and holidays. 
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In order to compute the effect of the composition 
of a month, the total monthly raw ridership was 
divided by the average weekly ridership developed 
from revenue-based ridership estimates. This factor 
is generally slightly above 4. For each of the 
months during which ridership data exist, the number 
of weekdays, Saturdays, Sundays, and holidays was 
determined. By using multiple regression, a coeffi­
cient was determined for each type of day in a month 
where the dependent variable is the factor described 
above. Based on data through February 1982, the 
coefficients are as follows: 

Type of Day 
Weekday 
Saturday 
Sunday 
One-day holiday 
Two-day holiday 

Coefficient 
0 .1728 
0.0828 
0 .o 540 
0.0376 
0.1773 

Two-day holidays occur when a holiday falls on a 
Tuesday or Thursday, making either the Monday or 
Friday into a vacation day for many people. By 
applying these coefficients to the number of week­
days, Saturdays, and Sundays in future months, an 
estimate can be made of the calendar factor that 
must be applied to the weekly average ridership 
figure to compute the raw monthly ridership forecast. 

REGRESSION ANALYSIS 

The data were reduced to one dependent variable (the 
change in seasonally adjusted average weekly rider­
ship) and five independent variables--change in real 
gasoline price, change in average fare, change in 
monthly service hours, change in perceived waiting 
time for gasoline, and change in employment. All of 
the variables used in the regression were converted 
to monthly percentage changes except the variable 
that represents gasoline supply. This allows re­
gression coefficients to be interpreted as elastici­
ties. It also allows a comparison of the strength 
of influence of each of the independent variables on 
changes in ridership. Each month, as new information 
is added to the data base, a new regression is 
performed. 

The table below gives the regression coefficients 
for the model as of February 1982 (note that R2 = 
0.694, F = 45.01 (df = 99), and Durbin-Watson sta­
tistic = 2.07): 

Variable Coefficient t-Value 
Gasoline price 0.29 5. 4 4 
Gasoline supply 1.13 11.13 
Fare -0.14 -4.45 
Service hours -0.01 -0.16 
Employment 0.80 4.01 
Constant o. 38 3.29 

The coefficients for all of the variables are sig­
nificantly different from zero except for service 
hours. With only 5 variables, the regression ex­
plains about 70 percent of the variance in monthly 
changes in ridership. If nominal values rather than 
changes were used in the regression, R2 would be 
much higher but the variables would be serially 
correlated. By using change rates rather than 
nominal values, the Durbin-Watson statistic is well 
within allowable limits. 

The lack of relation between service hours and 
ridership in the regression deserves special com­
ment. At least three factors explain this phenome­
non. First, total service hours, as an aggregate, 
is too gross a measure of quantity of service. Some 
service-hour additions immediately attract new 
ridership while others may take a couple of years. 
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If the data were available, the model could be 
improved by disaggregating service hours. Second, 
in a service area like Metro's, marginal riders 
predominate. Thus, variations in economic factors 
obscure the effect of variations in service. Third, 
new service hours have been implemented in response 
to changes in demand rather than preceding demand. 
Historically, changes in service can be predicted by 
changes in ridership rather than the other way 
around. 

This regression is based on eight years of his­
torical data. The more data the regression is based 
on, the more confident one can be in the regression 
coefficients. However, there is no reason to rule 
out the possibility that the relations between the 
independent variables and ridership change over time. 

In order to test for this possibility, regres­
sions were performed on subsets of the data for the 
time intervals shown in Table 1. The regression 
coefficients are fairly constant except for employ­
ment. An explanation for this phenomenon is in 
order. 

In the early years of Metro, the relation between 
employment levels and ridership was low. One inter­
pretation of this finding is that there was a large 
untapped market of commuters in the early years, so 
that the level of employment had little effect on 
ridership. In the past four years, however, as the 
system has become more strongly oriented toward 
serving the commuter and as that market is approach­
ing saturation, new riders must come from new em­
ployment rather than an increased share of the 
employed. Hence, the coefficient for employment 
growth in the regression is higher than it used to 
be. 

VALIDATION OF MODEL 

During 1980 and 1981, Metro ridership underwent 
dramatic changes. These changes were due to a 
sudden end to large increases in the price of gaso­
line, rapidly declining rates of employment growth, 
and a substantial fare increase in May 1980. The 
exact behavior of the independent variables could 
not have been known at the end of 1979. However, 
there were signs that gasoline prices would decline 
and that employment rates would go down. The fare 
increase was already planned. Prepared early in 
1979, the budget document for FY 1980 predicted a 
ridership of 62.2 million. Large ridership in­
creases continued during the first few months of 
1980 and, as a result, in the spring the ridership 
estimate for the year was raised to 68.3 million. 
The projection for 1981 was increased to 77 million. 
However, by mid-year ridership growth began to 
decline. Actual 1980 ridership was 66.1 million; in 
1981 it was 66.0 million. 

Figure 2 shows projections for ridership that the 
model would have produced at the end of 1979. These 
projections use data only up to that time as a basis 
for the regression. The projections for annual 
ridership in 1980 and 1981 would have been 65.0 and 
66.6 million compared with the actual 66.1 and 66.0 
million. The percentage of annual errors would have 
been 1.7 and 0.9 percent, respectively. The maximum 
monthly error would have been 4 .1 percent, and the 
root mean square error over the 24 months, 2.0 
percent. The correlation between actual and pre­
dicted ridership would have been 0.93. With sea­
sonal and calendar adjustments taken out, the corre­
lation would have been 0.75. All in all, use of the 
model would have allowed quite an accurate anticipa­
tion of the shifts in ridership patterns. 

These years were very unusual, since there were 
wide variations in all the independent variables and 
the dependent variable. One should expect errors in 
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Table 1. Trends in regfession 
coefficients. 

Figure 2. Validation of 1980 and 
1981 data. 
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monthly projec~ions not to be so great during years 
when variables do not fluctuate so widely. 

MAKING RIDERSHIP PROJECTIONS 

One of the major objectives in the development of 
this short-term ridership-projection model was to 
produce information useful in service planning and 
budgeting. To this end, a monthly report was devel­
oped to present relevant information for wide dis­
tribution within the agency, 

The first section of the report contains monthly 
projections for 24 months of ridership. Annual 
totals are included. These are monitored closely by 
several staff members and influence judgments about 
service increases and revenue estimates. Following 
these forecasts is a history of past projections. 
These are included primarily to give people a feel­
ing for the accuracy of projections. It is more 
meaningful for people who have little statistical 
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Constant 
Employment Term 

0.47 0.53 
0.56 0.50 
0.61 0.48 
0.63 0 .55 
0.42 0.61 
0.43 0.60 
1.17 0.09 
1.19 0.04 
0.97 0.23 

June 

1981 

• . . 
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expel'ience tu see how the projections vary over time 
than it is to show the standard error or multiple 
correlation coefficient. 

Most readers of the report are not interested in 
more than the first section. However, many readers 
have taken an interest in the data on the perfor­
mance of the regression model. The regression 
coefficients are shown to give people a feeling for 
the importance of each variable. By showing the 
values of the coefficients for six months before, 
trends in the influence of the variables can be 
traced. 

The last section of the report contains informa­
tion about assumptions concerning independent var i­
ables. Historical information on real gasoline 
price and employment is included to give some basis 
for undei;standing the projections for these vari­
ables. 

fub/ication of this paper sponsored by Committee on Bus Transit Systems. 
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Connectivity Index for Systemwide Transit Route and 

Schedule Performance 

TENNY N. LAM AND HARRY J. SCHULER 

The services of a public transportation system are represented by its routes and 
schedules. The level and quality of service are, in part, determined by the abil­
ity of the route and schedule structure to serve the transportation needs of a 
service area. The concept of connectivity has been proposed for measuring how 
well the routes and schedules are integrated with respect to various transporta­
tion objectives within a framework of spatial-activity patterns. This study was 
undertaken to develop a methodology for determining the connectivity of the 
routes and schedules of an entire public transit system that serves a part or the 
whole of the service area. The objective is to use connectivity indicators as 
quantitative tools in the evaluation of service-delivery strategies. An investiga­
tion of the graph-theoretical connectivity by computer simulation found the 
mean of the reciprocals of the trip lengths of a representative sample of trips to 
be a good connectivity indicator. This indicator ties together the degree of con­
nectiveness with the level of network development. It also offers a consistent 
picture of the level, as well as the quality, of connections offered by the route 
and schedule network structure. 

The objective of the study is to introduce a method­
ology for defining and measuring network connec­
tivity (]) for the purpose of evaluating transit 
system design and transit performance. The formula­
tion provides a standard framework for evaluating 
problems of transit system performance on the basis 
of connectivity. The relevance of this line of 
inquiry lies in the overall importance of quality­
of-service measures in assessing both the efficiency 
and effectiveness (1) of resource deployment and 
system design from a management or planning perspec­
tive. 

In transit management practices, level-of-service 
measures are difficult to develop. First, there are 
many factors related to service quality (e.g., 
walking distance to transit stops, waiting time, 
travel time, and number of destinations served) that 
make it a multidimensional construct. Second, a 
transit system consists of many different routes. 
The extent to which the routes are integrated (to 
accommodate for transfers with a minimum of inconve­
nience) determines many of the service qualities of 
the transit system. Third, public transportation 
must be designed to serve peoples' needs. Percep­
tions of a transit system are influenced directly by 
individuals' use of the system and indirectly by the 
marketing program of the system operator. Because 
the perceived quality of service would likely not be 
the same to each individual engaged in travel, an 
analysis of the degree of network connectivity 
associated with fixed-route transit is a challenging 
research problem. 

PROBLEM DEFINITION 

Transit connectivity, defined as "the ability of a 
transportation network to provide the maximum number 
of origin-and-destination trip pairs through the 
optimal integration of routes, schedules, fare 
structures, information systems, and modal transfer 
facilities" (1_) , may serve as a valuable framework. 
This basic definition encompasses many of the con­
siderations associated with the traveler's decision 
to use or not to use public transportation. 

In modern transit management practices, quantita­
tive information is required to develop evaluation 
tools that are necessary to assess system perfor­
mance (!). In this context, connectivity is one of 
several measures useful for this purpose. However, 

it may be unrealistic and impractical to evaluate 
system performance on the basis of connectivity on 
any scale other than a relative one. As a relative 
measure of system performance, connectivity can 
provide useful information on alternative resource 
deployment and alternative system design. On an 
absolute basis, system comparisons would be contro­
versial because of the uniqueness of environmental 
factors, route conditions, and operating character­
istics that are uniquely associated with each tran­
sit system. Transit operators should realize these 
problems in order to render connectivity a meaning­
ful role in management applications. 

The basic managerial use of connectivity is as a 
standard against which a transit system might be 
compared. Deviant properties of the system would 
then be likely candidates for detailed examination. 
Connectivity measures may also be developed for 
performance characteristics. For example, one may 
consider connectivity as the percentage of potential 
or targeted trips that are served by the transit 
system with specific trip-time and distance perfor­
mance measures. As one varies the performance 
specification, the connectivity indicators would 
also change. Because the performance level to be 
used is purely subjective, a continuous depiction of 
system performance with respect to the specification 
would allow the application of the base information 
to a number of potential situations. The approach 
eliminates the use of subjective value constraints 
in the application phase. 

Other areas of potential use include evaluating 
route performance (both existing and proposed new 
routes) and periodic monitoring of transit opera­
tions on the basis of public investment in transit 
and derived benefits. Minimum standards for the 
continuation of service can be established and 
linked to route performance. In this manner, chang­
ing demand for transit service could be evaluated 
and the decision to continue or discontinue service 
could be internalized in the evaluation process. 

In a public or quasi-public organization such as 
transit, evaluating public spending or investment is 
becoming increasingly important (_~} • Frugality is 
rapidly becoming a watchword in government appropri­
ations. This consciousness with regards to the 
investment of public funds gave rise to the trans­
portation system management (TSM) philosophy intro­
duced originally in the 1970s. Consistent with the 
objectives of TSM, periodic monitoring of transit 
operations on the basis of connectivity can be 
linked to public spending in order to establish a 
return on investment in terms of overall perfor­
mance. The potential exists to develop an approach 
that can make the evaluation of system performance 
more effective. 

STUDY APPROACH 

Two levels of transit connectivity are addressed. 
The first is the degree of connections between urban 
spatial locations provided by the transit network. 
For example, the degree of connections can be mea­
sured by the number of employment opportunities or 
locations accessible to transit from a particular 
residential address or by the number of homes that 
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are within reach of a major shopping center by 
public transportation. This may be looked at from 
the point of view of mathematical graph theory. The 
connections between the spatial points may represent 
the idealized transit lines or they may represent 
point-to-point accessibility via Llae Ll:ansit system. 
Transit connectivity expressed within a graph or 
network context is traditionally known as accessi­
bility. Usually, accessibility means the ability 
provided by a transportation system to a person at a 
particular place such that he or she may go to other 
places that serve his or her needs. To what extent 
a transit system provides members of the community 
with accessibility would be one basis of evaluating 
transit system effectiveness. A transit network 
with many well-planned and coordinated lines would 
enable individuals within the service area to use 
public transportation to satisfy most of their 
-- 1- !, .!L -- ----"- ..Ll.. ____ _c _ __ _ - ·· -L - .L.----!.1.. -••-"--- !-
JllVU.l..L.ll.Y llt:'t:'U:Oi l.UC.Lt::J..Ul.'1:1 t)U'-U a ""'LD.11..,J.I... ,;;i.1,;,,'-11;;111 ..i.o:> 

well connected. On the other hand, a transit opera­
tion that has only a small number of disjointed 
lines would be poorly connected. An evaluation of 
the spatial configuration of transit service to 
different places within the service region can hence 
be made on the basis of some aggregated and weighted 
accessibility measures. One may expect that system 
accessibility measures would be strongly related to 
graph-theory-type connectivity indicators. A dis­
cussion of the graph-theory approach can be found in 
the literature (_§.-16). 

A network of links and nodes, however, does not 
reflect the quality of service offered to users and 
potential users. It does not show the travel time, 
waiting time, walking distance, number of transfers, 
and transfer time. These user-oriented attributes 
can greatly affect user and community perceptions of 
the system's performance, ridership, and management 
policies. More significantly, a network representa­
tion fails to recognize the importance of system 
planning and the design of the route and schedule 
structure that are so essential for the efficient 
deployment of the often limited transit resources in 
order to maximize the system objectives. To take 
into consideration the route and schedule influence 
on the level of service offered to the users, a 
second level of transit connectivity indices needs 
to be introduced. 

In order to look at transit connectivity in the 
Proper perspective, it is necessary to consider the 
total system and problem setting and the different 
levels of factors that influence the development of 
the transit network, routes, and schedules and the 
quality of the services rendered. The system and 
problem setting can be viewed as a set of overlaying 
strata. They are the geographical terrain; the 
spatial-activity structure; the transit network, 
routes, and schedule; and the trip characteristics. 

Each stratum represents temporal and/or spatial 
characteristics. By superimposing one on another, 
the effect that each level has on connectivity can 
be envisioned. For example, an area with natural 
barriers that channels urban development along 
narrow corridors has a positive influence on transit 
network, routes, and schedules. Relatively frequent 
transit services are provided and good connectivity 
is obtained because of the linear nature of the 
development. A simple route would provide connec­
t ions between all places. A small number of vehi­
cles on this single route would provide a high level 
of service without any need for transfers. On the 
other hand, for an area where the terrain is flat 
and urban development spreads in all directions, an 
extensive network, route, and schedule structure is 
necessary in order to achieve good spatial connec­
tivity between all places, An extensive network 
with complicated routes and schedules is required to 
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provide connections between all places. Even with 
greater expenditures, the services may not be as 
good as that for the linear city because the trips 
are so diverse that few trips may share the same 
direct routes. 

A comparison of the performance uf the LransiL 
network, route, and schedule systems cannot be made 
without recognizing the differences in the under­
lying geographical and spatial-activity distribu­
tions. For example, implicit in a bus transit 
network is an underlying highway network. A bus 
transit network, for all practical purposes, is a 
subset superimposed on the highway network. The 
urban structure also mirrors the shape, form, and 
function of the highways, which blend together the 
collective effects of geographical terrain, spatial 
distribution of activities, and urban development 
forces. There is an intricate interrelationship 
becween che performance of a transit syst~m and th~ 
dominating influence of highways. It would be 
difficult, if not impossible, to isolate the effects 
of the highway system on the transit network and the 
performance of the transit system. The influence of 
other transportation modes is also embedded in the 
connectivity and the service quali t y o f any one mode 
of interest. 

Transit connectivity must therefore be weighted 
by the trip patterns, although total ridership does 
not have a direct role on connectivity measures. 
Because transit demand is a function of many var i­
ables, including connectivity, the part of the total 
system demand that is subjected to the influence of 
system connectivity can serve as a basis for evalu­
ating the performance of the transit network, 
routes, and schedule. Theoretically, connectivity, 
as a measure of how well the transit services are 
integrated through the coordination of routes, 
schedules, fare, etc., does not necessarily depend 
on demand. In reality, most transit operators cater 
to where existing or potential demand is the high­
est. The resulting transit system configuration 
reflects a great deal of the demand characteristics. 

Transit operators have employed many different 
strategies in planning routes and schedules to 
effect the best services to the public. For exam­
ple, take the use of timed transfer points. Timed 
transfer points are used to organize multiple nu­
cleus radial routes such that maximum transit acces-
sibility is provided for local collection and dis­
tribution and regional coverage with a relatively 
small number of simple routes. Although transfers 
may be required in such a network for many trips, 
there is a trade-off between short and coordinated 
transfers and areawide transit accessibility under 
the constraint of limited resources. Another exam­
ple would be a highly directional commuter bus 
system that only provides accessibility between a 
limited number of spatial points but at a very good 
level of service for those who can use the system. 

In addition to the four strata of system setting 
discussed previously, the key issues of community 
support, resource allocation, and management philos­
ophy cannot be overlooked, especially in interpret­
ing differences between systems. These issues, by 
themselves, do not enter into the measurement prob­
lem of connectivity, but the specification of the 
measures, the aggregation and sampling procedures 
for the data, and the interpretation of the indices 
depend on the policy viewpoints and the problem 
contexts. 

The connectivity methodology developed here first 
ties resource input directly to system structure and 
system structure is then tied to performance out­
puts. In the form of a one-dimensional indicator, 
connectivity becomes a surrogate of resource input 
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Figure 1. Conceptual framework of network input and output and their rela­
tions with connectivity indicator. 
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and a surrogate of performance. In other words, the 
connectivity indicator is a reflection of both the 
level of input and the level of performance. In the 
sense of being a gross approximation of the charac­
teristics of the overall system, connectivity is 
useful for comparing system alternatives between 
vastly different systems with respect to the quality 
of the route and schedule structure. Implicity 
embedded in the connectivity indicator should be a 
qualitative reflection of the level of system input 
and the level of system output. This concept is 
illustrated in Figure 1. 

There have been many connectivity indicators 
proposed from graph and network theory points of 
view. Unfortunately, these indicators were found to 
be inadequate for the objective discussed here. 
Attention was given to the trip times as the focus 
of service quality. The travel time from origin to 
destination should be as short as practicable in the 
most extensively developed system with well-designed 
routes and schedules. Therefore, trip time is a 
good measure of the quality of the service in terms 
of mobility. However, the accessibility question 
must also be addressed. In other words, one cannot 
overlook the question of how well the transit ser­
vices serve places--namely origins and destina­
tions. The extent that places are connected by 
transit may be expressed in the form of the percent­
age of potential trip origin-destination pairs 
serviceable by transit. The primary focus of the 
study was on how to integrate these two level-of­
service qualities that are determined by the route 
and schedule structure. 

RESEARCH FINDINGS 

Many network-connectivity indicators previously 
introduced have been examined with respect to their 
ability to represent the level of network develop­
ment and system performance. System performance can 
be measured by both the directness of the route 
between an origin and a destination and the level of 
connectedness between all origins and destinations. 
None of the existing network-connectivity indicators 
offers a consistent picture among the level of 
resource input, number of links in the network, and 
output performance. Details of the investigation on 
graph-theory-related connectivity measures can be 
found elsewhere (17). 

A new indicator was developed in this study. 
This indicator is the harmonic mean trip time for a 
representative sample of trips. When different 
experimental networks were examined under this 

19 

indicator, it showed the expected correlations 
between the input and output measures. Suppose 
there are n trips that are representative of the 
travel within the service region of the transit 
system. Each trip is identifiable by its origin 
Oi and its destination Di. In a fully developed 
network it can be assumed that potentially a large 
number of routes should be available, such that 
every origin-destination pair in the service region 
is served by the system at some standard rate of 
service in terms of frequency and overall trip 
speed. For the n trips in the representative sam­
ple, the trip times can be determined under this 
hypothetical fully developed system. If Ti is the 
trip time (weighted or unweighted for access time, 
waiting time, on-board time, and transfer time) of 
the ith trip in the sample between Oi and Di in 
the fully developed system, the harmonic mean is 
given by the following: 

T = 1/(1/n)[(l/Ti) + (l/T2) + ... + (1/Tn)J (1) 

Most networks, however, are much less developed 
than the hypothetical fully developed case. There­
fore, for the same n trips in the sample, the actual 
travel time for trips i will be much longer than 
Ti. Let the actual trip time for trip i between 
Oi and Di be denoted by ti. A harmonic mean t 
of the actual trip time can be calculated as follows: 

(2) 

The connectivity indicator, which is the 
normalized reciprocal harmonic mean trip length, or 
R, is given by R = T/t. Because T is for the ideal 
case of full development, the actual trip time ti 
is at best equal to the ideal trip time Ti and 
would be longer f_?r m~st trip, i.e., ti ;;. 
Ti. As a result, t ;;. T and 0 .;; R ,;; 1. If R 
is equal to 1, the system is ideal. However, if 
trip i in the sample cannot be served by the system, 
we assume the actual trip time to be infinite, i.e., 
ti = m. This also reflects the quality level of 
the transit service. When the travel time is long 
(in some poorly connected case this can be many 
hours or days), the reciprocal l/ti is small and 
contributes little to the harmonic mean. In the 
extreme case, when ti m, l/ti o. For 
example, if there are five trips in the sample, let 
their ideal trip times be 25, 5, 16, 8, and 35 min. 
The harmonic mean T of the ideal trip times is as 
follows: 

T = 1/(1/5)[(1/25) + (1/5) + (1/16) + (1/8) + (1/35)] = 10.96 min (3) 

Suppose for the actual network the second and fourth 
trips are not connected and the actual trip times 
are 25, m, 20, m, and 40 min. The harmonic mean 
t of the actual system is as follows: 

t = 1/(1/5)[(1/25) + (1/00) + (1/20) + (1/00) + (1/40)] = 43.48 min (4) 

The resulting connectivity indicator R is then 

R= T/t = 10.96 min/43.48 min= 0.25 (5) 

If the actual trip times for the five trips are 26, 
60, 20, 45, and 35 min instead, 

t = 1/(1/5)[(1/26) + (1/60) + (1/20) + (1/45) + (1/35)] = 32.07 min (6) 

and 

R = 10.96 min/32.07 min= 0.34 

In the extreme case when no transit service is 
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Figure 2. Network connectivity performance C/Cmax plotted versus level of 
network development Pa· 
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Figure 4. Correlation between network connectivity performance index 
C/Cmax and reciprocal normalized harmonic mean trip length. 
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provided, the connectivity indicator R, so defined, 
is zero. 

The results from the research experiments are 
shown in Figures 2, 3, and 4. Figure 2 shows the 
usual quantitative connectedness measure C/Cmax• 
where C is the actual number of origin-destination 
pairs connected by the network, while Cmax is the 
total number of origin-destination pairs in the 
sample. This indicator is related in Figure 2 to 
the level of network development Pa• The indica­
tor Pa i s the ratio of links between the actual 
system and the hypothetical fully developed system. 
One can see that as more and more links are pro­
vided, Pa increases. As Pa increases, the 
connectedness offered by the system also increases. 
However, the index C/Cmax does not provide any 
insight into the quality of the connections. The 
relation between C/Cmax and Pa is also undesir­
Cd.Jle be(.;ause uf its abrupt change in the middle 
range of network development, namely when 0.2 .;; 
Pa .;; 0,5, 

However, the normalized inverse harmonic mean of 
trip length R offers a much more smooth relation 
with Pa• As a result, a better differentiation 
between system performances is possible, as shown in 
Figure 3. Moreover, Figure 4 shows a very good 
relation between C/Cmax and R. The result sug­
gests that R is a very satisfactory indicator. 
Because trip length is used in this indicator in­
stead of some abstract mathematical notions, the 
usual representation of system service by trip 
length (i.e., time) and the weights associated with 
the different components in trip length (or time) 
can be maintained. The weights developed from 
attitudinal and behavioral studies are useful to 
reflect the human perception of the quality of the 
transit services • 

METHODOLOGY 

There are two remaining problems that must be re­
solved in order to make the connectivity indica­
tor--the normalized reciprocal harmonic mean trip 
time R--operational. One is the strategy for sta­
tistical sampling and another is on establishing 
some reference of the indicator to local geographi­
cal, highway system, and transit system conditions 
that are unrelated to the quality and performance cf 
routes and schedules. 

Definition of Study Area 

The definition of the study area is a policy-ori­
ented issue and is beyond the realm of the present 
research. However, some general discussion can be 
offered here as to how the definition of the study 
area may be addressed. If the policy question is on 
the service quality within the transit district at 
large, the study area should be the entire district. 
A study area so defined will yield a connectivity 
indicator that is broadly based from the point of 
view of the total community, independent of the 
marketing and operational strategies. Another 
definition of the study area is the effective ser­
vice area, which may be the area covered within 0.25 
mile on both sides of all transit routes. However, 
express routes should be defined with service areas 
that are within the actual or expected catchment 
basin of each station or terminal • 

The distinction between total district area and 
effective service area does not pose any difficulty 
for the connectivity-measurement procedure developed 
here. Both spatial connectivity and within-system 
connectivity are measured. In general, system 
connectivity should integrate both. Therefore, the 
definition of the study area is not too critical. 
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More significant is the definition of the perimeter 
and the size of the total area. The exact defini­
tion is an administrative and policy matter and is 
not a technical issue. 

Procedure for Developing Trip Samples 

The basis of the connectivity indicator is the 
travel characteristics of the target population of 
the transit operation. The target population may 
consist of everyone in the metropolitan area or may 
consist of the potential and present users of the 
transit services or special subgroups. The special 
subgroups may be the patrons of particular land use 
types or particular social services or certain 
socioeconomic groups. 

It is neither practical nor necessary to calcu­
late the connectivity of the service offered to each 
and every trip of the entire target population. All 
of the required information can be obtained by 
evaluating the service to a small sample that repre­
sents the trip characteristics of the entire popula­
tion. Statistical sampling is widely used in all 
kinds of surveys, in engineering and scientific 
studies, and in management practices. In transpor­
tation, almost all the information used in planning 
and analysis comes from samples of a very small 
number of individuals and trips. In home-interview 
surveys, the percentage of households included in 
the studies varies from 20 percent in small cities 
to about 2-3 percent in large metropolitan areas. 
Most transit surveys usually involve samples of less 
than 1000 individuals. 

Within the context of the present study, two 
strategies may be used to develop the trip sample. 
Where there already exists an extensive travel 
survey conducted recently, the survey may be used. 
Depending on the connectivity indicator to be devel­
oped, the entire trip sample may be used if the 
travel time and travel distance are included in the 
survey. If only origins and destinations are avail­
able from the survey, travel times and distances may 
have to estimated. The estimation of travel times 
and distances is costly and time consuming and, 
therefore, only a small sample is practical. 

Est i ma tion o f Sy s tem Pe r f ormance 

Travel time on the transit system is used as the 
basic data for determining the connectivity indica­
tor. For each of the trips in the sample it is 
necessary to measure the transit time, the distance 
between the origin and destination, and, if access 
time and waiting time are included, the estimation 
of the access and waiting time. The transit time 
should include all transfer times and number of 
transfers as well as walking time between transfer 
points. Previous studies have indicated that tran­
sit users place more weights on access times, wait­
ing times, and transfer times than on the on-board 
times. By determining these separate time elements, 
proper weights can be assigned to them and a 
weighted total transit travel time may be determined. 

For the connectivity measuring concept developed 
here, there is no need to set arbitrary cut-off 
criteria on whether a trip is effectively connected. 
The contribution of a long trip {even unrealisti­
cally long) can be readily incorporated. The longer 
the trip time is relative to average transit system 
performance, the less its value is in terms of 
spatial connectivity. 

The determination of the travel-time elements is 
based on the origin, destination, and starting time 
of the trip. Knowing the input information, the 
travel time can be determined from transit system 
route maps and timetables. If more accurate infor-
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mation is required, the transit travel time, etc., 
can be actually measured by taking the actual ride. 
However, it is inconceivable that such a procedure 
is necessary unless the timetable information is 
very inaccurate. Occasionally, in the absence of 
trip-time information, the connectivity indicator 
can be measured in terms of route distance between 
the origin and destination of the trip. The dis­
tance information is useful to complement the time 
information, rather than in lieu of the time infor­
mation. 

The purpose of determining the transit route 
distance and the straight-line distance is to facil­
itate the development of the reference base neces­
sary for making connectivity indices comparable for 
different transit operations. In the connectivity 
indicator, the reference base is the travel time on 
a hypothetical transit system that is fully devel­
oped. By fully developed, the average speed on the 
transit system without transfers is applied to the 
most direct highway route that connects the origin 
and destination of a trip in the sample. Therefore, 
it is necessary to determine the average transit 
system speed and the average highway speed. In 
addition to the ratio between transit route distance 
and straight-line distance, the ratio between auto­
mobile-route distance and the straight-line distance 
is also useful. This information may be obtained 
for the trips in the trip sample or independently. 
Actual field measurements may be used from standard 
transit and traffic travel-time studies. Or, where 
there exists an updated urban transportation plan­
ning analysis network, the information may be ob­
tained from computer network analysis. 

Calculation of Connectivity Index 

Table 1 gives an example of the type of information 
for a sample of 30 trips. Of the 30 trips in the 
sample, 10 are not served by transit. For these 
trips, the transit travel time is infinite. The 
first step in the calculation is to compute the 
reciprocal of the harmonic mean by the formula 

(t)" 1 = (l/n) £ (1/t;) (8) 
1=1 

where ti is the total transit time in column 4 of 
the table. 

For the example in Table 1, 

(t)"1 = (1/30)(0.74) 

= 0.024 58 (minr' (9) 

and {t) = 40.68 min. In order to determine the 
reference base, the travel times of all the trips in 
a fully developed transit network are estimated. For 
the fully developed transit network, the direct 
route is assumed to be the shortest highway route. 
On this fully developed network, transit speed is 
assumed to be the route speed for those transit 
trips that are served. The route speed is given in 
column 9, which is determined from the on-board time 
and the transit-route distance. The on-board time 
is the total transit time minus the transfer time. 
Multiplying the average of column 9 to the highway­
route distance in column 8, the value ti is given 
in column 10 to represent the equivalent transit 
travel time over direct routes between the origin 
and destination over the fully developed transit 
network without transfers. The average route speed 
for the example is 17. 35 mph. The reciprocal har-
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Table 1. Example of transit performance data. 

Total Transit- Transfers 
Transit Route On-Board 

Trip Time Distance Time Time 
No. Origin Destination (min) (miles) No. (min) (min) 

I 2804 4710 
2 3403 3401 
3 1802 4714 103 I8.2 2 35 68 
4 3004 I50l 5 2.6 0 0 5 
5 2702 I803 5 1.45 0 0 5 
6 1802 1508 70 4.8 I 55 I5 
7 2902 4401 48 10.7 I 5 43 
8 J607 IJ03 ')') 22.15 2 20 79 
9 2702 4302 57 13.7 2 8 49 

IO I50I 2102 35 6.65 1 10 25 
11 4399 4705 56 10.0 I 6 50 
I2 1206 471 l 
I3 1402 2501 49 11.7 13 36 
14 2101 3501 51 12.8 10 4I 
15 36ii 4702 25 J.G ~· 
I6 47IO I207 
17 I90I 2908 
I8 I602 I706 
19 1803 3601 
20 2I02 2903 
2I 47I I I402 IOI 21.2 2 30 71 
22 5004 4803 
23 I203 3901 73 17.5 2 13 60 
21 3302 1603 73 I4.4 2 20 53 
25 4301 1801 103 19.25 2 35 68 
26 3606 2807 49 11.4 1 5 44 
27 4704 3403 39 7.45 l 10 29 
28 2903 471I 46 8.3 I 10 36 
29 2908 4706 
30 5002 1302 42 11.8 10 32 

monic mean of the ti's in column 7 is as follows: 

(1}1 = (l/n) ri (l/t[)) 
1= 1 

= (1 /30)(1.65) 

= 0.054 89 (minf1 (10) 

and T = 18.22 min. By using the concept that the 
connectivity indicator is the ratio between the 
actual reciprocal harmonic mean transit time and the 
reciprocal harmonic mean transit time on a hypothet­
ical fully developed network, the connectivity 
indicator R is given by R = T/L For example, the 
connectivity index of t he transit network that 
serves the 30 trips in the sample is as follows: 

R = 18 .22 min/40.68 min= 0.45 (1 I) 

CONCLUSIONS 

The objective of this study is to develop opera­
tional indices to represent the ability of a transit 
system to connect urban places and the quality of 
service provided on the connections. Connectivity is 
related first to the structure and the level of 
development of the transit network. Then the con­
nection between two points on the transit network is 
influenced by the coordination of the routes and 
schedule. The routes and schedule, in turn, are 
influenced by management policies on resource allo­
cation and deployment. 

The difficulty for developing connectivity in­
dices lies in the many complex interacting factors 
involved in transit service delivery . There are 
great differences among the geographical, land use, 
highway, and user characterist ics between reg ions. 
The indicat ors developed. must , hence, incorporate 
other measures that could be used as references from 
which the actual performance of the network, routes, 
and schedule of the transit system can be measured. 
The resulting measurement should be realistic in 
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Transit-
Highway Route Transit Time, 
Distance Speed Fully Developed 
(miles) (mph) Network (min) 

I6.8 58 
3.2 II 

13.0 16.1 45 
2.8 31.2 10 
1.5 17.4 5 
3,5 19.2 12 
5.9 14.9 20 

11.1 17. l 18 
9.4 16.8 33 
6.7 16.0 23 
5 .1 12.0 18 
4.9 17 
8.0 19.5 28 

1 I .4 18.7 39 
' ~ " < !6 
6.7 23 
2.3 8 
5.6 19 

18.0 62 
13.2 46 
14 .5 17.9 50 
7 .9 27 

10.9 l 7 .5 38 
6.1 16.3 21 

12.1 17.0 42 
7.5 15.6 26 
3.0 15.4 10 
8.2 13 .8 28 
2.7 9 
6.4 22.1 22 

representing subjective evaluation of the quality of 
connectivity, flexible in allowing different data­
collection procedures to be used, and robust in its 
applicability to all systems. 

In this study, the main focus is on identifying 
the contribution of transit system connectivity to 
the overall performance of how well urban-activity 
connections are served by transit. The study ap­
proach involves looking at the problem from the 
perspectives of graph theory, urban transportation 
planning models, and statistical sampling. Attempts 
were made to develop sets of measures that would 
reflect, as much as possible, transit connectivity 
viewed from bo th access ibility a nd level- o f-service 
points of view. The evaluative and performance 
measures such as accessibility and quality of ser­
vice are commonly used in almost every aspect of 
transportation planning. They reflect many impor­
tant planning and management factors. Connectivity 
of the transit system's network, routing, and sched­
uling is only one of the factors . Care must be used 
in not confusing the ·evaluative and performance 
measures with connectivity measures, despite the 
fact that connectivity reflects the level of transit 
service. 

A number of remaining questions need to be ad­
dressed before full implementation and application 
should take place. One question is the sensitivity 
of the indicator to sample size. This question can 
be readily resolved with a sensitivity analysis of 
the results with samples of different sizes for the 
same area. The next question is on how trip samples 
should be drawn with respect to different types of 
issues. Should spatial area or traffic zone be used 
as the trip sample base? Should the sample be based 
directly on a surveyed sample of trips or a sample 
of trips from available planning model information? 
Should 24-h trips be used or trips within some 
specific period of time ? Should the trips be sam­
pled for weekdays as well as weekends? Should 
transit trips be used or should all personal trips 
be used? 
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The sampling questions cannot be answered except 
within the specific context of a problem or issue to 
be addressed. When application is to be made, it is 
necessary to first detail the objectives of the 
application. What exactly is of interest within the 
policy and issue context? What role does the route 
and schedule play within the context? How does 
connectivity enter into the consideration? What 
would the indicators mean with respect to the is­
sues? How should the indicators and the results be 
interpreted in answering the questions being ad­
dressed? 

With respect to the application to be made, an 
interview with managers of each of the transit 
operations to be involved should be made to qualita­
tively determine the subjective impressions of those 
intimately knowledgeable of the systems. The calcu­
lated indices must also be correlated with the 
subjective impressions. The purpose of the indices 
is to provide a systematic basis of estimating and 
quantifying subjective impressions. Therefore, the 
indicators should correspond to the collective 
wisdom of the experts. A good correlation between 
the quantitative and subjective evaluations should 
adequately validate the methodology and the proce­
dure. As a result, the connectivity indicator would 
then have the necessary credibility and accept­
ability for full implementation. 
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Automation in 

Management: 

Public Transit Operation and 

Update 

DONALD WARD, MICHAEL COUTURE, RICHARD ALBRIGHT, AND GRANVILLE E. PAULES 

The concept of a system of operations, planning, and management tools for 
transit operators is discussed in light of recent developments in automation. 
Minicomputers and microcomputers have improved the ways in which com· 
puters are perceived, increased their acceptance, and vastly increased their po­
tential uses for transit planning. This paper discusses the elimination of bar· 
riers to the use of automation, some events that create an ideal opportunity 
foi development of an operations planning system, and a general concept for 
use of microcomputers and automated tools. A sample application that involves 
the analysis of route-level data for the purpose of route-performance evaluation 
is µri:sstm i~J. D~)ly11 l~>i..it.S. 'fvi Lt~ dcvck.piiiiiii!: uf !iui'i::t ~~~;~!:::::::-:~ t~~!~ ~~e 
discussed. 

The decade of the 1970s was a period of expansion 
for the transit industry. As the demand for transit 
rose, in part due to the rising costs and intermi t­
tent shortages of gasoline, coverage was extended to 
more outlying areas of urban regions and service 
hours were increased. Ridership and revenues in­
creased but not as fast as operating costs. Defi­
cits were covered by both the federal government, 
which initiated the Section 5 operating assistance 
program (Urban Mass Transportation Act of 1964, as 
amended), and by local and state sources, which 
appeared willing to increase their support to tran­
sit. In general, there was not a strong incentive 
for most operators to vigorously seek ways to im­
prove productivity and keep costs to a minimum. 

Now, a new conservatism, spearheaded by a new 
administration, has led to changes in transit oper­
ating philosophies and the need to review and revamp 
the service provided. Financially hard-pressed 
local areas can no longer support rapidly r is1ng 
operating costs and must accept cutbacks in service 
and fare increases. The planned phase out of fed­
eral operating assistance over the next few years 
will also hurt, particularly small and medium-sized 
properties. 

.O.lthough federal funding support. is being re­
duced, the federal government recognizes the sub­
stantial payoff in supplying the transit induscry 
with technical aids and information designed to 
improve service delivery. Transit operators have 
never had the appropriate tools to be able to plan 
and operate service at a high level of efficiency. 
Further, they have rarely had even the information 
required to make good decisions consistently. In 
the current planning and operating environment, the 
ability to forecast the results of possible service 
and operations changes may be essential to the sur­
vivability of many operators in the coming lean 
years. As an example, most operators cannot esti­
mate the net revenue impact of an operating change 
or, even in some cases 1 whether the impact might be 
positive or negative. 

Th is paper describes the potential development 
and use of a system of automated tools that will 
enable transit operators to plan, maintain, and 
operate service efficiently (i.e., at a level of 
efficiency that will be acceptable to those who use 
it and to those who pay for it). 

BACKGROUND 

The concept of a system of transit planning, manage­
ment, and operations aids in the form of handbooks 
and especially automated tools is not new. An early 

comprehensive description of what such a system 
should entail was prepared by the Transportation 
Systems Center in 1978 (_J). That paper discussed 
the requirements of an operations-planning system 
(OPS) based on a number of structured conversations 
with transit operators across the country. The 
paper presented several examples of appli!cations and 
a possible system design. In addition, it described 
in some detail the performance requirements and 
preferences for computer hardware and software capa­
bilities that were perceived to be appropriate at 
the time. 

Another 1978 paper (2) prepared by the Urban Mass 
Transportation Adminis~ation (UMTA) outlined many 
of the potential applications and benefits of auto­
mated data processing in the transit industry. It 
also suggested exploitation of emerging low-cost 
minicomputer and microcomputer technologies and 
state-of-the-art communications methods. A 1980 
paper (ll updated the OPS concept by describing 
potential uses of the still-evolving microcomputer 
and minicomputer technologies. It also raised a 
number of issues relating to how automated processes 
could be designed and developed. 

Since these papers were written, a number of 
events have taken place that provide increased impe­
tus for the development of an OPS and suggest 
slightly different frameworks for both its develop­
ment and use. First, the transit industry is again 
experiencing severe financial difficulties. The 
past decade saw expanding service and steadily in­
creasing operating assistance at local, state, and 
federal levels. Operations and planning needs were 
often focused in such areas as new route design or 
schedule improvement. Al though these remain impor­
tant topics for planning-method improvements, a 
shift in emphasis is necessitated by the new transit 
operating environment. Reductions in operating 
subsidies that are forcing higher fares and service 
contructions ~ill require a redir2ction of operatin~ 
policies toward improvements in productivity and 
efficiency. Thus, tools that will quickly evaluate 
the effects of alternative fare increases and/or 
service changes are needed. Capital-planning tools 
to achieve the proper balance between facilities and 
operating costs are of extreme importance. Perfor­
mance evaluation, cost analysis, and management 
information reporting are areas where help is needed 
badly, and soon. 

Another significant event is the release of the 
first year's worth of Section 15 operating data 
(Urban Mass Transportation Act of 1964, as amended) 
(_1). Now that comparable operating and financial 
information from most of the country's transit prop­
erties is available for all to see, it is certain 
that operators will become much more aware of areas 
for improvement and will appreciate help in realiz­
ing potential gains. 

A third major event of relevance to transit 
planning is the rapid growth in the availability and 
use of small computers, which now can be found in 
common use in schools, libraries, small businesses, 
hospitals, and homes. Standardized components, 
peripheral equipment, and a variety of useful and 
inexpensive software make small computers ideal for 
an OPS. Their features and advantages have signifi-
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cant benefits for both the development of an OPS and 
the nature and extent of its use. 

This paper describes a development philosophy for 
the OPS, a concept for its use, and a scenario for a 
subset of planning modules that would be representa­
tive of the system. 

ELIMINATION OF BARRIERS TO USE OF AUTOMATION 

There are a number of reasons why automated planning 
tools have not been extensively developed for the 
transit industry and why those that are available 
have not been widely used. The most important of 
these is cost for both development and use. Al­
though the costs of computer hardware and machine 
time have been decreasing steadily for many years, 
it is only recently that the price of using automa­
tion would not represent a significant item in the 
budgets of small and medium-sized transit properties. 

Today, for example, a microcomputer and associ­
ated peripheral equipment with significant capabil­
ities and capacity can be bought for less than 
$10 000, and this figure will likely fall further. 
Also, there are no computer use charges. 

However, the cost and time required to develop 
software for larger machines are items that have not 
decreased substantially, if at all. Thes·e costs, 
combined with other problems discussed below, have 
inhibited the development of planning tools for the 
transit industry. The risk of an expensive effort 
that might only result in limited use was too great, 
in many cases, to allow development to take place. 

It is likely that cost efficiencies associated 
with microcomputers and minicomputers can change the 
nature of software development. For example, a 
large and increasing volume of commercial software 
that is transferable across a variety of machines is 
available. These packages, which approach the power 
of software that costs tens of thousands of dollars 
and that can be bought for a few hundred dollars or 
less, can be easily modified and tailored to transit 
planning and operations needs. If applications 
software developed on and for small machines can be 
acquired or built quickly and inexpensively, and if 
there is confidence that it will receive wide ac­
ceptance and use, then the need for a slow, system­
atic, and totally integrated design approach is 
vastly reduced. Rather, software modules for a 
variety of planning and operations applications 
should proceed in a fast parallel-track effort. 
Several approaches to addressing the same problem 
can be developed concurrently. Tools of a more 
experimental nature can also be built and quickly 
distributed to a select group of operators for 
assessment. Software can be tested, modified, and 
tested again or later upgraded, replaced, or 
scrapped if appropriate--all of this at a cost much 
less than that of traditional software development. 
Ease of maintenance and modification will also allow 
planning tools to be tailored to the needs of indi­
vidual properties that have operating and financial 
processes that are rarely identical. 

Until recently, the skills required to use com­
puters and terminals were significant; hardware and 
software design was not user-friendly. Now, since 
no special skills or training are necessary to use 
microcomputers and many minicomputers, no special­
ized personnel need be hired or regular personnel 
sent to training courses. 

Another general reason for limited use of automa­
tion is the psychological barriers involved in using 
larger facilities, which traditionally were felt to 
be imposing and intimidating. Many subconscious 
fears have been identified in conjunction with com­
puter use (~). Terminals connected to a remote site 
are associated with fear of the unknown. Users of 
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terminals or batch-processing facilities experience 
a feeling of lack of control.. They may worry about 
the possibility of causing program blow-ups or sys­
tem failures. They may fear embarrassment at making 
errors or appearing ignorant. Many of these prob­
lems apply particularly to managers and executives. 

The new small machines, particularly microcom­
puters, eliminate most of these difficulties. 
Judicious design of software and user interface 
relies on a comfortable dialogue, eliminates jargon 
and job-control language, and can result in a vir­
tually error-proof system. The instant response, 
compactness, and proximity of microequipment lead to 
a user atmosphere of control and privacy. 

Finally, the state of the art of computer hard­
ware and software has been advancing so rapidly in 
recent years that it was difficult to plan and de­
sign a software system that would not be obsolete in 
some aspects when it was finished. Although com­
puter advances are not likely to slow, the basic 
features of today's small machines (e.g., personal 
operation, range of purposes, layman skills, etc. l 
are not likely to change. 

The general population is becoming more and more 
comfortable with the use of computers. Witness the 
tremendous growth in 24-h cash-dispensing machines. 
In part this is due to the increased exposure of 
students at all educational levels to computers and 
to the increased use of computers in diverse facets 
of our daily lives. These trends may be even more 
relevant to the transit industry, which has been 
experiencing a high rate of management turnover and 
looks toward a youn_ger group of transit executives 
and line managers to take over. 

WORK-STATION CONCEPT 

The flexibility, convenience, and economy of micro­
computers permit a variety of uses widely ranging in 
functional complexity, some of which would not be 
appropriate with larger machines. Simple although 
time-consuming tasks of a clerical or computational 
nature are not usually feasible to perform with 
mainframe computers even on an interactive basis, or 
with minicomputers of the desk-size variety, for 
several reasons. First, machines that have pro­
cessing-time costs are perceived to be too expensive 
to use for simple tasks, even if it could be shown 
that the net costs of labor and machine are lower 
than that of a labor-only process. Machine costs 
are often considered out-of-pocket costs and allo­
cated to different budgets than labor costs, which 
are usually considered to be sunk and to have little 
or no marginal value for a small task. 

Second, start-up chores for minicomputers and 
larger machines in each and every application 
usually make it highly inefficient for simple 
needs. These chores often involve telephoning, 
log-on procedures, use of job-control language, 
etc. The time required to accomplish just the 
start-up procedures in many instances would exceed 
that for performing the work by hand. Third, prior 
to the advent of compact typewriter-size terminals, 
the inconvenient locations of access to large ma­
chines made their spontaneous use infeasible. 

Aside from the more obvious applications of 
microcomputers for transit operations planning and 
policy needs [e.g., routing and scheduling aids, 
forecasting and cost-estimating tools, training 
aids, management information reports, etc. (which 
are discussed later in this paper)], it is other 
applications, perhaps considered somewhat mundane, 
that make the work-station concept so appealing. 
For example, microcomputers can be used as scratch 
pads and simple calculators, either in conj unction 
with more complex processing or in separate computa-
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tions. Or they could be used to recall and review 
frequently needed documents, tables, or data such as 
work assignments or daily cash flows that would 
otherwise have to be stored and retrieved from hard­
copy files. Notes from telephone calls can be typed 
in real-time or stored after the fact along with 
supplementary ideas. Draft memos and letters can be 
input to the machine and transmitted to a secre­
tary's terminal for editing and final preparation on 
a word-processing package. Most of these applica­
tions can be initiated with the touch of a few 
buttons and completed even more simply. 

The work-station concept involves the placement 
of a microcomputer or a microcom!Juler Letmlual on an 
employee's desk or proximate work table for routine 
use--sometimes continuous, sometimes intermittent-­
similar to the use pattern of a desk calculator. In 
many circumstances it will be appropriate for sev­
eral staff members to have readily accessible termi­
nals. For example, a junior clerk may be respon­
sible for receiving, processing, and reporting 
ridership data by using a microcomputer data-base 
packaye. Oue of a service planner's major duties 
may be the design and evaluation of route-service 
changes by using stored information on schedules and 
patronage combined with a service-cost model. And a 
department head could access the latest budget pro­
jections from several divisions (e.g., maintenance, 
supplies, utilities), display the data in tabular or 
graphic form, and perform a variety of analyses 
including, for example, a comparison of the prop­
erty's cost trends with those of other operations 
(by using stored Section 15 data) or perhaps fore­
casting future Section 15 cost and performance mea­
sures for planning purposes. 

In fact, it can be seen that maximum benefits 
will accrue when several types of staff have access 
to and use microcomputers, thus enabling information 
and data at many levels of detail to be passed back 
and forth with little effort. Effects of changes in 
one area on another (e.g., revenue service on main­
tenance operations) can be observed--an important 
control capability for management. Data can be 
transferred either by linking the microcomputers to 
a larger central computer (which might be required 
to maintain a centralized data base) or by linking 
them directly to each other by using a communica­
tions network. 

Further, the use of microcomputers expands, 
rather than precludes, the possibilities of using 
larger machines, data bases, and software applica­
tions. Microcomputers can be used as terminals to 
connect to a variety of computers that have features 
and capabilities far beyond those of the small 
m~~hinPR. In particular, present users of the Urban 
Transportation Planning System and other existing 
automated planning tools will find that they can 
access and exercise these tools more easily with 
microcomputer terminals. 

In summary, the benefits of a microcomputer work 
station are the ease of information organization and 
storage; the facility to communicate ideas, text, 
and data in a structured, yet effortless, manner; 
and, of course, the capabilities of an on-line com­
puter always at one's fingertips. 

OPS CONCEPT 

The OPS concept is that of evolving systems of com­
patible automated tools for use directly by transit 
property staffs. Ideally, every staff member who 
would make substantial use of these tools would have 
a dedicated terminal, although this is not essen­
tial. The OPS will contain both management informa­
tion functions (such as monitoring, data organizing, 
and reporting) and analytical techniques for ac-
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counting, planning, forecasting, and evaluation. 
Although it is intended that the products be 

useful to properties of all sizes, the target user 
groups will be the small and medium-sized operators 
who perhaps have greater needs. Initially, some of 
these products may be automated versions of existing 
manual procedures, many of which are inefficient 
only because they are manual. Later research will 
result in new techniques that are designed to take 
maximum advantage of the computer and the integrated 
systems. As much as possible, OPS tools will be 
compatible with management information systems 
already in place. They will also take advantage of 
commercially available software. 

Importantly, the OPS is also seen as a framework 
for the development of automated systems. Because 
the federal government does not want or intend to be 
the sole developers of transit operations tools, it 
will be highly supportive of private organizations 
that wish to invest their own capital to develop and 
sell their own related products and services. In 
order to encourage these efforts and to increase 
their overall usefulness, the OPS project will in­
clude the development of standards for creating 
automated tools (e.g., protocols, software lan­
guages, interface formats, data structures, recom­
mendations for hardware and software configurations, 
and other guidance). These standards will improve 
the chances that independently developed products 
will be compatible with others and thus promote a 
wider market for their use. 

SAMPLE APPLICATION 

As discussed above, the work-station concept encom­
passes so many useful functions that it is hard to 
imagine a process or task that could not be carried 
out more efficiently with a microcomputer OPS. 
Here, however, we shall briefly describe an applica­
tion that represents one of several prime uses of 
the system and would be performed on a fairly reg­
ular basis: Analysis of transit route data for 
purposes of route-performance evaluation and per­
formance forecasting. The primary components of 
this application include (a) capture of route-level 
data, (b) data synthesis and route-performance 
reporting, and (c) forecasting of route performance 
under assumed conditions. 

Data Capture 

Data required for route analysis include those that 
describe both the demand for and supply of service 
on a route. Primary demand data include route 
ridership and revenue and rider characteristics. 
Major supply data include route operadng cost and 
level of service (i.e., service frequency, accessi­
bility, speed, and reliability). The focus in this 
example is on capture and use of route-level demand 
data. 

Procedures for gathering and processing route 
ridership and revenue data vary across operators. 
Some record total farebox receipts on a daily basis 
and later allocate them to routes and derive pas­
senger totals. At the other end of the spectrum, a 
few properties with automatic vehicle monitoring 
(AVM) can gather passenger and revenue data by 
location and time of day. Flexible data-entry 
capabilities can be provided at the work station to 
accommodate these variations in data-gathering 
procedures and data levels of detail. 

For example, clerical or other staff will be 
permitted to enter via the work-station keyboard 
daily fare receipts on an hourly, per run, or other 
basis depending on typical practices or whether the 
data were to be used for a special study. Data-



Transportation Research Record 854 

entry software can be structured to automatically 
accumulate receipts to a desired time period (e.g., 
weekly or monthly) to simplify routine updating and 
provide period-to-date information. Electronic 
worksheet methods are particularly well suited to 
this type of application. Additional features can 
be provided for entering other types of data (e.g., 
rider characteristics from surveys) that support 
related applications (e.g., revenue-to-ridership 
derivation). 

Performance Evaluation 

In this example, route revenue and ridersh i p data 
sets that correspond to a particular time period 
would likely be stored in a microcomputer's second­
ary memory (i.e., on magnetic disc) or perhaps in 
the memory of a larger centralized computer that 
could be accessed by a microcomputer or a terminal. 
These data could usefully be synthesized with supply 
data (e.g., operating cost, vehicle miles) to pro­
duce route-performance indicators and reports. 
Capabilities could be available to the work-station 
user for defining or modifying performance indicat­
ors and report formats. In addition, various evalu­
ation aids (e.g., flags for substandard performance) 
can be used to simplify information assimilation. 
Data-base management methods can be used for per­
forming the data retrieval, manipulation, and 
storage operations concomitant to these applications. 

For example, existing route ridership, revenue, 
and operating cost data sets can be synthesized to 
create the performance indicators revenue per dollar 
of operating cost and operating cost per passenger. 
Figure l shows a possible performance report as it 
would be displayed at a work station. The asterisks 
adjacent to certain numbers are flags for substan­
dard performance (as defined by the user). 

In addition to tabular reports, graphical-display 
capabilities will be provided as an integral part of 
the performance-evaluation subsystem. Standard bar 
chart, histogram, and data-plot displays can be used 
in performance comparison and statistical analysis 

Figure 1. Performance report display. 
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(e.g., for market research purposes). Graphical 
displays can also be tailored to specific service­
planning applications as, for example, the route 
passenger-loading profile shown in Figure 2. In 
addition, interactive graphics methods can be used 
to assist in more complex, spatially oriented design 
applications. Relevant service-planning applica­
tions include specification of zone fare structures 
and geographic placement of transit stops and routes . 

Performanc e Forecasting 

Computer-aided entry and analysis of data on exist­
ing service operations can help greatly in diagnos­
ing problems and suggesting possible service im­
provements. However, to evaluate proposed service 
changes or answer "what if" questions requires fore­
casting of performance under various assumed condi­
tions regarding level of service, service defini­
tion, and environmental factors. 

Applications programs that use supply-and-demand 
models to forecast ridership, revenue, and cost 
performance are being developed for use on microcom­
puters (see paper by Turnquist, Meyburg, and Ritchie 
elsewhere in this Record; also see BUSMODEL from 
Colin Buchanan and Partners, 47 Prince Gate, London 
SWT 2QE, England). Such programs enable a transit 
analyst to specify (at the work station) changes in 
route or systemwide headways, fares, speeds, stop 
spacing, and alignment and to receive within seconds 
forecasts of resultant impacts on performance. Per­
formance measures and reports used for evaluating 
existing service can be used for evaluating proposed 
new services or service alterations. 

For example, service changes on a route with a 
substandard operating ratio can be tested with fore­
casted operating ratios reported for each attempted 
change to compare with the existing operating 
ratio. Other measures can also be reported to 
examine trade-offs in service performance along 
several dimensions (e.g., operating ratio versus 
ridersh i p) . 

Numerous tests of alternative service or route 

SYSTEM PERFORMANCE - REPORT l 

.MONTH1 JULY 1981 

-·- ~ REVENUE OPCOST RIDERS REV/OPCOST OPCOSTl'.RID 
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17 BLANCHARD 30000 60000 59642 .so **1.01 
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37 NORTON 45000 100000 99338 .45 **l.01 

38 LOBO 39000 80000 86093 .49 .93 
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Figure 2. Load profile display. 

PASSENGER LOAD PROFILE 

ROUTE: 3 7 /NORTON DATE: JUNE 5 , 1981 PERIOD: 8 : 00 AM 

DIRECTION: INBOUND 

80 - - - - - - - - - - - - - - - - - -
MAX. 

60 - - - - - - -
LOAD • 62 

SEAT CAPACITY 

40 

20 - - - - - - - - ·-- --- - --- - -

STOP 5th 6th 7th LINCOLN HADISOll l!ONROE ADAJIS 

MILEAGE 0 . 27 • 51 .83 1.10 1.40 

AVE LOAD: 37,9 STD DEV, : 35. 7 MAX LOAD: 62 

specifications can be made quickly at the computer 
work station by using automated performance-fore­
casting methods, especially if the man-computer 
dialogues are well designed and simple. More 
thorough examination of potential service improve­
ments by the transit planner or manager will be 
encouraged. Higher quality management decisions and 
greater service delivery efficiency will result. 

OPS DESIGN ISSUES 

The OPS will be, in essence, a set (or, more likely, 
sets) of tools that provides information to transit 
management. Like any tool, it must be used to be 
effective. Because its use will not be mandated, 
the OPS will be used only if the value of the infor­
mation it provides exceeds the cost of obtaining 
it. The basic goal of the OPS design and develop­
ment effort, then, is to produce tools that provide 
the best possible ratio of information quality to 
price, subject to the constraints of the development 
effort. This section investigates certain OPS 
design issues tha~ will influence its ratiu uf 
quality to price. 

Maximizing Information Quality 

The quality of the information produced by an OPS is 
related to its usefulness to management and to its 
reliability. It must be recognized that different 
transit properties operate in different ways and 
information useful to one may be of little interest 
to another. For this reason it will be vital to 
design the OPS so as to permit customization. For 
example, while certain basic reports may be avail­
able to all transit properties (e.g., reports that 
support Section 15 reporting requirements), an OPS 
should permit each property to design its own an­
cillary reports. Similarly, different properties 
collect different operations datai thus, while cer­
tain data i terns may be required of all properties, 
an OPS should permit each property to add supple­
mental items as it sees fit. Each operator will 

PASSENGER-HILES: 69, 7 

have the opportunity to incorporate local innova­
tions and tailor the system to his or her own capa­
bilities. In general, an OPS should be designed to 
permit each property to mold the OPS information 
output to fit its particular information needs. 

The other component of information quality--the 
reliability of the information produced--is related 
to both the quality of the methods that produce the 
information (e.g., the goodness of a particular 
foreca s ting technique) and the frequency of errors 
in the OPS. Although the OPS will be designed to 
minimize errors, not all errors will be found during 
development i thus, some mechanism must be developed 
to enable the OPS to be upgraded as necessary. In 
addition, since better forecasting techniques and 
new analytical capabilities will also be developed 
later, the OPS should be designed to incorporate 
such modifications gracefully by using procedures 
that require minimal specialized knowledge, and it 
should permit a typical user to accomplish any 
upgrade with no more than, say, an hour of labor. 

Minimi?.ina OPS Costs 

The cost of creating and maintaining an OPS data 
base will be a major component of OPS costs. Many 
of the advances in data-processing technology in the 
past decade have been aimed at eliminating data 
redundancy (i.e., separate storage of the same data 
for different purposes). The OPS will of necessity 
use much information that has other uses . Revenue 
data and timetables are two simple examples. Entire 
software subsystems called data-base management 
systems (DBMS) have been developed to reduce data 
redundancy. The use of a DBMS can dramatically 
reduce total system data costs. It is likely that 
the OPS must use a DBMS if it is to be economically 
viable. The OPS will also require the use of a 
graphic-display device to produce visual displays of 
operational data. 

The OPS is thus a system that will r equire the 
support of two pieces of specialized hardware (a 
computer and a graphic-display device) and one piece 
of specialized software (a DBMS). (Other pieces of 
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Figure 3. OPS compatibility modules. 
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hardware such as a printer, disk drives, and user 
terminals will be required as well. However, these 
items have achieved a degree of standardization that 
makes it likely that the OPS will be able to use 
whatever brands the operator selects. In short, 
compatibility with these items is not a major design 
issue.) All three items are available in numerous 
forms from numerous manufacturers, and the diversity 
is likely to increase in the future. Moreover, many 
transit properties already own some of these i terns 
and use them to perform tasks that complement the 
OPS functions (e.g., maintaining payroll and inven­
tory records) • The initial cost of an OPS can be 
minimized if it can use the support items already 
possessed. To permit this, however, the OPS will 
have to be designed to permit it to interface with a 
wide variety of computers, display devices, and 
DBMSs. 

The OPS could best respond to this diversity if 
it were designed to employ compatibility modules. 
Al 1 of the analytical functions of the OPS would 
reside in a core module that would interact with the 
computer, the graphic-display device, and the DBMS 
only through the compatibility modules. This ar­
rangement, depicted in Figure 3, would isolate the 
analytical capabilities of the OPS from the diver­
sity of the environments in which it will operate. 
Every transit property would use the same core mod­
ule, but each would use different compatibility 
modules to link the OPS to the particular computer­
d isplay device and DBMS in use on its particular 
computer system. Sets of modules could be merged 
together to form turnkey packages. The compatibil­
ity modules will also increase the ease of integrat­
ing software developed by private organizations and 
the transit properties themselves. This concept has 
been applied successfully to many other systems. 

The operating cost of the OPS will be of little 
consequence to properties that can use the cheaper 
minicomputers and microcomputers. But even for 
those that choose to use OPS on large mainframe com­
puters, careful design will minimize operating costs. 
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One cost factor that is normally a major concern 
for transit properties is personnel costs. These 
costs can be minimized by designing the OPS to be 
very easy to use. The design should strive to en­
sure that every minute of human interaction with the 
OPS will be spent productively. All clerical 
chores, such as keeping track of data, should be 
automated. Also, the OPS system must be easy to 
learn so as to minimize staff training time. Again, 
use of the compatibility-module concept will help 
reduce these costs by minimizing the new equipment 
with which the staff must become familiar. 

One final cost is the hassle factor--the intangi­
ble cost of frustration. A system that frustrates 
its users, perhaps by surpr1s1ng them with unex­
plained bugs or by requiring convoluted machinations 
to accomplish an essentially simple task, would not 
be worth using any more than would an expensive 
system. The hassle factor can be reduced only by 
emphasizing the human engineering aspects of the OPS 
design. 

AN OPERATOR'S PLANNING SYSTEM 

The U.S. Department of Transportation, through UMTA, 
is supportive of programs to supply the transit 
industry with technical aids and information to 
allow self-improvements in performance and eff i­
ciency. UMTA, in conjunction with the Transporta­
tion Systems Center, is generally following the 
concepts described in this paper. The development 
strategy includes a number of steps designed to 
provide and maintain consistency between operator 
requirements and capabilities and the technical 
design of an OPS. A primary element of the develop­
ment strategy is transit operator involvement. This 
includes discussions at the outset with operators 
concerning their immediate needs, testing and ex­
perimentation by operators as each module is pre­
pared, and continuous feedback from operators as the 
system begins to take shape. An advisory group of 
representatives from the industry has been formed to 
advise, review, and test through the development 
process. System-design standards related to tech­
nical design approach and system structure, coding 
conventions, formats, documentation, and hardware 
will be researched, including a study of where stan­
dards and design guidelines make sense. A clearing­
house for information on ongoing projects, experi­
ments, and up-to-date planning methods and ideas 
will be set up. 

It is hoped that these steps will result in a 
smooth and effective development process for a 
highly useful set of planning tools for the transit 
industry. These tools will include some developed 
by the federal government, but also those developed 
by private organizations and the transit properties 
themselves. When the system is complete (to the 
extent that most of the functional objectives have 
been met), it may exist in several variations that 
correspond to the idiosyncrasies of different tran­
sit operations. But each one will be the operator's 
system. It will need to be modified or upgraded 
only when the operator's future requirements change. 

Today the transit industry is attempting to with­
stand severe shocks to its financial structure and 
its base of support. We hope that speculation that 
these changes will eventually bring the industry to 
a strengthened position prove to be true, and we 
trust that the OPS will greatly increase its chances. 
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Effective Technique for 

Transit System Management and Control 

RICHARD W. LYLES AND MAURICE H. LANMAN 111 

In the context of searching for new approaches for efficient transportation sys­
tem management and utilization, the Urban Mass Transportation Administra­
tion ( UMTA) has funded a comprehensive demonstration of an automatic vehi­
cle monitoring (AVM) system in Los Angeles. AVM coverage includes approxi­
mately 10 percent of the Southern California Rapid Transit District's (SCRTD) 
route miles and buses. The system is now operational, the A VM capabilities 
having been phased in over a year's time. Although the evaluation program on 
the part of UMTA and SCRTD continues, analysis of the impacts to date shows 
that benefits have accrued in several areas of transit system operations, including 
route scheduling and information management, improvement of day-to-day sys­
tem reliability, rendezvous of scheduled and nonscheduled vehicles, and re­
sponse to emergency situations. 

The cost of providing public transportation service 
continues to increase due to the high price of 
energy, other increasing operation and maintenance 
costs, and the rising costs of building new system 
elements and/or replacing rolling stock. Thus, 
operators of public transportation systems, as well 
as federal, state, and local officials, are looking 
in earnest at techniques that enable better use of 
existing systems, and especially the use of buses 
that have the flexibility to accommodate geographi­
cally shifting passenger demand. Questions arise as 
to how the nation's bus fleets can be used more 
efficiently and effectively. One approach that is 
receiving increasing attention is the use of auto­
matic vehicle monitoring (AVM). 

In the above context, the Urban Mass Transporta­
tion Administration (UMTA) funded an AVM demonstra­
tion project in Los Angeles with the cooperation and 
participation of the Southern California Rapid 
Transit District (SCRTD). The basic purpose of the 
demonstration was to enable the evaluation of the 
effectiveness and efficiency achieved in bus system 
operation through use of the real-time monitoring 
and control capabilities of a fully operational AVM 
system. The project represents the first such 
comprehensive AVM implementation in the United 
States. The system was developed and installed by 
AVM Systems, Inc. (formerly a division of Gould, 
Inc.) and was operational in spring 1980. The 
Transportation Systems Center, UMTA, served as 
system manager for the project. 

HISTORICAL DEVELOPMENT OF AVM 

AVM is not a completely new concept (ll , having been 
used in one form or another as early as 1935 in 
Chicago to check on streetcars and for buses in the 
1940s. Information on headways was being collected 
automatically by 1955 in Pittsburgh, St. Louis, and 
Philadelphia, and optical scanning was being used in 
London in 1958 (2). However, in these early at­
tempts, vehicles - were not necessarily explicitly 
identified nor was there any attempt at real-time 
control by using the information that was obtained. 

Currently, AVM is considered to be directed to 
real-time monitoring of vehicles (e.g., location) 
with the potential for exercising control as opposed 
to only identification. The basic components of the 
modern AVM system include the following (1_, p. 202): 

1. Vehicle locating and status monitoring devices, 
2. Communications system, and 
3. Central control facility. 

Although AVM has demonstrated application in any 
operation that involves the coordination of fleets 
of vehicles (e.g., taxis, police cars), several 
recent experiments with transit operations are of 
immediate interest. Lukes and Shea (2) and Miller 
and Basham ( 4) describe an experiment - in the early 
1970s that fucused on citywide AVM coverage for a 
small percentage of the Chicago Transit Authority's 
(CTA) rolling stock. The AVM-equipped buses were 
those providing "owl" service. Although problems 
with equipment and an apparent lack of execution of 
the control potential by CTA dispatchers hindered 
the experiment, conclusions were that use of AVM 
resulted in schedule and headway adherence that was 
at least as good as that achieved with manual con­
trol that, according to the authors, would have 
resulted in sufficient manpower savings to economi­
cally justify the system. 

Bevilacqua and others (_~) describe a more recent 
demonstration--the General Motors' transit informa­
tion system (TIS) in cooperation with Cincinnati's 
Queen City Metro transit system. That system, while 
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Figure 1. System block diagram. I 
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not an AVM system per se, produced data on passenger 
boardings, alightings, and bus travel times that 
were available on a bus trip or route-segment basis. 
Locations were established through the use of radio 
signposts and bus odometer readings. The principal 
difference between TIS and AVM is that information 
generated by the former is for off-line use (e.g., 
for trip scheduling and route planning) whereas AVM 
information is useful for real-time control as well. 
The authors concluded that TIS, if properly func­
tioning, does appear to be economically viable for 
systemwide use in Cincinnati. 

Another effort of note is being undertaken in 
Toronto, Ontario, Canada (6). The system installed 
on the Toronto Transit Commission property provides 
a continuous flow of information on vehicle loca­
tion, schedule adherence, passenger loadings, and 
emergency status. In addition, options for further 
development include the capability to connect into 
the traffic-control system to provide priority 
signal phasing for transit vehicles and for voice 
response to passenger phone-in queries for current 
schedule and service information. The benefits 
realized in Toronto after a year of operation (1979-
1980) included the identification of a 5-10 percent 
oversupply of buses on AVM-equipped routes and a 
5-10 percent savings in operating costs. In 
addition, the off-line uses of data for scheduling 
and route planning were expected to make overall use 
of equipment more efficient as well as more respon­
sive to the demand for service. 

LOS ANGELES DEMONSTRATION PROJECT 

The demonstration in Los Angeles is the second of a 
two-phase effort funded by UMTA. The first phase 
(1) was undertaken in Philadelphia during 1976-1977 
and was concerned with identifying the subsystem for 
vehicle location to be used in phase 2. The origi­
nal purposes of the second phase were identified by 
Symes (~, p. 236): 

l. Conduct a thorough test and evaluation of a 
fully functional, area coverage, multiuser AVM 
system: 

2. Quantify the benefits to transit and other 
users; 

3. Advance the state of the art of AVMi and 
4. Establish technical and economical bases for 

future deployments. 

The demonstration is not, however, systemwide--4 
of 214 routes were instrumented and about 200 of 
2600 buses--overall about 10 percent of route miles 
and buses. The demonstration was, however, compre­
hensive as far as the four lines and an adjacent 
54-mile 2 (random-route) area. 

Key components of the Los Angeles system are the 
equipment on board each instrumented vehicle, the 
signposts for the location subsystem, and the cen­
tral control and transmission facilities. The basic 
relations between all components of the system are 
shown in Figure l. 

Signposts 

The signposts for the location system are small, 
low-power radio transmitters mounted on existing 
utility or lighting standards and located at inter­
vals of approximately 900 ft along each of the four 
specified routes and at somewhat larger intervals 
over a 54-mile 2 area for control of random-route 
vehicles and ascertaining the locations of off-route 
vehicles. On-route buses can be typically located 
within 300 ft by extrapolation, based on the signal 
strength of two adjacent and sequential signposts, 
and within 500 ft in the random-route area. 

In-Vehicle Equipment 

The on-board equipment for the buses consists of the 
following: 

l. Pressure-activated passenger-counter devices 
in the bus stairs, 

2. Electronics for information storage and trans­
mission, 

3. An antenna mounted on the top of the bus, and 
4. An in-vehicle display (IVD) for the driver. 

Although the first three items are relatively self­
explanatory as to purpose, the last requires further 
explanation. The main components of the IVD are a 
message status panel, a schedule indicator, and a 
system clock. The message status panel consists of 
10 message lights that are lighted when appropriate 
and are otherwise blacked out. The message panel 
serves three functions: 

l. To convey an automatic start message from the 
system computer to the driver when it is time for 
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him or her to pull out from a division garage or 
layover point, 

2. To convey messages to the driver from the 
dispatcher, and 

3. To inform the driver of the status of pending 
radio communications. 

The dispatcher-to-driver messages indicated in 2 
above are essentially responses to tactical (prob­
lem) situations identified by the dispatcher or 
automatically by the system. The available messages 
include such things as "observe schedule", which 
means observe the schedule indicator, and "schedule 
adiust", which indicates that a schedule adiustment, 
relative to the trip sheet, is in effect. The IVDs 
were only operational on buses on one of the lines 
as of summer 1981. 

Central Control and Transmission 

The central control element of the system is where 
the oignificant dcpartureo from typical transit 
operations occur. Al though the existinq SCRTD 
system was already equipped with two-way radios, had 
a covert crime alarm for the driver's use, and was 
computer assisted, location estimation for buses was 
still a manual procedure. With the availability of 
comprehensive real-time operational information, the 
control of daily operations is largely shifted to 
the dispatcher. The extent of the differences 
between operations with and without AVM is impli­
citly defined in the description of the dispatcher's 
control console and the AVM capabilities at his or 
her command. The dispatcher's control center has 
the following elements: two cathode-ray tube (CRT) 
displays for real-time monitoring of operations on 
individual transit routes and for calling up dis­
plays such as location and status for specified 
buses, listing of buses that share a specified 
problem (e.g., all those buses on a specified line 
that are operating behind schedule), roll-outs from 
a specified division, and so forthi a 45-function 
keyboard for controlling the displaysi a standard 
typewriter keyboard i and the existing vehicle iden­
tification and voice communication equipment already 
being used by SCRTD. 

Colorgraphics Display 

The first of the two CRTs is the colorgraphics, and 
it has the following components: the display iden­
tification, an emergencies list, a tactical-situa­
tion list, and the graphics area. 

The display identification specifies the tran­
sit-route or random-route map being displayed, the 
sc~le of the display {e.g., one of three levela of 
detail available for transit-route maps), and the 
system time. The emergencies list shows, by bus and 
run numbers, all AVM buses that currently have an 
active silent alarm. 

The tactical-situation list consists of a set of 
10 situations that are automatically identified by 
the system for any AVM bus on an AVM line without 
dispatcher intervention. If one or more buses fall 
into a tactical-situation category, then that cate­
gory name is lighted on the display. Tactical 
situations include such things as very late, off­
route, and not at layover, all arranged in a prior­
ity order. 

In the graphics area, displays of various maps 
are actually seen. Each of the four instrumented 
routes can be displayed here at full, one-fifth, or 
one-tenth scale. Buses are indicated at each scale 
and each is identified and color coded. The identi­
fication includes type of bus (e.g., accessible), 
indicated by a symboli branch and destination codei 
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service class; run number; and passenger count or 
schedule deviation. The color codes are red, emer­
gency; blue, earlyi green, on-time; yellow, latei 
purple, very late; and white, a non-AVM bus. Indi­
vidual bus positions on the displays are updated 
approximately every 40 s by automatic radio polling 
of each bus or every 10 s when a emergency has been 
declared. 

The transit-route maps are linearized versions of 
the actual routes with cross streets shown for 
reference. On these maps all buses on the route can 
be shown or only specified groups (e.g., only late 
buses). 

In addition to the transit-route maps, random­
route maps with actual street patterns can be dis­
played. On these maps random-route vehicles (e.g., 
supervisors' vehicles) can be located and a speci­
fied line can be overlaid or a specific bus located. 
The latter capability is especially useful in locat­
ing off-route buses. 

Alphanumeric Display 

The other CRT screen is the alphanumeric display, 
and it also has four sections: a 2-line work area, a 
4-line bus data area, a 37-line general data area, 
and a 2-line communications area. 

The work area is where the dispatcher "talks" to 
the system computer. For example, one of the func­
tion keys allows the dispatcher to get all currently 
available data on a specified bus. The dispatcher 
would press a function key labeled GET BUS DATAi the 
system would respond with a prompt (question) in the 
work area for the line, run, and bus numbers i the 
dispatcher would type in the appropriate response 
and transmit it to the systemi and the system would 
display the data on the specified bus in the bus 
data area. All such information exchanges are 
carried out in the work area, although the actual 
result is displayed in one of several locations. 

The bus data area is where all current informa­
tion on a single specified bus can be displayed. 
This information includes line, run, and bus num­
bers; current operating statusi passenger count; 
schedule deviation in minutesi schedule adjustment 
in effect, if any i schedule deviation at last time 
point; whether the schedule indicator in the bus is 
on or off; tactical informationi whether a problem 
currently exists; the identification of the console 
that responded to the problemi and schedule informa­
tion including current location and time, next 
layover location and estimated time of arrival, and 
scheduled departure time from the next layover. The 
fourth line of the bus data area can be accessed by 
the dispatcher and is for comments. Once the bus 
data displayed, it be updated by using 
another key that causes a special polling of that 
bus. 

The general data area is the largest portion of 
the alphanumeric display and has several uses, such 
as listing schedule information about individual or 
specified groups of buses, listing all buses in a 
specified group (e.g., all late buses), listing 
schedule information for a bus or group of buses, 
and providing instructions or information about the 
use of the system or explicit function keys. Sched­
ule information that can be called into the general 
data area includes a list of the next 20 starts from 
a specified location and on a specific line, a 
display of the complete schedule of a specified bus 
that shows all time points, and a schedule block for 
a given line, direction, and starting time. 

Buses are grouped in numerous ways by the system 
and a listing of those buses can also be reviewed in 
the general data area. There are five different 
classes of groupings: service class (e.g., local), 
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passenger load (e.g., overloaded), tactical situa­
tion, status (e.g., unassigned or out of division), 
and a miscellaneous class that includes such buses 
as those that are non-AVM but on AVM lines or those 
with active tactics in effect. In all, there are 31 
different groups that can be specified. As indi­
cated earlier, the system can also give the dis­
patcher assistance, e.g., the list of the 31 possi­
ble groups can be called up for review. 

Dispatcher Capabilities and Other System Aspects 

Although there are other functions that could be 
discussed, the basic types of AVM monitoring and 
display capabilities available for the dispatcher 
have been outlined. The dispatcher can (a) monitor 
the operation of all buses or a specified group on 
any given AVM line at one of several scales, (b) 
call up real-time information on any AVM-equipped 
bus and locate the bus, (c) review the available 
information on a specified group of buses, and (d) 
make out trouble reports. In addition, there is a 
specialized procedure for dealing more efficiently 
with active crime alarms (emergency situations). 

Thus, the dispatcher has a comprehensive view of 
ongoing transit operations on the AVM lines, i.e., 
more comprehensive than could possibly be obtainE;id 
in the past. Given that information, a significant 
opportunity exists for exercising real-time control 
over transit operations. 

Before reviewing the effects of AVM to date, 
several other aspects of the system should be noted. 
First, there were additional capabilities in the 
system that were not fully operationalized during 
the demonstration. Foremost among these were the 
tactical keys on the dispatcher's control console. 
These keys would have afforded the dispatcher the 
opportunity to send specific drivers (or groups of 
drivers) nonverbal tactical messages via the message 
status panel on board each bus. As actually imple­
mented, the dispatchers were encouraged to give such 
messages via the normal communications channel. 

Another aspect of the system that was not actu­
ally implemented in the field was the bus stop 
display for use by waiting passengers. Although a 
small number of displays were operational, they were 
never actually used on any of the lines. Informa­
tion from this display included time of arrival of 
the next bus, branch or destination of that bus, 
type of service offered, and time of day. 

In addition to the real-time aspects of AVM that 
have just been reviewed, the system also provides 
data tapes of raw data for experimentation and 
extensive summary files for use in scheduling, route 
planning, and other information management func­
tions. These latter products are not trivial and 
possibly provide enough benefits in and of them­
selves to justify system costs. 

EXPERIMENTATION AND EVALUATION PROGRAM 

Benefits to be derived from AVM capabilities fall 
into several categories and are accrued only over a 
period of time. Major categories include the imme­
diate payoffs associated with the improved response 
to emergency situations, somewhat longer-term advan­
tages in reworking schedules and other information 
management areas, and future beneficial shifts in 
demand for service in response to increased system 
operating efficiency, dependability, and reli­
ability. Thus, the potential impacts and benefits 
of the AVM system being demonstrated in Los Angeles 
are not all measureable in the short term. For 
example, considering demand sensitivity, it is quite 
likely that if transit system operations (insofar as 
the AVM lines are concerned) improve in depend-
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ability and reliability there will be resultant 
changes in patronage. Such incremental changes will 
be difficult to isolate and measure on a systemwide 
basis, let alone for isolated lines, considering the 
impact of seasonal variations and the impacts of 
other exogenous factors (e.g., What is the impact of 
continuing energy shortages and/or high pr ices on 
transit patronage and how is it separated from the 
positive impacts of system improvements?). 

The remainder of this discussion is concerned 
with the shorter-term effects of AVM in three prin­
cipal areas: (al scheduling changes as a result of 
AVM, (b) impacts on day-to-day system dependability 
and reliability in terms of schedule and running­
time deviations, and (c) response to emergency 
situations that involve driver-activated crime 
alarms and the rendezvous of scheduled and nonsched­
uled vehicles. 

Evalu.ation Approach and Problems 

The basic approach to the evaluation, insofar as 
day-to-day system dependability and reliability were 
concerned, was to collect data on schedule devia­
tion, running-time deviation, and several other 
variables (automatically) as AVM capabilities and 
control potential were phased in, which provided the 
basis for a rough before-and-after AVM comparison as 
well as a comparison with a control line that, 
although monitored by AVM, was not subject to real­
time intervention. The data were typically aggre­
gated into 31 two-week test periods in three differ­
ent phases. Phase l data were collected by using 
AVM capabilities, although no system control was 
exercised. Phase 2 data were collected as the 
dispatchers were introduced to the system and its 
capabilities, although minimal real-time control was 
exercised. Phase 3 and 3A data were collected 
during the final test periods when the dispatchers 
had been trained and familiarized with the system 
and were being encouraged to exercise real-time 
control over system operations. As indicated, the 
phased-in AVM capability was undertaken on only 
three of four lines, the fourth being retained as an 
experimental control in an attempt to more accu­
rately track seasonal and any other normal back­
ground variations in service levels. 

In addition, the 62-week duration allowed for a 
moderate year-to-year comparison to be made (i.e, 
the first 10 weeks with the last 10). This sort of 
comparison was useful insofar as variations due to 
seasonal fluctuations in service and demand were 
minimized. 

The ability to isolate and quantify specific 
improvements in ongoing system operations, as indi­
cated above, proved to be more difficult than origi­
nally anticipated and stems from several sources. 
First, the impact of exogenous factors made it 
difficult to isolate the effects of real-time AVM 
system control; e.g., How are the AVM effects accu­
rately separated from acknowledged seasonal fluctua­
tions both in the demand for service and the ambient 
traffic congestion? 

Second, and perhaps more importantly, there was 
some reluctance on the part of some SCRTD dis­
patchers to become actively involved in exercising 
the full extent of the available control capabili­
ties; some were quite interested and adept at using 
the system and some were not. These differing 
attitudes led, in turn, to inconsistent application 
of AVM capabilities and little use of the more 
comprehensive forms of intervention (e.g., shifting 
buses to a problem area) . 

Third, during several test periods there were 
problems with system operation due either to system 
malfunction or other interruption in system communi-
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cation. Even though such breakdowns were often not 
a problem with the system hardware or software per 
se (i.e., interruptions also came about as a result 
of experiments, software modifications, and other 
activities), they nonetheless reinforced any nega­
tive feelings dispatchers might have had about the 
system. 

Problems of the last two types described above 
became less troublesome during the final weeks of 
data collection as the dispatchers became more 
accustomed to the system and other interruptions 
became less frequent. These improvements notwi th­
standing, the effects of AVM (either positive or 
negative) were difficult to isolate except when the 
effects of exogenous factors and the degree of 
dispatcher intervention could be accurately identi­
fied. (This was the case during the evaluation of 
the timeliness of the response to a crime alarm and 
in accomplishing the rendezvous of scheduled and 
nonscheduled vehicles.) 

ScheduLing Changes as Result of AVM 

Given that only four SCRTD routes were subject to 
AVM control and that one of those was reserved for 
experimental control, the opportunities to make 
significant changes in schedules were somewhat 
limited. However, the information from the first 
two phases of AVM data collection did indicate that, 
for one line in particular, overall running times 
were consistently longer than scheduled. Thus, in 
the third phase running times were lengthened in one 
direction with a resultant improvement in the run­
ning-time deviation. 

This sort of schedule improvement is important 
not only to the drivers who no longer have the 
frustration of always running late but also to 
passengers who can have more confidence in the 
schedule. The identification of such a problem in 
the schedule also highlights the comparative advan­
tagec of AVM data collection and information manage­
ment. In order to review such data with the old 
system, considerable manual effort would have been 
required to collect it in the first place (e.g., by 
using mobile supervisors) and then additional effort 
for the processing. The AVM system, by way of 
contrast, produces such summary data as an element 
of normal system operation, thus making both the 
identification and solution of such problems 
straightforward and routine. 

In late 1981, problems in transferring informa­
tion from the AVM computer system to the machine 
used by SCRTD were overcome, and other summary 
information was being processed that had direct 
bearing on off-line scheduling and management of the 
sys rem. 

Incx:eased System Reliability ano:J Dependability 

As indicated earlier, data were grouped into two­
week test periods and by level of AVM control avail­
able. Other stratifications of the collected data 
included time period during the day (e.g., morning 
and evening rush hours), direction on the line, and 
type of service (local or limited) • Furthermore, 
evaluation data were limited to those collected on 
weekdays, during good weather, and within identified 
segments of each line. Typically, measurements 
(e.g., of schedule deviation) were made at four time 
points along the segments (i.e., near the beginning, 
two in the middle of the segment, and the last near 
the end). 

Principal dependent variables that were examined 
were schedule deviation and running-time variation, 
Total passenge r loadings were also examined for 
correlation between service provided and demand and 

Transportation Research Record 854 

to check for seasonal fluctuations. Available 
statistics for data from a test period (for data 
from one segment in one direction and for one time 
period) included the distribution (11 cells) of all 
observations, the mean of those observations, the 
standard deviation, and the sample size. 

The basic hypothesis that was tested was whether 
the availability (and presumed use) of AVM control 
capabilities had a positive effect on the service­
related variables that were measured. Comparisons 
were made both for a given line (e.g., Was service 
better in phase 3 than it was in phase l for a given 
line, direction, or time-of-day combination?) and 
relative to what occurred on the control line. 

The results, in general, indicated that the 
effects of using AVM real-time control capability 
were positive, although reliable estimates of the 
magnitudes of those effects could not be obtained. 
It had originally been expected that a relatively 
reliable estimate of the actual magnitude of the 
impact of using the AVM system would be obtained by 
comparing operation and performance on the var louo; 
1 inPs in hot:h hPforP-anil-nft:Pr (thP exercise of AVM 
control) modes and by making comparisons between 
each line and the control line not subject to inter­
vention by AVM-assisted dispatchers. Unfortunately, 
the fluctuations and inconsistencies in the perfor­
mance on the control line over the 6 2-week period 
were such that straightforward use of the data 
obtained from this line for estimating the magnitude 
of background variation in performance and in rigor­
ous use of the line as a normal baseline condition 
were rendered impossible. The data were, however, 
useful for describing general trends in performance. 

Similarly, while there were some predictable 
variations in the statistics of the performance 
variables for the lines, other variations were 
inconsistent; e.g., while the schedule deviation at 
a point varied more toward the end of any line than 
at the start, statistical measures of schedule 
deviation were not consistently related to total 
passenger boardings at the same point. Again, the 
net result was to make estimation of the actual 
magnitudes of AVM effects unobtainable. 

However, in spite of the problems outlined above, 
the overall trend of the findings supported an 
assertion that AVM system control did have a posi­
tive impact. Basically, each line except the con­
trol was subjected to three increasing levels of AVM 
control, and data were also collected during an 
initial configuration when no control capability was 
available. Statistical measures of performance were 
then compared for each sequential pair of configura­
tions and between two 10-week periods during the 
initial and last configurations (the year-to-year 
compar i::3un). 

The results of the between-configuration and 
year-to-year comparisons showed that, in general, 
service performance on the AVM lines was more likely 
to improve than degrade over time with increasing 
AVM control, as compared with the control line where 
performance was more likely to degrade over time 
(and without the exercise of AVM control). The 
important year-to-year comparison showed that 62 
percent of the statistical measures considered 
showed improvement in the second year for lines 
where AVM control was exercised, whereas on the 
control line only 38 percent of the measures im­
proved. In addition, for the control line the best 
performance occurred during either year l or con­
figuration l approximately 67 percent of the time, 
whereas for the lines subject to AVM control only 30 
percent of the best performances occurred during 
those periods (indicating again that the best per­
formance occurred during a period when AVM control 
was being exercised). 
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Table 1. Trends in performance. 

Incident 
Configurations 1-2 Configurations 2-3 Configurations 3-3A Year 1-2 of Config-

uration 1 
Improve Degrade Even Improve Degrade Even Improve Degrade Even Improve Degrade Even or Year I 

---- ---- ---- ---- Lowest 
Per- Per- Per- Per- Per- Per- Per- Per- Per- Per- Per- Per- Overall 

Line No. cent No. cent No. cent No. cent No. cent No. cent No. cent No. cent No. cent No. cent No. cent No, cent (%) 

44• 3 7 39 87 3 7 27 60 16 36 2 4 17 38 25 56 3 7 17 38 27 60 1 2 67 
41 10 50 10 50 0 0 9 45 9 45 2 10 8 40 7 35 5 25 12 60 8 40 0 0 35 
89 6 25 13 54 5 21 7 29 15 63 2 8 16 67 5 21 3 13 7 29 11 46 6 25 58 
83b 14 58 8 33 2 8 14 58 7 29 3 13 8 33 15 63 I 4 20 83 1 4 3 13 8 
83c 11 50 8 36 3 14 12 55 8 36 2 9 15 68 6 27 1 5 17 77 3 14 2 9 18 
All 

AVMd 
41 46 39 43 10 11 42 47 39 43 9 10 47 52 33 37 10 11 56 62 23 26 11 12 30 

Note: This is a summary th:it indicates general trends in statistical measures (e.g., standard deviation) of the performance variables (e.g., schedule devfation). Column entries show the actual 
number and percentage of measures improving, degrading, or where there was no change. 

8 Control line. bLocal line. cLimited line. dExcept line 44. 

The statistical comparisons (e.g., Did the mean 
or standard deviation of schedule deviation vary 
significantly over the several AVM configurations?) 
were typically not particularly enlightening rela­
tive to making an estimate of the magnitude of the 
AVM effects. For example, in some instances a 
statistically significant change might be noted 
although operationally the actual value was quite 
small (e.g., What is the operational significance of 
10-15 s of improvement on a run time of half an 
hour?). Similarly, while schedule deviation might 
improve on two different lines, the magnitude of the 
improvement might vary substantially between the 
two. For these and similar reasons, the overall AVM 
effects relative to performance variables were 
reviewed from a more qualitative point of view: 
Were the general trends on the AVM lines showing 
improvement or degradation of service, especially as 
compared to what was happening on the control line? 

Table 1 provides a summary of the qualitative 
review of conditions on the lines. In general, the 
statistics (mean, standard deviation, and number of 
observations occurring in the extreme tail of the 
distribution) for the performance variables were 
examined on each line at several locations, and an 
indication was noted of whether there was improve­
ment from one AVM configuration to the next and in 
the year-to-year comparison. In addition, a nota­
tion was made as to when (over the four configura­
tions and of the two 10-week periods) the best 
performance occurred. 

The entries in the table indicate how many of the 
statistics were improving, degrading, and where 
there was no change. The percent figures represent 
the appropriate percentage of the total number of 
measures considered in each instance. The far right 
column shows the percentage of instances when either 
year 1 or configuration 1 had the lowest value for 
all of the configurations or years. Thus, Table 1 
facilitates direct comparison both among the lines 
and between each line and the control and provides a 
good overall picture of what occurred, in general, 
on the lines as they were subjected to increasing 
levels of AVM control. 

The last line in the table provides an overall 
indication of how all lines subject to AVM control 
(lines 41, 89, and 83) compare as a group with line 
44, where AVM was never used by the dispatchers. It 
can be seen that the general improvement was greater 
than that expected on the basis of what happened on 
the control line. Perhaps the most telling statis­
tics were the year-to-year comparisons and the indi­
cation of when the best performance occurred early 
in the overall per iod--fully 62 percent of the 
measures showed improvement (year to year) on the 
AVM-assisted lines compared with only 38 percent on 

the control line, and the best performance was about 
twice as likely to occur during a period of AVM 
control. 

Based on the examination of each of the transit 
lines individually as well as the overall trends, it 
can be concluded that AVM-assisted control capa­
bility does, in fact, represent a positive impact on 
the performance of the lines that were monitored. 

It should again be emphasized that an estimate of 
the actual magnitude of the impact was impossible to 
make, given the available data and the level of 
analysis undertaken. Although the overall trend 
seems clear, the differential impacts from measure 
to measure and from line to line varied a great deal. 

Response to Emergency Situations and Other Vehicle 
Rendezvous 

In contrast to the preceding discussion, the impacts 
of AVM control capability were quite significant and 
positive when the response to emergency situations 
and rendezvous of scheduled and nonscheduled vehi­
cles were examined. In this latter examination, the 
situations were explicitly identified and the ef­
fects of background variation minimized. 

Two separate types of operations were examined in 
five common experiment scenarios. The first type 
was responding to a driver-activated crime alarm 
[which is used when the driver feels that assistance 
is required (e.g., a robbery, a rowdy passenger)]. 
With the existing SCRTD system, the alarm is handled 
by a separate dispatcher who can automatically 
identify the bus but has to manually estimate its 
position based on the printed trip sheets. The 
dispatcher then identifies the nearest assistance 
(e.g., mobile supervisor) by using his or her radio 
and sends it to the bus. With the AVM system, the 
bus is automatically identified and its position can 
be determined by using the central control displays. 
By using another display, the nearest supervisor can 
also be identified and sent to the effected bus. 
When the alarm comes in, the system polling rate is 
increased so that movement of the involved bus can 
be more closely monitored. 

The second type of situation was more general, 
which involves the rendezvous of a scheduled vehicle 
and an unscheduled one. Need for such a rendezvous 
might occur in several instances, such as a mobile 
supervisor taking material to a scheduled bus, 
replacing one bus on line with another, or affecting 
a transfer of passengers between a neighborhood­
based demand-responsive van and a regularly sched­
uled line-haul bus. 

In both types of situation, the question is how 
timely can the rendezvous be made. In the experi­
ment scenarios, two supervisors starting from ap-
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Figure 2. Illustration of test 4. 

Bus 27 on 83 EB 
start 12:51 PM """''''!. 
AVM intcpt ,,,,,••' " ';_ 
3rd/Highland '''"'''' ~ 
1:03 ..... ,,, .. ,, \ ,, ... , , 

-11 AVM supervisor route 
• -- non-AVM supervisor 
0----0 bus route 

proximately equal distances from the bus to be 
intercepted were guided to interception, one via 
existing SCRTD procedures (i.e., manual approxima­
tion of the scheduled location of the bus) and one 
by using AVM capabilities. The supervisors had 
neither visual or radio contact with each other nor 
with the bus to be intercepted. The bus was tempo­
rarily assigned a real bus run number in each of the 
five scenarios. 

The basic experiment procedure was common to all 
five scenarios and was as follows: 

l. The two supervisors went to assigned locations; 
2. The test bus was temporarily assigned a real 

bus run number and started from a previously as­
signed location; 

3. After starting, the crime alarm on the test 
bus was activated and then was operated according to 
a previously defined script; 

4. A non-AVM-assisted dispatcher guided one 
supervisor to the test bus while the AVM-assisted 
dispatcher guided the other; and 

5 . Each supervisor was tracked to the eventual 
point of interception (or test termination) • 

The five scenarios ranged from intercepting a sched­
uled bus moving on-route and on-time to intercepting 
a scheduled bus that was moving off-route, having 
been on-time when it left the route. 

The comparison of the total response times and 
the search patterns of each supervisor illustrated 
the basic differences between the existing system 
and AVM capabilities. In summary, the five sce­
narios showed the following: 

l. The supervisor receiving AVM information was 
always able to move more or less directly to the 
test bus without backtracking or making a false 
start in the wrong direction, which was not the case 
for the other supervisor [although the latter typi­
cally made the correct decision regarding where to 
attempt to intercept the bus based on available 
(manually obtained) information]; 
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Hollywood Fwy. 

Harbor Fwy. 

2. The directness of the routes taken by the 
AVM-assisted supervisor to intercept the test bus 
resulted in substantially lower response times (at a 
minimum, 30 percent less); 

3. In two of the scenarios involving off-route 
buses, it appeared that the non-AVM-assisted super­
visor might never make an interception--the super­
visor was quite far from the bus with no indication 
of getting any closer; and 

4. AVM-assisted response time did not seriously 
degrade even when the interception points were 
off-route. 

Figure 2 illustrates one of the worst-case situa­
tions where the test bus was moving on-route but 
late when the crime alarm was activated, and then 
went off-route a short distance and stopped. The 
AVM-assisted supervisor received information that 
the bus was late as well as its location, then that 
the bus was off-route and where, then that it was 
stopped at a specific location, and intercepted it 
in about 12 min overall. The non-AVM-assisted 
supervisor received only the initial crime alarm 
report and standard time-point information from the 
schedule and proceeded to try to intercept the bus 
where it would have been had it been more or less on 
time. When the test was terminated, the latter 
supervisor was moving away from the test bus. This 
test, although admittedly a worst-case type of 
situation, is not unrealistic and serves to illus­
trate that with the current system, in all but the 
simplest instances, needed assistance can be search­
ing blindly within a large area for a bus (and 
driver) in trouble. 

SUMMARY 

Although the evaluation of the AVM system being 
demonstrated and used in Los Angeles continues, the 
analysis discussed here has shown that there are 
considerable benefits to be accrued in several areas 
of ongoing transit system operations, including 
route scheduling and information management, im-
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provement of day-to-day system reliability, rendez­
vous of scheduled and nonscheduled vehicles, and 
response to emergency situations. Although the 
day-to-day service improvements were quite difficult 
to separate from normal background variation, it 
seems clear that, at an absolute minimum, those 
operations did not degrade with AVM in place and 
positive results were obtained in several instances. 

No attempt was made to place an absolute dollar 
value on the benefits noted, as several aspects are 
quite qualitative and their consideration beyond the 
scope of this evaluation; e.g., quantifying the 
value of increased rider confidence in on-time, or 
at least more predictable, transit performance. 
Although some of the benefits may be partly quanti­
fiable in the long term (e.g., if increased confi­
dence leads to increased patronage of the system), 
such data are not currently available or are subject 
to substantial error in approximation. 

It is anticipated that future analysis will 
provide a more complete picture of the impact of 
day-to-day improvements that might be expected 
through exercising AVM control. For example, during 
the latter stages of the data-collection effort, 
dispatcher use of system capabilities became more 
consistent. Thus, subsequent analysis and compari­
son of results during this time period with those 
obtained more than a year ago will have the advan­
tage of both the consistent use of AVM capabilities 
by the dispatchers and the opportunity to ignore 
some of the temporal (seasonal) variations. 

It is also anticipated that as the SCRTD staff 
becomes more familiar with the types of data avail­
able from the system for route scheduling and so 
forth, greater advantage will be taken of those 
opportunities in a straightforward fashion (i.e., 
better scheduling for the instrumented lines) as 
well as in using the four lines for testing new 
strategies for controlling day-to-day operations 
that might be transferable to non-AVM lines. 
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Comparing Fixed-Route and Flexible-Route Strategies for 

lntraurban Bus Transit 
OLUSEGUN ADEBISI ANO V.F. HURDLE 

The usual fixed-route strategy is not the only possible strategy for operating 
intraurban bus transit. Among the alternatives are flexible-route strategies. 
This paper focuses on the problem of choosing between fixed-route and 
flexible-route strategies in order to optimize operations. A mathematical 
model is used to determine the optimum quantity of service that should be 
provided under each strategy so as to minimize the costs to operators and 
users. The quantity of service is characterized by the headways between buses 
and is given as a function of the average ridership rates, unit costs, and travel 
times. By comparing the optimum states for the two strategies, the conditions 
under which one strategy performs better than the other are derived. Findings 
from the latter are then used to derive a general methodology for comparing 
the strategies. The highlight of the proposed methodology is that the two 
strategies must be compared at the extremes of a typical day's ridership levels 
before one can ascertain whether operating exclusively with either strategy 
or jointly with both strategies will give the best results. The pre;;ent study is, 
however, limited to very small service areas. 

The 
and 

current methodology for 
flexible-route operating 

comparing fixed-route 
strategies of intra-

urban bus transit consists essentially of using 
cost-effectiveness curves (1 11). The cost of pro­
viding a preselected level of service is determined 
as a function of demand for each strategy. That 
level of demand for which the service cost is equal 
for the two strategies is referred to as the 
critical ridership rate. If the design ridership 
rate is less than the critical ridership rate, then 
a flexible-route strategy is considered to be more 
suitable than a fixed-route strategy, while a 
fixed-route strategy is more suitable where the 
design ridership rate exceeds the critical ridership 
rate. 

However, the above method ignores the time-vari­
ant nature of transit ridership. Because only 
design demand is considered in the analysis, one 
cannot be certain that whichever strategy is chosen 
is actually superior to the other over all ranges of 
demand encountered on a typical day. Also, a prese-
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lected level of service will not always ensure 
optimality. 

In this paper, a new method that seeks to correct 
the above-mentioned deficiencies is proposed. By 
using a simple mathematical model of an intraurban 
bus transit system, the complications of choosing 
between the strategies are investigated. The pro­
posed method compares the strategies on the basis of 
their capabilities to minimize costs to operators 
and users. 

The physical setting assumed in developing the 
mathematical model is one in which the service area 
is given, but the transit operator wishes to develop 
optimal operating policies given that only sche~ule~ 
fixed-route and/or scheduled flexible-route operat­
ing strategies will be considered. In order to 
simplify the analysis, a simple situation that 
consists of a very small service area that requires 
only a single fixed-route or a single service zone 
for flexible-route service is considered. It is 
hoped that when the mathematical model is extended 
to cover larger areas, a general comparison method 
for areawide as well as a corridor-by-corridor 
analysis would emerge. 

The paper consists of two parts . The formulation 
of the mathematical model, which constitutes the 
foundation of the comparison method, is presented 
first. The second part contains relevant deductions 
and theorems as well as the derivation of the 

Table 1. List of notations used. 

Notation 

"( 

'Yiv 
"fov 
'A 

q, 
Co 
Cu 
F 
T 
T,d 
Q 

Om ax 
Om in 
Qc,O 

'lc.1 

zj 
zi • 

h 
hQ 
hj 
hi 
q 
qca p 

q~ap 

Definition 

Average bus operating cost per unit time 
Unit value of passenger's travel time spent inside a bus 
Unit value of passenger's travel time spent outside a bus 
Fraction of total passengers who require a communication de-

vice to register their demands under flexible-route strategy 
Fraction of bus trip time for which a typical passenger remains 

on bus under fixed-route strategy 
Fraction of bus trip time for which a typical passenger remains 

on bus under flexible-route strategy 
Average increase in the variance of bus trip time per passenger 
under flexible-route strategy 

Average communi..:ation cost per passenger 
Operators' total cost per unit time 
Ust:rs' average 1..:osl per unH time 
Number of buses used for service 
Time scheduled for a bus trip 
Actual driving time during a bus trip 
Average number o[ passenger trips per unit time 
Maximum value of Q on a typical day 
Minimum value of Q on a typical day 
Value of Q al and beyond which bus capacity is constrained 

under fixed-route strategy 
Vuluc vf Q :J.t n.nd bcycr:.d ;vhieh crtimum head•.•:e.ys are con-

strained by bus capacity under flexible-route strategy 
Total system cost 
Minimum value of Z for fixed-route strategy divided by Q 
Value of zo when optimum headways are constrained by 

vehicle capacity 
Minimum value of Z for flexible-route strategy divided by Q 
Value of zjwhen optimum headways are constrained by ve-

hicle capacity 
Time headway between buses 
Theoretically optimum headway under the fixed-route strategy 
Theoretically optimum headway under the flexible-route strategy 
Optimum feasible headway under the flexible-route strategy 
Mean number of passengers served during a bus trip 
Capacity (passenger spaces) of each vehicle used for fixed-route 

service 
Capacity (passenger spaces) of each vehicle used for flexible­

route service 
Time scheduled for a bus trip under the fixed-route strategy 
Fixed component of the time scheduled for a bus trip under 

the flexible-route strategy 
Average service time per passenger allowed under the flexible­

routc strategy 
Average travel time spent inside the vehicle per passenger trip 
Average travel time spent outside the vehicle per passenger trip 
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method. Table 1 contains the nomenclature that will 
be used throughout the paper. 

MATHEMATICAL MODEL 

Mathematical Formulation o f Problem and Simplifying 
As s umptions 

An objective function of minimizing the sum of 
operating costs and the expectation of the users' 
cos ts are assumed. So, i f we define the operating 
costs to be C0 and the expectation of the users' 
costs to be Cu, then 

where Z is the total cost to be minimized. 
lar objective function was used elsewhere 
Because the magnitudes of the defined costs 
on the length of time considered, C0 and 
based on unit time. 

(!) 

A simi­
(]-2). 
depend 

Cu are 

An average ridership rate of Q passenger trips 
per unit time is assumed. Althou9h Q is implicilly 
assumed to be dependent on the time of day, it is 
ass umed to be unaffected by the strategy. 

It is assumed that F buses are used for service 
within the unit time under consideration a nd that 
C0 can be approximately modeled as follows: 

for fixed-route strategy, 

and for flexible-route strategy, 

where 

y average total cost of operating a vehicle 
per unit time, 

o/ average cost (per passenger) of providing 
the communication medium for the fle xible­
route strategy, and 

X proportion o f passengers served who require 
a communication fac i lity to register their 
demand. 

(2a) 

(2b) 

Actually, the ridership rate is dependent on the 
time of day and, because of this, transit operators 
do not always provide the same quantity of service 
throughout the day. Also, the operators' costs 
consist partly of a component that directly varies 
with the quantity of service provided and partly of 
a fixed component that is independent of the quan­
tity of service provided. Consequently, the values 
of y and 'l' may not necessarily be the same 
throughout a whole day. The question of how to 
correctly apportion transit costs among different 
demand periods is not addressed in the present 
study. Both y a nd o/ are treated as constants. 
It is also possible that vehicle operating costs 
would be different for the two strategies. However, 
because a substantial portion of these costs is 
labor costs, it is the efficiency of labor use on 
the system rather than operating strategy that will 
significantly influence the value of y. Thus, y 
is taken to have approximately the same value for 
both strategies. 

Users' costs consist of the fares and costs 
attributable to their total time commitment for the 
trip. The fares are considered to be internal to 
the bus transit system and are not included in the 
evaluation. 

A user's time commitment to a trip consists of 
time actually spent on the vehicle and time spent 
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outside of it. If we suppose that each unit of time 
spent inside the yehicle is worth Yiv units of 
money while each unit of time spent outside is worth 
Yov• then 

where Yov ;,, Yiv• tiv is 
spent inside the vehicle per 
t 0 v is the average time spent 
per passenger trip. 

(3) 

the average time 
passenger trip, and 
outside the vehicle 

By using a constant time value, it erroneously 
implies that all users attach the same value of 
travel time and that the marginal utility of travel 
time is constant, regardless of the time length of 
the trip. It should be pointed out, then, that 
because of the assumption, wealthy users, who are 
likely to attach higher values to their travel 
times, and long distance travelers, who are likely 
to have higher marginal time utility, are disadvan­
taged. In studies directly aimed at estimating 
travel demands, both factors would have to be al­
lowed for . 

Substituting Equations 2a and b and 3 into Equa­
tion 1 gives the following: 

for fixed-route strategy, 

(4a) 

and for flexible-route strategy, 

(4b) 

In comparing the two strategies, all design 
variables are first chosen so as to optimize z 
within each strategy. After this, the optimal 
values of Z for the two strategies are compared. It 
is on the basis of the results that a general meth­
odology for comparing the strategies is proposed. 

In general, the two main design variables are the 
dispatch headways and the dimensions and conf igura­
tion of the service zones (for flexible-route strat­
egy) or spacing between the routes (for fixed-route 
strategy). In this paper, the service area is 
assumed to be given and to be small enough to re­
quire only a single route under the fixed-route 
strategy or a single service zone under the flexi­
ble-route strategy. However, some publications 
(_2.,i> include the topic of route spacing under the 
fixed-route strategy while the problem of optimally 
partitioning an area into service zones is investi­
gated in Ward (1_). 

If we represent the headway by h and the sched­
uled vehicle trip time as T, then: 

F = T/h (5) 

Normally, T (the scheduled trip time) is com­
prised of a slack time and the estimated expectation 
of the actual driving time. The driving time is 
denoted as Trd. Al though T should be a constant 
for a given ridership rate, Trd is random. 

The following mathematical relations are assumed 
for the travel times contained in Equations 4a and b 
and 5: 

for fixed-route strategy, 

(6a) 

and for flexible-route strategy, 

(6b) 

for fixed-route strategy, 

and for flexible-route strategy, 

for fixed-route strategy, 

and for flexible-route strategy, 

for fixed-route strategy, 

and for flexible-route strategy, 

where the notations are as follows: 

1. 01, 02, 02'• and o3 are 
stants such that 0 < 01 .; o.s, 0 
.,; 1, 0 .; o 2 • < 1, and o3 > O; 

2. tF, t 'F• t 1 , and tacc are also 
stants for a given service area; and 

3. q is the average number of passengers 
during a vehicle trip and, by definition 

q=Qh 
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(6c) 

(6d) 

(6e) 

(61) 

(6g) 

(6h) 

con­
< 02 

con-

served 

(6i) 

Equations 6a and b indicate that t 0 v consists 
of tacc• the access time between the bus route and 
the passenger's trip-end point and the waiting 
times. Al though tacc is a function of the width 
of the service zone, the waiting time consists of 
(a) the waiting time at the point of boarding and 
(b) the schedule delay, which represents the extra 
time that a user commits to the trip because his or 
her preferred arrival time at the destination point 
differs from the vehicle's schedule. For example, 
in a situation where all the passengers' trip-incep­
tion times coincide with the bus arrival times at 
the boarding points, and the bus arrival times at 
the respective destination points are exactly the 
same as the passengers' preferred arrival times, 
then 01 = O. However, in the extreme situation 
where both the passengers' trip-inception times and 
preferred arrival times at their destinations, 
independent of the bus schedule, are distributed 
uniformly over time, then o1 = 0.5.. This latter 
value of 01 is assumed, for illustration pur­
poses, in the subsequent discussion. The actual 
numerical value of o1 (provided o1 > 0) 
is, however, of little significance to the present 
work. 

Equations 6c and d and 69 and h were found to be 
approximately true from a computer simulation of bus 
operation during intraurban service undertaken by 
Adebisi (1). In the simulations, the scheduled trip 
time was taken to be the sum of the total driving 
time expectation and twice its standard deviation. 
The number of passengers served was taken to be 
randomly distributed over time and space but with a 
fixed average value per unit time. Only the vari­
ability in the bus trip times due to randomness in 
the bus load was allowed for. One would expect the 
results, particularly for Equations 6g and h, to be 
different if the variability in the trip times due 
to interaction with other vehicles that use the 
roadway is considered. 

Equations 6c and d imply that it is only with 
flexible-route service that the passengers' service 
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time constitutes a significant portion of the sched­
uled trip time and also confirms the assumptions 
(3,8) that passengers' service time in a scheduled, 
fix;d-route operation has a negligible effect on the 
scheduled trip time. Results of the simulations 
indicate that, while tF is mostly a function of 
the length of the fixed route and vehicle speed 
characteristics, it generally increases with the 
length of the bus route. Similarly, tF', t1, and 
o1 generally increase with the area of the 
service zone. 

The parameters 02 and 02' in 
and f represent the fraction of a bus 
constitute& the averaqe duration of a 
time. Consequently, their numerical 
on the passengers' origin-destination 
No specific values are assumed 
02' in the subsequent analysis. 

Obj ect~ve Fu nc t ion 

Equations 6e 
trip time that 
pasaenqer trip 
values depend 
(O-D) pattern. 
for o2 and 

Combining Equations 4a and b, 5, and 6a-i gives the 

Transportation Research Record 854 

for flexible-route service. Based on the present 
practice whereby transit operators use small buses 
for flexible-route service and large buses for 
fixed-route service, it is reasonable to suppose 
that ~ap' ~ qcap • It should be obse r ved that 
any other headway s beside ho' and h1 ' would only 
lead to suboptimal states for the strategies. Com­
parisons based on such suboptimal headways would 
obviously give biased results. Let us denote as 
zo* and z1 * the minimum values of z divided by Q 
for the fixed-route strategy and the flexible-route 
strategy, respectively. Thus, zo* and z1* 
represent the average total minimum disutility per 
puoocngcr. Because Q is assumed to be independent 
of the strategy, it should not make any difference 
whether we use Z or zo* and z1 * in our compari­
son. However, because it considerably simplifies 
subsequent analysis, the latter option is adopted. 
Thus, 

(IOa) 

following: und 

for fixed-route strategy, 

(?a) 

and for flexible-route strategy, 

(7b) 

In order to minimize Z, we must choose an appropri­
ate value of h, which is the only design variable in 
the present model. Differentiating Z with respect 
to h gives ho* (the optimum headway for the fixed­
route strategy) as follows: 

(8a) 

Thus, we have from Equations 6g and h and Ba that 
the mean vehicle load, when optimal headways are 
used, is as follows: 

(8b) 

The implication from Equation Bb is that, because 
vehicles have finite capacities, optimal headways 
may not always be feasible when Q assumes large 
values. It is therefore necessary to distinguish 
between optimal feasible headway and the theoreti­
cally optimal headway. If we let qcap represent 
the veh icle capacity and ho' represent the optimal 
feasible headway under fixed-route operation, then: 

ho= min [h~ ; (q,.r/Q)j l8c) 

Because of the randomness in the vehicle load, 
one may need to allow a safety factor in selecting 
the value of qcap and not simply use actual capac­
ity. However, if all passengers board the vehicle 
at the dispatch point and a sufficient supply of 
vehicles is always available, one does not need a 
safety factor. 

Similarly, if we let h1' and h1 * represent 
the optimal feasible headway and the theoretically 
optimal headway, respectively, for the flexible­
route strategy, we have the following: 

(9a) 

while 

where qcap' is the capacity of each vehicle used 

(!Ob) 

Complications in choosing between the strategies 
are examined by exploring the sensitiveness of zo* 
and z 1• to changes in Q. Thus, we differentiate 
zo* and z1* with respect to Q and obtain the 
following: 

if theoretically optimal headways are used, i.e., if 
ho' = ho*• 

and if capacity-constrained headways are used, i.e., 
if ho' = qcap/Q, 

az~/aQ--(Tuv4cap/02 ) 

and if h1' = qcap'/Q, 

az;/aQ = 'YovU3 - ('Yov q~ap/Q2 ) 

and if h1' = h1*• 

3z~/3Q ='Yo yU3 -{ 'Yov tf,/Q3 [I + ('Yiv a2hov a2) ' 11 Q) r' 

(I IL) 

(lie) 

(I Id) 

Equations lla and b indicate that zo* always 
decreases with Q and thus confirms the general 
belief that the fixed-route strategy is character­
ized by economies of scale. Equations llc and d, on 
the other hand, indicate that z1 • might actually 
increase with Q such as when 

or when 

The conditions that lead to z 1• increasing with Q 
are more likely to be met when Q assumes large 
values than when it is small. This finding also 
affirms the reasonableness of the general aversion 
to recommend a flexible-route strategy for high 
levels of ridership demands. 

COMPARISON OF STRATEGIES 

At this stage, useful inferences on the relative 
performance of the two strategies under considera­
tion can be drawn. The situation when headways 
under the two strategies are constrained by vehicle 
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capacity (thus being more straightforward) is dis-
cussed 
qcap' 
lla-d 

first. Numerically, o3 > 0, and 
.;; qcap· It is implied from Equations 

that, when the vehicles used for service under 
both strategies are always fully loaded, z 1• never 
decreases with Q at a faster rate than zo*· 

Also, it will be recalled from Equations 6c and d 
that tF represents the scheduled trip time under 
the fixed-route strategy while tF' represents just 
the fixed portion of the scheduled trip time under 
the flexible-route strategy. It is true that when 
the same demands are served, flexible-route service 
is likely to take a longer time to complete than 
fixed-route service, but the service times (i.e., 
buses' access times to demand points and consequent 
loading times) that t 1q represents make up the 
bulk of the scheduled times. It will therefore be 
appreciated that tF' will almost never exceed 
tF. Given that tF > tF', it follows from 
Equations lla-d that, when theoretically optimal 
headways are used for both strategies, z1 • never 
decreases with Q at a faster ~ate than zo*· 

It is possible that, for some values of Q, theo­
retically optimal headways are appropriate with one 
strategy, but for the other strategy the headways 
must be based on vehicle capacity. Therefore, the 
above does not constitute sufficient proof that 
z1 * never decreases with Q at a faster rate than 
zo* in all situations, but it is sufficient to 
prove lemma 1, which is stated as follows: When it 
is optimal for both strategies that theoretically 
optimum headways always be used or that the headways 
always be based on vehicle capacity and if we find 
that for a specific value of Q that zo* < z1•, 
then zo* < z1* for all higher values of Q. 
Similarly, if we find that for a specific value of Q 
that z1* < zo*• then z1• < zo* for all 
smaller values of Q. 

By applying lemma 1, it is shown in the next 
section that, in most cases, where only one strategy 
is required the appropriate strategy is uniquely 
determined by considering the extreme ridership 
rates only. 

Proofs of Relevant Theorems 

Let us suppose that the maximum and minimum rider­
ship rates likely to be served on a typical day 
within the service area are Qmax and Qmin• Let 
us also represent the values of Q when the theoreti­
cally optimal headways are exactly equal to the 
headways based on vehicle capacity as Qc,O and 
Qc,l for the fixed- and flexible-route strategies, 
respectively. For convenience, we denote the value 
of zo* as zo when the headways are based on the 
vehicles' capacities but as zo** when theoreti­
cally optimal headways are used. The corresponding 
values for z1* are z1 and z1 ••. Thus, 

... 
zo = zo 

and when Q > Qc,O• 

zo = zo 

and when Q .;; Qc,l• 

and when Q > Qc,l• 

(12a) 

(12b) 

(12c) 

(12d) 

Let us first consider the case where the fixed-

41 

Figure 1. Conceptualization of some situations when fixed-route strategy is 
more appropriate at Omin· 

-- ~~· 

z"' 

---

-- ~i· 
Q 

Oco Oc.1 Om i 0 

route strategy performs better than the flexible­
route strategy at Q Qmin: i.e., zo* < z1* 
at Q = Qmin• The following can then be deduced: 

1. If Qc,O > Qmax and Qc,l > Qmax• 
then theoretically optimal headways should be used 
under both strategies for all relevant values of Q: 
i.e., Q E [Qmin• Qmaxl. It follows from 
Equations 12a-d that zo* zo** and z 1* 
z1** for Q E [Qmin• Qmaxl. Since zo** < 
z1** at Q = Qmin• it follows from lemma 1 that 
z 0 ** < z 1** for Q E [Qmin• Qmaxl and the 
fixed-route strategy is more appropriate than the 
flexible-route strategy for all relevant ranges of 
demand. 

2. If Qc,O < Qmin and Qc,l < Qmin• by 
implication headways should be based on vehicle 
capacity under both strategies for all Q E [Qmin, 
Qmaxl • Therefore, it follows from Equations 12a-d 
that for all Q E [Qmin• Qmaxl, zo* z0 and 
z1 * z1 . Because z0 < z1 at Q Qmin' 
it follows from lemma 1 that z 0 < z 1 for all Q 
E [Qmin• Qmaxl and the fixed-route strategy is 
more appropriate within the relevant ranges of 
demand. 

3. If Qmin < Qc,O < Qmax 
Qc, 1 < Qmax• then both optimum 
headways based on vehicle capacity 
for at least one of the strategies. 
a conceptual representation of 
situations where Qc,O ~ Qc,l 

Qc,l· 

or Qmin < 
headways and 

should be used 
Figure 1 gives 
the possible 
and < 

When Qc,O ~ Qc,l• then the fl exible- route 
strategy requires that optimal feasible headways be 
based on vehicle capacity at the same or lower 
ridership rates than the fixed-route strategy 
requires. But from lemma 1 and Equations 12a-d we 
know that if zo* < z1* at Qmin• then zo** 
< z1 ** and zo < z1 for Q ~ Qmin• 
Furthermore, because z1**.;; z 1 for all values of 
Q, it follows that zo** < z 1** .;; z 1 for 
all Q ~ Qmin• Following from Equations 12a-d, 
we know that for Q E [Qmin• QC, l], zo* 
zo** and z1* z1**· Thus, zo* < z 1*. 
For Q E (Qc,l• Qmaxl' z1* z1: but zo* 
ZQ ** for Q E (Qc,l' Qc,ol and z 0* z 0 for 
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Q E (Qc,O• Qmaxl· Thus, zo* < z 1* for Q E 
(Qc,l• Qmaxl, too. Hence, zo* < z1* for 
all relevc.nt values of Q when Qc,O ;;. Qc,l· 
Therefore, the fixed-route strategy should be used 
throughout. When Oc,O < Qc,l• then the 
fixed-route strategy requires that optimal feasible 
headways be based on vehicle capacity at lower 
ridership rates than with the flexible-route 
strategy. As in the former case, we can deduce that 
for Q ;;. Qmin• zo** < z1** and zo < z, . 

.. In addition, zo** .; z 0 and z1** .; 
z 1 • However, while it is true that zo** .; 
z1** ., z1 for all Q i> Qmin' it io not 
necessarily true that z0 < z 1** for all Q ;;. 
Qmin• However, for Q E [Qmin' QC ,OJ, Zo* 
zo** and z1* z1**· Thus, zo* < z1*· 
For Q E (Qc,O• Oma xl, zo" zo, but z1* 
z1** for Q E <Oc,O• Oc,11 and z1* z1 
for Q E (Qc,l• Omaxl. The r efore , the 
fixed-route strategy is mor e appropriate for Q E 
[Omin• Qc,ol and Q. E (Clc,l• Omaxl but, since 
zo io not ncccooarily lcoo than z1 **, a more 
detailed investigation is required to determine if, 
in fact, the fixed-route strategy is appropriate 
within the interval (Cle O• Clc,1l· 

The above deductio~s are sufficient to prove 
theorem 1, which is stated below. 

Theorem 1 

If the fixed-route strategy is found to perform 
better than the flexible-route strategy at Q 
Qmin• then the fixed-route strategy is more 
appropriate for all relevant values of Q whenever 
(a) theoretically optimal headways are always 
feasible under both strategies or (b) optimal 
feasible headways are always based on vehicle 
capacity for both strategies or (c) both 
theoretically optimal headways and headways based on 
vehicle ca[Jacity are useu fur at least one of Lhe 
strategies but Oc,O ;;. Qc,l• 

In addition, if the fixed-route strategy is found 
to be more appropriate than the flexible-route 
strategy for Q = Omin• and both optimal headways 
and headways based on the vehicles' capacities are 
used for the fixed- rou te strategy with Qc o > 
Oc, l• then the f i xed- route st ra tegy is approp~iate 
for Q E [Qmin• Oc,ol and Q E (Clc,1• Omaxl· 

By using a simila r procedure and logic similar to 
the above, we can also prove theorem 2. 

Theorem 2 

If the flexible-route strategy is found to perform 
better than the fixed-route strategy for Q = Omax• 
then the flexible-route strategy is more appropriate 
for Q E [Qmin• Omaxl whenever (a) optimal 
headways are always used under both strategies or 
(b) optimal feasible headways are always based on 
vehicle capacity for both strategies or (c) both 
optimal headways and headways based on the buses' 
c~pacities are used for at least one of the 
strategies but Oc,l ;;. Oc,O· 

In addition, if the flexible-route strategy is 
found to be more appropriate for Q = Omax and both 
optimal headways and headways based on on the buses' 
capacities are used for flexible-route strategy with 
Oc,l < Oe ,O• then the flexible- route strategy 
is more appropriate for Q E [Omi n• Clc,1l and Q E 
(Qc,O• Qmaxl • 

In real- l ife situations, the values of Clc,l and 
Oc ,O would be very large and, if not larger than 
Omax• should be close to it. Otherwise, the 
obvious implication from the present work is that 
improvements are possible simply by having larger 
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vehicles. Thus, the range of demand (Clc,l• 
Oc,ol or (Qc,O• Qc,11 where the proven 
theorems indicate inconclusive results should not be 
of much practical importance. A general methodology 
for comparing the strategies is proposed in the next 
section. 

Genera l Methodology fo r Compa r i ng S t r ategie s 

Theorems 1 and 2 indicate that, if a bus transit 
operator wants to choose one of the fixed-route and 
flexible-route strategies, he or she needs to com­
pare them at Q = Omax and Q = Omin. Theorem 1 
indioatea that if the fixed-route strategy ie found 
to be superior to the flexible-route strategy at Q = 

Omin• then it will, for most practical situations, 
be superior for all relevant ranges of demand. It 
is therefore desirable to operate exclusively with 
the fixed-route strategy in such a situation. 
Similarly, if the flexible-route strategy is found 
to be more appropriate than the fixed-route strategy 
at Q Omax• then it is desirable to operate 
exclusively with the flexible-route strategy. 
However, when the fixed-route strategy is found to 
be the better strategy at Q = Omax but the flexi­
ble-route strategy is more suitable at Q = Omin• 
then neither strategy should be used exclusively. 
In such a case, the transit operator could determine 
the range of demand for which one strategy is supe­
rior to the other and then draw up a schedule for 
switching strategies as the demand rate changes from 
one region to the other. Such an arrangement, 
however, poses some operational problems. In a 
situation whereby the fixed-route strategy is exclu­
sively adopted, large vehicles are likely to be 
used, but where the flexible-route strategy is 
exclusively adopted, mostly small buses will be used 
because they are easier to maneuver. Therefore, 
some compromise may have to be made on fleet compo­
sition when operating strategies are routinely 
switched. This compromise may increase overall 
operating costs. When allowance is made for the 
extra costs, it is possible that one finds it better 
to operate exclusively with one strategy. However, 
making a rational choice precludes the adoption of 
an all-or-nothing principle in choosing between the 
fixed-route and flexible-route strategies. 

CONCLUSION 

It has been shown that choosing between a fixed­
route strategy and a flexible-route strategy is more 
complicated than earlier studies indicated. Evi­
dently, a comparison method based solely on the 
determination of the critical ridership rate is 
inadequate, since it indirectly assumes that demand 
is invariant with time. Such a comparison method 
can only identify the dominant strategy that should 
be used more widely than the other strategy, since 
it does not conclusively show that the chosen strat­
egy performs better for all relevant ranges of 
demand. Also, by comparing the strategies on the 
basis of the costs required to achieve a specified 
level of service, one runs the risk of comparing 
them at nonoptimum states. The indication from the 
present work is that, when the strategies are com­
pared at states other than the optimum, the results 
are likely to be biased. 

The method proposed in this study has tried to 
remove the limitations described above that are 
inherent in the current methods of comparing the 
strategies. However, this new method is also not 
without its own limitations. For one, the fact that 
the analysis was focused on a very small service 
area limits its application. Another limitation is 
that no allowance was made for the interplay of 
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demand and level of service. Further research on 
the subject should aim at removing the identified 
weaknesses in the model. 
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Concurrent-Flow High-Occupancy Vehicle Treatment on 

Freeways-Success Story in Houston 
CHARLES A. FUHS 

On March 30, 1981, a 3.3-mile concurrent .. flow lane began operation wi·thln 
the median shoulder on North Freeway (lnterstale-45). The concurrent-flow 
lane operales inbound only from 6:00 to 8:30 a.m. and is available to autho­
rized vehicles, which include registered and approved buses and eight-passen­
ger vanpools. The concurrent-flow lane ls an extension of contraflow prefer­
ential 1reotmant provided funher downstream; it provides a travel -time 
savings of about 4 min . This project is one of seven nationwide that is cur­
rently operating, is tho only project to be implemented within an existing 
paved emergency shoulder. and is che first operation to restrict use to 
authorized vohic!e1 that display an appropriate permit. A goneral report on 
the unique characteristics and results of Houston's concurrent-flow operation 
Is presented. Compa•alive 0V11luotions are presented tha1 measure 1ho suc-
cess of this project with other concurrent-flow applications on freeways. In 
the first three months, an avorage of 257 vehicles (78 percent van pools 
and 21 percent busasl !raveled the lane inbound during each daily 2.5·h 
peak period, which facilitated the movement of 3752 commuters. The 
North Freeway concurrent-flow project was jointly implemented by lhe 
Texas State Oepanment of Highways and Public Transportation and the 
Metropolitan Transit Authority of Harris County. Both agencies funded 
corimuction of the projecr with local monies and jointly managed daily opera· 
tion. The success of the concu.rront-flow project, as illustrated in this paper, 
has resulted in increased person trips on a severely congested freeway facility 
and has provided a travel-time incontlve to vanpool and bus transit users 
until such tlmo that a more permanent transltway facility can be constructed. 

In 1979 the Metropolitan Transit Authority (MTA) of 
Harris County, Houston, and the Texas State Depart­
ment of Elighways and Public Transportation (TSDHPT) 
opened a 9.6-mile contraflow lane on Interstate-45N 
(North Freeway). The $2 • .1 million project, funded 
under a Service and Methods Demonstration program 
grant (Sections 5 and 6) of the Urban Mass Transpor­
tation Act of 1964 (as amended), was very successful 
in attracting riders into vanpools and buses. These 
were the only authorized vehicles that could benefit 
from the project, and rather rigid authorization 
procedures were adopted to he.lp ensure safe opera­
tion. The contraflow lane bypassed about 6 miles of 
severe traffic congestion and saved users about 
30-min of travel time daily. Use increased 350 

percent from the 1st through 82nd week of operation 
to 10 900 daily trips (]J. However, du.ring the 
contraflow planning and implementation period from 
1975 through 1979, severe traffic congestion was 
growing and began extending several miles upstream 
of the northern terminus to contraflow. An exten­
sion of the contraflow concept to alleviate this 
problem was complicated by several factors. Unac­
ceptable traffic conditions upstream did not permit 
borrowing a lane for contraflow. Also, facility 
design would not accommodate a safe project termina­
tion farther north. Other alternatives were studied 
for bypassing congestion outside the contraflow 
limits. 

BACKGROUND 

The concurrent-flow concept was first proposed as an 
extension to the contraflow lane in early 1980 to 
alleviate congestion in the morning period. The 
concept could be readily implemented within an 
existing paved median shoulder along a 3.3-mile 
segment, as shown in Figure 1. The segment was 
unique in that the termination of the concurrent­
flow lane could be transitioned directly to the 
contraflow lane . This segment encompassed most of 
the regularly recurring traffic congestion. Median 
drainage inlets and superelevations prohibited easy 
conversion of the inbound median any further. I n 
the afternoon peak period, traffic conditions at the 
time did not warrant implementation of a simi.lar 
treatment on the outbound shoulder. 

TSDHPT subsequently designed the necessary sign­
ing and striping modif i cations to convert the median 
shoulder for bus and vanpool use . A connection ramp 
was desi.gned at the downstream terminus to facili­
tate direct access from the concurrent-flow shoulder 
to the entry of contraflow. An exception was 
granted from Interstate standards by the Federal 
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Figure 1. Concurrent-flow shoulder lane. 
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Hig bway Administrat i on in f al l 1980. Proj ec t imple­
menta tion was e xped ited by use of l oca l mon i e s from 
both age ncie s to fund constr uc t ion. TSDHPT installed 
signs, r e stdped l anes t o aCCOfllll\Oda t e t he l ane o ver 
bridge decks, and reinf orced bridge r a ilings. MTA 
constructed a connection ramp and gate. Total cost 
to both agencies was about $130 000. Construction 
began in November 1980 and was completed about four 
months later. 

Operation management of the concurrent-flow lane 
(CCFL) was a lready prov i ded under a previous opera­
tions plan between MTA and TSDHPT for the contraflow 
lane. The operating plan finalized and made legal 
the following: 

1. Operating hours and schedule·, 
2. Requirements for authorized vehicles, 
3. Requirements for authorized drivers, 
4. Rules and regulations for use of the lane, 
5. Enforcement procedures, 
6. Maintenance responsibilities, and 
7. Emergency and breakdown procedures. 

Most of the contraflow policies were transferred 
to encompass CCFL operation. Authorized users were 
designated as recipients, which included existing 
buses a nd vanpools that operate on the contraflow 
lane. 

Th.; p l <i11 iia:; been made the o t t i c i a l r u ling docu­
ment by an MTA- TSDHPT ope ra t ions agreement, which 
also provided for a proj ec t management team to 
oversee t he p rojec t and make ame ndments to t he plan 
by mu t ua l consent o f the TSDHPT pro ject e ng i neer and 
MTA pro j ect manager. This a r rangement has worked 
very well f o r t he past two years. Amendments to the 
plan can be made quic kly a nd e ff ec tive l y at monthly 
meetings wi thou t amend i ng the gove rn i ng ope rations 
agreement. 

Of particular interest in securing an operations 
agreement was the ability of MTA to enforce restric­
tions that govern the use of the median shoulder. 
The i nte.nt of a prev ious ordinance enacted by the 
city empowe ring t heir police to enforce the contra­
flow project was expanded to encompass the concur­
rent-flow project. 

CCFL was opened to autho r i zed users on March 30, 
1981, without publ ic fa nfare . Notices and driver­
training information were distributed in a packet to 
authorized bus and vanpool drivers a week before the 
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Monday o pening . An e xa mple o f t h is i nforma tion is 
s hown i n Figur e 2 . Bus passeng e r s rec e ived t he 
notice shown i n F ig ure 3 s eve ral days before bu ses 
began traveling in t he s houlder lane . Newspape r 
a r ticles r e pr esented t he onl y media co ve rage on t he 
projec t . Oper at ion i s shown i n Figure 4. 

Characteri s tic s of North Freeway 

Nort h Freeway is a standard six-lane Interstate 
fac ility within the c oncurrent-flow project limits . 
The f r eeway was built i n 1 958 and later upgraded 
with c o nve rsion of a 35-f t g rass median in to con tin­
uou11 aaphal Llc {Javed s houlde r s with standa rd med ian 
rail and g l are s c r ee n. Average weekday traf f i c in 
this port ion of the fr eeway averaged 145 000 vehi­
cles in 1980 (1 ). Average speeds i n the 6:00-8:30 
a.m. peak period averaged 26 mph in level-of-service 
F t hroughout the three- mi l e distance (according to 
the Hous t on Chronicle, Ma r c h 24, 1981). Traffic was 
growing at a rate of mo re than f ive p e rcent annu­
ally. Much of this growth was be ing a bsorbed by 
contraflow- a uLhcaized vanpools a nd buses tha t s howed 
a 430 percent increase in rider s h p to 6200 peak-pe­
r iod trips after 22 months of c ontraflow operation. 

Figure 2. Cover of driver-information package. 

Announcing A New Lane on the North Freeway 

Expressly for Contraflow Vehicles 

mETAO 
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Figure 3. Notice issued to bus passengers. 
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lot pe1manl!nt express unprovemen1s on 1·45. 
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Police Oepar1menl will enlorce lane regula\lons 

mETRO 
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Figure 4. View of CCF L near West Road. 

The CCFL project was proposed to encourage more use 
of the contraflow lane and bypass recurring traffic 
congestion upstream of the morning contraflow entry, 

Several other freeway characteristics favored a 
concurrent-flow experiment on North Freeway. The 
3, 3-mile segment contained excellent sight distance 
and only three bridge structures. Full 12-ft lanes 
were provided adjacent a median shoulder that aver­
aged 16 ft except at bridge structures. Parallel 
frontage roads along the outer separation also 
provided detour opportunity in event of an incident. 

Project Design 

CCFL extends 3.3 miles along a segment of the median 
shoulder that is borrowed for 2.5 h each morning. 
Signing designates shoulder use by authorized vehi­
cles only with standard diamond symbols as described 
in the Manual on Uniform Traffic Control Devices 
(MUTCD) ( 2) . Signs are posted about 1000-ft apart 
on the m-;dian rail. Alternate signing is placed 
between authorized designations that restrict emer­
gency parking in the median during operating pe­
riods. There are no high-occupancy vehicle (HOV) 
diamond pavement markings or other special striping 
along the lane. The surface texture of the shoulder 
pavement was retained as white delineation gravel on 
a hot-mix asphaltic base. Special pavement markings 
would not have been visible on the white gravel. 
Also, the effect of driving on the shoulder surface 
provided better traction and discouraged use of the 
shoulder as a regular travel lane. The shoulder 
pavement was sufficient to support a low volume of 
daily vehicles. A typical at-grade section of the 
lane is illustrated before and after implementation 
in Figure 5. 

At bridge structures, no median shoulder pre­
viously existed, although outer shoulders were 
provided as shown in Figure 6. Restriping and 
shifting main lanes to absorb the outer shoulder 
created sufficient width (10 ft) to accommodate the 
concurrent-flow median lane over bridge decks. 
After the first several months of trial operation, 
temporary paint striping was replaced with thermo­
plastic markings. The slight weave in main lanes, 
equivalent to 10 ft over a transition length of 2000 
ft, is unnoticeable to general traffic. 

At the northern terminus near West Road, as shown 
in Figure 7, is a larger-than-standard sign in the 
median shoulder for authorized vehicles. No special 
edge striping is included that might encourage entry 
by general traffic. In Figure 8, the plan for 
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treatment of at-grade separations is shown for the 
Mt. Houston and Gulf Bank locations along the proj­
ect. The southern terminus and connection to the 
contraflow lane is highlighted in Figure 9. The 
CCFL separates from the median as an exclusive 
connector ramp, tying into an existing contraflow 
ramp used only in the evening operating period. 
This ramp feeds inbound vehicles over a short con­
current-flow segment on a bridge structure to the 
previous contraflow entry. The concurrent-flow 
segment of this third bridge is separated by yellow 
pylons from adjacent traffic. This connection is 
about 10 ft wide. Several gates are employed at the 
transition to the exclusive ramp and entry to the 
contraflow lane to prohibit use outside the operat­
ing period. 

Operating Plan 

Procedures and supervision of the CCFL are vested in 
the Operations Department of MTA. A crew of eight 
employees used to deploy the contraflow lane monitor 
the CCFL during operating periods and perform minor 
setup functions, including pylon installation and 
gate opening near the contraflow entry. An MTA 
wrecker previously located along the contraflow lane 
was moved upstream to the beg inning of the CCFL to 
monitor entering vehicles and respond to incidents 
in both projects more effectively. 

The contraflow crew spend part of their 1.5-h 
deployment period from 4:30 to 6:00 a.m. removing 
any debris and towing any stalled vehicles from the 
median shoulder section. TSDHPT also maintains a 
regular schedule for sweeping the median. 

The minimal operation cost associated with daily 
deployment of CCFL is absorbed as part of the de­
ployment costs of the contraflow lane. The monthly 
cost to MTA for contraflow averages $50 000, with 
approximately two-thirds of this total involving 
labor. Operation costs are locally funded. 

Two groups of eligible CCFL vehicles--vanpools 
and buses--are included as potential users. In 
order to be authorized for the contraflow lane, 
rather rigid requirements must be met. Eligible 
vehicles- include the following: 

1. All MTA transit vehicles, 
2, Suburban commuter buses operated under con­

tract to MTA, 
3, Other full-sized transit vehicles being op­

erated on regularly scheduled services and approved 
by MTA pursuant to the requirements as listed, and 

4, Vans designed to carry eight or more passen­
gers (including driver) and approved by MTA pursuant 
to the following requirements. 

For vehicles defined under 3 and 4 above, au­
thorization also requires that at least eight pas­
sengers be registered, that both vehicle and driver 
must have met minimum insurance requirements, the 
driver has a good driving record and successfully 
completed an MTA-sponsored contraflow-training 
course, and the vehicle has a valid inspection 
sticker and contraflow-authorization decals affixed 
appropriately. 

Probably the most important aspect of this man­
agement procedure is the issuance of authorized MTA 
decals that appear on the front and back windshields 
of each vehicle. An example decal is shown in 
Figure 10. These decals are highly visible to 
enforcement officers (the printing is black and red 
on a white background). This unique approach to the 
authorization or restriction of vehicles to a tran­
sit preferential treatment greatly simplified en­
forcement and provided close controls over Houston's 
first steps toward a regionwide transitway system. 
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Figure 5. CCFL at·grade implementation. BEFOR E 
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Moreover, this approach was easily adapted to the 
CCFL after already being established for contraflow 
operation. 

Unauthorized vehicles are easily identifiable if 
they do not display a proper decal. Police can 
deter or remove vehicles along the CCFL by setting 
up a monitoring point anywhere along the shoulder 
lane. A 16-ft-wide space (wider near bridge struc­
tures) is sufficient for patrols to park adjacent to 
the median rail without disrupting CCFL operation. 
The number of attempted violations have averaged 
from three to seven occurrences/day. 

During the first month of operation, two patrols 
of the Houston Police Department were furnished to 
deter violators. They maintained fixed positions 
along the lane at locations of high visibility atop 

I 

11 11 11 

approaches to bridges. After a month the police 
were removed. In the following months, officers 
assigned to the contraflow-lane project provided 
infrequent patrols on the concurrent-flow segment. 
Violation rates have remained low with this support. 

Operating rules for drivers of the CCFL are more 
rigorous than policies and procedures adopted on 
similar nationwide projects. A summary of these 
rules, extracted from the MTA driver training man­
ual, is included below (l ): 

1. Operational rules: (a) Entry at any point 
along length of shoulder, no exit except in emer­
gency: (b) headlights on: (c) no passing: and (d) 
3-s minimum spacing between vehicle ahead and 
through connection ramps to contraflow entry: at 
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Figure 7. Concurrent-flow plan-West Houston. 
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contraflow entry reduce speed to 30 mph when passing 
police surveillance point. 

2. Entering lane: (a) Turn on headlamps; (b) 
enter from leftmost travel lane next to median 
shoulder, checking for oncoming vehicles in shoul­
der; (c) use turn indicator; and (d) yield to on­
coming vehicles to your left in shoulder as you 
me·rge. 

3. Entering contraflow lane: Enter the median 
shoulder lane or enter via the North Shepherd and 
Stuebner-Airline ramp. (There is no longer an entry 
to contraflow from I-45 at the North Shepherd ove r­
pass.) 

Figure 9. Concurrent-flow plan at termination. 
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4. Negotiating a disabled vehicle: (a) Slow at 
least 200 ft behind disabled vehicle, (b) signal 
right-turn indicator to merge back into leftmost 
travel lane, (c) maneuver around disabled vehicle, 
and (d) reenter shoulder lane by using left-turn 
indicator and carefully merge from leftmost lane. 

Pr ojec t Use 

During the first three months of project operation, 
use of the concurrent-flow shoulder lane grew from 
250 to 280 vehicle s/operating period (j_). Vehicles 
were composed of 22 percent buses and 78 percent 

Gale closed outside 
6:00 - 8:30 operal1on 

-----~~~~~~~~~--~~l~•~,1~~~,0~,.~l•~P~<~R~a~. ::::::::::::::::::::::::::::::::::::::::::::=::::::::::~p~c~no~d~:::::::::=:::=:::::::::::::::::::::::::::::::::::::::::= 
Guard Ra 11 Fence 

Inbound I-ti!> -- New conneclo1 ra m p 

Wllf" s.I Frontage Ra. 

2.9 l'Tll. J,0 m1, 

Con l tarlow Lane 
9.6 miles lo Downlown----.... 

-
J .2 m1. 
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vanpools. A more detailed record of vehicle use 
along the CCFL is presented in Figure 11 (!J and the 
table below (!l : 

Termination, 
Beginning, Midpoint, Contraflow 

1981 West Road Mt. Houston Entr:z: 
February (be- 151 173 190 

fore CCFL) 
April 207 236 249 
May 242 254 259 
June 254 265 281 

Figure 11 illustrates the growth in use at three 
locations along the lane. Total vehicles increased 
an average of 14 percent along the lane. This 
increase was commensurate to increases on the con­
traflow lane during the previous three months. 
Since entry to the shoulder is unrestricted, vehi­
cles (particularly vanpools) load onto the lane 
throughout its length from various freeway feeder 
ramps. Few buses enter the freeway throughout this 
segment. There is no user demand for exiting the 
lane. Before the CCFL project, 21 percent of the 
users were entering the freeway within the project 
limits. After three months only 10 percent were 
entering the freeway downstream of the beginning of 
the CCFL. Apparently a number of vanpools have 
shifted travel patterns from parallel arterials to 
benefit from this project. 

The extent of diversion among vanpools is pre­
sented in more detail in Figure 12 (!J. There are 
two entry points to the contraflow lane. The first 
is directly from I-45 inbound via the CCFLi the 
other is via Stuebner-Airline, a major surface 
arterial. In a December 1980 origin-destination 
survey, 78 percent of all vanpools entered the 
contraflow lane via the I-45 crossover. After CCFL 
implementation in May, 95 percent were entering from 

Figure 10. Authorized Front Windshield Rear Windshield 
vehicle decals. 

CONTRAFLOW CONTRAFLOW ,1,1, 1,1,1, 
mETRO 0598 mETRO ,._. 11:,!J~ 

Figure 11. Vehicle use of CCFL. 
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the CCFL. Similar increases in the percentage of 
total contraflow vanpools loading onto I-45 farther 
upstream are indicated. No information has been 
collected after CCFL implementation to determine 
specific changes on parallel arterials. 

This distribution of vehicle volumes in the CCFL 
is not uniform throughout the operating period. As 
illustrated in Figure 13 (4), as much as two-thirds 
of the total volume travel~ in the lane in the peak 
hour (6:30-7:30 a.m.). This distribution is similar 
to earlier distributions made during the first two 
years on the contraflow project farther downstream. 
The profile of users by time has not apparently 
changed due to increased growth or characteristics 
of enforcement. 

RESULTS 

Travel Speeds and Time Savings 

Travel speeds presented were made between the be­
ginning of the CCFL (West Road) and just upstream of 
lane termination (Gulf Bank Road), an effective 
length of 3 miles. Speeds in the main lanes adja­
cent to the CCFL were determined by floating-car 
studies. Studies were made during the first month 
of operation and are presented in Table 1 (il· 
Vehicles in the CCFL averaged 48 mph while vehicles 
in main lanes averaged 26 mph. Travel times for 
this distance are as follows: CCFL, 3.75 min and 
main lanes, 6.92 min. Thus, a net savings of 3.17 
min/user was initially realized, which resulted in a 
daily savings of about 190 person-h. Travel-time 
studies are continuing at this time. It is expected 
that daily savings will continue to increase as a 
factor of growth in use. 

Breakdown Incidents on CCFL 

Deployment of the contraflow-project wrecker to 
respond to incidents on both projects has worked 
well. The wrecker sweeps the CCFL in advance of 
each operating period, removing any disabled vehi­
cles. The wrecker is within several minutes re­
sponse time of a breakdown incident on the CCFL by 
being stationed at the beginning of the lane. About 
10 breakdown incidents have been logged during the 
first three months, but no incidents have involved 
authorized vehicles. Because of the width of the 

Near CCFL Termination 

At Mt, Houston (CCFL Midpoint) 

May Jun 

Months of Operation (1981) 
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Figure 12. Changes in vanpool routes after 
implementation. 

Figure 13. Vehicles traveling in CCFL. 
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CCFL Project Limits 

Contraflow Lane Entries from 
1-45 and Stuebner-Airline 

89% y 
93% 

y - CCFL Projeet Limits 

95% y 

Contraflow Lane Entries from 
1-45 and Stnebner-Airlinc 

*Origin/Destination sample size was 175 (December, 1980). 

8:30a.m. 

100] 
75 

50 

25 

May-June 1981 
Without Police Enforcement 

6:00a.m. 8:30a,m. 

Operating Period 
(30 minute increments) 

Operating Period 
(30 minute increments) 

18% 41% 24% 12% 5% 17% 39% 27% 12% 5% 

Percentage of Total Vehicles, n;250 Percentage of Total Vehicles, n;262 
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Table 1. Average speeds in CCFL and main lanes. 

6:00-6:30 a.m. 6:30-7:00 a.m. 7:00-7:30 a.m. 7:30-8:00 a.m. 8:00-8:30 a.m . Average 

Date CCFL ML CCFL ML CCFL 

4-7-81 35 21 47 27 39 
4-10-81 50 29 48 28 49 
4-13-81 48 33 46 20 45 
4-16-81 51 35 51 35 47 
4-20-81 48 27 50 20 45 
4-22-81 50 27 44 29 49 

Notes: ML= main lanes. 
For CCFL, X: = 48 and S = 3; for ML, X = 26 and S = 4. 

Table 2. Number of violators by location. 

Date West Road Mt. Houston Gulf Bank Road 

With Enforcement" 

4-7-81 2 3 3 
4-10-81 0 I 2 
4-13-81 I 2 I 
4-16-81 0 4 2 
4-20-81 0 0 0 
4-22-81 0 3 2 
4-24-81 9 7 5 

Without Enforcementb 

5-5-81 5 10 3 
5-6-81 7 7 5 
5-14-81 12 13 s 
5-21-8 l 2 6 3 
6-19-81 8 8 7 
6-22-81 5 2 4 

.-x = 2, 3, and 2 and S = 3.0, 2.3, and 1.6 for West H.oad, Mt. Houston, 
and Gulf Bank Road, respecOvely. 

bX = 7, 8, and 4 and S = 3.4, 2.9, and LB for West Road, Mt. Houston, 
and Gulf Bank Road, respectively. 

ML CCFL 

18 44 
20 41 
17 47 
19 48 
20 49 
20 52 

median, authorized vehicles have either negotiated 
incidents within the shoulder or merged into adja­
cent lanes and reentered the CCFL. Slow travel 
speeds in adjacent lanes usually permit this infre­
quent maneuver without difficulty. 

Violations 

During the first month (March 30 to April 27), two 
patrols of the Houston Police were stationed on the 
CCFL. Violations during this period are presented 
in Table 2 (4). 

Survey data were collected over seven days during 
this period, yielding a range of up to nine viola­
tions being sited at any given location during an 
operating period. Violators were sited more often 
near the beginning of the lane at West Road where 
police seldom were stationed, but observances were 
irregular. If an average of 2.3 sitings/day is used 
throughout the project, the percentage of violators 
to authorized users represented less than l percent 
of daily vehicles during police enforcement. 

During the following months, police enforcement 
was removed. Average sitings of violators increased 
slightly, varying from an average of 1.8 to 3.4 
observances/location daily and reflecting less than 
2 percent of all traffic in the median. 

Accidents 

The CCFL recorded two minor accidents through June. 
Both involved minor property damage and involved 
unauthorized vehicles accidentally or intentionally 
entering the median shoulder and colliding with an 
authorized vehicle traveling in the lane. To date 

ML CCFL ML CCFL ML 

19 45 27 42 22 
24 44 35 49 27 
21 50 26 47 23 
27 56 45 51 32 
21 53 32 49 24 
17 56 31 50 25 

the two incidents reflect the only reported acci­
dents during an initial period when 55 000 vehicle 
miles were logged on the shoulder lane. 

There has been no observed change in accidents on 
adjacent lanes. Information compiled from accident 
records over the length of the project [taken from 
State Accident Statistics--Region 4, Educational 
Service Center (February-May 1981) I is given in the 
table below for accidents coded for the 8000-10 300 
blocks of North Freeway, 6:00-8:30 a.m. (note: 
inbound accidents are traffic adjacent to the CCFL 
operation) : 

Inbound Outbound 
Time Time 

Condition Date ~ Date ~ 
Before 3-6-81 6 3-4-81 7 

(February-March) 3-11-81 6 
After 

(April-May) 4-9-81 8 5-6-81 6 
5-20-81 6 
5-20-81 8 

Only three accidents were reported during the first 
two months compared with two accidents in a similar 
60-day period prior to the opening of the project. 
This reflects an accident rate of 1.1 accidents/mil­
lion vehicle miles (MVM) before to 1.7 accidents/MVM 
after. Rates in the outbound side remained un­
changed at about 0.9 accident/MVM in free-flow 
conditions. Note that this evaluation is rather 
limited, encompassing only a 60-day period before 
and after the project. An extended period of opera­
tion is needed to more fully assess accident impacts 
to users and nonusers. 

Costs and Benefits 

An initial cost/benefit analysis is presented to 
provide some indication of the relative significance 
this project has made after a rather short period of 
operation. Costs of the project include initial 
construction ($130 000) and daily operation. Man­
power requirements needed for the adjoining contra­
flow-lane project are used to monitor and provide 
wrecker response on the CCFL. There may be some 
additional manpower needed, but this cost is ab­
sorbed within regular crew shifts required by the 
contraflow operation. Special police enforcement is 
no longer used; thus, no enforcement cost is con­
sidered necessary at the present time. 

The benefits to users involve an initial travel­
t ime savings of 190 person-h. There may also be 
some savings to main-lane drivers when an average of 
250 authorized vehicles are removed, but these 
impacts are probably negligible when compared with 
significant latent demand that exists in the corri­
dor for freeway capacity. 

A reduction in travel time aoes reflect a reduc­
tion in fuel consumption. This project expedited 
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movement of about 3900 persons in 250 vehicles. If 
it is assumed that without the CCFL these commuters 
would be riding in private automobiles with an 
average vehicle occupancy ratio of 1.4 persons/vehi­
cle, the resulting fuel savings would be about 
112 000 gal of gasoline/year, assuming a fuel-con­
sumption rate of 17 miles/gal. 

COMPARISON WITH OTHER FREEWAY CONCURRENT-FLOW 
PROJECTS 

Concurrent-flow reserved lanes have been demon­
strated on freeways elsewhere, and similar projects 
arc currently operating in Portland, Miami, Hono­
lulu, and the San Francisco area <i-ll· There have 
also been unsuccessful demonstrations in Boston and 
Los Angeles (~). These projects have been the 
subject of intense review and evaluation. Applica­
tions to date have been criticized because they have 
experienced increased accident rates and are diffi­
cult to enforce. Recommendations made from this 
experience include the following: 

1. A CCFL should only be implemented in conj unc­
tion with the addition of a freeway lane; a gen­
eral-traffic lane should not be designated for HOV 
use; 

2. The CCFL should span a location of normal 
peak-period freeway congestion; otherwise, HOVs will 
not receive an adequate travel advantage and will 
have difficulty merging into and out of the lane; 

3. Project implementation should be preceded by a 
vigorous public-information campaign; 

4. Project implementation should contain a 
thorough, well-planned enforcement program; monitor­
ing by motorcycle officers is encouraged for mo­
bility and selective enforcement techniques are 
recommended as a minimum approach to violation 
control, with continuous special enforcement en­
couraged to achieve a desired level of motorist 
compliance; 

5. The project should contain median shoulders or 
refuge areas for public safety and enforcement 
monitoring; and 

6. Signing and markings should conform to MUTCD 
standards to reduce driver confusion. 

Most design-related recommendations were incor­
porated into the I-45N project. These included the 
following: 

1. The CCFL was borrowed from a previously desig­
nated emergency shouldeq thus, no general-traffic 
lane was affected; 

2. The length and period of designation were 
specifically selected to bypass a recurring segment 
of traffic congestion; 

3. Median signing conformed to MUTCD standards; 
lane markings were not included because of the rough 
white gravel texture of the shoulder and contrast 
difficulties; and 

4. Refuge areas for vehicle breakdowns and en­
forcement monitoring were available in wider por­
t ions of the project near bridge approaches. 

Operational recommendations based on experience 
from other projects were carefully considered by the 
CCFL management team. Variances from recommenda­
tions were made where appropriate to meet specific 
needs of this project and develop conformity between 
concurrent-flow and contraflow project operating 
rules and regulations. Several examples of these 
variations with accompanying justifications follow: 

1. Project implementation and 
widely advertised and covered. 

opening were not 
Because a specific 
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user group on the contraflow lane had already been 
identified and authorized, there was no incentive to 
initially seek more users. Second, the project was 
implemented as an experiment. As such, the manage­
ment team could more easily modify or terminate this 
experiment without affecting a previous success 
record in HOV applications if the project were 
introduced without a vigorous information campaign. 
Finally, the earlier implementation of the contra­
flow lane on the same freeway already familiarized 
motorists with the objectives of HOV preferential 
treatment and the term authorized users. 

2. Enforcement was considered a necessary part of 
CCFL operation but no rigorous program could be 
implemented. Cooperation from the Houston Police 
Department was requested and received for the first 
30 days of project operation. Following this period 
a series of steps were taken to ensure compliance. 
Existing police patrols under contract to MTA were 
asked to expand their coverage area to include the 
CCFL on a selective ha,.is. Authorized users were 
asked to report observed violators to MTA. Reports 
were followed up by correspondence to vehicle 
owners. These steps have been effective in keeping 
observed sitings below 2 percent of lane use. 

3. Rules and regulations for operating in the 
CCFL include use of headlights, procedures for 
maneuvering around a stalled vehicle, and no exiting 
except on the termination into the contraflow lane. 
These procedures are more rigorous than other CCFL 
projects, as are the authorization procedures. The 
management team felt that retention of the more 
stringent policies adopted for the contraflow lane 
would better ensure safe operation on the CCFL. 

A comparison of operating characteristics of the 
Houston, Miami, San Francisco, and Portland projects 
is included in Table 3 (2-1•2l· The Houston project 
nets the best comparative travel-time savings shown 
at 1.1 min/mile. Initial use is second only to 
US-101 in San Francisco. Occupancies before project 
implementation were impacted by contraflow-lane 
operations that were initiated 19 months earlier. 

CONCLUSIONS 

The concurrent-flow shoulder lane operation on I-45N 
in Houston has made a perceptible improvement in 
user travel time without impacting adjacent traffic 
characteristics. A sizable number of authorized 
users have rerouted their trips to benefit from this 
improvement. The $130 000 cost for construction, 
funded entirely from local sources, has reflected 
very high cost benefits. Enforcement procedures 
have been minimized and accident rate~ hav2 not 
detrimentally affected the CCFL or adjacent lanes 
after three months of operation. 

These findings are in variance from the consensus 
of experience collected nationwide on the appli­
cability of a CCFL on freeways. The success experi­
enced in Houston may be a result of the following 
unique characteristics: 

1. Facility design--The CCFL did not remove a 
regular traffic lane from the general public. The 
shoulder lane was wide enough in places to facili­
tate police monitoring and apprehension of viola­
tors. The surface texture of rough delineation 
gravel was retained, thereby alleviating potential 
preceptions of shoulder use for a regular travel 
lane. The CCFL also turned into contraflow prefer­
ential treatment downstream at a location under 
constant police surveillance. 

2. Management control--MTA maintained stringent 
authorization procedures for CCFL eligibility. A 
highly visible windshield sticker was required as 



Table 3. Operating characteristics of concurrent-flow HOV projects. 

Miami, 1-95 San Francisco, US-101 

Bus and 3-Per- Bus and 2-Per-
Variable Before son Carpool son Carpool Before Bus Only 

Critical peak period 4:00-6:00 p.m. 4:00-6:00 p.m. 4:00-6:00 p.m. 4:00-7:00 p.m. 4:00-7:00 p.m. 
Length of HOV lane (miles) - 6.7 6.7 - 3.7 
Total peak directional lanes 3-4 4-5 4-5 3 4 
No. of HOV lanes - I I - I 
Volume 

All lanes 11 355 12 825 15 290 13 600 13 137 
HOV lanes - 618 2057 - 191 
HOV lanes (bus only) - 23 23 - 148 

HOV lanes per total volume - 4.8 13.5 - 1.5 
(%) 

Vehicle occupancy (persons 
per vehicle) 

All lanes 1.28 1.37 1.42 1.30 1.30 
HOV lanes - 2.23 1.79 - 2.21 

Person throughput 
All lanes 14 875 18 221 22 338 24 439 24 567 
HOV lanes - 1981 4347 - 5719 

HOV lanes per total - 10.9 19.5 - 23.3 
throughput (%) 

Speed (mph) 
General lanes 29.6 35.6 41.6 34.1 43.3 
HOV lanes - 50.0 50.4 - 53.4 

Travel time (min) 
General lanes 13.5 11.3 9.6 6.5 5.1 
HOV lanes - 8.0 8.0 - 4.2 

Accident rate per MVM 5.1 4.7 2.4 4.2 9.6 

alncludes contraflow buses and vanpools previously traveling in all lanes. 

Portland, Banfield Freeway 

Bus and 3-Per- Bus and 3-Per-
son Carpool Before son Carpool 

4:00-7:00 p.m. 7:00-8 :00 a.m. 7:00-8 :00 a.m. 
3.7 - 3.3 
4 2-3 34 
I - I 

13 098 3557 4025 
647 - 203 
150 - 23 
4.9 - 5.0 

1.36 1.22 1.26 
2.96 - 2.81 

25 365 4329 5611 
7172 - 1067 
28.3 - 19.0 

47.6 38.2 37.9 
53.4 - 51.5 

4.7 5.2 5.2 
4.2 - 3.8 
12.8 0.9 0.8 

Houston, North Freeway 

Bus and 
Before Vanpool 

6:00-8: 30 a.m. 6:00-8:30 a.m. 
- 3.3 
3 4 
- I 

12 382 12 600 
- 262 
- 58 
- 2.1 

1.628 1.70 
- 16.0 

12 723 13 461 
- 4194 
- 31.2 

26 26 
- 48 

7.0 6.9 
- 3.7 
I.I 1.7 
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Signing re­
vehicles, and 

vehicle appear­
public recogni-

part of the authorization procedure. 
stricted CCFL use to authorized 
sticker visibility, in addition to 
ance, helped police enforcement and 
tion of violators. 

3. Public attitudes--Although the CCFL was the 
first concurrent-flow freeway application in Hous­
ton, it was not the first preferential treatment 
project. North Freeway commuters were exposed to 
the contraflow concept over a 9. 6-mile segment of 
the freeway in August 1979. The definition for 
authorized vehicles was not new to commuters. Many 
people, including the news media, called the CCFL an 
extension of the contraflow project. This sequence 
of staging the concurrent-flow experiment after 
contraflow may have improved the chances for public 
acceptance of the concept. 

After three months of project operation, the 
general conclusion of the TSDHPT-MTA project manage­
ment team, the users, and the public is that the 
North Freeway CCFL has proved successful. The level 
of use and its cont. i nnf>i'I increase have met expecta­
tions. The fact that an additional 190 person-h are 
saved daily and 260 buses and vanpools have been 
afforded exclusive access around a congestion bot­
tleneck has enhanced transit and vanpooling as a 
desired alternative to the automobile in the corri­
dor. Both the CCFL and contraflow projects to date 
have accomplished a daily savings of 3300 person-h 
and removal of 4500 automobiles from peak-direction 
traffic, significantly impacting expectations for 
regional transitways on many of Houston's corridors 
in the future. 

I hope that the information presented substan­
tiates the initial conclusions drawn regarding the 
concurrent-flow application in Houston. The project 
will continue to be monitored and modified by the 
management team, as appropriate, until such time 
that a more permanent transitway facility can be 
incorporated into the North Freeway. 
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Review of Bus Costing Procedures 

WALTER CHERWONY, SUBHASH R. MUNDLE, BENJAMIN D. PORTER, AND GREGORY R. GLEICHMAN 

With changing policies reQardinQ transit fundin9 at all levels of government, 
transit planners will be required to monitor more carefully existing bus systems 
as well as examine intensively proposed service changes. A key aspect of this 
responsibility will be an assessment of transit finances. During the past two 
decades, the focus of research has been placed on the estimation of demand 
and revenue. In the next few years, increasing efforts will be directed to the 
estimation of bus operating costs and the underlying relation that impacts 
expenditures. A discussion of various procedures and techniques that have 
been developed and applied in the past to estimate operating costs is presented. 
The methods have been grouped to form broad generic types, which in turn 
have been subdivided further by unique approaches. To illustrate the present 
state of the art, each approach has been illustrated by a single model. This 
cost-estimation review clearly indicates the evolutionary nature of cost·esti· 
mation procedures. The latest research efforts are typically more accurate 
and sensitive to drivers' wages and work rules that reflect the labor-intensive 
nature of bus transportation. It is anticipated that an understanding of the 
prevailing cost-estimation procedures will aid transit planners in their activi­
ties and enable them to contribute to the literature on costing procedures. 

Almost every transit system today has established a 
mechanism to monitor existing bus service perfor­
mance and conduct service planning in a systematic 
fashion. The techniques and approaches vary widely; 

som'? syste!!ls perform cursory .-.:u,, ci.Mc of their ~eeds 

and others use sophisticated techniques to perform 
detailed operations and planning activities. A key 
element of this analysis involves estimating the 
costs to provide present service as well as comput­
ing the cost impacts of proposed service changes. 
This need has become acute due to the limited finan­
cial resources of all public services, including 
public transportation. More than ever, transit 
managers are focusing their attention on improving 
the productivity, effectiveness, and efficiency of 
their transit systems. A key component of this new 
cost consciousness is a strong interest in develop­
ing a technique that accurately estimates the cost 
of present routes and the cost of proposed service 
changes. 

Recognizing this need, the Urban Mass Transporta­
tion Administration (UMTA) has commissioned Boaz, 
Allen and Hamilton to develop a uniform technique or 
set of techniques that will accurately reflect the 
cost of providing bus service. An initial step in 
this study is a review of cost-estimation techniques 
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that have been used previously in the transit in­
dustry. The objective of this paper is to present 
the results of this review and provide an overview 
of techniques and procedures that appear in the 
technical literature. 

GENERIC TYPES OF COSTING MODELS 

To provide an analytical framework for review, the 
various estimation techniques were catalogued into 
several generic types. Some techniques are combina­
tions or hybrids of more than a single generic 
type. For purposes of this paper, each procedure 
has been designated as representative of a particu­
lar genre based on the model's concentration of 
effort. No simple classification system can account 
for the various permutations of cost models pre­
sented in the literature. However, three generic 
types of models are prevalent, as described below: 

1. Causal factors: The causal-factors approach 
is similar in nature to the preparation of a bid 
estimate for a construction project. Various quan­
tities required to provide bus service, such as 
drivers, buses, fuel, tires, etc., are estimated and 
multiplied by an appropriate unit-cost factor. The 
products of each quantity estimate and unit cost are 
summed to arrive at the transit cost. 

2. Cost-allocation model: The cost-allocation 
technique appears widely in the literature as a 
means to disaggregate system costs into individual 
route expenditures. Unlike the causal-factors ap­
proach, transit costs are estimated on a top-down 
basis. The key assumption of this approach is that 
each operating expense item can be assigned or allo­
cated to a specific operating statistic such as 
vehicle miles. Unit costs are developed that com­
prise the coefficients of the cost-allocation model. 

3. Temporal variation: Many researchers have 
concentrated their analyses on the differences in 
costs for providing service by time of day or day of 
week. By analyzing the underlying relations that 
influence bus costs, an attempt is made to quantify 
the temporal variation in costs. Because the empha­
sis of this research is usually on drivers' wages, 
these techniques often embrace other generic types 
to estimate nondriver expenditures. 

Regression models were reviewed in this study but 
are not fully described here. Typically, the re­
gression approach has been applied to identify the 
underlying relations that influence transit costs 
rather than to compute the cost of existing routes 
or to determine the incremental cost associated with 
service changes. 

A three-level hierarchy for classifying the 
models was developed to aid the following discus­
s ion. First, model groups are classified by their 
generic type. A generic type, as described above, 
is a grouping of approaches that all share one dis­
tinctive characteristic. Each of the next three 
sections of the paper covers a single generic type. 
Second, model groups are classified by their ap­
proach. An approach is a grouping of models that 
generally use a similar technique but vary at the 
detailed level. Finally, each model is discussed in 
the context of its generic type and approach. 
Models are distinct techniques developed by a single 
researcher or research team. 

Another point to note is that transit operating 
expenditures can be described in four ways--f ixed, 
variable, average, and marginal cost. For the most 
part, these cost categories and nomenclature are 
drawn from economics and accounting and are not 
unique to the transit industry. It should be recog­
nized that some authors differ in their use of these 
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terms. To facilitate a uniform nomenclature, the 
following definitions are used: 

1. Fixed costs: Fixed costs are those expenses 
that do not vary with the level of production. In 
bus systems, this means that these costs are un­
changed with respect to the number of hours, miles, 
or buses operated. Fixed costs typically include 
costs such as general manager salary and maintenance 
expenses for buildings. 

2. Variable costs: Variable costs are those 
costs that do vary with the amount of service pro­
vided. These expenses would include costs for fuel, 
drivers' wages, and a host of transit operating 
costs. The differences between fixed and variable 
costs are portrayed in Figure 1. 

3. Average cost: As the name implies, average 
cost is merely the cost divided by the level of out­
put. As shown in Figure 1, the average cost at out­
put level o1 is merely the slope of the line from 
the origin (c1;o1 ). Similarly, at output level 
02, the average cost is C2/02· 

4. Marginal cost: Sometimes referred to as 
incremental cost, marginal cost refers to the addi­
tional costs associated with an increase in the 
level of output. As shown in Figure 1, it is merely 
the change in costs (c 2 - C1) associated with a 
change in output level (02 - 01) • 

CAUSAL FACTORS 

The idea underlying the causal-factors method' is 
that total bus costs are the sum of the individual 
amounts paid for each resource item consumed. For 
example, resource items may include drivers' wages, 
tires and tubes, fuel, oil, and repair parts. The 
cost of each resource item is found by multiplying 
the quantity consumed by the unit price or unit cost 
of the item. 

The causal-factors method, not being unique to 
bus costing, is well known and understood. The 
process is analogous to the cost-takeoff procedure 
used in the construction industry and is similar to 
the budgeting process used in almost all indus­
tries. The method is distinguished by the large 
number of resources included in the cost equation. 
Note that by selecting which cost items are included 
in the analysis, the issue of fixed and variable 
costs can be addressed as well as the incremental 
out-of-pocket expenses for a specific service change. 

An example of this method for a single resource 
item can be illustrated with expenditures for driv­
ers' wages. For example, a service change that 
requires an additional 80 vehicle-h daily would 
first be converted to hours paid based on productiv­
ity statistics. At a productivity rate of 1.5 h 
paid/vehicle-h, 120 pay-h would be required. Based 
on an average hourly wage of $7.50/h, the driver 
cost of the service change would be $900/day. In a 
similar manner, other expense i terns could be ad­
dressed with the causal-factor method. 

Approaches that emphasize more accurate estima­
tion of the driver labor resource requirement 
through detailed scheduling represent a subset of 
the causal-factors method. Schedule making may be 
facilitated through the use of computer programs 
such as RUCUS or other programs that offer simplifi­
cations of the driver assignment task. Once the 
labor requirement has been found by using one of 
these detailed approaches, the results are used as 
inputs to a cost model. Thus, detailed scheduling 
cannot stand alone as a cost-estimation method but 
can be regarded as an optional step within the 
causal-factors method. 
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Figure 1. Cost descriptions. 
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The basic concept underlying the cost-allocation 
method is that the cost of a route or service is a 
function of a few resource quantities. In the cost­
allocation sense, resources are aggregate measures 
of transit service, such as vehicle miles, vehicle 
hours, and peak vehicles (1_). For example, a com­
monly used cost-allocation model takes the following 
form: 

(l) 

where 

c ................... ~~ ............ _ 
~L .&.vu .... c , 

UH unit cost per vehicle hour, 
VH vehicle hours of route, 
UM unit cost per vehicle mile, 
VM vehicle miles of route, 
Uy unit cost per peak vehicle, and 
PV peak vehicles used on route. 

The unit costs are found by completing three 
tasks. First, each expense object (e.g., drivers' 
wages, fuel) is assigned to one or more resource 
variables (e.g., vehicle hours). Second, the ex­
pense objects assigned to each resource are summed 
to obtain the overall cost assigned to that re­
source. Third, unit costs (e.g., cost per vehicle 
hour) are derived by dividing the overall resource 
cost by the quantity of that resource. The method 
received its name because it is commonly used to 
allocate total system costs to individual routes on 
a proportional basis (_l ) • 

The cost-allocation method differs from the 
causal-factors method in that it is a top-down ap-
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proach. In the causal-factors approach, for in­
stance, unit costs are based on actual market prices 
for specific items. In contrast, the cost-alloca­
tion model derives unit costs from system expense­
account data and operating statistics. Unit costs 
for the cost-allocation model, then, are not defined 
in terms of goods normally purchased. For example, 
transit systems do not buy vehicle hours in the same 
sense that they buy diesel fuel. Rather, unit costs 
represent the cost for providing some aggregate 
measure of transit service. Although some could be 
considered input measures, such as peak vehicles, 
others are more accurately termed output measures, 
such as vehicle miles. 

Two approaches have been followed in the develop­
ment and application of cost-allocation models. The 
first is denoted fully allocated in that all operat­
ing costs are included. Another approach, favored 
by British bus systems, is the fixed-variable pro­
cedure. In this latter approach, costs are strati­
fied by whether they are fixed or variable. 

F ully Allocated 

The first step in applying the fully allocated ap­
proach is selecting the resource variables for in­
clusion in the model. This step effectively defines 
the number of terms in the model's equation. For 
illustrative purposes, the following discussion is 
based on the application of a three-variable cost­
allocation model to the Birmingham-Jefferson County 
Transit Authority. The Birmingham application used 
the model form presented earlier. 

The second step in this approach is to derive 
unit costs. As described previously, three tasks 
are involved. First, one must assign the expense 
accounts to the resources. The following discussion 
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illustrates the rationale used to make some of the 
assignments: 

1. Vehicle hours: Employees engaged in operat­
ing the vehicles are, of course, paid on an hourly 
basis. Thus, the assignment of this wage expense is 
properly made on the basis of hours of service. 
Likewise, other expenses that are related to service 
hours, such as supervision of transportation opera­
tions, are assigned to this category. 

2. Vehicle miles: Many costs are related di­
rectly to the miles of operation of each route. 
Expenses such as fuel, tires, parts, and maintenance 
of revenue equipment are a direct function of the 
number of miles operated. 

3. Peak vehicle needs: Many individual expense 
i terns do not vary as functions of either of the 
foregoing parameters--vehicle miles or vehicle 
hours. Rather, many overhead expenses are related 
to the scale of the system. Peak vehicles provide a 
reasonable measure to assess certain cost conse­
quences of orienting the transit system to peak re­
quirements of service. 

By summing the expenses assigned to each resource 
and then dividing by the appropriate operating sta­
tistic, the unit-cost coefficients of the model are 
determined. The calibrated model for the Birmingham 
example is as follows: 

C ~ 9 .34 (VH) + 0.32 (VM) + 3459 (PV) (2) 

Although the preceding discussion has centered on 
a three-variable model, other fully allocated models 
have used more or less variables. The resources 
used to define the variables also differ from model 
to model. No matter what number or type of re­
sources are used, the basic algorithm for all fully 
allocated models is essentially the same as that 
described .:or the three-variable model. Only minor 
modifications are necessary to accommodate the ad­
ditional (or deleted) variables. It should be noted 
that average costs, such as S2.25/mile or S23.50/h, 
represent the simplest cost-allocation model--one 
with a single variable. 

Fixed-Variable Procedure 

The fixed-variable cost-allocation models differen­
tiate between fixed and variable costs. Such models 
modify the fully allocated approach by classifying 
each expense account as either a fixed or variable 
cost (j). Once classified, unit costs can be de­
rived from the expense accounts in two dimensions: 
(a) according to resource, as is done with the fully 
allocated approach, and (b) according to cost clas­
sification. 

As noted previously, this approach is typically 
employed by British bus systems. Frequently, the 
fixed costs have been stratified into two cost 
types--variable overhead and fixed overhead. An 
example (~) of a cost model for the Merseyside Bus 
Company is presented below: 

Cost T:x:f2e 
Variable Fixed 

Cost Variable Direct Overhead Overhead 
Vehicle hours 1.08 0.39 0.82 
Vehicle miles 0.03 0.04 
Peak vehicles 53. 53 22.35 

One attractive feature of the fixed-variable 
c ost-allocation-model approach is that it can be 
u s ed to allocate existing bus route costs as well as 
estimate the increme ntal costs associated with pro­
posed service changes . 
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TEMPORAL VARIATION 

It is generally accepted in the transit industry 
that the cost of peak-period service is higher than 
the cost of base-period service. Costing models 
that specifically address this variation of peak and 
base costs have been termed temporal-variation 
models. Temporal cost variation arises from two 
sources: (a) the labor cost differential associated 
with labor agreement provisions that specify wages 
and work rules and (b) the vehicle cost differential 
associated with supporting peak-period vehicle re­
quirements. All temporal-variation models focus on 
the first source, since labor costs are by far the 
single most significant component of operating 
cost. However, several models also treat the vehi­
cle cost differential, although in a less complex 
manner. 

The focus on labor costs takes the form of a 
detailed examination of productivity and wage costs 
for each period of the day and, in some cases, day 
of the week. Productivity is typically viewed in 
terms of the number of driver pay hours required to 
provide a platform hour of bus service. Generally, 
the ratio of pay hour to platform hour is higher for 
peak periods due to inefficiencies introduced by 
split shifts, spread penalties, guarantee time, and 
other labor agreement provisions. Wage cost varia­
tions result from bonuses, overtime rates, penalty 
pay rates, and other bonus or penalty provisions. 
Temporal-variation models use a variety of tech­
niques to incorporate these types of cost differ­
ences into the cost-estimation procedure. 

Temporal-variation models are all enhanced cost­
allocation models that focus on time period cost 
variations. Typically, nondr iver costs are handled 
within the traditional cost-allocation framework 
while special methods are reserved for driver and 
vehicle cost calculations. As a result, the subse­
quent discussion focuses on the unique features of 
the temporal models, i.e., their examination of 
labor and vehicle costs, and only briefly describes 
those aspects similar to the cost-allocation method 
described previously. 

The models identified as belonging to the 
temporal-variation generic type have been classified 
a s representing one of three approaches: 

1. Cost-adjustment approach, in which vehicle 
hour unit cost is adjusted relative to peak and base 
labor productivity; 

2. Statistical approach, in which sample data 
are used to cetermine the relative productivity of 
peak-period service and cost; and 

3. Resource approach, in which labor assignment 
practices are used to estimate labor requirements 
that reflect time-of-day variations. 

Models of th e temporal-variation type are cer­
tainly the most complex and perhaps the most impor­
tant in understanding rel a tions that affect bus 
operating costs. Because of the evaluation and na­
ture of r e search of transit cost, temporal-variation 
models represent the lates t efforts in this field. 
Numerou s models can be categorized into the three 
approaches described above. Because of space limi­
tations, only a single representative model is de­
s cribed below for each approach. 

Peak-Base Model: Cost Adjustment 

The peak-base model modifies the standard three­
variabl e cost-allocation model by defining two dif­
ferent vehicle hour unit-cos t coefficients, one for 
vehicle hours o perated during the peak period and 
another for vehicle hours operated during the base 
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period (_2) • The peak-period vehicle unit cost gen­
erally is higher than the base-period vehicle unit 
cost. 

The two unit-cost coefficients are found by ad­
justing the standard allocation model's single vehi­
cle hour coefficient. Two indices are used for the 
adiustment;, one representing the relati VP prncfoc-:t i ,,_ 
ity of labor and one representing the ratio of peak 
to base service. The indices are based on an audit 
of a sample month's data regarding vehicle hours and 
pay hours consumed during the peak and base peri­
ods. Vehicle mile unit cost is applied to both peak 
and base service. Peak vehicle unit cost is used 
for only the peak period. 

The first step in the model is to assign the 
audit month's vehicle hours and pay hours to either 
the peak or base period. The labor productivity 
(i.e., ratio of pay hours to vehicle hours) is 
greate: for th:;; p~ak than base time period. Through 
various algebraic manipulations, it is shown that 
the new vehicle hour unit costs (peak and base) are 
calculated by the following formulas: 

UCp = [n(l + s)/ (1 + ns)] ·UC, (3) 

UCb = [(! + s)/(1 + ns)] ·UC, (4) 

where 

vehicle hour unit cost (traditional alloca­
tion model), 

UCp = peak-period vehicle hour unit cost, 
ucb base-period vehicle hour unit cost, 

n = relative labor productivity, and 
s = service index (ratio of peak to base vehi­

cle hours). 

Equations 3 and 4 represent the adjustment fac­
tors for the vehicle hour unit costs. The resulting 
cost-allocation model for the Minneapolis-St. Paul 
example is presented below: 

Traditional: C = 9.90H + 0.31M + 1353V 

Peak: C l0.57H + 0.31M + 1353V 

Base: C 9.20H + 0.31M 

where C is cost, H is vehicle hours, M is vehicle 
miles, and V is peak vehicles. 

Arthur Andersen Model: Statistical 

The Arthur Andersen model (_§.) is basically an en­
hanced fixed-variable cost-allocation model. Thus, 
the first step t oward using the model is the de­
velopment oL the cost-allocation portion. Expense 
accounts are assigned to one of three cost types 
[i.e., direct costs, variable overheads (semifixed), 
and fixed costs) as well as three resources (i.e., 
vehicle hours, vehicle miles, and peak vehicles) . 
Nine combinations ar·e possible. Direct driver cost 
is included in the combination of vehicle hours and 
direct costs. Direct driver cost is analyzed in 
detail separately from the other combinations. 
Indirect driver cost and all other costs are esti­
mated with the fixed-variable cost-allocation tech­
nique previously described. 

To analyze driver costs, the initial step is to 
define the peak and base periods. Next, the sample 
shift data are used to estimate the coefficients of 
the following equation: 

(5) 
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Figure 2. Arthur Andersen model-regression analysis example. 
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where 

total driver pay hours under the Andersen 
model, 
pay hours per pea k-period vehicle hour, 
pay hours per base-period vehicle hour, 
pea k-period vehicle hours, and 
base-period vehicle hours. 

The coefficients a1 and a2 are found by 
plotting the sample data and fitting a curve. Each 
sample point is a shift that includes a combination 
of peak- and base-period vehicle hours (P and B) • 
The proportion of peak and base hours depends on the 
shift' s type, as shown in Figure 2 (.§_, Figure 5; 
ll. Generally, split shifts will have a higher 
proportion of peak-period vehicle hours than 
straight shifts. Extra shifts have a higher ratio 
of pay hour to vehicle hour than split shifts. 
Overtime shifts have the highest ratio. Regression 
analysis is performed to find the curve that relates 
the ratio of peak-period vehicle hours to total 
vehicle hours to the ratio of driver pay hours t o 
total vehicle buur5. 

Estimates of the coefficients a 1 and a2 can 
be found from the graph of the regression analysis 
results (Figure 2). Coefficient a1 is the value 
on the vertical axis when the horizontal axis value 
is unity. The y-intercept of the graph gives the 
value of a2. Once estimated, the parameters are 
converted to costs by multiplying them by the wage 
rate. As shown below, this calculation produces 
estimates of driver unit costs for peak and off-peak 
periods: 

Item 
Pay hours per vehicle hour (a1 and a2) 
Wage rate per pay hour (£) 
Driver cost per vehicle hour (£) 

Peak 
l.71 
2.00 
3.42 

Base 
l.02 
2 .oo 
2. 04 

Driver cost is combined 
from the fixed-variable 
produce total cost. 

with the results obtained 
cost-allocation model to 
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Bradford Model: Resource Allocation 

The Bradford cost model was developed by R. Travers 
Morgan and Partners for their cost analysis of the 
Bradford (England) bus system (__!!). In addition to 
the development of cost procedures, this research 
presents a lengthy discussion of factors that influ­
ence operating costs and the quantification of these 
costs impacts. Because of space limitations, only 
the salient dimensions of this research effort are 
presented here. Of interest are the cost variations 
by day of the week, time period within a typical 
weekday, and a scheduling algorithm to cost new 
services. 

The model is basically a fixed-variable cost­
allocation model with pay hours, bus hours, and peak 
vehicles as the resources and driver labor costs and 
direct operating and overhead expenses as the cost 
categories. Expense accounts are assigned to re­
source and cost categories. The peak vehicle cost 
calculation follows the traditional cost-allocation 
approach. The calculation of the unit costs per pay 
hour and per vehicle hour involve slightly different 
procedures. 

Unit costs per pay hour are obtained exclusively 
from expense accounts classified as driver labor. 
The initial step is to calculate the wage cost per 
40-h week. Next, the driver schedule audit month 
data are used to find the ratio of pay hours to 
worked hours. Results for the audit month, which 
reflect various premium and penalty provisions of 
the labor contract, are presented below: 

Day of Week 
Monday-Friday 
Saturday 
Sunday 
Total 

Ratio 
1.0 B 
1.55 
1. 75 
1.20 

In addition, the research focuses on labor costs by 
time period. Much of this work examines the ratio 
of pay hours to work hours by time period. 

Another feature of the Bradford study is the es­
timation of daily vehicie costs for weekdays, Satur­
days, and Sundays. This analysis is based on the 
number of days each bus operates. As shown below, 
the vehicle cost by day varies considerably, since 
the use of buses differs substantially during each 
day: 

Day of Week 
Monday-Friday 
Saturday 
Sunday 

Vehicle Cost (£) 

35.9 
32.5 
30. 3 

Another issue treated 
vehicle cost variation by 
service. The examination 
tionment exercise carried 
variations. The analysis 
layers of weekday service: 

in the research is the 
time period for weekday 

is similar to the appor­
out for the day-of-week 
was performed for three 

1. Peak only--Average duration is about 4 h, 
typically from 7:00 to 9:00 a.m. and 4:00 to 6:00 
P .m.; 

2. Working day--Average duration is about 11 h, 
typically from 7:00 a.m. to 6:00 p.m.; and 

3. All day--Average duration is about 18 h, 
typically having staggered starting times from 4 :00 
to 7 :00 a.m. and finishing times from 11:00 p.m. to 
midnight. 

By using these definitions, the values from various 
intermediate steps (not presented here) were summed 
to obtain the appropriate vehicle costs for each 

Figure 3. Bradford model-driver scheduling model. 
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service layer. A summary of this vehicle cost 
analysis is presented below: 

Layer 
Peak only 
Between peaks 
Early morning, late evening 

Hours 
4 

7 
7 

Avg Cost 
per Bus (£) 
22.2 
16.0 
11.B 

Total costs for each layer were found by adding the 
appropriate pay hour and vehicle hour cost compo­
nents to the vehicle cost. 

Another unique feature of the Bradford work was 
the development of a simple scheduling model to es­
timate the number of straight and split shifts re­
quired to implement service changes. The model is 
based on the labor scheduling practices prevailing 
at the transit property that typically reflect wage 
and work rule provisions of the labor agreement. As 
shown in Figure 3 (.!!_, Figure 7 .01), the model as­
sumes that a single split shift staffs a peak-only 
service, that two straight shifts and one split 
shift staff a pair of working-day services, and four 
straight shifts and one split shift staff an all-day 
service. 

CONCLUSIONS 

The previous discussion provides a brief overview of 
the various cost-estimation procedures that have 
been developed and applied in the past. They vary 
considerably in terms of their level of sophistica­
tion, ease of use, and sensitivity to various dimen­
sions of the bus system. The most commonly used 
cost procedure is the allocation.model, which can be 
used in cost analysis of existing systems as well as 
in estimation of cost impacts of service changes. 
The more recent research modifies and enhances this 
basic analytical framework. Some researchers have 
segregated costs into various categories of fixed 
and variable components. Not surprisingly, the 
latest research places a common focus on examining 
the major cost element of transit service: drivers' 
wages. Although these methods differ considerably, 
they all recognize the labor-intensive nature of 
transit operations. 

containment and 
planners will 
influence bus 

With greater emphasis on cost 
resource allocation in the future, 
need to understand the factors that 
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operating costs. This will mandate a knowledge of 
the prevailing state of the art in bus cost-estima­
tion procedures. It is anticipated that with 
greater emphasis on this topic, further enhancements 
and innovative approaches to estimating transit 
costs will evolve. 
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Potential Impacts of Transit Service Changes Based on 
Analytical Service Standards 
GEORGE KOCUR 

The results of a hypothetical case study of the Hartford, Connecticut, bus tran­
sit system in which service and fares are redesigned based on service standards 
derived from an analytical optimization model are presented. The key vari­
ables in the analysis are route spacing, headway, fare, and route length for both 
local and express routes . Three different sets of possible local objectives are 
treated, which place varying emphasis on profit (or deficit) and user benefits. 
Comparisons of the results with the existing systAm are made 1 and several policy 
isrn•< ar• addressed . The analysis concludes that major increases in produotivity 
are technically possible, based in large part on route restructuring and the in­
troduction of substantial express service. Because relatively large changes from 
current operations are entailed, equity and political feasibility may be large 
issues in making the proposed changes. 

The next decade promises to be a period of transi­
tion in urban transportation services. Urban public 
transportation was provided by private firms in most 
u.s. cities until the mid-1960s when most systems 
came under public management and ~ubsidization. Few 
major changes in bus operating policies or system 
design have been made in this period of public 
ownership except for maintaining fares at a lower 
level than a private firm would have required. This 
strategy may be reassessed in many cities in the 
next decade for two major reasons. First, transit 
deficits have grown sharply over the levels origi­
nally anticipated when the systems became public 
operations. In 1965 the total U.S. transit deficit 

was $11 million and revenues covered 99 percent of 
expenses. However, in 1977 the U.S. transit deficit 
had risen to $2 billion and the percentage of 
operating expenses covered by farebox revenues had 
dropped to 53 percent (1). Part of this rapid in­
crease in deficits had been absorbed by the federal 
government, but already tight state and municipal 
budgets will be forced to absorb most of the addi­
tional operating losses that may occur. This is 
likely to lead to consideration of service reduc­
t ions, fare increases, and means of increasing pro­
ductivity at the local level. 

A second major impetus to the analysis of bus 
systems is energy policy. Expansions in bus service 
may reduce urban transportation energy requirements, 
but the deficits of such service require that any 
expansion in service must be designed very carefully 
to maintain economic feasibility. 

SUMMARY OF SERVICE AND FARE STANDARDS METHODOLOGY 

In this case study, the Hartford, Connecticut, sys­
tem was redesigned according to service standards 
based on three sets of goals (or objective func­
tions), and the results were compared with current 
operations. The case study treats peak-hour service 
only for simplicity. The service standards are 
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based on optimization model results described in two 
previous papers (1 11). The model incorporates com­
ponents that correspond to demand, supply, cost, 
revenue, and benefit models--the same set of compo­
nents used by the traditional transportation plan­
ning process. 

A linear approximation to a disaggregate legit 
model is used as the demand function. In the peak­
per iod service standards used in this paper, only 
modal choice is considered: however, the results are 
valid for a general linear demand function. The mea­
sure of net user benefits (consumers 1 surplus) is 
based on the linear demand function. A simple cost 
model based on bus hours of service is used. Reve­
nue, service level, and load-factor equations com­
plete the basic model. These submodels are expressed 
as a series of equations for which optimal results 
are found through calculus and the technique of 
Lagrange multipliers [see Kocur and Hendrickson (_~) 

for a description of the technical details). 
Service and fare standards are developed for 

three objective functions: 

1. Maximize profit or, in some circumstances, 
minimize deficit, subject to the constraint that a 
positive number of passengers must be carried: 

2. Maximize a weighted sum of operator profit 
and net user benefit: and 

3. Maximize net user benefit subject to a defi­
cit constraint. 

The second and third functions are possibly repre­
sentative of current transit objective functions: 
the first is included primarily as a limiting case. 

The service standards that emerge from these 
analyses are average values of the variables over 
the service area, expressed as equations into which 
local values of parameters such as demand coeffi­
cients, unit costs, operating speed, and population 
density are substituted. For example, the average 
headway for a profit-maximizing (deficit-minimizing) 
operator on local routes in an area of constant 
density is derived to be the following: 

(I) 

where 

h headway (minutes) : 
c = bus operating cost (cents/minute) : 

a 4 a demand coefficient of fare: 
j average walk speed (miles per minute) : 
k ratio of expected user wait time to headway: 
v local bus speed, including stops (miles per 

minute): 
p average trip density by all modes to the cen­

tral business district (CBD) (trips per 
square mile per minute): 

a 2 demand coefficient of out-of-vehicle (wait-
and-walk) time: and 

A constant in demand model. 

These results vary by objective and are also af­
fected by the operation of express service in the 
area and by trip or population density distribution. 

The service standards for route spacing are func~ 
tions of the same variables as headway, with very 
similar relations. In general, the express and 
local headway and spacing standards are proportional 
to the cube root of most of the parameters. Because 
the magnitude of some of the parameters is not known 
with precision, this robustness is reassuring. The 
fare standard for the same case given above is as 
follows: 

(2) 
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The express-fare standard is similar. A warrant for 
operating express service is also included in the 
standards and depends strongly on the ratio of ex­
press speed to local speed. Generally, if express 
speed is 25-50 percent faster than local speed, ex­
press service is warranted. Formal vehicle-size 
standards have not yet been developed for the cases 
treated in this paper, al though average passenger 
loads are displayed in the tables below to show the 
vehicle type required. Vehicle-size standards have 
been derived for simpler cases (1), and similar 
results are expected to hold in more complex ones. 

These service standards are intended only to set 
the broad outlines of transit operations. Detailed 
route locations, schedules, and stop locations must 
still be decided by the operator based on experi­
ence, the constraints of available streets, varia­
tions in population density and markets, and so on. 
These standards also differ from the usual ones in 
that they specify average values rather than minimum 
standards. In this view, average standards are set 
to obtain maximum service effectiveness while mini­
mum standards are set to address equity issues. Be­
cause equity issues are generally best dealt with 
outside the realm of technical analysis, they are 
not considered in this paper. The actual systems 
described in this paper follow the average standards 
closely. 

DESCRIPTION OF CURRENT TRANSIT SYSTEM 

The Hartford urbanized area has a population of al­
most 500 000: it is the 53rd largest urbanized area 
in the United States. Public transportation is pro­
vided by a bus system operated by Connecticut Tran­
sit, which is funded by the Connecticut Department 
of Transportation (ConnDOT) . In 1980 the system 
operated a fleet of 257 buses over 40 local and 14 
express routes. The system carried approximately 
10 500 passengers in the peak hour and about 
1 500 000 passengers/month. Monthly operating costs 
were approximately $1 500 000 and monthly operating 
revenues were about $700 000, resulting in an 
operating ratio of just under 50 percent. The base 
fare was $0. 50, with zone fare increments of $0. 25 
for a few long local routes and most express 
routes. (Fares were raised on March 1, 1980, from a 
previous level of $0.35.) Average operating cost 
per vehicle hour is about $30, according to monthly 
issues of One Month Comparison of Existing Systems 
published by ConnDOT. 

Figure 1 shows the current local bus service in 
Hartford. Almost all express routes are operated as 
park-and-ride services from suburban parking lots. 
Because this paper does n·ot address the design of 
park-and-ride services and because these services 
operate from isolated points beyond the general ser­
vice area, they are not considered further. 

The local routes serve roughly a 6-mile radius 
around the CBD. The Connecticut River divides the 
area into two sectors. On the more densely popu­
lated west side, which includes Hartford, more tran­
sit service is provided than on the east side. 
Thirty-one local routes operate on the west side 
with an average headway of about 15 min in the peak 
period. If these routes are assumed to serve an 
area of n radians (half a circle) , the average 
spacing between them is n/31 or 0.101 radians. 
Nine routes operate on the east side at an average 
peak headway of about 21 min. Assuming that these 
routes serve an area of 0. Sn radians ( 40 percent 
of a circle), the average spacing is 0.279 radians. 

Peak-hour service employs approximately 140 buses 
for west-side local routes and about 40 vehicles for 
east-side routes. At an operating cost of $30/bus 
hour, this yields a cost of approximately $5400 for 
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Figure 1. Local transit routes, Hartford (west side only). 

Appro)( 

the peak hour. In the absence of detailed data, the 
operating cost per bus hour is assumed equal for 
peak and off-peak periods. 

Ridership on west-side local routes in January 
1980 was 5480 in the peak hour; on east-side local 
routes it was 1394. At a $0.50 fare these riders 
yield about $3437 in revenue. Thus, in the peak 
period revenues cover about 64 percent of operating 
cost; this is higher than the overall operating 
ratio of about 50 percent. However, this comparison 
between peak and off-peak operating ratios does not 
reflect the higher costs of peak operations. The 
average number of passengers per bus (peak direction 
and peak load point) in the peak hour is about 44, 
which yields a ratio of total riders to seats of 
1.03. The majority of buses used in local service 
seat 45, with a small number holding 37. Table 1 
summarizes the current local service for the 
west- and east-side sectors. 

SUMMARY OF TRAVEL-DEMAND DATA AND MODELS 

As shown in the example service-standard equations, 
several key parameters are based on demand coeffi­
cients and trip density. This section briefly sum­
marizes the Hartford data used to derive these pa­
rameters. 

The density of travel to the CBD was derived from 
home-interview survey conduct­
As all transit trips in the 
the service standards are 

or from the CBD, a half-circle 
is defined as the CBD. This is 

a 1 percent statewide 
ed by ConnDOT (j_) • 
analysis underlying 
modeled as being to 
0.75 mile in radius 
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Table 1. Summary of current local bus service. 

Avg Value 

Route length (miles) 
Route spacing (radians) 
Route headway (minutes) 
Fare($) 
Peak revenue($) 
Peak ridership 
Peak costs($) 
Profit($) 
Passenger load per bus 
No . of routes 
Peak vehicles required 

West Side 

6.0 
0.101 
1 ~ h 
0.50 
27 40 
5480 
4200 
-1460 
44 
31 
140 

East Side 

7.0 
0.279 
7 1 h 
0.50 
697 
1394 
1200 
-503 
45 
9 
40 

Figure 2. Density of trip to Hartford CBD. 
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3437 
6874 
5400 
-1963 
44 
40 
180 

slightly larger than the actual CBD as defined by 
local planners and the census. Also, a peaking fac­
tor of 10 percent of all one-way trips is applied to 
convert the total person trip table from a 24-h 
period to a peak hour. These steps yield the graph 
of trip density against density from the CBD shown 
in Figure 2. Also shown are the linear approxima­
tions to the density functions used in the stan­
dards. These approximations are fitted by choosinq 
a distance for the edge of the urban area and re­
quiring that the total trips under the linear ap­
proximation equal the actual number of trips. 

The demand coefficients for the linear modal­
choice model used in the analysis are derived from a 
binary logit work modal-choice model calibrated for 
the Hartford area (21. There are separate models 
for three market segments (carless, one-car, and 
two-or-more-car households) , but only the one-car 
model is used in the analysis. (The one-car and 
two-or-more-car models are virtually identical, 
while the carless model does not appear to have rea­
sonable coefficients.) The one-car model is as 
follows: 

l = exp(Utl/[exp(U1) + exp(U,)] 

Ua =-0.06lx 1 -0 .0~44x 2 -0.0137x 3 

(3) 

(4) 

(5) 
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Figure 3. linear approximation to logit modal-choice model. 
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Table 2. Hartford validation results, peak hour. 

West Side East Side 

Item Model Actual Model 

Transit ridership 5039 5480 1242 
Transit revenue($) 2520 2740 62 1 
Transit cost($) 4298 4200 11 25 
Transit net user benefit($) 5171 1074 
Avg transit passenger 42 44 50 
load per bus 

Table 3. Profit maximization with express and local service. 

Ite m West Side 

Route length (miles) 
Local 4.0 
Express 7.0 

Route spacing (radians) 
Local 0.445 
Express 0.328 

Route headway (minutes) 
Local 14.0 
Express 17.3 

Fare($) 
Local 1.20 
Express 1.27 

Peak revenue($) 
Local 1898 
Express 2143 

Peak ridership 
Local 1576 
Express 1690 

Peak costs($) 
Local 731 
Express 992 

Net user benefit($) 
Local 842 
Express I 089 

Profit($) 
Local 11 67 
Express 15 I I 

Passenger load per bus 
Lo cal 52 
Express 5 I 

where 

transit modal share; 
automobile utility; 
transit utility; 

East Side 

3.6 
6.2 

0.682 
0.517 

19.3 
24.3 

l.08 
1.09 

359 
422 

332 
387 

246 
319 

154 
196 

I I 3 
103 

29 
32 

Actual 

1394 
697 
1200 

45 

Total 

2257 
2565 

1908 
2077 

977 
131 I 

996 
12 85 

1280 
1254 

automobile out-of-vehicle time (8 min); 
automobile in-vehicle time (computed at 24 
mph plus 8 min access time); 
automobile operating cost (computed at 16¢/ 
mile plus 67.5¢ parking); 

transit wait time (minutes), computed at 
0.4 times headway; 
transit walk time (minutes), computed at 3 
mph from route spacing; 
transit in-vehicle time (minutes) ; and 
transit fare (cents). 
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The logit model is approximated by a linear func­
tion as shown in Figure 3. The legit function is S 
shaped; only its right-hand half with transit modal 
shares less than 50 percent is shown. The linear 
approximation was chosen by inspection to fit a 
range of modal splits from 5 to 40 percent fairly 
closely, as this is felt to be the range of interest. 

These demand coefficients correspond to the fol­
lowing elasticities of transit use when the transit 
modal share is 20 percent and all variables are at 
their mean values: 

1. Wait and walk time: -0.60, 
2. In-vehicle travel time: -0.25, and 
3. Fare: -0.35. 

This linear modal-choice model together with the 
linear trip-density function were validated on the 
current Hartford data to ensure that the approxima­
tion errors were tolerable. The results are given 
in Table 2. Predicted ridership is 6-8 percent too 
low in both the east and west sectors, but predicted 
costs are quite close to actual values. Transit net 
user benefit (or consumers' surplus) cannot be mea­
sured, so no comparison with actual benefits is pos­
sible; this figure is reported as a base of compari­
son for later policy options. 

The linear modal-choice model and the linear 
trip-density function form the basis of the simple 
sketch-planning model used to estimate the impacts 
of implementing the service and fare standards de­
scribed below; it is also described in Kocur (~). 

SYSTEM DESIGNS FOR ALTERNATIVE OBJECTIVE FUNCTIONS 

A series of analyses was conducted to design transit 
services for the Hartford area within 8 miles of the 
CBD. The analyses consider service standards based 
on all three objective functions, each with local 
and express service. 

Profit Max i miza tion wi t h Expres s a nd Local Se r v i ce 

In this analysis, a set o f service standards is com­
puted and applied based on the assumption that 
profit maximization (excluding capital costs) is the 
system objective. Service standards are computed 
for eight variables: loca l headway , route spacing, 
fare, and route length, and express headway, route 
spacing, fare, and route l e ngth. These values are 
given in Table 3 with separate values for the west 
and east sides, as the service patterns are quite 

Figure 4. General structure of transit 
service based on analytical service 
standards. 

CBD - Cenlral Business Dislrict 
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different. The express speed of 20 mph possible in 
Hartford due to its extensive expressway network is 
double the average local speed of 10 mph in the 
peak, so express service is warranted according to 
one of the equations in the service standards. 

The transit service area, under these standards, 
is divided into two conr.Pntri" rin<JS that Qncompase; 
roughly equal numbers of trips to the CBD, as shown 
in Figure 4. The inner ring is served by local 
routes. The outer ring is served by routes that, on 
inbound trips, beg in at the outer edge of the area, 
make local stops until reaching the boundary of the 
local service area, and then run express (nonstop) 
to the CBD. Transfer points are established at the 
local and express service-area boundary for intra­
corridor tr i ps. 

On the west side, the area within 4 miles of the 
CBD is served by local routes, and the area 4-7 
mile~ Erom the CBD is served by express routes. The 
express routes make local ~tops in the outer ::n- 0 ~ 

but then run express (without stops) on an express­
way facility for the last 4 miles to the CBD. The 7 
local routes are spaced 0.44S radians apart, which 
results in an average walk time of S.6 min or an 
average walk distance of 0.28 mile. The local 
routes operate at 14-min headways and charge a one­
way fare of $1.20. 

The west-side express routes are spaced 0.328 
radians apart, which results in an average walk time 
of 6.9 min or an average walk distance of 0.3S 
mile. The express routes operate at 17.3-min head­
ways and charge a one-way fare of $1. 27, only $0. 0 7 
more than the local routes. Express routes have 
higher speeds and are thus more attractive relative 
to local service in this regard, but they also have 
wider route spacings and longer headways. Because 
the standard fare is strongly dependent on the ser­
vice quality, these offsetting effects decrease the 
fare differential from local service. 

East-side results follow a similar pattern, al­
though with a smaller service area and lower service 
levels due to the lower trip density. The express 
fare is about the same as the local fare because the 
express headways and route spacing are so much 
poorer than the local ones. 

Figure S shows a route pattern based on these re­
sults. It is quite different than the current ser­
vice. Routes are much more widely spaced in the in­
ner area, which provides a lower level of service 
than the current system. In the express zone, how­
ever, there is more service than currently pro­
vided. These results raise equity issues in the 
distribution of transit service and its benefits and 
costs. 

These services are then assessed by using a 
sketch-planning model, which predicts the impacts 
given in Table J, The peak-hout ridership is 39BS 
as opposed to the current total of 6874, almost a SO 
percent reduction. Revenues are $4822 as opposed to 
the current $3437, a 40 percent increase. Operating 
costs are $2288, a reduction of over SO percent. Net 
user benefits are estimated to be $2281 as opposed 
to the current $624S, a reduction of over 60 per­
cent. Average passenger loads are near SO on the 
west side and 30 on the east side. 

These results are, of course, quite extreme. This 
is due principally to the use of an objective func­
tion that is unlikely to represent current transit 
goals in most cities, and possibly also to the ex­
tension of the demand coefficients beyond the range 
of data on which they were originally calibrated. 
The traveler reaction to the long walk distances 
that emerge from the model may be quite different 
than their reactions to the shorter distances they 
now walk. However, recalling that these service 
standards are functions of the cube root of the de-
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Figure 5. Route structure for profit maximization (west side only). 
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mand parameter for walk time, the walk coefficient 
would have to be in error by a factor of 8 to halve 
the route spacing, which still leaves an average 
walk d s tance of 0 .14 mile or a walk time of 2. 8 
min. In general, the issue of sensit i vity to walk 
distance is one on which demand models and operators 
have different beliefs. 

Profi t Maximi zation with All Local Se r vice 

Table 4 gives the results ot profit maximization 
with all local service to contrast it with the ex­
press- and local-service patterns. The major dif­
ferences are that the service area is slightly 
smaller, headways and route spacing are a compromise 
between the separate express and local optima, fares 
are slightly lower, and passenger loads per bus are 
much higher. The load of 85 found for the west side 
exceeds the capacity of standard buses and suggests 
the use of articulated buses. The all-local-system 
case is inferior to the express system in all im­
pacts, even if the heroic assumption is maintained 
that unit operating costs and average speeds are 
equal for standard and articulated buses. Operating 
profit is $2379 instead of $2S70 and user benefits 
are $2149 instead of $2298. 

In fact, the magnitude of the passenger loads in 
this all-local case (and the all-local case for 
other objectives) may suggest the consideration of 
articulated buses in areas of similar or higher den­
sity than Hartford. If express service can be 
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Table 4. Profit maximization with all local service. 

Item 

Local route length (miles) 
Local route spacing (radians) 
Local route head way (minutes) 
Local fare($) 
Local peak revenue($) 
Local peak ridership 
Local peak costs($) 
Local net user benefit($) 
Local profit($) 
Local passenger load per bus 

West Side 

6.8 
0.328 
15.5 
1.17 
3678 
3146 
1504 
1810 
2174 
85 

East Side 

5.8 
0.491 
20.8 
1.05 
713 
682 
508 
339 
205 
46 

Total 

4391 
3828 
2012 
2149 
2379 

Table 5. Maximization of profit plus half of net user benefit with express and 
local service. 

Item West Sid e 

Route length (miles) 
Local 4. 1 
Express 7.2 

Roule spacing (radians) 
Local 0.396 
Express 0.290 

Route headway (minutes) 
Local 12.8 
Express 15 .7 

Fare($) 
Local 0.82 
Express 0.87 

Peak revenue($) 
Local I 905 
Express 2019 

Peak ridership 
Local 2316 
Express 2314 

Peak costs($) 
Local 922 
Express 1265 

Net user benefit($) 
Local 1751 
Express 2068 

Profit($) 
Local 983 
Express 754 

Objective value($) 3646 
Passenger load per bus 

Local 62 
Express 56 

East Side 

3.8 
6.5 

0.596 
0.447 

17.6 
22.1 

0.75 
0.77 

390 
441 

522 
576 

324 
427 

351 
429 

66 
14 
470 

36 
38 

Total 

2295 
2460 

2838 
2890 

1246 
1692 

2102 
2497 

1049 
768 
4116 

operated, it appears that this option dominates the 
all-local articulated-bus option on the technical 
grounds being considered. 

Maximization of Weighted Profit plus Net User Benefit 
with Express and Local Service 

Table 5 gives the results of adopting service stan­
dards to achieve the objective of maximizing the sum 
of operator profit and net user benefit, with user 
benefit being weighed only half as much as profit. 
Compared with the prof it-maximization objective, the 
service area is larger, the route spacings and head­
ways are improved, and fares are lower. Compared 
with the current system, there is less local service 
but more express service. 

Ridership is 5728 in the peak hour, slightly 
lower than the current level of 6874. Revenues are 
$4755 as opposed to the current $3437, and costs are 
$2938 instead of approximately $5400. Thus, an 
operating profit of $1817 is still obtained. Net 
user benefits are $4599 as opposed to the cur rent 
$6245. 

Many of the same patterns appear in these results 
as in the previous case. Route spacings are quite 
wide, which results in an average walk of 5.1 min 

Table 6. Maximization of net user benefit, subject to break-even financial 
constraint, with express and local service. 

Item West Side 

Route length (miles) 
Local 4.2 
Express 7.3 

Route spacing (radians) 
Local 0.362 
Express 0.264 

Route headway (minutes) 
Local 11.8 
Express 14.5 

Fare($) 
Local 0.39 
Express 0.42 

Peak revenue($) 
Local 1227 
Express 1243 

Peak ridership 
Local 3121 
Express 2964 

Peak cost($) 
Local 1108 
Express 1532 

Net user benefit($) 
Local 3103 
Express 3432 

Profit($) 
Local 119 
Express -289 

Passenger load per bus 
Lo ca l 71 
Express 60 

Shadow price (Y 2 ) 1.23 

East Side 

3.8 
6.6 

0.580 
0.434 

17.3 
21.6 

0.66 
0.68 

376 
422 

570 
621 

342 
453 

413 
499 

34 
-31 

38 
39 
1.70 

Total 

1603 
1665 

3691 
3585 

1450 
1985 

3516 
3931 

153 
-320 
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(0.26 mile) for west-side local users and 6.3 min 
(0.32 mile) for west-side express users. Headways 
are fairly long and fares are somewhat higher than 
the current $0.50 fare. Passenger loads per bus are 
relatively high but not beyond the capacity of stan­
dard buses with standees. 

Thus, a substantially different operating policy 
results from this analysis than the status quo: 60 
percent of all service operated is express, route 
spacings are about triple the current ones, fares 
are about 50 percent higher, and an operating profit 
is made. 

Maximization of Net User Benefit, Subject to 
Break-Even Financial Constraint, with 
Express and Local Service 

Table 6 gives the results of applying service stan­
dards to achieve the objective of maximizing net 
user benefits subject to a break-even financial con­
straint in the peak period. Again, express and 
local services are warranted. The west-side service 
is very similar to the previous case except that a 
lower, $0.40 fare is charged. The service area is 
the largest of any of the cases examined, and th e 
headways, fares, and route spacings are the lowest. 
Even so, the average walk time is 4.8 min (0.24 
mile) for west local routes and 5.9 min (0.30 mile) 
for west express routes. One other impact measure 
can be computed in this case--the shadow price re­
lated to the break-even financial constraint. The 
approximate shadow price is $1.23, which is inter­
preted that an extra dollar of subsidy would produce 
$1.23 in extra net user benefit. This measure can 
help decisionmakers in assessing the level of defi­
cit they are willing to support. 

The total ridership in this case is 7276, slight­
ly higher than the current 6874. Revenues are $3268 
as opposed to the current $3437. Costs are approxi­
mately $3435 as opposed to the current $5400. (The 
deficit is $167, which is an approximation error.) 
Net user benefits increa s e to $7447 from an esti­
mated $6245 in the current system. 
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This solution demonstrates a system in which 
fares are approximately equal to current fares and 
which operates at a break-even level instead of only 
covering two-thirds of its peak-hour operating costs 
as does the current system. Net user benefits and 
rirlership increase ov1;1r curr9nt levels, and pa.sccn­
ger loads are quite manageable, although large 
vehicles are required for west-side local service. 

This result emerges because routes are widely 
spaced in the inner area where little ridership is 
lost through these changes, while service is im­
proved over current levels in the express zone where 
considerable ridership can be gained. The express 
service lowers running times significantly that, in 
turn, reduces costs, increases ridership, and allows 
a higher fare to be charged, which 9enerates more 
revenue. Even in the express zone, however, routes 
aL~ wiUely ~µaced. 

CONCLUSIONS 

Several general conclusions can be drawn from this 
assessment of service and fare standards, and other 
conclusions can be drawn with reference to specific 
objectives. These conclusions can be viewed as 
gener~l directions of change for which there is sig-
nificant analytical 
mendations must be 

support, 
based on 

but detailed recom­
further analysis and 

consideration of institutional factors. 
It appears that service standards can be used to 

improve the productivity and performance of transit 
systems substantially. Especially in the area of 
route structure, many current systems do not appear 
to have been assessed or designed systematically and 
general restructuring could provide substantial 
benefits. A possible substantial expansion of ex­
press service and a coordinated fare policy to rein­
force the service objectives are also key elements 
of the standards. 

Bus transit systems may also be able to substan­
tially improve their financial performance, at least 
in peak periods. This result comes from possibly 
raising fares above current levels, increasing aver­
age route spacings (or distance between routes) sub­
stantially over current levels, leaving headways 
near typical current levels, and operating over half 
of total transit service as express service. Under 
some sets of goals, little or no user benefit is 
sacrificed to attain these financial results. 

Average passenger loads per bus at the peak load 
point in the peak direction under these operating 
strategies are typically near the capacity of stan­
dard bus vehicles. In areas in which express ser­
vice is not feasible due to lack of expressways or 
other suitable roadways, all routes must be operated 
in local service; these generally produce passenger 
loads higher than the capacity of standard buses. 
In these cases, either headways and route spacing 
must be decreased to meet capacity requirements or 
larger vehicles must be used. It is possible that 
low-cost light-rail transit systems might be effec­
tive alternatives in high-density areas in which ex­
press service cannot be offered, but that analysis 
is not carried out in this paper. 

Major issues of equity and the distribution of 
benefits are raised by the analysis. For most 
cities, the analysis implies service cuts for the 
inner area in which many carless and low-income 
people live, and service expansions or at least 
smaller service cuts in the relatively more affluent 
and mobile outer sections of the city or suburbs. 
However, it must be noted that these results are 
based on demand-model parameters that do not treat 
market segments such as low-income groups separately 
but assume that all travelers in the city are iden-
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tical. These equity issues must be addressed 
seriously if any service charges are considered by a 
local area. This is a function for minimum service 
standards. 

Turning to objective-specific findings, the 
profit-maximizing slandard fare is over $1.00 (in 
1980 dollars) in most cases. Typical headways of 
15-20 min and average distances of about 1 mile be­
tween routes result, which are larger than current 
practice in Hartford and most other cities. Reve­
nue-to-operating cost ratios near 1.5 in the peak 
period appear possible. 

The objective of maximizing the weighted sum of 
operator prof it and net user benefit yields a range 
of service standards, depending on the weight placed 
on net user benefit. In most areas, standard bus 
vehicles will be filled to capacity under this ob­
Jective. About 60 percent more service is operated 
in this case than in the profit-ma~imizing case. As 
the weight placed on benefit decreases, the solu­
tions approach the profit-maximizing case. Even with 
net user benefit weighted at half the value of 
operator profit, the transit system may still make a 
small operating profit in the peak period at fares 
slightly higher than current levels. 

The third objective of maximizing net transit 
user benefits subject to a deficit constraint was 
examined by using a break-even criterion. Results 
are similar to the previous case with benefit 
weighted less than profit. 

To summarize, the analysis suggests that major 
restructuring of transit routes, fares, and headways 
is possible, and that service standards can be a 
vehicle for making these changes. A heavier re­
liance is placed on users' walking to bus stops, 
substantial express service is initiated, and some 
level of operating profitability (at least in peak 
periods) appears possible. These major changes may 
result in disbenefits to inner-area residents and 
increased benefits to outer-area residents. System­
atic analysis of transit service nevertheless ap­
pears to have significant potential for increasing 
transit productivity, benefits, and financial per­
formance. 
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Assessing User Needs in Design of a Management 

Information System for Rural Public 

Transportation Services 

JOHN COLLURA AND DALE FERGUSON COPE 

The feasibility of designing a comprehensive management information system 
(MIS), which will assist in the performance of management and operations 
tasks involved in the provision of rural public transportation, depends on the 
definition and understanding of the relations among information gathering, 
processing, and reporting activities and those areas of administration and opera· 
tions that might avail themselves of the advantages of a comprehensive MIS. 
The initial analysis of user needs and constraints, which is the focus of this 
paper, should indicate in specific terms the ways in which an MIS will contrib­
ute to the performance of information-related activities within the transpor­
tation operation. A step-by-step process is outlined to provide guidance to 
the initial MIS development activities and to assist in the structuring of a low­
cost, comprehensive, and efficient MIS that will meet the information gather­
ing, processing, and reporting requirements of rural public transportation 
authorities and operators. 

The development of information gathering and pro­
cessing techniques and the construction and mainte­
nance of data sets for the purposes of administering 
and operating public transportation services are 
becoming ever more important objectives for govern­
ment agencies, transportation authorities, opera­
tors, and the riding public. Current fiscal con­
straints, energy shortages, and the resulting empha­
sis on service efficiency and productivity are 
leading to increased dependency on the availability 
of appropriate and accessible information for trans­
portation policymaking and management. 

The continued viability of public transportation, 
particularly in rural areas where the service popu­
lation is widely dispersed, where costs per trip 
tend to be high, and where systems are currently 
facing reductions in operating subsidies (Section 18 
funds, Urban Mass Transportation Act of 1964, as 
amended) as well as other cutbacks in local, state, 
and human service agency budgets, rests especially 
on the ability of those who are responsible for the 
delivery of services to monitor carefully both the 
technical and social efficiency of these systems. 
The design and implementation of a comprehensive 
management information system (MIS), the advantages 
of which have long been recognized in the private 
sector, which will meet the data requirements of 
rural transportation agencies with full recognition 
of the limited financial and personnel resources 
available to such agencies, is a key factor in the 
maintenance of efficient and coordinated programs. 

For the purposes of this paper, we have grouped 
the major management information needs of regional 
and local public transportation agencies and opera­
tors in rural areas into four general areas of 
activity: 

1. Billing and accounting needs (l-ll, 
2. Monitoring and evaluating needs (_!, and Sec­

tion 15 of the Urban Mass Transportation Act of 
1964, as amended), 

3. Reporting requirements (5), and 
4. Routing, scheduling, and-dispatching needs (§). 

Particularly in smaller transit facilities, these 
four broad categories encompass the minimum informa­
tion-related activities that must occur to meet 
funding and report-filing regulations and ensure 
effective delivery of service. 

MIS OBJECTIVES 

Once the decision has been made to investigate the 
possibilities of designing a comprehensive MIS, and 
the proposal has been justified in the light of 
other uses for the start-up funds and time elsewhere 
in the operation, the process of identifying system 
objectives, constraints, and desirable features may 
begin !2l· MIS objectives should be defined as 
specific targets that indicate how the MIS will 
support various aspects of the transit service and 
should be expressed in terms of what managers and 
operators will be able to do once their information 
requirements have been satisfied. 

Thus, the basic sequential flow of the MIS devel­
opment process is initiated with an analysis of 
existing data needs and current system capabilities 
and deficiencies. Participants in this first defin­
itive step might categorize information system 
deficiencies as either those gaps that result from 
what information is lacking in the current system or 
as deficiencies in the structure, organization, 
storage, or use of information. 

A review of the work tasks and schedules of each 
employee, including managers, bookkeepers, dis­
patchers, drivers, and others, and the information 
requirements that correlate to their tasks will 
reveal both the data needs and the deficiencies in 
the data and/or data structure that may be present 
in the existing system. As a result of this effort, 
the preliminary outlines of the MIS that might be 
designed to maintain and manipulate the necessary 
information and the specific technology and person­
nel required to process the information will become 
evident. The delineation of appropriate questions 
for the transit manager to ask with regard to spe­
cific goals in each category will aid in the clari­
fication of the point along the simple-complex spec-
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trum at which the service's MIS should be directed. 
Another crucial aspect of assessing MIS needs 

involves the selection of an approach to the in­
place information activity. An empirical approach 
involves the study of the in-place system slated to 
be replaced or improved, the idea is that the exict­
ing information system may have some good features 
and that the inherent deficiencies have been cali­
brated over time such that personnel have learned to 
compensate for the inadequacies of the system. In 
addition, the empirical approach also stresses that 
there may be a chance that inexpensive modifications 
to current methods might solve any information 
problems that exist (~) • 

Even if the decision has been made to scrap the 
existing information activity, an empirical 
examination of the information gathering and 
processing methods central to the present system 
will lend to fln L1nderstflnding of the volume and 
kinds of data needed in the new MIS, the level of 
accuracy and precision of current inputs, and the 
ways in which information currently generated is 
used by various personnel within the organization. 

The alternative approach might be termed the 
logical method and may appear to be the mode of 
choice in a situation where the present information 
activities are hopelessly bound up in metnods that 
result in wastes of time, money, and energy. The 
logical approach, essentially starting from scratch, 
may be preferable, for example, when a new manager 
is hired or a new service is being implemented. 
Under the logical approach, the information system 
designed will be free to experiment with various 
concepts of information management and, in this 
case, ignorance of how information-related act1v1-
ties have been carried out in the past may be a 
blessing. The end result of either approach, how­
ever, should be a general idea of the major elements 
of the new or redefined MIS and an understanding of 
how these elements are interrelated. 

After the initial tasks of defining, refining, 
and reconciling information requirements have been 
completed, the user's needs assessment should result 
in the following outputs: 

1. Statements of MIS objectives, 
2. List of cost and personnel constraints and 

other restrictions, 
3. Statements (or lists) of information require­

ments, and 
4. Statements of what personnel should be able to 

do when the MIS is implemented. 

The process of defining needs will have revealed 
data categories of essentially two dimensions: (a) 
a set of information-related activities that the MIS 
will encompass, and (b) a listing of the sources of 
data needed to accomplish those activities. At this 
point, it will be helpful for the information man­
ager to construct a matrix of these information 
activities and the sources of data to aid in illus­
trating both the multiple uses of data gathered for 
the MIS and the processing steps necessary to match 
the activity with the source of information. Such a 
matrix will also illustrate the empty cells in which 
new activities and/or new sources of data are needed. 

Each individual in the organization will contrib­
ute to the construction of the activity-source 
matrix a list of information-dependent tasks for 
which he or she presently takes responsibility for 
and a series of current sources of the requisite 
data for completion of those tasks. The conduct of 
this exercise, and staff discussion of the resulting 
matrix, will not only provide information regarding 
data storage locations and the full range of infor­
mation-dependent activities carried out within the 
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operation, but it will also tend to reveal certain 
duplicative efforts (if they exist) and any access 
problems encountered by particular members of the 
staff (1). The exercise might have several other 
beneficial results in pointing out areas of excess 
or miRRing information and thus lead to the reor~a­

nization of particular data on file. This stream­
lining of files will be especially important if the 
decision has been made to computerize the MIS, and 
it will demonstrate the true storage needs of such a 
system. 

Figure 1 represents a slice of a matrix con­
structed of the information activities and data 
sources for a hypothetical transit service. It is 
assumed that the pe r son wi th i n t he organ i zat i on who 
has taken on the role of MIS coordinator has worked 
up a list of information requirements and has ascer­
tained the location of various files, card boxes, 
etc. , where the necessary data are stored for manual 
or computerized processing. For the purposes of 
this hypothetical example, let us say that Figure 1 
represents a slice of the matrix wherein an activity 
is specified and the data storage locations listed. 
The activity includes the billing of area human 
service agencies for transportation services pro­
vided to eligible clients under a specific funding 
suurce. 

USING ACTIVITY-SOURCE MATRIX TO MODEL MIS 

By examining a specific activity within the matrix 
and its corresponding data sources, a process for 
conducting that activity begins to take shape. The 
matrix assists in the task of converting verbal 
descriptions of information needs (collected from 
the involved personnel) into pictorial representa­
tions of work tasks and work flow. A flowchart of 
this activity sequence, as displayed in Figure 2, 
will serve as an abstract representation of the MIS 
components and their interrelations (§.l • 

The flowchart illustrates inputs and their 
sources, a process (manual or au t oma t ed), and out­
puts. The information and understanding collected 
within the framework of the activity matrix will 
provide assistance in the construction of a flow­
chart specific to the MIS activity. As mentioned 
above, a flowchart will prove useful for either a 
manual or computerized system; the differences will 
appear only in the processing block. At a minimum, 
the blocks shown in Figure 2 should be included in 
the graphic representation of the activity. 

Figure 3 presents a flowchart that might be 
constructed for the carrying out of the first hypo­
thetical activity in the matrix: Billing partici­
pating human service agencies for transportation 
services delivered to clients. 

The input step specifies those files to be used 
in the activity, the location of these files, and 
the specific data to be retrieved from the files; 
coding information; and timing of the activity 
(monthly, annually, etc.). The processing step 
specifies how the data are to be sorted, what calcu­
lations are necessary, what files are to be updated 
with the new data, and what and where processed 
information is to be stored. The output step speci­
fies what should be done with the data. In this 
case, an invoice for each participating agency will 
be prepared, mailed, and stored. 

CONCLUSIONS 

As demonstrated in this paper, the definition of 
sources and processes required to carry out the 
information activities of small transit services is 
a critical first step toward increasing the effi­
ciency and productivity of both the transit staff 
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Figure 1. Matrix of information activities and sources of data. 

SOURCE 

ACTIVITY 

BILLI NG HUMAN 
SERVICE AGENCY 
FOR SERVICES 
TO CLIENT IN 
MONTH 

FORM 406 UMTA 
SECTION 15 
REPORT 

OTHER 
ACTIVITIES 

CLIENT FILE(S) 

• IO Number 
•Name, Address 
•Handicap 
•Age 
• El1g1bil1ty 
•Agency 

Aff11 iation 
•Etc. 

VE llICLE FILE(S) lR IP FILE(S) 

•Capacity • OD Data 
• Insurance 'Vehicle Hours 
•History •Vehicle Miles 
•Maintenance • Purpose 
•Etc. • Eligibility 

Figure 2. Flowchart of theoretical input, processing, and output. 

INPUT 

Activity 

Sources of Data PROCESSING 

Volume of Data - Manual 

Timing of Activity Computer !zed ~ OUTPUT 

1\GEllCY FILE(S) 

'Rate Data 
' Subsidy Data 
• Funding Sources 
•Billing Proc . 

Frequency of form 

needed 

Format of form 

Distribution 

Storage 

Figure 3. Sample flowchart for billing human service agencies. 

CLIENT FILE TRIP FILE AGENCY FILE 

ID I 
ELIGIB!L! T 

I/ 

PROCESSING STEPS 

• SORT CLIENTS BY AGENCY OR FUNDING SOURCE 

{ 

• CALCULATE NUMBER OF ELIGIBLE TRIPS BY FUNDING SOURCE 

(OR) 

• CALCULATE MILES OR HOURS OF ELIGIBLE TRIPS 

• CALCULATE CHARGES FOR EACH HSA 

INVOICE 
H.S.A. 

TOllE DATA 
N USE/BILLING 
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REYElilJE FILE(S) PERSONNEL FILE(S) 

•Fares • ID Number 
'Subsidies • Wage Data 
•Hi story •Benefit Data 
•Etc. • T1me Data 

•Employment 
Hi story 

•Etc. 

and the service itself. Preparing a flowchart 
similar to that shown in Figure 3 for each informa­
tion activity may seem an onerous task at first: 
however, the understanding gained through the pro­
cess of defining needs, specifying activities and 
data sources in matrix form, and constructing a 
flowchart for each activity will be valuable to all 
participants in the service. The clarification of 
all the elements involved in the conduct of each 
information-related task will lead to more efficient 
procedures in the four major areas of concern. 
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l\tiadison Avenue Duai-Width Hus Lane Proiect .., 

SAMUEL I. SCHWARTZ, ANDREW HOLLANDER, CHARLES LOUIE, AND RAYMOND AMORUSO 

On May 26, 1981, New York City implemented an exclusive dual-width bus 
lane on Madison Avenue in midtown Manhattan, which was funded by a one­
year federal demonstration Qrant. The facility operates from 2:00 to 7:00 p.m. 
on weekdays and carries 25 000 passengers daily. It shares a roadway with 
three lanes of mixed traffic and is defined by pavement markings and overhead 
signs, accompanied by intense enforcement. Initial results indicated that (a) 
peak-hour bus speed was increased by 83 percent, (b) peak-hour bus reliability 
was increased by 57 percent, (c) peak-hour bus density was reduced by 45 per­
cent, Id) traffic speed on Madison Avenue was increased by 10 percent, (e) 
average speed on parallel avenues was unchanged, and If) average speed on east­
bound cross streets was unchanged and on westbound cross streets was reduced 
by 6 percent. This project represents one of the most ambitious transit-priority 
projects for an urban arterial short of a complete ban of other traffic. The 
evolution and results of the project are described, and the implementation pro­
cess is emphasized. 

The concept of exclusive bus lanes is well estab­
lished. It has been tested on expressways and urban 
streets throughout the United States and is now an 
accepted method of moving more people faster. But 
the institution of a dual-width bus lane on the 
congested streets of midtown Manhattan must be one 
of the severest tests of this approach. 

This paper presents the rationale for selecting 
Madison Avenue as the locale for such a project and 
describes the implementation of the project and its 
impacts. 

DUAL-WIDTH BUS LANE PROJECT 

Project Background 

Planning for a major surface transit improvement in 
midtown Manhattan began in 1979. All major avenues 
in midtown Manhattan were examined as possible 
candidates. Madison Avenue was selected because it 
was characterized by the following: 

L The highest bus volumes on any midtown ar­
ter ial--approximately 200 buses during the peak hour 
(approximately 24 000 people travel by bus between 
2:00 and 7:00 p.m. on Madison Avenue), 

2. The lowest bus travel speeds on any midtown 
avenue during midday and evening per iods--approxi­
mately 4 mph, and 

3. The lowest automobile travel speeds on any 
midtown avenue during the evening period--approxi­
mately 5 mph. 

These characteristics of Madison Avenue stem from 
its location as the central corridor for office 
development in midtown. Five local bus routes (with 

a combined headway of 53 s during the peak hour) and 
32 express bus routes traverse its length. [Express 
buses run nonstop between the Manhattan central 
business district ICBD) and residential areas in 
each of the city's boroughs.] Subway lines flank it 
two blocks away on both sides. A major commuter 
railroad terminal (Grand Central Station) is one 
block away on Park Avenue at 42nd Street (see Figure 
1). 

The site conditions of Madison Avenue are as 
follows: 

1. Roadway widths--Madison 
80-ft right-of-way between 42nd 
The right-of-way consists of a 
13-ft sidewalks. 

Avenue occupies an 
and 60 th Streets. 
54-ft roadway and 

2. Traffic control devices--Madison Avenue is a 
one-way northbound arterial. Left turns are pro­
hibited at the two-way cross streets in the project 
corridor. The remainder of the cross streets are 
one way. All intersections are signalized. There 
is a 27-mph northbound signal progression. 

3. On-street parking regulations--Before imple­
mentation, the entire curb lane along the east 
(right) side of Madison Avenue was signed "No Stand­
ing, Bus Zone". Between 38th and 60th Streets, 
parking was prohibited along the west (left) curb, 
except for 54 spaces allocated for diplomats, 7 for 
the press, 11 for cars of handicapped drivers, and 5 
for taxis. 

4. Surface transit system--Between 42nd and 59th 
Streets Mi0dison Ave11ue is uireclly serveu l.Jy 5 New 
York City Transit Authority (TA) local bus routes, 
15 TA express bus routes, and 17 private express bus 
routes. 

5. Land use--Both sides of Madison Avenue 
characterized by office towers. At the time 
project implementation, four major buildings 
under construction. 

P reject Design 

are 
of 

were 

After consideration of several approaches, including 
single- and double-width contraflow lanes, a transit 
mall, and rerouting of buses, the dual-width concur­
rent-flow approach was selected as optimal. The 
final design consisted of the following elements: 

1. Reorganization of bus stops along the right 
curb. The frequency of bus stops for local buses 
was changed from every other block, on average about 
every 500 ft, to every third block, about every 750 
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Figure 1. Location of Madison Avenue duel-width bus lane in 
midtown Manhattan. 

ft . The frequency of stops for express buses was 
changed from an average of every five blocks (1250 
ft) to every seven blocks (1750 ft). In addition , 
bus stops were removed from critical block faces at 
points of anticipated high congestion . 

2 . Removal of all parking fr.om the left curb 
during hours of bus lane operations. Authorized 
parki ng was relocated to various c ross streets , and 
taxi stands were e;l.iminated. Replacing these were 
two regulations: " No Standing Except Trucks Load i ng 
and Unloading , 7 a.m.-1 p.m. , Except Sunday", and 
"No Standing , l p.m. -7 p . m., Except Sunday. " This 
was to allow vehicles to tur n left from the left 
curb lane during hours of bus lane operations and to 
change the second-from-the-left lane from a turning 
lane to a through lane . 

J. Dedication of the right two lanes exclusively 
for buses between 42nd and 59th Streets (0 . 85 mile) , 
2:00-7 :00 p . rn. , weekdays . The selected cross sec­
tion of the bus l ane ( from right to left) consists 
of two 11-ft lanes for buses , a 3-ft so l id white 
thermoplastic mall to separate the bus lanes from 
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the mixed-traffic lanes , two 10-ft mixed-traffic 
lanes , and a 9-ft mixed- traffic curb lane . The bus 
lanes are identified by overhead signs , pavement 
markings of thermoplastic diamonds with the word 
message " Bus Lane", and roll-out signs at the head 
o f each block (see Figure 21 . Vehicles from the 
cross streets are allowed to turn into Madison Ave­
nue but not into the bus lane . Taxis and trucks as 
well as cars are prohibited from the bus lane , ex­
cept as described in 5 below . 

4 . Pro·hibi tion of Tight turns. For capacity and 
safety rea sons, and to prevent confusion in enforce­
ment , right turns were banned from north of 42nd 
Street to south of 62nd Street , a distance of a 
little under l mile . Within these limits, traffic 
destined for ar e as east of Madison Avenue either had 
to avoid Madison Avenue or execute three left turns 
i nstead of a right turn. 

5 . Allowa nce of taxis to 46th Street . As par t 
of the public transportat i on s ys tem , taxls ar e al­
lowed ce r tai n privileges not accorded other vehi­
cles . In t he case of the Mad ison Avenue bus lane , 
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Figure 2. Madison Avenue duel bus lane plan. 
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taxis with passen9ers are allowed to enter the bus 
1.ane at 4 2nd $.treet and proceed without s·topping to 
44th or 46th Street , where they must turn right. 
This eliminates considerable circuity for tax ii; .fcom 
Grand Central Station. 

6. Design of termination points . The project 
st<Ht.a at 42nd Street, where the avenue widens from 
45 to 54 ft, curb to curb . Advance warning signs 
were placed upstream at several locations. The 
project ends at 59th Street, the northern boundary 
of the CBD whece traffic generally becomes lighter , 
but the first eastbound stceet where a ri9ht turn is 
possible is 62nd Street. Heavy turning volumes were 
anticipated at this location. To accommodate t hese 
vehicles , the block face on Madison Avenue between 
6lst and 62nd Streets was cleared of bus stops , the 
parking regulations on 62nd Street were changed to 
eliminate standing along one curb during the hours 
of bus lane operation, and additional traffic signal 
9reen time was provided. 

7 . Hours of operation. The Madison Avenue bus 
lane was oi:iginally envisioned as a 24-h installa­
tion. However , as planning progressed, it became 
apparent that there were constituencies with strong 
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feelings against disrupting traffic during hours 
when bus volumes were light. Because Madison Avenue 
serves primarily as an outbound artery, the strategy 
that was finally adopted was to establish tbe bus 
l ane for the period of highest congestion (2:00 - 7:00 
p.m.) with in t~nRP. P.nforcement. 

8. Enforcement. The decision to adopt a part­
t ime operation implied a reliance on enfoccement 
rather than on a physical barrier to limit viola­
tions . A staff of 24 civilian enforcement agents 
plus supervision was funded for one year by a fed­
eral grant . 

9. .Restriction on construction and street open­
ings. Rules were established torb!ddi119 the use of 
Madison Avenue, i ncluding the curb lane, for storage 
of consti:uction equipment or supplies between 1:00 
and 7:00 p . m. All street openings except for veri­
fied emergencies were pruhlUited Shcept ~t night. 

PROJECT IMPLEMENTATION 

Preliminary planning for the project was performed 
by the consulting firm of Edwards and Kelcey, wh ich 
produced a report on the project in April 1980. As 
the project developed, interested co1M1unity and 
professional groups were brought into the planning 
process . By the time it w.::is implemented 1 64 sepa­
rate organizations had been exposed to, or partici­
pated in, its d.esign. The planning culminated in a 
one-year Section 6 (Urban Mass Transportation Act of 
1964, as amended) demons ration grant request for 
$788 000, which was awarded on September 30 , 1980 . 

The Madison Avenue dual-width bus lane pcoject 
was organized into three phases for implementation. 
Phase l was the reorganization of bus stops along 
Madison Avenue between 38th and 63rd Streets. This 
was completed by March 30, 1981. Phase 2 was the 
relocation of authorized parking and the change in 
parking regulations on the left (west) curb of Madi­
son Avenue between 38th and 62nd Streets. This was 
completed by May 15, 1981 . Phase 3 was the imple­
men.ta tion of the Madison Avenue dual-width bus lane 
itself on May 26 , 1981. 

Prior to the implementation of each phase, a 
public- i nformation campaign was conducted , primarily 
through the distribution of fliers and direct 
contacts with affected individuals and groups (see 
Figure 3). In addition, duting the first week im­
mediately following bus stop reorganization, profes­
sional staff was assig ned to aid travelers looking 
for their new bus stop locations. 

Construction of four major buildings on Madison 
Avenue and stX"eet openings by: utilities had to be 
controlled for smooth implementation of the project 
on schedule. Special meetings were htld with groups 
i11volved in thccc functions, ant'! rules were laid 
down forbidding activity that would impact the 
avenue during hours of bus lane operation, except 
fol' verified emergencies . Experience has shown that 
this prohibition has to be constantly monitored to 
ensure compliance. 

The implementation of the bus lane on May 26 went 
smoothly , owing principally to the following special 
procedures: 

1. An early morning tour of inspection by all 
responsible agencies to eliminate any last minute 
problems. 

2. The establishment of an on-site communica­
tions command post . This was a trailer supplied by 
the Police Department equipped with radios and tele­
phone lines. A list of eme-rgency telephone numbers 
was developed. The co1M1and post was constantly 
manned by the commanding officer for the traffic 
control agents, by the planning sta·ff, and by the 
police. 
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Figure 3. Public information fliers. MADISON AVENUE 
tAXI REGULATIONS 

ElfecUw ...,II 

42 St-59 St 

Figure 4. Before and after photographs of bus lane. 

3. Constant surveillance during the first weeks 
at critical locations by radio-equipped members of 
the planning staff. 

4. Establishment of a radio-equipped observation 
post on a high building. 

5. Intensified enforcement during the first two 
weeks. 

The normal complement of traffic a nd parking agents 
was nearly tripled and a police car was assigned to 
the bus lane. Six tow trucks were posted throughout 
the corridor to quickly respond to disabled or il­
legally parked vehicles, and the bus companies were 
required to provide trucks capable of towing buses. 

IMPACT ANALYSIS 

The Madison Avenue dual-width bus lane project was 

•

CllYrllf(W Yllflll' 

tch1rdl.roc11 
Ma~or 
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implemented by the New York City Department of 
Transportation on May 26, 1981 (Figure 4). The 
results show great benefits and limited adverse 
impacts on displaced traffic. 

Bus Speeds and Reliability 

Average peak-hour (5:00-6:00 p.m.) bus travel time 
through the project corridor decreased from approxi­
mately 18 min to less than 10 min (-45 percent). 
Speeds increased from 2.9 to 5.3 mph (+83 percent). 
During the entire 2:00-7:00 p.m. period, average bus 
travel time declined from 14 .5 min to less than 9 
min (-40 percent). Speeds increased from 3.5 to 6.0 
mph (+71 pe rc ent). 

An even mote important effect than improvement in 
average bus speeds was an improvement in bus reli­
ability. For peak hours the standard deviation of 
travel was cut by 59 percent (2. 7 min) for local 
buses and by 56 percent (3.5 min) for express 
buses . The standard deviation as a fraction of the 
average travel time dropped from 26 to 18 percent 
for local buses and from 35 to 31 percent for ex­
press buses. In terms of the 85th percentile, 
travel times went from 22 to 13 min for local buses 
and from 25 to 11 min for express buses. 

Figure 5 shows this information graphically. In 
comparing before and after trip times, note that the 
graphs are shifted to the left and are more com­
pact. This illustrates how both trip times and dis­
persion in trip times were dramatically reduced. 

Bus Volumes 

Bus volumes for the bus lane operating period re­
mained essentially unchanged. The total number of 
buses that use the bus lane for the entire 5 h is 
approximately 680 buses; there is a peak-hour (5:00-
6 :00 p.m.) average of 218 buses/ h, as shown in the 
table below: 

Time (p. m.) 
2:00-3:00 

Bus Volume 
Before After 

80 78 
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Time (p.m.) 
3:00-4:00 
4:00-5:00 
5:00-6:00 
6:00-7:00 
Total 

Bus Volume 
Before After 

82 83 
160 174 
221 218 
ill 125 
683 rn 

Bus Ridership 

Before implementation, Madison Avenue buses carried 
approximately 24 000 passengers between 2:00 and 
7 :00 p.m. Surveys conducted after the implementa­
tion showed that the munber of bUHli remained un­
changed, yet passengers carried increased 7 percent 
on the local service and 4 percent on the express 
service. Comparable figures for Sixth Avenue, a 
nearby parallel avenue, showed essentiallv no 
change. It is assumed that this volume increa;e was 
due to the 1 p tovement in transit speeds produced by 
the bus lanes. A passenger attitudi nal su rvey is 
scheduled for spring 1982 to confirm this result. 

Bu.a Oensi ty 

Density is a measurement of the number of vehicles 
that occupy a unit length at a given instant. In 
this instance, it is related to the visual impact of 
buses on pedestrians, a key source of dissatisfac­
tion among local residents and merchants. 

The relation used in calculating density is as 
follows: density = flow f speed. Density calcu­
lation of buses for the peak hour ( 5: 00-6: 00 p.m.) 
indicated a reduction from 76 buses/mile to 42 
buses/mile (-45 percent), with an associated reduc­
tion in visual impact and air pollution. 

Figure 5. Madison Avenue improvement of travel time and reliability {5:00-
6:00 p.m.). 
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Madison Avenue Automobile Traffic 

The effect of the bus lanes on the remaining traffic 
was manifested primarily in the redistribution of 
traffic across the remaining lanes. A discussion of 
this subject is followed by an assessment of this 
effect un uverall speeds, volumes, and other traffic 
measures. 

Distribution of Volume by Lane 

In spite of the dedication of two lanes exclusively 
for buses, the project did not reduce the capacity 
of Madison Avenue to handle the remaining traffic. 
This was accomplished by four actions: 

1. Removal of buses from mixed traffic, 
2. Removal of all parking from the west curb , 
3. Elimination of right turns, and 
4. Increased enfoccement, 

To assess these effects, lane-distribution data 
were collected on Madison Avenue at 47th Street, 
approximately at the midpoint of the project area. 
The data show a dramatic increase in the proportion 
of volume carried in lane 2 and a slight increase in 
lane 3. The proportion of volume carried in lane 4 
dropped because it carried only buses (see Figure 6). 

Speeds 

Speeds on Madison Avenue improved from 5.7 to 6.0 
mph during the 2:00-7:00 p.m. period, During the 
peak hour (5:00-6:00 p.m.) the automobile speed 
changes were even greater . Speeds during this 
period went from 4.8 to 5.3 mph, a 10 percent im­
provement. There were also corresponding improve­
ments in automobile travel times, as shown in the 
tables below: 

Speed (min) 
Differ- Differ-

Time !12• m.) ~ After ence ence !%l 
5:00-6:00 18.2 16.3 -1.9 -10.4 
2:00-7:00 15.3 14 . 5 -0.8 -5.2 

Speed <m12hl 
Differ- Differ-

Time 112.m. ! Before After ence ence !%l 
5:00-6:00 ~ 5.3 +0.5 +10.4 
2:00-7:00 5.7 6.0 +0 . 3 +5.3 

Volumes 

Volume counts, including buses, show an increase of 
about 10 percent for the 5: 00-6 :00 p.m. rush hour, 
the period with the heaviest congestion, and also 
the 2:00-7:00 p.m. period (see Table l). 

Classification 

A comparison of after data taken in week 2 with be­
fore data shows essentially no change in the distri­
bution of vehicle types, as shown in the table below 
(note that data for 2:00-4:00 p.m. were unavailable): 

Classification (%) 
Time <12.m. ! Period Car Taxi Truck ~ 
5:00-6:00 Before 44 32 8 16 

After 48 32 6 14 
4:00-7:00 Before 41 39 9 11 

After 47 35 7 11 

Taxi Use of Bus Lane 

As mentioned previously, taxis with passengers are 
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Figure 6. Madison Avenue volume distribution by 
lane at 47th Street. 
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Table 1. Madison Avenue volume•. 

WEST 
CUlll 

Volume (no. of vehicles) 

lANIE I 

Time (p.m.) Location Before After Change(%) 

5:00-6:00 46th-4 7th Streets 1308 1420 +8 
52nd-53rd Streets 1233 1386 +12 

2:00-7:00 46th-4 7th Streets 6423 6797 +6 
52nd-53rd Streets 6269 6998 +12 

permitted to use the bus lane between 42nd and 46th 
Streets, where they must turn. An analysis was con­
ducted to determine what proportion of taxis on 
Madison Avenue below 46th Street took advantage of 
this arrangement. The figures show that about 10 
percent of the total taxi volume used the bus lane 
during both the 5:00-6:00 p.m. rush-hour period and 
the whole 2:00-7:00 p.m. bus lane operating period. 

Impacts on Avenues Parallel to Madison Avenue 

To determine the effect of the Madison Avenue bus 
lane on nearby parallel avenues, the avenues were 
separated into two groups: northbound (which is the 
same direction as Madison Avenue) and southbound. 

Northbound Avenues 

Any effects on other avenues would be expected to 
manifest themselves primarily on those avenues going 

Table 2. Changes in speeds and volumes on northbound avenues. 

Speed 

Avenue Time (p.m.) Before (mph) After (mph) Change(%) 

Third 2:00-7:00 8.1 9.5 +17 
5:00-6:00 6.5 6.9 +6 

P•rk' 2:00-7:00 7.6 7.6 0 
5:00-6:00 6.3 6.2 -2 

Sixth 2:00-7:00 8.5 7.5 -12 
5:00-6:00 7.3 6.6 -10 

aNorthhound. 

lANIE 2 LANIE ll I LANE 4 BUS lAHE -l_A_N_E _11 _ __,I ~~=! 

in the same direction as Madison Avenue because 
these would be the routes likely to be selected by 
diverted traffic. But, as shown in the previous 
sections, traffic engineering changes on Madison 
Avenue resulted in no loss of capacity. This min­
imized the effect on other northbound avenues. 

Field data showed that average northbound speed 
was essentially unchanged. Between 2 :00 and 7 :00 
p.m. the average change is only +l percent, and 
between 5:00 and 6:00 p.m. the average change is 
-2. 7 percent (see Table 2). The respective changes 
in volumes were also small: Average increases were 
4 percent between 2:00 and 7:00 p.m. and 2 percent 
between 5:00 and 6:00 p.m. 

Southbound Avenues 

Because Madison Avenue is northbound, one would not 
expect southbound avenues to be very much affected. 
The one exception if Fifth Avenue. Because vehicles 
on Madison Avenue that have destinations farther 
east can no longer turn right, they must either 
divert to other avenues or make three left turns. A 
portion of the path of the three left turns involves 
Fifth Avenue, which might be adversely affected. 
But, as shown in Table 3, this effect is small. 

The average changes in speeds on southbound 
avenues were slight: a -3 percent change in speed 
between 2 :00 and 7 :00 p.m., and a +5 percent in­
crease in speed between 5:00 and 6:00 p.m. The 
average volume changes were -2 percent between 2 :00 
and 7 :00 p.m. and -2 percent between 5 :00 and 6 :00 
p.m. 

Volume 

Before (no.) After (no.) Change(%) 

8 829 10 076 +14 
I 746 I 967 +13 
7 530 7 441 -1 
I 704 I 591 -7 

11 252 11 227 0 
2 301 2 268 -I 
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Table 3. Changes in speeds and volumes on southbound avenues. 

Speed 

Avenue Time (p.m.) Before (mph) After (mph) Change(%) 

1.exin~ton 7.:00-7:00 10 6 l l.3 +7 
5:00•6:00 10.0 11.6 +16 

Park" 2:00-7:00 9.6 9.1 -5 
5:00-6:00 IO.I 10.9 +8 

Fifth 2:00-7:00 7.9 7.3 -8 
5 :00-6:00 8.1 7.8 -4 

8 Southbound. 

I mpacts on Streets t hat Cross Madison Avenue 

Westbound Streets 

Because of the right-turn ban, vehicles on Madison 
Avenue with destinations farther east are required 
to make three left turns. This affects primarily 
the block segments between Madison and Fifth Ave­
nues. For the surveyed streets, average speeds 
declined from 5.0 to 4.4 mph (-12 percent) for the 
2 :00-7:00 p.m. period and from 5.2 to 4.9 mph (-6 
percent) during the 5:00-6:00 p.m. rush hour. 

Less volume data were collected than speed data, 
but these indicate a change in the expected direc­
tion. For the streets surveyed, the average volume 
between Madison and Fifth Avenues increased by 6 
percent from 2:00 to 7:00 p.m. and also during the 
5:00-6:00 p.m. rush-hour period. 

Eastbound Streets 

The effects of the right-turn ban should influence 
only the block segments between Fifth and Madison 
Avenues, with two exceptions. The first is 62nd 
Street. This is the first eastbound street accessi­
ble from Madison Avenue north of 42nd Street. Con­
sequently, increased volume on this street was ex­
pected, and techniques were developed to increase 
its capacity, as previously described. 

The second exception is the group of streets that 
includes 40th and 4lst Streets and 42nd Street east­
bound. These are the last eastbound corridors south 
of the bus lane and its associated right-turn ban. 
It was expected that these streets might absorb some 
of the eastbound traffic that previously turned 
right between 44th and 59th Streets. 

The average speed on the surveyed eastbound 
crosstown streets declined slightly from 5. 3 to 5 .1 
mph (-2 percent) for the 2:00-7:00 p.m. period and 
was unchanged for the 5:00-6:00 p.m. period (before 
and after speeds were 4.B mph). The speed on 62nd 
Street increased 39 percent (from 4. 4 to 6 .1 mph) 
for the 2 :00-7 :00 p.m. period and 19 percent (from 
4,2 to 5.0 mph) from 5:00 to 6:00 p.m. Excluding 
62nd Street, the average volume change between 2 :00 
and 7:00 p.m. was -6 percent and between 5:00 and 
6 :00 p.m. it was -3 percent. For 62nd Street the 
cor'responding volume figures were +22 percent for 
2:00-7:00 p.m. and +15 percent for 5 :00-6:00 p.m. 

The speeds on 40th and 4lst Streets did not de­
cline. In fact, they increased. This implies that 
they were not used as shunts to the east for traffic 
previously turning right between 42nd and 59th 
Streets. This is confirmed by examination of the 
turning volume from Madison Avenue onto these two 
streets, which did not i·ncrease. It is assumed that 
some of this traffic made three left turns to go 
right farther north. The remainder presumably 
avoided the corridor entirely, as designed for in 
the original plans. 
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Volume 

Before (no.) After (no .) Change(%) 

6436 5838 9 
1151 1081 -6 
6216 6221 0 
1174 1178 0 
8259 8421 +2 
1583 1590 0 

CONCLUSIONS AND RECOMMENDATIONS 

The Madison Avenue dual-width bus lane imposed major 
chan9ei; on traffic and access patterns i n one of the 
most intensely used corridors in the nation. In 
spite of this, the implementation went remarkably 
smoothly. Some of the important considerations that 
surfoced in developing and implementing the pro j ec t 
are the following: 

1. Involvement of relevant groups throuqhout 
project definition, design, and installation. About 
half of this contact was made at public meetings 
that included invited participants in favor of the 
project, as well as some who might be opposed. The 
remainder of the contacts was · made at meetings to 
address specific issues within the context of a 
project that had already gained considerable mo­
mentum. 

2. Support by an activist administration willing 
to take risks. The project involved little in the 
way of permanent installation and was always billed 
as an experiment that would be withdrawn if it 
failed. This stance had credibility, since the same 
administration had shortly before removed a bicycle 
lane that had proved unpopular. 

3. Modest beginning. Originally conceived as a 
24-h, 7-day/week facility with physical barriers to 
prevent violations, the project was reduced in scope 
to 5 h/day on weekdays without a physical barrier. 
This minimized the disruption and ensured that there 
would always be a high frequency of buses visibly 
benefiting from the lane. The hope is that the 
success of the bu's lane will build support for mak­
ing the project permanent and for expansion in terms 
of hours or to other areas. 

4. Consistent enforcement. Without physical 
barriers, the project is completely dependent on 
consistent enforcement for success. For the first 
year this is ensured by the federal grant. There­
after, New York City will have to fund the project. 
This has its drawbacks, because the city will have 
to resist the temptation to shift its limited number 
of enforcement agents from area to area in response 
to changing needs. 

5. Initial enforcement saturation. To ensure a 
smooth operation during the critical initial period, 
normal enforcement levels were tripled and profes­
sional staff equipped with radios closely monitored 
every block. A radio control center and elevated 
observation post were set up, and arrangements were 
made to respond instantly to disruptions of any sort. 

6. Anticipation of problems . One of the sub-
jects we knew would be most difficult was the reduc­
tion in access to garages directly east of Madison 
Avenue. Because of automobile arrival patterns, we 
felt that the impact of the bus lane on business 
would be minimal, but we also knew tha·t the ga rage 
owners might dispute this. Consequently, special 
before surveys were conducted to have a measure 
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against which the effect of the bus lane could be 
judged. 

7. Continuing involvement of planning staff. 
Although the project became routine after the first 
two weeks, unusual conditions continued to arise, 
e.g., plates over street openings shifted to create 
hazards, construction equipment that obstructed a 
lane was used without authorization, enforcement 
personnel were shifted to other locations, etc. 
Continuous monitoring and interest in the project by 
the planning staff enabled these problems to be 
addressed before they seriously degraded bus lane 
operation. 

Data-gathering efforts and analysis are continu­
ing. In the coming period, the following topics 
will receive particular attention: 

1. Experimentation 
strategies, including 

with differing enforcement 
various mixes of signing, 
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personnel, and traffic cone placement, to determine 
the most cost-effective method of keeping violation 
rates at an acceptable level; 

2. Development of benefit/cost ratios, including 
the real operating cost savings to the bus compan­
ies; and 

3. Assessment of impact on access to cross 
streets where right turns are banned. 
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Public T'ransit Planning by Using Interactive Computer 
Graphics in Bellevue, Washington 

ROBERT A. WHITE, JAMES W. CLARK, AND TOMOKI NOGUCHI . 

The interactive graphic transit design system (IGTDS) demonstration study 
was conducted in the City of Bellevue, Washington. IGTDS is a set of com­
puter programs that enable the planner to design and evaluate alternative transit 
systems through the use of computer graphic techniques. The IGTDS model 
estimates travelers' choices between automobile and transit modes for systems 
that serve trips from many origins to a single destination. IGTDS is easy to 
use; it was especially designed for transportation planners who do not have com 
puter programming backgrounds. Facility requirements are accessed to a time­
shared computer system and a computer graphics display terminal. The IGTDS 
demonstration study successfully accomplished its three primary objectives. 
IGTDS was used to evaluate different transit service concepts that ranged from 
the do-nothing alternative (reference case for other alternatives) to the 1990 
regional transit plan with park-and-ride service to the Bellevue central business 
district and transit service to the Crossroads shopping center area. Comparison 
with the Bellevue manual sketch-planning subarea study revealed that approxi­
mately one-half as much effort was required for the IGTDS method as for 
manual sketch planning. The IGTDS demonstration study evaluated approxi­
mately 300 transit service designs, an increase in design productivity over the 
manu~I method by a factor of 60 to 1. The different transit system design re­
sults produced by I GTDS were presented in graphical form at a high level of de· 
tail. The graphic presentation allowed rapid comprehension of the results, and 
rapid feedback of information also increased understanding of the sensitivity of 
transportation performance to policy changes. The demonstration study 
showed that IGTDS is a very useful transportation sketch-planning tool. 

Bellevue, Washington, is one of the principal sub­
urbs of Seattle and has a population of approxi­
mately BO 000. Bellevue was selected for the inter­
active graphic transit design system (IGTDS) demon­
stration study because IGTDS is well-suited to 
planning new transportation services for small or 
medium-sized urban areas. Bellevue has a well-de­
f ined central business district (CBD), and the 
current public transportation services that serve 
Bellevue are provided specifically for the Seattle 
CBD (Figure 1). 

The objectives of the IGTDS demonstration study 
(!) were as follows: 

1. Apply IGTDS to the solution of actual transit 

Figure 1. Location of 
Bellevue. 

planning problems in a real-world planning effort; 
2·. Develop comparisons between IGTDS and more 

conventional transit planning techniques in terms of 
design results, resource requirements, and other 
factors; and 

3. Test the usefulness of this technology as a 
communication medium for facilitating decisionmaker 
understanding of transit patronage and cost vari­
ables in an actual transit plan development environ­
ment. 

An important constraint on the first objective 
was to perform the study without collecting new 
data. That is, the input data needed for IGTDS were 
obtained from previous transportation studies and 
from readily available local sources. 

BACKGROUND 

Currently, passenger transportation to and within 
the Bellevue CBD is provided primarily by private 
automobiles. In 1979 only about 2 perceht of all 
trips to the CBD were made by public transportation. 
Island-like building developments surrounded by 
large parking lots, lack of pedestrian amenities, 
and wide arterial streets with many curb cuts for 
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driveways cause numerous automobile-pedestrian 
conflicts. These factors result in an environment 
with low pedestrian attractiveness that is difficult 
to serve efficiently by public transportation. As a 
result of the heavy reliance on personal automobile 
transportation, the street system is congested 
throughout the day, and the single freeway inter­
change that serves the CBD has already reached its 
capacity during peak demand periods. The antici­
pated growth of the CBD during the next decade is 
expected to exacerbate these problems if reliance on 
personal automobile transportation continues as at 
present. 

In recognition of this situation, city officials, 
business leaders, and citizens have been searching 
for ways to increase the use of public transpor t a­
tion in Bellevue. The Mayor's CBD Action Committee 
has established the objective that, by 1990, 20 
percent of all trips to the CBD during peak hours 
arrive by transit as described in the recent Belle­
vue CBD Action Plan (1). Transportation planning 
for the 1980s is being conducted by the regional 
transit operator, Metro Transit, in a process called 
Metro TRANSITion Phase IV. 

In addition to developing plans for Metro's 
entire system, this study has produced a Bellevue 
subarea study that focused on the particular needs 
of the Bellevue CBD (3). Parallel to Metro's stud­
ies, Bellevue applied- to the Urban Mass Transporta­
tion Administration (UMTA) for a grant to demon­
strate the usefulness and effectiveness of IGTDS in 
a planning process such as the Metro TRANSITion 
Phase IV studies. In 1978, UMTA awarded Bellevue 
technical grant and research and development grant 
funds to conduct the IGTDS demonstration study under 
Sections 9 and 6, respectively, of the Urban Mass 
Transportation Act of 1964, as amended. The General 
Motors (GM) Transportation Systems Center (TSC) of 
Warren, Michigan, was selected as the project con­
sultant and began the demonstration study in June 
1979. 

GRAPHICS LABORATORY 

A graphics laboratory was established at the Belle­
vue City Hall. The laboratory consisted of a work 
space and the computer graphics terminal equipment 
needed to operate IGTDS. Three pieces of equipment 
were obtained: a Tektronix model 4014-1 graphics 
display terminal, which has a 15-in-wide by 11-in­
h igh display screen: a Bell Systems Model 212A data 
communications unit, which supports communications 
at 120 characters/s; and a Tektronix model 4631 hard 
copy unit (Figure 2). 

The City of Bellevue was provided with access to 
che 11,;·1·u::; sofcware syscem chat: GM TSC designaces as 
IGTDS GM TSC Release No. 1 (4). This version of 
IGTDS was operational on an IBM Model 3033 computer 
system (IBM's replacement for the System 3 70 series 
computer) , which uses the time sharing system (TSS) 
operating system. The computer facilities were 
located at the GM Technical Center in Warren, Michi­
gan. 

LOCAL PLANNING GROUP 

A local planning group was formed to demonstrate the 
capability of IGTDS to local transportation plan­
ners. The group consisted of two planners from 
Bellevue, two from the Puget Sound Council of Gov­
ernments (PSCOG), two from Metro Transit, and two 
from local consulting firms. Members were trained 
to use IGTDS to design fixed-route transit service 
to an activity center, and they participated in 
performing sensitivity analyses on the high-perfor­
mance designs. 
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Figure 2. Computer graphics terminal equipment set. 

A questionnaire was distributed to obtain reac­
tions to and assessments of IGTDS. The members of 
the planning group were unanimous in their ratings 
of IGTDS as easy to learn, easy to use, and effec­
tive in providing easy-to-interpret results. Members 
were also able to envision the use of IGTDS in 
situations in which they were involved profes­
sionally, including (a) macrolevel sketch planning 
and (b) microlevel policy analysis, such as parking 
policies, fare policies, routing options, and route 
productivity. 

However, members also expressed generally a low 
level of confidence in the IGTDS predictions of 
ridership and costs, since the modal-choice model 
had not been calibrated with survey data. Other 
improvements that they felt would improve the use­
fulness of IGTDS to. problems they faced were the 
following: 

1. Ability to consider at least two destinations 
simultaneously: 

2. Better modal-choice model: for example, a 
model that includes income of travelers as a vari­
able; 

3. Better cost-estimation models: and 
4. Ability to handle a larger problem. 

DATA DEVELOPMENT 

In order to apply IGTDS, three kinds of data are 
needed: transportation supply-side data (including 
transportation network, vehicle characteristics, and 
cost parameters needed to estimate transit system 
operating costs), travel-demand data, and traveler­
behavior data. 

The transportation supply-side data included 
several elements. A network structure that repre­
sents the street system within Bellevue was obtained 
from the PSCOG network developed for the regional 
transportation plan update. Link travel times for 
driving were obtained from this network, and travel 
times for the transit mode were obtained from 
PSCOG's transit network. For the portion of the 
region outside of Bellevue, the network structure of 
the Bellevue microzone forecasting model was used. 
The network data base was digitized by using a 
network editor (5) and digitizing tablet. A plot of 
the digitized network is shown in Figure 3. A 
close-up, lOxlO-mile view of Bellevue is shown in 
Figure 4. (Both figures were produced by IGTDS with 
annotations added manually.) 

Operating cost data were taken from the Bellevue 
subarea study. Three categories of vehicles were 
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Figure 3. IGTDS network-Bellevue with external 
network. 
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considered: (a) a standard 45-passenger coach that 
costs $18/h to operate, (bl a 72-passenger articu­
lated vehicle that costs $21/h, and (cl an 11-pas­
senger van that costs $15/h. These costs reflect 
Metro Transit's 1978 average costs. 

zones. The diamonds represent travel demand allo­
cated to IGTDS network nodes after transformation by 
the zone-to-node data conversion system (ZONOCO) 
(§.l • (This figure was drawn off-line with a Calcomp 
plotter by using the IGTDS data base,) 

TWO sets of travel-demand data were developed, 
one for the purpose of comparing IGTDS with the 
Bellevue subarea study and one for the purpose of 
comparison with the regional transportation system 
study. Both travel-demand data sets were originally 
obtained from PSCOG. The destination zones selected 
were the Bellevue CBD and the Crossroads shopping 
center in Bellevue. Figure 5 shows a symbolic 
representation of Bellevue' s forecast of peak-hour 
travel demand to the CBb in the year 1990. The 
triangles represent demand values in their original 
form by Bellevue micromodel transportation planning 

IGTDS employs a multinomial legit model of modal 
choice to predict ridership for a transit system 
design alternative. To apply the model, the imped­
ances of trips by each of three modes are calculated 
for each node of the network. The trip impedance is 
a linear function of trip components X (i ,m), where 
the X's represent the various time and money costs 
of making a trip by each of the available modes. 

The trip components are multiplied by the coeff i­
c ients a, which represent the tripmakers' valuations 
of the time and money costs of the components of the 
trip. Mathematically, the impedance I (m) of a trip 
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Figure 5. 1990 travel demand to CBD-Bellevue 
forecast. 

Figure 6. Trip components defining a trip from origin to destination via walk· 
and·ride, park-and-ride, and drive modes. 

ORIGIN 
OF Average Node Access Walking 

TRIP 

' ' 

~alk1ng 
l 

Dw·••lng 
b•v1ng Fare 

aus 
STOP 

Walking 
/ 

DESTINATION 
OF 

TRIP 

by mode m is written as follows: 

l(m) = a(o) + sum(i;i=l,k) a(i)*X(i,m) (!) 

where k is the number of components that comprise a 
trip by the mode. The probability that a tripmaker 
will choose mode m is then given by the legit equa­
tion: 

P(m) = exp[-J(m)] /sum(n;n=l,3) exp[-l(n)] (2) 
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Table 1. IGTDS impedance coefficients. 

Coefficient Value Remarks 

W-R CONSTANT 216.0 IncJudes 6 min access and egress 
P-R CONSTANT 199.0 Includes 4 min eg1 ess 
DRIVE CONSTANT 0.0 
WALK 8.55 
DRIVE 5.62 Includes driving cost, assuming 30 mph 

avernge speed and $0.075/mile 
WAIT 8.55 
RIDE l 3.42 
RIDE 2 3.42 
RIDE 3 3.42 
STAND 6.84 
FARE 58.56 
FEE 29.28 Median income= $21 000; note, all coef-

ficients above are divided by this value 
EXPNT 150.00 

The IGTDS trip components for the three modes are 
shown in Figure 6. 

The behavioral data required by IGTDS are values 
for the impedance coefficients. In order to facili­
tate the comparison of the application with the 
Metro TRANSIT ion studies, values for the impedance 
coefficients were chosen to make the IGTDS logit 
model as similar as possible to the Metro TRANSITion 
modal-choice models. 

In order to compare the results of the IGTDS 
study with those of the Bellevue subarea study, the 
manual sketch-planning modal-choice model was used 
to estimate coefficients for the IGTDS logit model 
effected by means of an intuitive process based on 
the experience of the Bellevue, PSCOG, and Metro 
transportation planners who comprised the local 
planning group. For example, they felt that if the 
impedance of a trip by transit equaled the impedance 
of driving, then the probability of choosing transit 
should be 4 0 percent. Similarly, in comparing the 
IGTDS model with the one used in the regional trans­
portation planning process, a number of simplifying 
assumptions were made in order to adapt the regional 
model coefficients for use with IGTDS. 

The final coefficient values in the form required 
by IGTDS are shown in Table 1. 
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Table 2. Comparative performance of alternatives. 

Alternative 

Do-Nothing 
with Park-

Objective Goal Do-Nothing and-Ride 

Transit riders (morning Maximum 167 490 
peak hour) 

Revenue/cost (%) > 60.0 22.0 30.5 
Within 5-min walk of a > 47 25 35 
stop(%) 

Within 5-miq drive of a > 52 60 
park-and-ride lot(%) 

No. of stops less than 15 0 6 
min avg access 

No. of park-and-ride lots 0 0 0 
less than I 0 min avg 
access 

Figure 7. Transit routes serving Bellevue CBD during morning peak hour in 1980. 

.. 
... 

TRANSIT SYSTEM ALTERNATIVES 

To compare IGTDS with the manual sketch-planning 
method of the Bellevue subarea study, a series of 
case studies was designed to correspond to the five 
alternatives evaluated by the subarea study. Each 
case study illustrated the application of IGTDS to a 
particular service concept. The case studies were 
as follows: 

1. Do-nothing alternative (maintain the existing 
transit service to the Bellevue CBD), 

2. Do-nothing alternative with park-and-ride, 
J. 1990 regional transit plan (includes high-oc­

cupancy-vehicle lanes on the Interstate freeway that 
serves Bellevue and on certain arterials, and as­
sumes automobile travel times would double in se­
lected arterial corridors, but transit travel times 
would remain at their 1980 levels), 

81 

1990 System 
1990 System Plan wit;, Park- CBD Transit 
Plan 

290 

57 .8 
45 

0 

and-P.i<le Circulator Mall Crossroads 

850 783 337 65 

45 . I 53 .6 60 .0 15.3 
45 49 47 40 

40 18 

0 0 0 

0 

4. 1990 regional transit plan with park-and-ride, 
5, CBD circulator (the 1990 regional transit plan 

with a parking lot on the fringe of the CBD; distri­
bution of travelers from the parking lot to be 
provided by a CBD circulator service) , 

6. CBD transit mall (a new transit-only access 
ramp would join the mall and the freeway), and 

7. Service to the Crossroads shopping center. 

HIGH-PERFORMANCE DESIGN OBJECTIVES 

A high-performance transit system was designed for 
each of the above alternatives (except the do-noth­
ing alternative) by using IGTDS. The following 
design objectives were established as the criteria 
for measuring achievement of the high-performance 
design concept: 

1. Maximize transit ridership, 
2. Maximize the ratio of transit system revenue 

to operating cost (the total revenue should be 
greater than 60 percent of the total operating cost) , 

3. Maximize accessibility to the transit system 
(for trips that originate within Bellevue, 90 per­
cent of demand should be within a 5-min walk of a 
transit stop and 100 percent of demand should be 
within a 5-min drive of a park-and-ride lot), and 

4. Minimize average access time at each stop (for 
service within Bellevue, average walk access time 
should be less than 15 min and average drive access 
time should be less than 10 min). 

Table 2 compares the performance of each of the 
alternatives developed with IGTDS in relation to the 
performance objectives. 

DESCRIPTION OF SELECTED DESIGN ALTERNATIVES 

Do-Nothing Al t ernative 

The objective for the do-nothing alternative was to 
replicate as closely as possible with IGTDS the 
transit system as planned for 1980. Figure 7 is a 
map of Bellevue that shows transit routes that 
provide service to the CBD during the morning peak 
hour. 

The transit route network that was designed to 
model the do-nothing alternative and the performance 
summary report that IGTDS produced are shown in 
Figure 8. Parameters that were input to IGTDS were 
free parking at the destination and a 1-min destina­
tion walk time for the drive mode. Fares were set 
at $0. 30 for all routes except numbers 8 and 9, 
which had a zone fare of $0.50 for trips from Seat­
tle, which corresponded to Metro Transit's fare 
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Figure 8. Transit route network and 
IGTDS performance summary--do­
nothing alternative. 
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structure in 1978. Standard 40-ft coaches (vehicle 
type l) were assigned on all routes. The alterna­
tive required a totai of 14 vehicles (to provide 28 
peak-period hours of service daily) at a cost of 
$504. IGTDS predicted a ridership of 167, or 4 
percent of the total demand, which yielded revenues 
of $111/day. (Figures 8 and 9 are graphic output 
displays produced by IGTDS1 some annotations were 
added manually.) 

1990 Regional Transit Plan with Park-and-Ride Service 

The 1990 regional plan with park-and-ride service 
used the same transit route network as the 1990 
system plan alternative, but it added five park­
and-ride lots at the locations shown in Figure 9. 
Because of the additional vehicles and demand at­
tracted by the park-and-ride service, vehicles with 
greater capacity were needed on routes that served 
the park-and-ride lots. The performance summary 
nisplay for this alternative is also shown in Figure 
9. The design required 23 vehicles at a daily cost 
of $846, plus $700 as the cost of providing 700 
parking spaces. The system attracted 850 riders and 
had a revenue/cost ratio of 45.l percent. This 
design was selected as the high-performance design 
because it very nearly achieves the goal of 20 
percent transit ridership in 1990 that Bellevue' s 
CBD Action Committee has established. This goal 
appears to be achievable, according to this IGTDS 
result, even if parking remains free in the CBD, 
provided that convenient park-and-ride service be 
established and that relatively low fares be 
charged. A charge for parking in the CBD would 
result in greater transit ridership as well as 
allowing for higher transit fares, which would 
permit a larger fraction of transit operating cost 
to be recovered. 

SENSITIVITY ANALYSIS 

Because IGTDS was designed to permit interactive 
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input of data and to allow inunediate prediction of 
the effects of changes in input parameters, it can 
be applied easily to the task of sensitivity analy­
ses. That is, an analyst can vary a parameter over 
some range of values and obtain ridership, cost, and 
revenue results within a span of a few minutes. To 
illustrate the IGTDS capability for sensitivity 
testing of variables that have policy implications, 
the planning group selected six analyses to perform. 
The city's interest in the particular variables 
chosen were derived from its need for policy guid­
ance to achieve objectives set forth in the Bellevue 
CBD Action Plan. 

The six variables selected for testing were the 
following: 

l. Destination parking fee, 
2. Transit service frequencies, 
3. Transit fares, 
4. Transit route and stop locations, 
5. Travel-demand levels, and 
6. Legit model coefficients. 

The reference design used in all of these tests 
was the 1990 system plan alternative with park-and­
ride service. Ideally, one variable would be iden­
tified and varied while all other variables were 
held constant in order to isolate the effects of the 
selected variable. In practice this is not always 
possible. For example, a policy that increases 
transit ridership must very quickly deal with capac­
ity limits in the transit system. If capacity is 
increased in order to serve the added demand, then 
service improvements also generate additional rider­
ship, i.e., a multiplier effect; ridership is in­
creased beyond the effects of the original policy 
variable. Other variables, such as route locations, 
are not easily isolated as a single variable, which 
causes the sensitivity analysis to be performed in a 
more qualitative, descriptive manner than a quanti­
tative, trade-off curve fashion. 
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Figure 9. Transit route network and 
IGTDS performance summary-1990 
regional transit plan with park-and­
ride service. 
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Destination Parking Fee 

The average parking fee at the destination can be 
easily isolated, and it conveniently affects all who 
choose the drive mode. The effect on transit rider­
ship of raising the all-day parking fee from $0 to 
$3 is shown in Figure 10. (The graphs shown in 
Figures 11 through 17 were made with the EASYGRAPH 
subset of the Tektronix PLOT-10 software.) This 
analysis has a feedback effect because transit 
service must be improved in order to accommodate the 
additional demand, and the service improvements 
themselves contribute to the added transit demand. 

Figure 11 illustrates the total service increase 
in terms of cost. At parking fees less than $1, 
adequate capacity exists to handle the increase in 
transit ridership from about 20 to 22 percent of all 
trips. As the parking fee increases from $1 to $3, 
transit service costs rise from $1545 to $2148. The 
combined effect of the destination parking fee of 
$3/day and added transit service bring the transit 
ridership to 30 percent of the total. 

Transit Service Frequencies 

The testing of service frequencies is not as easy as 
it might be because IGTDS does not permit direct 
specification, of headways. Instead, the number of 
vehicles is selected to serve each line and IGTDS 
calculates the headways. Thus, when several transit 
lines exist, the selection of numbers of vehicles 
for each line will result in a range of headway 
values. The curve for transit ridership and service 
frequency that results is then a region bounded by 
two envelope curves (Figure 12). The envelope 
curves represent the upper and lower headway limits 
for the set of transit lines for a specific number­
of-vehicles allocation. The curves in the figure 
result from a total vehicle allocation that ranges 
from 15 vehicles (yielding between 1 and 2 vehi­
cles/h on every line) to 72 vehicles (yielding 

\ 
\ 

\ 

------------
between 6 and 7 .5 vehicles/h on every line). A 
point of diminishing returns can be observed in the 
figure at somewhere between 4 and 6 vehicles/h, 
which corresponds to headways between 10 and 15 
min. Beyond these service levels very little addi­
tional transit ridership is induced by the associ­
ated reductions in waiting times. 

Transit Fares 

Only flat-fare schedules were examined; that is, no 
zonal increments were included in the fare struc­
tures. One-way transit fares were varied from $0 to 
$1.50, and the transit ridership varied in a vir­
tually linear relation from 22 to 14 percent of the 
total. The result is shown in Figure 13. 

Travel-Demand Levels 

The travel-demand data were derived from forecasts 
of population and employment growths. Because 
forecasting of growth is not an exact science, it is 
of interest to test the sensitivity of IGTDS results 
to demand levels in order to ascertain the effects 
of possible forecasting errors. In particular, in 
light of the rapid population growth that the Seat­
tle metropolitan area has been experiencing, the 
Bellevue planners are concerned that the forecasts 
of growth may be too low. They were interested in 
the effects of greater-than-expected growth in 
selected areas. Accordingly, travel-demand values 
were selectively increased along certain arterial 
corridors within Bellevue. These corridors are 
shown in Figure 14. Three scenarios were developed 
in which a demand increase of 50, 100, and 150 
percent, respectively, was proposed at each network 
node along these arterials over the forecast 1990 
travel-demand values. 

The 50 percent increase scenario was numerically 
402 additional trips, which was an increase of 9 
percent in the total number of trips to the Bellevue 
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Figure 10. Transit modal split as a function of destination parking fee. 
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Figure 11. Operating cost and revenue versus destination parking fee. 
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Figure 12. Transit modal split as function of service frequency . 

.... JO 
-" ~~ .. ,., 
:!~ 
~t ,. 

16 

" 
o 2 , 4 6 6 

•USES PER HOUR 

3 

1100 

BOO 

100 

600 

8 

t! ...... 
O!;! 
cto: ...... 
I~ 
~ .. 
~ 

~~ 
o:it 
~!:: 
~~ 
"'~ 

Transportation Research Record 854 

Figure 13. Transit modal split as function of transit fare. 
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Figure 14. Selected arterial corridors with increased travel demand. 
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Figure 15. Increase in transit ridership and cost over 1990 forecast level for 
selected increases in demand. 
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Figure 16. Transit modal split as a function of logit·model coefficients. 
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CBD. The 100 percent increase scenario was 78i 
actual trips, which was a 17 percent increase in 
total trips. (The 100 percent increase level is 
less than twice the 50 percent increase level due to 
rounding upwards of half trips in order to express 
all demand values as whole numbers.) The 150 per­
cent increase scenario was 1183 actual trips, which 
was 26 percent of the forecast number of trips for 
1990. The incremental transit ridership and cost 
results are shown in Figure 15. 

In each demand-increase scenario, transit capac­
ity limits were reached. In order to isolate the 
effects of the demand-increase effects as much as 
possible from the effects of adding transit capac­
ity, the following procedure was used. After chang­
ing the demand, the modal-choice model was exercised 
to obtain an initial ridership prediction by using 
the transit service design with no changes from the 
previous case. The results were then examined to 
determine where capacity limitations had developed. 
Park-and-ride lots were increased in size where 
needed, and larger-capacity vehicles were added to 
transit lines that had reached capacity. The modal­
choice model was then exercised again to determine 
the new ridership levels. For example, in the 50 
percent increase scenario, ridership increased by 52 
over the base case with no capacity increase. After 
increasing the size of one park-and-ride lot and 
changing from van service to standard coach service 
on one transit line at an incremental cost of $32, 
ridership increased by another 4 7. Figure 15 thus 
shows a total transit increase of 99 riders and a 
cost increase of $32 for the 50 percent increase 
scenario. 

In all cases, the needed increases in capacity 
were obtained by changing to higher-capacity vehi­
cles with no increase in service frequency. It is 
possible that the higher demand levels would support 
increased frequencies in a cost-effective manner. 
This latter situation is more complex to analyze, 
since IGTDS uses the service frequency in its modal­
choice calculation. Increasing frequencies de­
creases waiting times, and IGTDS will predict in­
creased modal splits as a result. Thus, potentially 
even greater ridership (at greater cost) increases 
could be obtained than are shown in Figure 15, but 
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the multivariate type of analysis is beyond the 
scope of the simple sensitivity analysis that this 
exercise was intended to illustrate. 

Legit Model Coefficients 

Testing of sensitivity to values of the legit model 
coefficients was performed in conjunction with the 
development of their values, as explained in the 
data development section. Results of the sensitiv­
ity tests aided in the decision about values to be 
used for design development and other sensitivity 
studies. Illustrated in Figure 16 is the effect on 
transit modal split (walk-and-ride plus park-and­
r ide) of increasing transit impedance (equivalent 
axes are drawn to show how this increase could come 
from fare, in-vehicle time, or out-of-vehicle time) 
for two different levels of the impedance conversion 
coefficient c. The value B = 1.10 in the figure is 
the modal constant value that yields a modal split 
of 40 percent when all three modes have equal imped­
ances. 

EVALUATION 

IGTDS demonstration study successfully achieved its 
primary objectives. Planners can greatly increase 
their productivity in designing and evaluating 
alternative transit systems by using this interac­
tive graphic sketch-planning technique. comparison 
of the IGTDS demonstration study with the Bellevue 
manual sketch-planning subarea study revealed that 
approximately one-half as much effort was required 
for the IGTDS method as for manual sketch planning. 

The IGTDS evaluated approximately 300 transit 
service designs, each of which cost about $1 of 
computer expense and required an average of 5-7 min 
of elapsed time on the computer terminal. Preparing 
the initial data base (the network and travel de­
mand) required approximately $1000 of computer 
expense and 8 person-weeks of effort. On the basis 
of the number of design alternatives considered per 
unit of design cost, using IGTDS to design transpor­
tation services for Bellevue showed an increase in 
design productivity over the manual method by a 
factor of 60 to 1. 

The transit system designs produced by IGTDS were 
presented in graphical form at a high level of 
detail. We believe that the results obtained by 
using IGTDS were much more easily understood because 
of both the graphic presentation and rapid feedback 
of answers through interactive computing. 

Predictions of transit ridership and cost by the 
two studies were comparable. The IGTDS results 
depended importantly on whether or not park-and-ride 
service was included. However, we believe that this 
reflects the design of the modal-choice model rather 
than the inherent nature of park-and-ride service. 
The two studies obtained very different vehicle 
requirement results due to quite different proce­
dures for estimating vehicle requirements. 

The comparison of IGTDS with the regional systems 
planning process was more difficult because of the 
great difference in the scope of the two projects. 
In terms of effort and cost involved, the Metro 
TRANSITion Phase IV planning effort was more than an 
order of magnitude greater. It was also difficult 
to compare forecasts of transit ridership because of 
the significantly different scales of analysis: The 
regional systems planning study was conducted with 
large zones and the IGTDS study performed a more 
detailed evaluation down to the level of individual 
transit lines and stops. At an aggregate level, 
however, the two models were found to predict very 
similar levels of total transit ridership to the 
Bellevue CBD. 
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The regional macrocomputer model was not designed 
for use in a small subarea of a metropolitan region 
nor does PSCOG have any plans to use the model to 
specifically design transportation services for 
Bellevue or any other suburban community. A much 
greater level of data preparation is required for 
running the macrocomputer model, as computer costs 
are higher and turnaround time is much greater than 
for IGTDS. IGTDS, on the other hand, is particu­
larly well-suited to designing specialized transpor­
tation services for well-defined CBDs and activity 
centers in suburban communities like Bellevue. 

The GM TSC project team and members of the local 
plannin'i! 'ijroup fgr the de11Km11tratign 11tYdy rlKlgm­
mended that UMTA encourage the use of IGTDS as a 
useful new technique for transportation sketch 
planning. Recommendations for improvements to 
IGTDS, which would further enhance its capabilities 
for transportation sketch planning, are provided in 
the final report on IGTDS (!Jr which is also avail­
able from the Office of Planning Methods and Sup­
port, UMTA, U.S. Department of Transportation. 
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