
TRANSPORTATION RESEARCH RECORD 8 6 9 

Highway Capacity 
<ind Traffic 
Characteristics 

TRANSPORTATION RESEARCH BOARD 

NATIONAL RESEARCH COUNCIL 

NATIONAL ACADEMY OF SCIENCES 
WASHINGTON, D.C. 1982 



Transportation Research Record 869 
Price $11.40 
Edited for TRB by Naomi Kassabian 

moue 
1 highway transportation 

subject area 
55 traffic flow, capacity, and measurements 

Library of Congress Cataloging in Publication Data 
National Research Council. Transportation Research Board. 
Highway capacity and traffic characteristics. 

(Transportation research record; 869) 
1. Highway capacity-Congresses. 2. Traffic flow­

Congresses. I. National Research Council (U.S.). Transpor­
tation Research Board. II. Series 
TE7.H5 no. 869 [HE336.H48] 380.Ss 82-24603 
ISBN 0-309-03373-X ISSN 0361-1981 [388.3'14] 

Sponsorship of the Papers in This Transportation Research Record 

GROUP 3-0PERATION AND MAINTENANCE OF TRANSPOR· 
TATION FACILITIES 
Patricia F. Waller, University of North <,arolina at Chapel Hill, 

chairman 

Committee on Highway Capacity and Quality of Service 
James H. Kell, JHK & Associates, chairman 
William R. McShane, Polytechnic Institute of New York, secretary 
George W. Black, Jr., Robert C. Blumenthal, James B. Borden, 
Arthur A. Carter, Jr., Joseph W. Hess, V.F. Hurdle, Paul David 
Kiser, Frank J. Koepke, Jerry Kraft, Walter H. Kraft, Joel P. Leisch, 
Edward Lieberman, Louis E. Lipp, Carroll J. Messer, Stephen Edwin 
Rowe, Alexander Werner 

Committee on Traffic Flow Theory and Characteristics 
John J. Haynes, University of Texas-Arlington, chairman 
Edmund A. Hodgkins, Federal Highway Administration, secretary 
E. Ryerson Case, Said M. Easa, John W. Erdman, Nathan H. Gartner, 
Richard L. Hollinger, Matthew J. Huber, Andrew D. Jones, Joseph 
K. Lam, Tenny N. Lam, Edward Lieberman, C. John MacGowan, 
William R. McShane, Carroll J. Messer, Panos Michalopoulos, Robert 
H. Paine, Harold J. Payne, Thomas W. Rioux, Paul Ross, Richard 
Rothery, Joel Schesser, Steven R. Shapiro, Yosef Sheffi 

David K. Witheford, Transportation Research Board staff 

Sponsorship is indicated by a footnote at the end of each report. 
The organizational units, officers, and members are as of Decem­
ber 31, 1981. 



TRANSPORTATION RESEARCH BOARD 
National Research Council 
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Special Report 201 

page 17, column 2, second paragraph, should read 
"Tools also need to change as the nature of options 
changes significantly. Emerging policy options are not 
largely focused on network-expansion investments, 
whereas traditional models were developed long ago to 
deal with such options." 

Special Report 200 

page 3, column 1 
Change the caption for the bottom figure to 
"A new AM General trolley bus starts down the 18 per­
cent grade on Queen Anne Avenue North in Seattle in 
October 1979 (photograph by J.P. Aurelius)". 

Transportation Research Record 1040 

page ii 
Under" Library of Congress Cataloging-in-Pub! ication 
Data," delete "Meeting (64th : 1985: Washington, D.C.)" 
and " ISBN 0361-1981 " 

Transportation Research Record 1020 

page 7, Figure 1 
The histogram should reflect that the rail mode is 
represented by the black bar and that the highway 
mode is represented by the white bar. 

Transportation Research Record 1017 

page 19, column 1, 7 lines above Table 1 
Change "ranged from 1 in.2 to nearly 30 iri. 2 of runoff" 
to "ranged from 1 area inch to nearly 30 area inches of 
runoff" 

page 22, column 1, last line 
Change "1 to nearly 30 in.2 " to "1 to nearly 30 area 
inches" 

page 22, column 2, first line 
Change "13 in.2" to "13area inches" 

Transportation Research Record 1011 

page 12, Figure 4 
Figure does not show right-of-way structure for 0-Bahn. 
See discussion on page 11, column 1, paragraph 3. 

Transportation Research Record 996 

page 49 
Insert the following note to Figure 2 : 
"The contour lines connect points of equal candlepower." 

page 49 
Insert the following note to Figure 3: 

"The candlepower contours are superimposed on a 
'headlight's-eye-view' of a road scene. The candlepower 
directed at any point in the scene is given by the particu­
lar candlepower contour light that overlays that point. 

For example, 1400 candlepower is directed at points on 
the pedestrian's upper torso. For points between con­
tour lines, it is necessary to interpolate." 

page 50 
Insert the following note to Figure 3: 

''Where 

p =the azimuth angle from the driver's 
eye to a point Pon the pavement; 

8 =the elevation angle from the driver's 
eye to a point P on the· pavement; 

EZ =the driver's eye height above the pave­
ment; and 

DX, DY, DZ =the longitudinal, horizontal, and 
vertical distance between the headlamp 
and eye point. 

Then 

EX = EZ/f an 8 HZ= EX-DZ 
H1 2 = EZ2 + EX2 HX =EX-DX 
EY = H1 Tan p HY= EY-DY 
H22 

= H1 2 + EY2 H32 = HX2 + HZ2 

a = Tan- 1 (HZ/HX), i3 = Tan-1 (HY/H3), H42 = H32 + 
HY2" 

Transportation Research Record 972 

page 30, column 2, 22 lines up from bottom 
Reference number (_§) should be deleted 

page 3·1 , colum n 2, 5 lines up from bottom 
Reference number should be.§., not .1, 

page 34, column 2, 8 lines above References 
Reference number(§} should be deleted 

Transportation Research Record 971 

page 31, reference 3 
Change to read as follows: 

Merkblatt fUrlichtsignalanlagen an Landstrassen, 
Ausgabe 1972. Forschungsgesellschaft fUr das Strassen­
wes en, Ki:iln , Federal Republic of Germany, 1972. 

Transportation Research Record 965 

page 34, column 1, Equation 1 
Change equation to 

r u = 'Yw · h/r · z 

where 

'Yw =unit weight of water, 
r =moist unit weight of soil, 
h = piezometric head, and 
z =vertical thickness of slide. 

Transportation Research Record 905 

page 60, column 1, 9 lines up from bottom 
Change "by Payne(§,)" to "by us" 
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Transportation Research Record 819 

page 47, Table 1 
Replace with the following table. 

T1ble 1. Sum1111ry of in18r1Ction1 i.tw.11 •i"111· 
timing parameten and MOE1. 

• .. -,.·_-... _,. 

.... -· ...... r 
• ""' - --

Emissions 
Timing Total Fuel 
Method Parameter Delay Stops Consumption HC co NOx 

Manual Cycle length $ $ $ $ $ $ 

Speed of pro&resaion + $ + + + + -Priority policy + + + + + + 
Split method + I TRANS YT Cycle length $ Ell $ $ $ Ell 
K-factor + $ 

Priority policy + 

Note: +=main effect det~cted from TRANSYT output, ani:I 0 : main effect detected from NETSJM outP,ut. 
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page 54, authors' names 

• Transportation Research Record 840 
.... -

--
The second author's name should read 
"Edmond Chin-Ping Chang" ·­.. -

• Transportation Research Record 847 

•• 

page 50, Figure 3 
Add the following numbers under each block in the last 
line of the flowchart: 

R1, R2, R3, R4, D1, D2, D3, A1, A2 

page 50, Figure 4 
Make the following changes in the last line of the flow­
chart. 

Change "R4" to "D1" and "Recognition" to "Decision" 

Change "R5" to "D2" and "Recognition" to "Decision" 

Change "R6" to "D3" and "Recognition" to "Decision" 

Change "R7'' to "R4" 

Change "RB" to "D4" and "Recognition" to "Decision" 

Change "R9" to "A 1" and "Recognition" to "Action" 

Change "R10" to "A2" and "Recognition" to "Action" 
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page 25, column 1, line 5 
Change "money" to "model" 
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page ii, column 1 
Change ISBN number to "ISBN 0-309-03308-X" 

Transportation Research Circular 255 

page 6, column 1, third paragraph 

• 

Change "Marquette University" to "Northern Michigan 
University" 

NCH RP Synthesis of Highway Practice 87 
page ii 

Change ISBN number to 0-309-03305-5 
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Use of Additional Through Lanes at Signalized 

Intersections 

PATRICK T. McCOY AND JOHN R. TOBIN 

One method sometimes used to increase the capacity of signalized intersections 
is to widen the roadways through the intersections to provide additional through 
lanes. The degree to which these additional through lanes actually improve the 
efficiency of traffic operations at the intersections depends on the extent to 
which they are used by through vehicles. The objectives of this research were 
to (a) observe the use of additional through lanes, (b) evaluate the effect of the 
length of these lanes on their use by through vehicles, and (c) incorporate the 
findings into the critical-movement-analysis technique in Transportation Re­
search Board (TRB) Circular 212. Lane-use studies were conducted during 
peak periods on five signalized intersection approaches that had additional 
through lanes that ranged from 800 to 1200 ft in length. The lane-use data 
were collected for more than 700 signal cycles that were fully utilized by 
through vehicles. Analyses of these data determined that use of these lanes 
by through vehicles fit a Poisson distribution with a mean that was a linear 
function of lane length and green time. It was concluded that (a) the lane-use 
factors of the critical-movement-analysis procedure in TRB Circular 212 
generally overestimate the use of additional through lanes by through vehicles 
and (bl length requirements for additional through lanes based on vehicle 
storage considerations are too short to achieve an average use of additional 
through lanes of more than 1.5 through vehicles per cycle. 

To increase capacity, roadways are often widened at 
signalized intersections to provide additional 
lanes. Usually these lanes are provided for turning 
movements, but, in some cases, additional through 
lanes are also required. A common situation on 
two-lane, two-way roadways is the addition of both a 
left-turn lane and a through lane, as illustrated in 
Figure 1. In such cases, the additional through 
lane is a curb lane, which is used by both through 
and right-turning vehicles. 

The degree to which this additional through lane 
improves the efficiency of traffic operations at the 
intersection depends on the extent to which it is 
used by through vehicles. According to the assump­
tions of previously developed lane-distribution 
models (,!,~), use of the additional through lane by 
through vehicles depends on drivers' perceptions of 
the travel-time savings to be realized by using it. 
If a driver perceives that use of the lane will 
minimize his or her travel time, it will be usedi 
otherwise, it will not. Therefore, to use the addi­
tional through lane, the driver must perceive the 
delay to be experienced by entering it in advance of 
the intersection and merging from it beyond the 
intersection to be less than the additional delay to 
be experienced on the inter section approach by not 
using it. Obviously, the delay of entering and 
merging from the additional through lane relative to 
the additional delay of not using it is reduced as 
the length of the additional through lane is in­
creased. Thus, use of the additional through lane 
by through vehicles would be exE>ected to be greater 
as its length is increased. 

PROBLEM 

The critical-movement-analysis procedure in Trans­
portation Research Board (TRB) Circular 212 (3) does 
not include lane-use factors specifically for 
through lanes of limited length. In fact, few 
capacity-analysis procedures do account for the 
effects of limited through-lane length on lane use 
anq/or capacity at signalized intersections. 

Capacity-analysis techniques developed by Leisch 
(_!) do include a theoretical method for determining 

Figure 1. Additional through-lane geometry. 

minimum-length requirements of additional through 
lanes. This method is based on vehicle-storage 
requirements, both in advance of and beyond the 
intersection, which are intended to prevent (a) the 
blocking of access to the additional lane by vehi­
cles waiting on the intersection approach and (bl 
the blocking of the intersection itself by vehicles 
waiting to merge from the additional lane on the 
exit side of the intersection. However, these 
techniques are not applicable to capacity analysis 
of signalized intersections with additional through 
lanes that do not satisfy these minimum-length 
requirements nor has the adequacy of these length 
requirements been verified in the field (5). 

The Australian Road Capacity Guide (6) does 
address the question of use of through ianes of 
limited length. With this guide, an additional 
through lane would be treated in the same way as a 
through curb lane blocked by parked vehicles on the 
approach and exit sides of the intersection. For 
approaches with three or more lanes and no vehicles 
parked within 100 ft back from the stop line, an 
average of 1.5 through vehicles per cycle would be 
assumed to use the blocked lane, This average use 
by through vehicles was determined from field stud­
ies conducted in Sydney (7). It was also concluded 
from these studies that one parked vehicle 500 ft 
downstream from the intersection has as much effect 
on lane use by through vehicles as one parked only 
200 ft downstream. This conclusion implies that to 
achieve an average through-vehicle use of an addi­
tional through lane of more than 1.5 through vehi­
cles per cycle, the length of this lane beyond the 
intersection must be considerably more than 500 ft. 

The Australian data suggest that the lane-use 
factors in TRB Circular 212 (3) would be inappropri­
ate for determining the level of service of a sig­
nalized intersection with additional through lanes. 
In addition, these data indicate that the minimum­
length requirements of additional through lanes 
developed by Leisch (_!) may be too short to achieve 
the level of through-vehicle use that would be 
implied by the use of these lane-use factors. Thus, 
there is a need to determine the appropriate lane­
use factor to be used in the critical-movement 
analysis of signalized intersections with additional 
through lanes. 

OBJECTIVES 

The objectives 
paper were to 
through lanes 

of 
(aJ 
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the research 
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quantify the effect of the length of additional 
through lanes on their use by through vehicles, and 
(c) incorporate the findings into the critical-move­
ment-analysis procedure in TRB Circular 212 (1_). 
This paper presents the procedure, findings, and 
conclusions of this research. Also, the application 
of the research results to the critical-movement 
analysis of signalized intersections is presented. 

PROCEDURE 

Lane-use studies were conducted during peak periods 
on five signalized-intersection approaches in Lin­
coln, Nebraska, in the spring of 1980. The ap­
proaches were on two-lane, two-way streets that had 
been widened at the intersections several years 
earlier. The widenings were done to add a left-turn 
lane and another through lane on the approaches. 
Although the approaches studied all had lane geome­
tries similar to that shown in Figure 1, the total 
length of the additional through lanes ranged from 
just more than 800 ft to nearly 1200 ft. All the 
studies were conducted during fair weather and under 
dry pavement conditions. 

The lane-use data collected during these studies 
were analyzed to determine the use of the additional 
through lanes by through vehicles. Comparisons were 
made among the approaches to determine the effects 
of additional-through-lane length on its use by 
through vehicles. The results of this analysis were 
then formulated for use in the critical-movement­
analysis procedure in TRB Circular 212 (3), in order 
to make it more directly applicable t;- signalized 
intersections with additional through lanes. 

Lane-Use Stuqy 

A lane-use study consisted of counting the number of 
vehicles that entered the intersection per cycle 
from each of the two through lanes on a study ap­
proach. Thus, during each cycle, a count was made 
on the approach of (a) the number of through veh i­
cles discharging from the additional through (curb) 
lane, (b) the number of right-turning vehicles 
discharging from the additional through (curb) lane, 
and (c) the number of through vehicles discharging 
from the other (inside) through lane. The number of 
vehicles discharging from the left-turn lane was not 
recorded, because in the critical-movement-analysis 
procedure the left-turn volume would be assigned to 
the left-turn lane and adjusted separately from the 
through and right-turn volumes in the other two 
approach lanes. However, the left-turn operations 
were noted during the conduct of the lane-use stud­
ies to ensure that data were not collected if these 
operations interfered with those in the through 
lanes. 

In an attempt to observe the most frequent use of 
the additional through lanes by through vehicles, 
the lane-use studies were conducted only during peak 
periods when the green times on the study approaches 
were fully utilized by the through vehicles in the 
inside through lane. Also, only data collected 
during these fully utilized cycles were used in the 
subsequent analysis. A cycle was considered to be 
fully utilized when the following conditions ap­
plied: (a) there are vehicles stopped waiting in 
the inside through lane on the approach when the 
signal turns green, (b) vehicles in the inside 
through lane continue to be available to enter the 
intersection during the entire phase and there is no 
unused time or exceedingly long spacings between the 
vehicles at any time due to lack of traffic, and (cl 
at least one vehicle in the inside through lane is 
stopped at the end of the phase when the signal 
turns red. These conditions are similar to those 
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used in the 1965 Highway Capacity Manual (.!!_) to 
define a loaded cycle. 

Study Sites 

All five of the study sites were level and were 
located at four-legged, right-angle intersections. 
There was no parking at any time on the streets on 
which the study sites were located. The posted 
speed limit on these streets was 35 mph. 

As mentioned previously, the total lengths of the 
additional through lanes at these sites ranged from 
around 800 ft to nearly 1200 ft. The taper and lane 
lengths of these lanes, both in advance of and 
beyond the intersections, are given in Figure 2. 
Also given are the widths of the through lanes at 
each site, which were all within the 11- to 13-ft 
range. 

The minimum-length requirements recommended by 
Leisch (_!) for a 40-mph design speed are presented 
in Table l. Comparison of these requirements with 
the lengths given in Figure 2 indicates that except 
for the taper lengths in advance of the inter sec­
tions, all the lengths at the study sites exceeded 
these requirements. 

During the periods when the lane-use studies were 
conducted, the signals at the study sites operated 
in an isolated, pretimed mode. The cycle lengths 
were 60 s, and the green times for the through and 
right-turn movements are shown in Figure 2. Al­
though only one of the study sites (site 3) had a 
separate left-turn phase, all the approaches had 
sufficient left-turn capacity to accommodate their 
left-turn volumes without their interfering with the 
through and right-turn movements. 

Traffic volume data obtained from the City of 
Lincoln prior to the conduct of the lane-use studies 
indicated that there would be less than l percent 
trucks and little pedestrian activity at the study 
sites in the peak hours during which the studies 
were to be conducted. Also, there were no scheduled 
local bus stops at any of the study sites. A criti­
cal-movement analysis of these volume data deter­
mined that according to TRB Circular 212 (3), an 
intersection level-of-service C existed at th;- study 
sites during the peak hours when the lane-use stud­
ies were conducted. 

FINDINGS 

Lane-use data were collected for more than 700 fully 
utilized cycles at the study sites. During these 
cycles, there was no pedestrian activity at the 
intersections, and, as expected, very few of these 
cycles had any trucks and/or buses included in the 
lane-use counts. Therefore, those few that did were 
excluded from the subsequent analysis. Thus, this 
analysis included only passenger-car data. 

A summary of the sample means and standard devia­
tions of the lane-use counts made on each approach 
is given in Table 2. Of course, with respect to the 
objectives of this research, the sample statistics 
for the number of through vehicles discharging from 
the additional through lane per cycle (STR) were of 
primary interest. It was noted that the mean values 
of STR were in general agreement with the Australian 
findings (7). Also, none of them exceeded the 1.5 
vehicles per cycle, which is the value assumed in 
the Australian Road Capacity Guide (6) for the use 
of through lanes of limited length by through vehi­
cles. 

The relative frequency distributions of STR on 
the approaches are shown in Figure 3. Chi-square 
tests (a = 0.10) of these distributions determined 
that each of them fit a Poisson distribution that 
had a mean equal to the sample mean value of STR 
shown in Table 2. 
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Figure 2. Study sites. 

__ ____,J 

-~I 

Db -i-- -------------i-- ---------------

Study Ta 
Site (ft) 

1 155 

2 145 

3 65 

4 155 

5 130 

Table 1. Minimum-length requirements. 

Study Site T
0 

a (ft) D. b (ft) Db c (ft) 

I 175 300 275 
2 175 275 250 
3 175 250 240 
4 175 375 360 
5 175 400 325 

8Len1m or t.aper in advanCll of in tornccion. 
bLe n&lh of additional through Jane in advance of stop line. 
'Length of additional through lane beyond stop line. 
dl~ngi h of taper beyond intersection. 

Da 
(ft) 

365 

475 

580 

600 

515 

Tb d (ft) 

200 
200 
200 
200 
200 

Table 2. Summary of lane-use data statistics (passenger cars). 

THRU0 STRb RTC 
Study No. of 
Site Mean SD Mean SD Mean SD Cycles 

I 9.19 1.32 1.23 1.00 1.02 0.98 160 
2 8.35 1.42 1.37 1.09 1.39 1.09 175 
3 7.62 1.76 1.41 1.24 0.78 0.85 189 
4 13.04 2.18 1.23 1.04 0.54 0.69 99 
5 11.41 0.95 1.36 I.ID 2.83 1.70 103 

•Number of through vehlcle& discJuus:lng from orhu (lnalde) through lane per 
cycle. 

bNumbet of through vehicles dischftrglng from additional through (curb) lane 
per cycle, 

CNumbCi" or rfcht-turning vehicles dischDrging from additional through (curb) 
lane per cycfc. 

Db 
(ft) 

465 

495 

460 

480 

680 

It was anticipated that the mean number of 
through vehicles discharging from an additional 
through .lane per cycle (STR) might be affected by 
traffic, geometric, and signal-timing factors. 
Therefore, a stepwise multiple-linear-regression 
analysis was performed that used STR as the depen­
dent variable and various traffic, geometric, and 
signal-timing factors as the independent variables. 
The specific geometric and signal-timing factors 
used in this analysis were the taper and lane 
lengths and the green times given in Figure 2. The 
traffic factors used were the mean number of through 
vehicles discharging from the other through lane per 

Tb 
(ft) 

260 

205 

240 

580 

285 

Green 
D3 +Db W1 W2 Time 

(ft) (ft) (ft) (sec) 

830 11 11 23 

970 12 11 21 

1,040 12 11 20 

1,080 13 12 30 

1,195 13 12 27 

Figure 3. Relative frequency distributions of STA. 
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Study Site No. 3 

cycle (THRu) and the mean number of right-turning 
vehicles discharging from the additional through 
lane per cycle (RT). The values used for STR, THRU, 
and RT are shown in Table 2. 

As a result of the regression analysis, the 
following relationship was found to be statistically 
significant (a= 0.01): 

STR = l.24 + 0.000 58 (Da + Db)-0.02IG 

where 

STR mean number of through vehicles (passenger 
cars) discharging from additional through 
lane per cycle, 

Da length of additional through lane in ad­
vance of stop line (ft), 

Db • length of additional through lane beyond 
stop line (ft) , and 

(1) 

G a green time for through and right-turn move­
ment on approach (s). 

This relationship explained 99 percent of the varia­
tion in the observed values of STR. 
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The relationship in Equation l is consistent with 
the assumption discussed earlier that the use of an 
additional through lane by through vehicles is 
directly proportional to the travel-time savings 
that drivers perceive would result from its use. The 
longer the additional-through-lane length (Da + 
Db), the greater the likelihood that travel-time 
savings would result from its use, and, as in Equa­
tion l, the value of STR would be higher. Con­
versely, the longer the green time for the through 
and right-turn movement on an approach, the greater 
the number of through vehicles that can be accommo­
dated per cycle in the other through lane and the 
lower the probability that travel-time savings would 
result by using the additional through lane. Also, 
as in Equation l, the value of STR would be lower. 

It is interesting to note that the results of the 
regression analysis, as well as those of the chi­
square tests, indicated that the number of right­
turning vehicles discharging from the additional 
through lane did not significantly affect its use by 
through vehicles. However, it must be remembered 
that the lane-use data were collected at intersec­
tions that had little pedestrian activity and where, 
as indicated in Table 2, the right-turn volumes were 
less than 25 percent of their respective through 
volumes. Therefore, the effect of right-turning 
traffic might be significant at intersections that 
had more pedestrians and higher right-turn percent­
ages. 

Also, it should be noted that meaningful applica­
tion of Equation 1 is limited to signalized inter­
sections that have a 60-s cycle and where the 
lengths of the additional through lanes and the 
green times for the through and right-turn movement 
are within the ranges of those of the study sites 
[BOO ft < (Da + Dbl < 1200 ft and 20 s .; G 
.;; 30 s]. Within these ranges, as shown in Figure 
4, STR varies from 1.1 to 1.5 passenger cars per 
cycle, which for a 60-s cycle amounts to a range in 
hourly flow rate from 66 to 90 passenger cars per 
hour. However, in any case where the length of the 
additional through lane is less than 1200 ft, the 
mean number of through vehicles discharging from the 
additional through lane should not be assumed to be 
greater than 1.5 passenger cars per cycle. 

APPLICATION '.£0 CRITICAL-MOVEMENT ANALYSIS 

In the critical-movement-analysis procedure for 
operations and design presented in TRB Circular 212 
<ll, lane-use factors are applied in Step B to 
passenger-car volumes that have been adjusted in 
preceding steps for the effects of trucks, local 
buses, peaking, and turning movements. For ap­
proaches with lane geometries like that shown in 
Figure 1, which were the subject of this research, a 
lane-use factor of 1.05 would be applied to the 
through and right-turn movement volume. However, in 
view of the findings of this research, this lane-use 
factor probably overestimates the use of the addi­
tional through lane by through vehicles. Therefore, 
the derivation of a lane-use-factor equation in 
terms of the findings of this research follows. 

For cases like those studied in this research, 
where the traffic volume in the additional through 
lane is less than or equal to that in the other 
through lane, the lane-use factor is computed as 
follows: 

U=(2 · THRU)/(THRU + STR +RT) (2) 

where 

U = lane-use factor (l.00 .; U .; 2.00), 
THRU mean number of through vehicles (passenger 
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cars) discharging from other through lane 
per cycle (THRU > STR +RT), 

STR mean number of through vehicles (passenger 
cars) discharging from additional through 
lane per cycle, and 

RT mean number of right-turning vehicles 
(passenger cars) discharging from addi­
tional through lane per cycle. 

At intersections where there is little pedestrian 
activity (0-99 pedestrians per hour) (3), as was the 
case at the study sites, RT is expressed as follows: 

RT = (PR/(! - PL)] (C/3600) V (3) 

where 

PR proportion of approach volume turning 
right, 

PL = proportion of approach volume turning 
left, 

c cycle length (sl, and 
v approach volume (passenger cars per hour) • 

Also, V is expressed as follows: 

V = (3600/C) (THRU + STR + RT) (4) 

from which THRU is determined: 

THRU = (C/3600) V - (STR +RT) (5) 

If we substitute Equations 3 and 4 into Equation 2 
and simplify, the equation for the lane-use factor 
becomes the following: 

U = 2 · ( {I - (PR/(! - PL)) } - (3600/C) (STR/V)) (6) 

STR can be determined from Equation 1, or if Equa­
tion l is not applicable, a value of not more than 
1.5 passenger cars per cycle can be used for addi-
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tional through lanes of less than 1200 ft. 
A plot of Equation 6 is shown in Figure 5 for a 

6 0-s cycle and an STR of 1. 5 passenger cars per 
cycle. This illustrates that the lane-use factor of 
l.05, which is given in TRB Circular 212 (3), is 
appropriate for approaches with additional through 
lanes only when the percentage of right turns is 
relatively high. When the percentage is not high, 
Equation 6 should be used to avoid overestimating 
the use of additional through lanes by through 
vehicles. 

CONCLUSIONS 

Based on the findings of th is research, the follow­
ing conclusions were reached concerning the use of 
additional through lanes by through vehicles on 
signalized intersection approaches with lane geome­
tries similar to that shown in Figure l: 

1. The lane-use factors of the critical-move­
ment-analysis procedure in TRB Circular 212 (3) 
generally overestimate the use of additional through 
lanes by through vehicles. Therefore, in using this 
capacity-analysis procedure to evaluate the opera­
t ions and design of signalized intersections with 
additional through lanes similar to those studied in 
this research, lane-use factors computed by the 
method presented in th is paper should be used in­
stead. 

2. Length requirements for additional through 
lanes based on vehicle-storage considerations, such 
as those developed by Leisch (4), are too short to 
achieve an average use of the additional through 
lane by through vehicles of more than 1. 5 passenger 
cars per cycle. 

3. Use of additional through lanes by through 
vehicles is a function of the total length of the 
lane and the green time provided for the through and 
right-turn movement on the approach. It is posi­
tively correlated with length and negatively corre­
lated with green time. 

4. Use of additional through lanes by through 
vehicles is independent of the right-turn volume on 
signalized intersection approaches where there is 
little pedestrian activity and on which the right­
turn volume is less than 25 percent of the through 
volume 

5. The numbers of through vehicles per fully 
utilized cycle that use an additional through lane 
fit a Poisson distribution 

Al though the findings of this research were conclu­
sive and consistent with those of Australian studies 
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(irll • they are applicable to a limited range of 
traffic, geometric, and signal-timing conditions. 
Therefore, there is a need for further research to 
study the use of additional through lanes over wider 
ranges of lane lengths, signal timings, and traffic 
volumes than was possible within the limited re­
sources of this research. Also, further studies 
should be conducted in other urban areas, where 
drivers' attitudes toward the confrontations associ­
ated with the use of an additional through lane and 
their perceptions of delay might be different from 
those of the driver population in Lincoln, Nebraska. 
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Highway Sizing 

JOSEPH D. CRABTREE AND JOHN A. DEACON 

A critical examination is made of the conventional method for highway sizing, 
that is, the determination of lane requirements. Ranked hourly traffic-volume 
distributions, obtained from 1977 Kentucky volume stations, are examined to 
test certain assumptions common to the conventional approach. Assumptions 
regarding the existence and location of "knees" within these distributions, a 
common requirement of current procedures, are found to be of questionable 
validity. However, the fundamental fallacy of the conventional procedure 
rests with its focus on a single design hour and its orientation toward condi­
tions experienced by the h iltlway rather than by the user. This can readily 
be overcome by basing size decisions on an alternative criterion such as the 
percentage of vehicles that suffer congestion during the design life. An ex­
ample demonstrating this concept is presented. At the same time, more sig· 
niflcant improvement in sizing methodology can be achieved by directly 
computing the economic efficiency of investment in additional lanes. An 
example is presented to demonstrate current capabilities for such computa­
tions. The example also demonstrates that current procedures do not always 
yield the most economical designs and that the most economical highway 
size is affected by the specific form of the traffic-volume distribution. Use 
of economic efficiency analysis as a standard tool in evaluating important 
sizing decisions is highly recommended. 

In many highway construction or reconstruction proj­
ects, one important decision is the number of lanes 
to be provided. Procedures used to determine lane 
requirements (highway sizing) are normally based on 
identification of a single design hour within which 
the anticipated demand volume [commonly the 30th 
highest hourly volume (HHV) in the design year] is 
balanced against supply volumes (capacities or ser­
vice volumes) for the alternative highway sizes un­
der consideration. 

During the past three decades, conventional high­
way-sizing procedures have remained virtually un­
changed. During this same period, other highway 
decisionmaking processes have changed markedly as 
emphasis has highlighted broad social concerns and 
environmental impacts and as competition for the 
public dollar has intensified. In view of this sit­
uation, it is appropriate to reexamine conventional 
sizing procedures. The project reported here was 
initiated to determine the soundness of these proce­
dures and to identify, if necessary, possible tech­
niques for improvement. 

CURRENT METHODOLOGY 

Development of the current sizing methodology is 
credited to Peabody and Normann. In 1941, by using 
the single design-hour volume versus capacity, they 
reconunended use of a design-hour volume within the 
range of the 30th to the 50th HHV (1). Endorsements 
for use of the 30th HHV soon came from the Arner ican 
Association of State Highway Officials (AASHO) and 
the Conunittee on Highway Capacity of the Highway Re­
search Board. AASHO, in 1945, adopted the 30th HHV 
for a year 20 years from the date of construction as 
the design-hour volume for the national system of 
Interstate highways, an adoption that, with only 
slight modifications, has remained in subsequent de­
sign standards (2). In 1950, the Committee on High­
way Capacity recommended use of the 30th HHV as the 
normal design-hour volume Ill· However, the Commit­
tee cautioned, as had Peabody and Normann, that the 
30th HHV was not necessarily applicable in every in­
stance and that it would "not always result in the 
best engineering practice" Ill. 

To understand the rationale for these recommenda­
tions, it is necessary to visualize the characteris­
tic shape of the plot of a ranked hourly volume dis-
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Figure 1. Typical ranked hourly volume distribution (station 16). 
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tribution. Figure la, constructed from hourly 
volume data obtained from one automatic traffic re­
corder (ATR) in Kentucky during 1977, is one such 
plot. The resulting curve seems to show a "knee" (a 
small region with a rapid change in slope) at or 
about the 30th HHV. Atter observing the regularity 
with which such a knee occurred in the region be­
tween the 30th and 50 th HHV for a large number of 
highway locations, Peabody and Normann concluded 
that it was impractical to design for volumes 
greater than the 30th HHV and further that designs 
for volumes less than the 50th HHV would likely re­
sult in only small savings in construction cost but 
great loss to the expedition of traffic movement 
(1). Through the years, use of the 30th HHV seems 
t~ have been based to a large degree on the asser­
tion that it yielded the most economical design, or, 
as stated by the Committee on Highway Capacity, it 
is at this point that the "ratio of benefit to ek­
penditure is near the maximum" Ill. Matson, Smith, 
and Hurd more subjectively argued (4): "The most 
equitable ratio between the service provided by the 
road and its costs will be achieved when the design 
volume is selected near the knee of the curve." 

Although endorsement of the 30th-HHV design con­
cept by these respected authorities contributed 
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greatly to its rapid and widespread adoption, at 
least one other factor was also of imper tance. The 
Committee on Highway Capacity had concluded that the 
30th HHV, when expressed as a percentage of the an­
nual average daily traffic (AADT) volume, changed 
very little from year to year (3). A future-year 
AADT prediction could be easily cmd accurately con­
verted to the design-hour volume through application 
of what has come to be called the K-factor (the fre­
quently measurable ratio of the 30th HHV) to the 
AADT. Confidence of the designer in the design-hour 
volume prediction was thus greatly enhanced, 

The most authoritative current recommendations 
for highway sizing are those of the American Associ­
ation of State Highway and Transportation Officials 
(AASHTO). AASHTO recommends use of an hourly volume 
representative of flows at the end of the design 
life, that is, 10-20 years following completion of 
construction. For rural highways with normal flow 
variations, the 30th HHV should be used. For rural 
highways with unusual or highly seasonal traffic 
fluctuation, the design hourly volume should be as 
follows <.~> : 

about 50 percent of the volumes expected to occur 
during a very few maximum hours of the design 
year •••• A check should be made to insure the ex­
pected maximum hourly traffic does not exceed 
possible capacity. 

For urban streets and highways, the design hourly 
volume should be the average of the 52 highest af­
ternoon peak-hour volumes for each of the weeks in 
the design year. After observing that this average 
is not significantly different from the 30th HHV, 
AASHTO concluded (.§_): 

Therefore, for use in urban design the 30th high­
est hourly volume can be accepted since it is a 
reasonable representation of daily peak hours 
during the year. Exception may be necessary in 
those areas or locations where concentrated rec­
reational or other travel during some seasons of 
the year results in a distribution of traffic 
volume of such nature that a sufficient number of 
the hourly volumes are so much greater than the 
30 HV that they cannot be tolerated and a higher 
value must be considered in design. 

CRITIQUE 

To evaluate the soundness of sizing procedures, one 
would prefer to examine a large number ot past 
sizing decisions and determine, in retrospect, the 
fraction that was successful. Untortunately, such 
an evaluation is very difficult, if not impossible, 
both because of the difficulty of acquiring the nec­
essary data and because of the absence of an accept­
ed criterion for defining success, The approach 
taken in this er itique is therefore to focus on the 
identification of procedural difficulties and on an 
assessment of the validity of assumptions that un­
dergird the decisionmaking process. 

In applying the conventional procedure, the de­
signer is continually challenged to determine when 
the 30th or SOth HHV should be used (for normal 
flows) or when other more appropriate measures 
should be sought (for unusual flows). This choice 
is one of increasing difficulty: There is simply a 
continuum of traffic-flow patterns reflecting the 
wide variety of travel des ires served by individual 
facilities and their varying degrees of operational 
adequacy. Not only does this difficulty raise ques­
tions about procedural technique, but also an analy­
sis of flow patterns suggests possible fallacies in 
underlying assumptions. 
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The conventional highway-sizing procedure draws 
its strength in part from the following four basic 
assumptions: (a} the ranked hourly volume distribu­
tion exhibits a discernible kneei (b} this knee oc­
curs at or near the 30th HH'ili (cl the knee defines 
the point of most economical sizingi and (d) the 
30th HHV, expressed as a percentage of the AADT, re­
mains constant over time. 

To examine the fir st two of these assumptions, 
traffic-volume data collected in 1977 from 45 Ken­
tucky ATR stations were analyzed. Three ranked 
hourly volume-distribution graphs for each station, 
similar to those of Figure 1, were constructed for 
use in the visual component of the analysis, Al­
though most prior analyses had examined in detail 
only the 200 or so highest volume hours, the three 
different data sets were used here to identify any 
possible bias in the more conventional but also more 
limited examination, 

The first portion of the analysis was a subjec­
tive one, Four observers were asked to independent­
ly examine each ranked hourly volume-distribution 
graph and to determine whether a knee could be dis­
cerned. They were told only that a knee was a small 
region on either side of which the slopes of the 
curve were markedly different. Figure l is typical 
of the situation in which there was general agree­
ment among the observers that knees did exist. In 
Figure 1, the four observers located knees on the 
100-h, 1000-h, and 8760-h graphs within the follow­
ing ranges in ranks, respectively: 23rd-25th HHV, 
70th-84th HHV, and 100th-200th HHV. Figure 2 is 
representative of graphs for which the observers had 
more difficulty locating knees. Three of the four 
observers were unable to locate knees on the 100-h 
and 1000-h graphs, and two did not find a knee on 
the 8760-h graph. The difficulty with the graphs in 
Figure 2 was that the curves, al though well behaved, 
exhibited slopes that changed quite gradually with 
increases in rank. Any knee was therefore very dif­
ficult to identify. 

The first part of Table 1, which summarizes this 
portion of the analysis, shows that there was a dis­
cernible knee in most instances and that the likeli­
hood of finding a knee increased as the size of the 
data set increased. However, in a substantial per­
centage of cases (approximately 16 percent for the 
100-h graphs}, no knee could be found: These cases 
cannot be dismissed as mere exceptions. Also noted, 
although not shown by Table 1, is the fact that 
there were many cases in which individual observers 
disagreed over the existence of knees. Assuming 
that the observers were reasonably competent, this 
type of disagreement effectively demonstrates the 
subjective and somewhat vague nature of the 
knee-of-curve concept. 

observers were also asked to determine, where 
possible, the location of each knee. This subjec­
tive analysis was augmented by a more objective one 
employing a nonlinear regression program of the Sta­
tistical Analysis System (SAS). SAS was used to fit 
a segmented model to each set of volume data. This 
involved the optimal separation of each set of data 
into two subsets and the fitting of independent 
curves to each of the two subsets, Figure 3 typi­
fies the results. The knee was assumed to occur at 
the intersection of the two fitted curves, the loca­
tion labeled "boundary" in Figure 3. The remarkable 
similarity between the observer-reported knee loca­
tions and those determined by SAS gave much credi­
bility to the SAS analysis. Al though both linear 
and quadratic models were ·tested, they were found to 
yield similar boundary locations, and only results 
from the quadratic models are reported here. 

The results of the analysis of knee-of-curve lo­
cation are also summarized in Table 1. The first 
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striking observation is that the location of the 
knee is influenced drastically by the extent of the 
data set. This fact became readily apparent early 
in the research when graphs for individual stations 
were compared (see, for example, Figure 1): It was 
confirmed by both the visual and SAS analyses when 
the average ranks of Table l were determined . The 
sensitivity of the location of the knee to the 
amount of data is sufficient to cast serious doubt 
on the efficacy of knee-of-curve procedures. A knee 

Figure 2. Ranked hourly volume distribution showing indistinct knee (station 
461. 
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Table 1. Existence and location of knee for ranked hourly volume distributions. 

Item 

Percentage of graphs 
with discernible 
knee (total for four 
observers) 

Average rank of hour 
at knee location 

Range for four 
observ~1s 

Segmented model 
Percentage of knee 
locations within 
30th-50th HHV 
interval 

Average for four 
observers 

Segmented model 

Graph of 
100 Highest 
Volume Houn; 

83.8 

6.6-9.9 

19 

0.6 

11.l 

Graph of 
I 000 Highest 
Volume Hours 

86.2 

47-82 

110 

33.3 

0.0 

Graph of 
All Hours 
in Year 

91.2 

310-620 

360 

0.0 

0.0 
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the location of which varies for a given data set 
with the method for graphically portraying that data 
would seem to be of questionable reliability. 

originally there was great interest in whether 
the knee occurred at or near the 30th HHV: Interest 
waned when it was conclusively established that the 
knee location was influenced by the number of hours 
within the data subset. A quick glance at the aver­
age ranks in Table l suggests that by selection of 
some subset of data between the 100 and 1000 highest 
volume hours, the location of the knee would average 
at or near the 30th HHV. At the same time, Table l 
shows that most of the knees were located outside 
the accepted range of the 30th-50th HHV for the data 
groupings employed here. 

There was also much variability from station to 
station in the location of the knee . Results of the 
visual observations of the 1000-h graphs are shown 
in the following tabulation: 

Location of Knee 
None 
Between 

1st and 20th HHV 
21st and 40th HHV 
4lst and 60th HHV 
6lst and 120 th HHV 
12lst and 300th HHV 
300th HHV and above 

Percentage 
of Stations 
14 

16 
20 
15 
20 
10 
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Certainly, those using knee-of-curve sizing proce-

Figure 3. Typical ranked hourly volume distribution showing segmented qua­
dratic model of best fit (station 7-SB). 

16 

I- 15 
c 
<[ 

ct 
i.. 
0 

1-
z 

a.100 HIGHEST VOLUME HOURS 

QUADRATIC MODEL 

BOUNDARY 

LL.114 L-~~~---L~~~~J._~~~~...1-~~~--''--~~~-' 
~ 0 20 40 60 80 10 0 
LL.I 
Cl. 16 
(/) 
<[ 

~ 14 
Ul 
Ul 
LL.I 
0: 12 
Cl. 
x 
LL.I 
LL.I 10 
:E 
::;) 
_J 

0 
> 

~ 14 
0: 

~ 12 

J: 10 

a 
6 

4 

MODEL 

200 400 

ACTUAL 

b . 1000 HIGHEST VOLUME 

HOURS 

600 800 

c . ALL HOURS IN YEAR 

~ [_-=~~~~L-~--=~~~~--___J 
0 2000 4000 6000 8000 10,000 

NUMBER OF HOURS THAT FACILITY E XPERI ENC ES 
SPECIFIED OR GREATER VOLUMES 



Transportation Research Record 869 

dures would be well advised to determine the loca­
tion of the knee of curve for each situation rather 
that to assume that it lies within the 30th-50th IDIV 
range. This recommendation supports earlier work of 
Werner and Willis (7), who showed that the knee was 
not necessarily located at the 30th HHV and that it 
tended to lie with in the 200 th-600 th HHV range for 
the larger AADTs. 

A third assumption implicit in the conventional 
sizing procedure is that the knee defines the point 
of most economical sizing. Unfortunately, it has 
been impossible to conclusively prove or disprove 
this assumption. There is certainly an intuitive 
appeal to the argument that as one considers volumes 
to the left of the knee, construction costs would 
increase greatly while only a very few more hours or 
users would be accommodated. As one considers vol­
umes to the right of the knee, very little is likely 
to be saved in construction cost but much would be 
sacrificed by the user as many additional hours 
would become congested. At the same time, it seems 
obvious that such a conclusion might be seriously 
distorted by focusing, as has been common in the 
past, on the few heaviest volume hours (perhaps 200) 
in some year 10-25 years in the future. In effect, 
the design to accommodate the future-year 30th IDIV 
is very similar to the design to accommodate the 
maximum hourly volume in the design life, a design 
that most designers would consider to be inappropri­
ate and uneconomical. Further to the point of econ­
omy in highway sizing, no study has been discovered 
in which any tests have been made or other objective 
evidence presented that supports the assumption that 
the knee defines the point of most economical 
sizing. At the same time, it is possible to demon­
strate, as is done later in this paper, specific ex­
amples for which the knee does not define the most 
economical size. 

The fourth assumption that has been important to 
widespread adoption of the conventional sizing pro­
cedure is that the 30th !Il!V, expressed as a percent­
age of the AADT, remains constant over time. Fol­
lowing such an assertion by the Committee on Highway 
Capacity in 1950 (3), a number of important studies 
have shown that the K-factor is not invariant and 
typically decreases with the increasing volumes that 
often accompany the passing of time. Among these 
studies are those of Walker (~), Bellis and Jones 
(~l, Reilly and Radics (!Q), Chu (11), and Cameron 
(12). With this rather conclusive analysis, it was 
not imperative to examine the matter fully during 
this investigation. A superficial examination was 
made, however, of data from Kentucky ATR stations 
for 1973 and 1977. Between 1973 and 1977, the 
K-factor decreased for 28 of the 40 common ATR sta­
tions, increased for 8, and remained the same for 
4. The average K-factor for the 40 stations de­
creased during this period from 11.5 to 11.2 per­
cent. It is obvious, therefore, that the K-factor 
for a specific highway location is a time-variant 
quantity. 

Conventional sizing procedures have been used 
with much success for many years, they are viewed 
quite favorably by design agencies, and their wide­
spread use is likely to continue for many years. 
Those continuing to use these procedures, however, 
should consider implementation of changes suggested 
by the above analysis. The design-hour volume 
should be selected at the knee of the ranked hourly 
volume-distribution graph rather than at some arbi­
trarily chosen point such as the 30th IDIV. In addi­
tion, the graph should contain all hourly volume 
data collected throughout the year rather than some 
arbitrarily chosen subset such as the 200 highest 
volume hours. Finally, since the pattern of traffic 
flow is likely to be different from location to lo-
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cation, each site must be individually analyzed to 
ascertain what volume corresponds to the knee and 
how the K-factor is likely to vary through time. 
Other improvements, as identified and addressed in 
the following section, should also be considered for 
adoption. 

EXTENSIONS 

In examining the highway-sizing literature, two 
promising extensions to the conventional procedure 
were discovered. Because of their relative ease of 
implementation and because they overcome certain 
valid objections to the conventional procedure, they 
are described in this paper and their use is illus­
trated by means of examples. Hourly traffic-volume 
distributions used in these and subsequent examples 
are shown in Figure 4 and other traffic characteris­
tics are described as part of the list of asswnp­
tions for the economic analysis given in the next 
section. The standard traffic distribution of Fig­
ure 4 is representative of the 1977 median for Ken­
tucky ATR stations, whereas the alternate represents 
1977 data for one particular station chosen because 
the hourly flows were less variable than those for 
the standard. Both distributions have K-factor s of 
11.2 percent, the 1977 median for Kentucky ATR sta­
tions. 

The first extension, attributed to Glauz and St. 
John (13) and reported by the Institute of Traffic 
Engineers (ITE) Technical Council Committee 6F-2 
(14), suggests a user orientation to design instead 
of the traditional facility orientation. The focus 
here becomes the percentage of time that the typical 
user experiences high-volume conditions rather than 
the percentage of time that the facility experiences 
such conditions. In the traditional approach, the 
highway is sized so that it will be congested no 
more than 30 h during the year or about 0.34 percent 
of the time. In the user-oriented approach, the 
highway would be sized so that the user would expe­
rience congestion no more than some acceptable per­
centage of the time. The difference between these 
approaches derives from the fact that a proportion­
ally greater number of users travel during high-vol­
ume hours as compared with low-volume hours. 

Figure 5 show the first 200 h of the traffic vol­
ume data of Figure 4 replotted to convert from num­
ber of hours to percentage of time and extended to 
show the difference between the user and facility 
orientations. To modify the conventional sizing 
procedure to the user approach requires use of 
ranked volume distributions for users rather than 
for facilities. The ITE report <.!!> describes the 
procedure in some detail. An individual plot, simi­
lar to that of Figure Sa, could be used to select a 
knee to support a specific design decision or a 
large number of such plots could be examined to lo­
cate the character is tic position of a knee or to 
otherwise derive an acceptable decision criterion. 

The user approach is conceptually superior to the 
traditional one in that it more nearly recognizes 
the primary purpose of many highway developments--to 
provide an improved level of service to the road 
user. Practically, as suggested by Glauz and St. 
John (13), it offers a superior way to recognize and 
emphasize peculiar characteristics of recreational 
and other routes that have peaked-flow character is­
tics. 

A second useful extension to the conventional 
sizing procedure derives from work of Devries <lll, 
also reported by ITE (14). To demonstrate the sig­
nificance of DeVries' contribution, it is first nec­
essary to emphasize that the conventional procedure 
is based on the concept of a single design hour. 
Lane requirements are determined by comparing the 
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Figure 4. Ranked hourly volume 
distributions for examples. 
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Figure 5. Ranked hourly volume distributions for both users and highway. 
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demand volume (design-hour volume) with the supply 
volume (service volume or capacity) for one particu­
lar hour during the entire design life of the high­
way. Is it not presumptuous to ignore conditions 
occurring during that overwhelming portion of the 
design life in which flow is more or less oongested 
than in the design hour? ls it not also pres1.1111ptu­
ous to base such a design on demand and supply vol­
umes that have been rather arbitrarily selected on 
the basis of the designer •s intuition as to what 
conditions are acceptable to the traveler and what 
conditions result in the most eoonomical design? 
Questions such as these lend credence to attempts to 
expand the focus from a single hour to a range of 
hours within the design life. 

DeVries suggested that more prudent investment 
decisions for independent project analysis might re­
sult from investigations of the range of top hours 
(perhaps the highest volume 500) that were enoornpas­
sed within the desired level of service. This con­
cept might be implemented in any of several ways, 
which include speci fica ti on of a minimum number of 
the top 500 h that must be included within the de­
sired level of service. 

As a variation of the DeVries proposal, which in­
cludes the Glauz-St. John user emphasis, sizing de­
cisions might be based on the percentage of vehicles 
d ur ing the design 1i fe that suffer congest ion. A 
simple but reasonable way to define congestion is in 
terms of operating conditions representative ot D-, 
E-, or F-levels of service. The objective would be 
to base size decisions on a congestion level accept­
able to the design agency. Figure 6 illustrates the 
output of such an analysis. 

Figure 6 shows the traffic volume that would be 
subject to congestion on two-lane roadways for a 
range of future-year AADTs and the two different 
traffic distributions described earlier. Similar 
analysis showed that no congestion would be antici­
pated on four-lane facilities with volumes no 
greater than a future-year AADT of 14 000. The ape-
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Figure 6. Influence of traffic volume on congestion of two-lane 
sample highway. 
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cific criterion for highway sizing in this example 
would have to be selected by the designer. Alterna­
tives might be no congestion, some fixed level of 
congestion such as 2 percent, or even the knee of 
the curve. The knee is reasonably well defined in 
this example, and if that should prove to be true in 
other circumstances as well, the knee might furnish 
an acceptable heuristic decision point. 

In summary, design to accommodate a single hour 
in the design life of a facility masks the reality 
of variable operational-flow conditions through 
time. This difficulty can and should be overcome by 
broadening the analysis to include a much larger 
time frame. Use as the decision criterion of the 
percentage of vehicles during the design life that 
suffer congestion accomplishes this objective as 
well as that of properly focusing on the user rather 
than the facility. Further testing and use of such 
a criterion seems warranted. 

RECClo!MENDED PROCEDURE 

Highway-sizing decisions rank among the more impor­
tant decisions confronting the designer or planner. 
Differential construction costs are measured in the 
hundreds of thousands of dollars per kilometer, and 
the cost of an additional pair of lanes will, in 
some circumstances, almost double construction out­
lays. Because of their importance, sizing decisions 
merit very critical analysis and should not be based 
on hunch and intuition. Although the conventional 
procedure can certainly be improved as indicated 
above, to accomplish what is really necessary re­
quires a completely different perspective on the 
sizing task. 

We contend that sizing decisions should be 
reached in the same manner as other major investment 
decisions. In whatever way has been found to be ac­
ceptable to each responsible agency, the gamut of 
both favor able and unfavorable consequences of the 

2000 4000 6000 8000 10,000 12,000 14,000 

FUTURE YEAR AADT (VEHICLES PER DAY) 

sizing decision needs to be identified and evalua­
ted. One such consequence that is often evaluated 
in public decisions involving the allocation of 
scarce resources is the economic efficiency of the 
investment. Economic analysis seems tailor-made to 
the sizing decision, since the primary impacts are 
often limited to savings to the road user and costs 
to the highway agency. 

The technical literature abounds in information 
regarding economic analysis and its application to 
highway investment dee is ions. Mar inq ( 16) and 
Hutchinson (17) were among those who specifically 
advocated use-of economic analysis in highway-sizing 
decisions. Although both presented useful examples 
to demonstrate their recommendations, effectiveness 
of these examples was limited by the data that were 
readily available when their work was performed. 
Publication of the authoritative manual on user ben­
efit analysis by AASHTO (18) has helped to eliminate 
many of the earlier constraints to effective analy­
sis. At the same time, it must be emphasized that 
economic analysis still involveP. a number of very 
important assumptions, any one of which can possi­
bly affect the decision. Sensitivity analysis is a 
recommended technique for assessing the potential 
significance of the critical assumptions. 

To demonstrate application of economic analysis, 
a hypothetical situation was defined in which a 
sizing decision was required on a new, 16.l-km high­
way. Future-year AADT was varied and two ranked 
hourly volume distributions, as shown in Figure 4, 
were independently investigated. Details of the 
analysis are identified below: 

Traffic: 

1. Growth of 3 percent compounded annually: 
2. Composition of 85 percent cars, 10 percent 

single-unit trucks, and 5 percent combination trucks: 
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3. Directional split of 55 percent in direction 
of greatest flow1 and 

4. Ranked hourly volume distributions as shown 
in Figure 4. 

Roadway: 

l. Uninterrupted flow in rural area1 
2. Design speed of 96 .6 km/h and speed limit of 

88 .5 km/hi 
3. Length of 16.1 km with 3.66-m lanes and 

3.05-m shoulders1 
4. No access control but four-lane highway has 

median; 
5. Paved surface1 
6. Rolling terrain with 11.3 km level, 3.2 km on 

a l percent grade, and 1.6 km on a 2 percent grade1 
7. Tangent sections for 11.3 km and horizontal 

curvature of l and 2 degrees on lengths of 3,2 and 
1.6 km, respectively1 and 

8. 100 percent of two-lane highway with passing 
sight distance in excess of 460 m. 

Analysis: 

1. 25-year period of analysis1 
2. All costs expressed in constant (1975 l dol­

lars1 
3. Discount rate of 5 percenti 
4. Hourly time costs of 93.00 for cars, 97 .00 

for single-unit trucks, and $8.00 for combination 
trucks1 

5. Construction costs of $615 000/km and 
$957 000/km for two-lane and four-lane highways, re­
spectively1 

6. Maintenance costs of $2660/ (km•year) and 
$4320/(km•year) for two-lane and four-lane high­
ways, respectively1 

7. Residual value of $349 000/km and $560 000/km 
for two-lane and four-lane highways, respectively1 
and 

8. Accident costs of $10 .03/1000 vehicle-km and 
$8. 78/1000 vehicle-km for two-lane and four-lane 
highways, respectively. 

Insofar as practical, recommendations and data given 
by AASH'ID (18) were used. Construction and mainte­
nance costs -;ere estimated on the basis of the Ken-

Figure 7. Economic efficiency of four-lane versus two·lane 
construction in sample highway. 
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tucky experience, and accident costs as reported by 
AASHTO ( 18 ) were Used . 

The criterion chosen to represent economic effi­
ciency was the net present worth (NPW) of four-lane 
as compared with NPW of two-lane construction. Ben­
efits of the four-lane construction included savings 
in travel time and accident costs and an increase in 
the residual value of the investment. Greater costs 
for the four-lane facility were attributed to those 
of construction and maintenance as well as to in­
creased vehicle operating costs occasioned primarily 
by increased speed. 

Figure 7 summarizes the analysis. For the stan­
dard traffic distribution, two-lane construction is 
seen to be preferable for future-year AADTs less 
than about 9300 vehicles per day. This break-even 
volume increased to 9800 vehicles per day for the 
alternative traffic distribution. The fact that two 
different traffic distributions, although they have 
identical K-values and design hourly volumes, had 
different break-even volumes suggests that factors 
other than the location of the knee of the ranked 
hourly volume-distribution curve also influence the 
most economical design. 

A comparison was also made between the break-even 
volumes of Figure 7 and those determined by the con­
ventional sizing procedure. In the latter case, the 
break-even volume depends on which level of service 
is selected to represent acceptable congestion in 
the design hour. The future-year, break-even AADTs 
for the conventional analysis were determined to be 
approximately 4500, 7400, and 9300 vehicles per day 
for B, c, and D service volumes, respectively. Re­
sults from the conventional analysis and the econom­
ic analysis thus become comparable only for a level 
of service (D) that has normally been thought to be 
intolerable for all but exceptional design pur­
poses. The conclusion, therefore, is that, for this 
sample problem and a rather wide range in fu­
ture-year AADTs, the conventional s1z1ng analysis 
would lead to a design decision different from that 
of an economic analysis. Of course, specific num­
bers reported here are unique to the given condi­
tions, and generalizations based thereon are to be 
avoided. 

The example of this section has demonstrated ap­
plication of the techniques of engineering enonomy 
to the highway-sizing decision. It has also identi-
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fied at least one situation in which the convention­
al sizing procedure yields a decision different from 
one based on the criterion of economic efficiency. 
we are convinced that techniques and data for per­
forming competent economic analyses are readily 
available and are becoming more and more sophisti­
cated. Further, we are convinced that the economic 
efficiency of additional-lane investments is one im­
pact that should never be neglected in the sizing 
decision. At the same time, we are aware that other 
impacts are sometimes of paramount importance. 'Who 
cannot describe a situation in which a near by ceme­
tery, a row of stately shade trees, a bordering 
park, or any of a number of other situations has 
served to constrain the size of a highway improve­
ment? The point is simply that economic efficiency, 
albeit important, is only one of the many impacts of 
the sizing decision that must be evaluated if pru­
dent decisions are to be reached. 

SUMMARY AND CONCLUSIONS 

A critical examination has been made of the conven­
tional method for highway sizing, that is, determi­
nation of lane requirements. Although this method 
has served admirably in the past, improvements can 
readily be made that will lead not only to more in­
formed but also to more easily defensible decision­
making. 

The fallacy of the conventional method, which de­
termines lane requirements by balancing a de­
sign-hour volume (demand) against service volumes 
for the alternative highway sizes (supply), rests 
with its focus on a single design hour as well as 
with its orientation to the facility rather than the 
user. It does not explicitly consider, therefore, 
the normal reason for increasing highway size, 
namely, the benefits that accrue through time to the 
users. 

Further, some of the basic premises on which the 
conventional sizing methodology is based have been 
found to be invalid. Many ranked hourly volume dis­
tributions (nth-highest-hour plots) do not exhibit 
discernible knees, or small regions within which 
their slopes change markedly. Of those that seem to 
exhibit knees, knee locations vary among observers 
and are unquestionably and most inappropriately in­
fluenced by the number of hours of volume data being 
examined. Further, knees usually lie outside the 
normally accepted 30th-50th HHV interval. Traf­
fic-volume data reported in this paper offer support 
to the prior conclusion of others that, at a given 
location, the K-factor (ratio of 30th HHV to the 
AADT) cannot be expected to remain constant through 
time and for underutilized facilities typically de­
creases as traffic volume increases. Finally, the 
conventional sizing methodology, although it has 
minimal data requirements and is quite simple to ap­
ply, cannot be expected to necessarily yield the 
most economical highway si~e decision. 

Similar care and attention should be given to de­
cisions regarding highway size as to other major 
highway investment decisions. The entire gamut of 
differential impacts, including such factors as the 
degradation of parks and historic places, aesthet­
ics, and noise and air pollution, should, if possi­
ble, be evaluated. Of particular importance to this 
evaluation is the economic efficiency of the highway 
investment. 

The capacity for using conventional highway eco­
nomic analysis to aid highway-sizing decisions is 
well developed and readily available for immediate 
implementation. Its use is strongly recommended as 
a rational and defensible basis for supporting 
sizing decisions. However, for those who find this 
recommendation unacceptable, other improvements to 
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the conventional methodology are suggested. The 
first involves focusing on the user instead of the 
facility by appropriately changing the abscissas of 
the ranked hourly volume-distribution plots and se­
lecting the design-hour volume at the position of 
the relocated knee. The second would be more sig­
nificant but would require a conceptual transition 
from a single-hour to a range-of-hours approach. A 
suitable decision criterion in this situation ap­
pears to be the percentage of vehicles during the 
entire design life that suffer congestion for the 
alternative highway sizes. A decision to increase 
highway size would be justifiable when the percent­
age of vehicles suffering congestion on the smaller 
facility was considered unacceptably large by the 
design agency. 
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Traffic Capacity Through Urban Freeway 

\Vork Zones in Texas 

CONRAD L. DUDEK AND STEPHEN H. RICHARDS 

Findings of capacity studies conducted at urban freeway maintenance and 
construction work zones in Houston and Dallas are summarized. Studies 
were conducted on five-, four-, and three-lane freeway sections. The results 
indicate that the per-lane capacities are affected by the number of lanes open 
during the roadwork. For e><ample, the average capacity on a three-lane 
section with two lanes open was 1500 vehicles per hour per lane (vphpl), 
whereas the average capacity with one lane open was only 1130 vphpl. 
Also illustrated is how the data can be used to estimate the effects of the 
lane closure. The results of the study can be used in scheduling work that 
involves lane closures on freeways. 

Findings of capacity studies conducted at 28 main­
tenance and construction work zones on freeways in 
Houston and Dallas are summarized. All these stud­
ies were made at sites where one or more traffic 
lanes were closed. A total of 37 studies were con­
ducted at work zones while the work crew was at the 
site; 4 studies were conducted while the work crew 
was either not at the site or not occupying a closed 
lane directly adjacent to one of the open lanes. 

FRE.DiAY WORK-ZONE CAPACITY 

Capacity with Work Crew at Site 

Figure l illustrates the range of volumes measured 
at several work sites while the work crew was at the 
site. All volumes were measured while queues were 
formed upstream from the lane closures and thus es­
sentially represent either the capacities of the 
bottlenecks created by the lane closures or the ef­
fects of drivers staring because of the work crew 
and machinery. Each point in Figure l represents 
the volume observed during one study; there fore, it 
is easy to view how the data cluster for each lane­
closure situation. 

The formula (A,B) is used in this paper to iden­
t ify the various lane-closure situations evaluated: 
A represents the number of lanes in one direction 
during normal operations; B is the number of lanes 
open in one direction through the work zone. 

The average capacity for each closure situation 
studied is shown in the table below. The data show 
that the average lane capacity for the (3, 2) and 
(4,2) combinations was approximately 1500 vehicles 
per hour per lane (vphpl). 

Av9 CaEacit}:'. 
No. ot Lanes No. of Vehicles Vehicles per 
Normal ~ Studies Eer Hour Hour ~r Lane 
3 l 5 1130 1130 
2 l B 1340 1340 
5 2 B 2740 1370 

Av9 Capaci t:t 
No. of Lanes No. of Vehicles Vehicles per 
Normal ~ Studies 12er Hour llour ~r Lane 
-4-- 2 4 2960 1480 
3 2 8 3000 1500 
4 3 4 4560 1520 

The studies conducted at work sites with (5,2) 
and (2,1) closure situations indicate significant 
reductions in capacity (compared with 1500 vphpl). 
The average capacity for these two situations was 
approximately 1350 vphpl. 

Studies at (3 ,1) sites revealed an even greater 
reduction in capacity. The average capacity was 
found to be only 1130 vphpl. 

Figure 2 shows the cumulative distribution of the 
observed work-zone capacities. The function of Fig­
ure 2 is to assist the users in identifying risks in 
using certain capacity values for a given lane­
closure situation to estimate the effects of the 
lane closures (e.g., queue lengths). 

For example, the 85th percentile for the (3,1) 
situation is 1020 vphpl. This means that 85 percent 
of the studies conducted on three-lane freeway sec­
tions with one lane open through the work zone re­
sulted in capacity flows equal to or greater than 
1020 vphpl, The capacity flow was equal to or 
greater than 1330 vphpl in only 20 percent of the 
cases studied. Thus, to assume a capacity of 1500 
vphpl for (3 ,l) work zones would tend to underesti­
mate the length of queues caused by the lane reduc­
tion at the vast majority of these work zones. 

Because of the limited amount of data, no attempt 
was made to statistically correlate capacity to the 
type of road work. There ai::e characteristics at 
each work site that affect the flow through the work 
zone. Presence of on ramps and off ramps, grades, 
alignment, percentage of trucks, etc., also affect 
the flow. These factors were not evaluated in the 
studies performed as part of this research. 

It is also interesting to note that, even at the 
same site, there were variations in maximum flow 
rate. Work activities (e.g., personnel adjacent to 
an open traffic lane and trucks moving into and out 
of the closed lanes) caused these variations. 

Table l is an attempt to summarize typical capa­
cities observed in California by Kermode and Myra 
(,!) and those observed in Texas by the Texas Trans­
portation Institute. The California data represent 
expanded hourly flow rates, whereas most of the 
Texas data are full-hour counts. The reader is cau­
tioned that the typical capacities by type of work 
zone shown in Table 1 for Texas freeways are based 
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Figure 1. Range of observed work-zone capacities for each 
lane-closure situation studied (work crew at sitel. 
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on limited data. The amount of data used to develop 
capacity rates for California was not indicated 11>· 

Capacity with No Work Activity at Site 

Three studies were conducted at construction sites 
during the peak period while the work crew was not 
at the site. These studies were conducted in Hous­
ton on a three-lane section of southbound I-45. Two 
lanes were open during the studies. The average 
capacity for this (3,2) lane-closure situation was 
1800 vphpl. 

One study was conducted on the north I-610 loop 
in Houston. The right two lanes of a four-lane sec­
tion were closed. There was no work activity in the 
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closed lane immediately adjacent to traffic. A work 
crew and their machinery did occupy the shoulder 
lane, however, which was one lane removed from mov­
ing traffic. The volumes measured on the two open 
lanes over a period of 30 min were as follows: 926 
vehicles in the lane adjacent to the closure and 730 
vehicles in the median lane. These 30-min volumes 
are equivalent to flow rates of 1850 and 1475 vph. 
It was apparent from field observations that the de­
mand volumes were lower than the capacity of the two 
open lanes. Queues did not form upstream from the 
work activity or the cone taper. There was avail­
able capacity in the median lane. The work crew 
(one lane away from an open traffic lane) did not 
affect flow through the work zone. It is estimated 
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Table 1. Summary of capacity for some typical operations. 

Capacity (vph) 

Lane-Closure Situation 

3 or 
Type of Work 3,1 2,1 5,2 4,2 4,3 

Median barrier or guard- N/A 1500• N/A 3200• 4800• 
rail repair or installation 2940 4570 

Pavement repair 1050 1400" N/A 3000• 4500" 
2900 

Resurfacing, asphalt 1050 1200• 2750 2600" 4000" 
removal 1300 2900 

Striping, slide removal N/A 1200" N/A 2600" 4000" 
Pavement markers N/A 1100• N/A 2400• 3600" 
Bridge repair 1350 1350 N/A 2200• 3400" 

Note: N/A =not available. 
8These volumes represent capacity rates observed in California (1). Other volumes are 

average capacities observed in Texas. -

that the capacity of the two open lanes under the 
above-cited conditions was about 1800 vphpl. This 
volume could probably be sustained as long as queues 
did not form. 

Shoulder Use and Traffic Splitting on 
Three-Lane Section 

Generally, when maintenance work is required on the 
middle lane of a three-lane section, both the middle 
lane and one of the exterior lanes are closed. 
Table 1 indicates that the average capacity on the 
open lane may be between 1050 and 1350 vph depending 
on the type of road work. Results surnrnar ized in 
earlier research (2) indicate that the capacity 
could be increased to 3000 vph by usinq a traffic­
control approach called "shiftinq" whereby drivers 
are encouraged to use the shoulder as an additional 
travel lane. In effect, two lanes are open to 
traffic. 

The research also indicates that the capacity 
could be increased to approximately 3000 vph by 
using a tratfic-splitting approach. In this ap­
proach the middle lane is closed and traffic is 
allowed to travel on both sides of the work activ­
ity. It is important, however, that the lane­
closure technique recommended by Richards and Dudek 
(2) be used to implement the splitting approach. 
Other wise, consider able driver confusion could take 
place. The technique involves closing the left lane 
far upstream from the work area so that only two 
lanes of traffic enter the split area, Traffic is 
then funneled and split by using cones--one lane to 
the left and the other to the right. 

APPLICATION TO WORK SCHEDULING AND TRAFFIC CONTROL 

Maintenance work on urban freeways. even if per­
formed during off-peak periods, can result in seri­
ous congestion and motorist delay. Because ot in­
creasing pressures from the motoring public to 
maintain acceptable levels of service on urban free­
ways, it is important to analyze the potential im­
pacts of a lane closure in order to schedule the 
work during periods when the congestion would be 
minimized and/or to select the most effective alter­
native traffic-control techniques, 

This portion of the paper illustrates how the 
capacity-study findings can be applied to assist the 
users in making decisions about scheduling freeway 
maintenance. It discusses the requirements and 
procedures for making estimates of traffic volumes 
and capacities. 
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Estimating Traffic Vo l umes 

Work-zone volumes are usually estimated from data 
routinely supplied by automatic traffic counters 
installed at permanent locations. It is important 
that current hourly volumes be used to estimate the 
potential impacts of a lane closure. Volume maps 
showing average daily traffic are not adequate for 
this purpose. Hourly traffic volumes recorded by 
the automatic counters during the previous two weeks 
on the same day of the week as the scheduled work 
will provide reasonable estimates of traffic demands. 

Anticipated demand volumes at a work zone can 
also be estimated with good accuracy by making an 
on-site traffic count (manned or machine) one or two 
days prior to the work activity. The cost and time 
involved in conducting this type of special count, 
however, restrict the use of th is approach to spe­
cial cases. 

Hourly traffic-volume data from permanent count­
ers are readily available to most usersi however, 
there are some limitations in using the data. One 
limitation is that the permanent count data may not 
provide an accurate estimate of work-zone traffic 
volumes. Many freeway maintenance sites are a con­
siderable distance from a permanent counter. The 
volumes recorded at the count stations can differ 
greatly from those at the work site, especially when 
there are several ramps between the count station 
and the work zone. Traffic volumes on a radial 
freeway, for example, may be much higher near the 
central business district (CBD) compared with those 
on the outskirts of the city. If the permanent 
counter is located near the city limits, then the 
traffic volumes at a work zone near the CBD may be 
underestimated. In this case, the congestion may be 
somewhat more severe than estimated. 

It should be apparent from th is discussion that 
there may be significant problems and inaccuracies 
in using existing permanent counter data to _estimate 
work-zone volumes. However, until new urban freeway 
counting programs are developed and implemented, 
permanent counter data are probably the most prac­
tical. 

The problem of estimating traffic demands at work 
zones is compounded by the phenomenon of natural 
diversion. When encountering unusual congestion on 
an urban freeway during the off-peak periods, many 
drivers will leave the freeway and travel on the 
frontage road to bypass the congestion or seek al­
ternative routes to their destinations (l_,_!). The 
extent of this natural diversion is difficult to 
predict. 

Estimating Capacity 

Previously, 1500 vphpl was a common value used by 
many traffic-control planning analysts to estimate 
the flow through work zones. The capacity data pre­
sented earlier, however, provide better insight into 
typical capacities at work zones on Texas freeways. 
For example, a review of Figure 2 suggests that 
using a work-zone capacity of 1500 vphpl for (4,3), 
(4,2), and (3,2) lane-closure situations may not be 
too critical. However, this value seems too high 
for estimating the impacts of the (3,1), (2,1), and 
(5,2) closure situations. 

As previously discussed, the cumulative distribu­
tions of observed work-zone capacities shown in Fig­
ure 2 can be used to identify risks associated with 
using certain capacity values for a given lane­
closure situation to estimate the effects of the 
lane closures (e.g., queue lengths). 
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Estimating Queue Length and Delay 

The delays associated with stop-and-go driving that 
occur at work zones where there is a lane closure 
are the result of a lack of capacity. These work 
zones, which have insufficient capacity to handle 
demand, are analogous to an hourglass. The neck of 
the hourglass can handle only so much sand, and 
there is nothing the excess sand on top can do but 
wait. When traffic demand at a work zone exceeds 
the capacity of the work zone, vehicles begin to 
stack up at the lane-closure taper to wait their 
turn to pass through the work area. 

Figure 3 is a simple graphical procedure that can 
be used to obtain a rough estimate of queue length 
and delays at work zones. These estimates are ob­
tained by plotting the cumulative demand volumes and 
the cumulative service volumes (capacity) versus 
time. As illustrated, the number of vehicles stored 
(or queued) and individual vehicle delay at any 
given time can be estimated. 

The length of traffic backup or queue length can 
be roughly estimated by using the following rela­
tionship: 

(1) 

where 

Lt estimated length of backup (queue length, ft) 
at time t, 

Qt estimated number of vehicles in queue at time 
t' 

N number of open lanes upstream from lane clo­
sure, and 

1 average space occupied by vehicle in queue 
(use 1 = 40 ft). 

Sample Problem 

Figures 2 and 3 and the tables in this paper present 
information to assist the user in making decisions 
related to scheduling maintenance. The following 

Figure 3. Graphical procedure for estimating queue length and delays at work 
zones. 

Number of Vehicles 
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Figure 4. Sample lane-closure problem. 
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example demonstrates how the information may be used. 
Assume that maintenance work must occupy a three­

lane freeway section. The work will require that 
the median lane be closed as shown in Figure 4. The 
work will require approximately 4 h to complete. 
This includes the time required to install and re­
move traffic-control devices. Data obtained from a 
nearby permanent counter during the previous two 
weeks were used to estimate the following demand 
volumes: 

Time Volume Anticieated !vehl 
9 :00-10 :00 a.m. 2920 

10 :00-11:0 0 a.m. 3120 
11:00-12 :00 a.m. 3200 
12:00-1:00 p.m. 3500 
1:00-2:00 p.m. 3830 
2:00-3:00 p.m. 3940 
3: 00-4 :00 p.m. 4620 
4:00-5:00 p.m. 5520 

It should be noted at this point that any esti­
mates of the queue length and vehicle delays by 
using the procedure shown in Figure 3 will be influ­
enced by the accuracy of the demand-volume data. 
The estimates are also greatly influenced by assumed 
work-zone capacity. The consequences of usinq dif­
ferent capacity estimates are explored in this sam­
ple problem. 

Referring back. to the table in the first section 
and Figure 2, it is seen that the average capacity 
tor the (3,2) lane-closure situations studied was 
1500 vphpl or 3000 vph. The 85th percentile was 
1450 vphpl or 2900 vph, and the 100 th percentile was 
1420 vphpl or 2840 vph. If these capacities (3000, 
2900, and 2840 vph) are assumed, the graphical tech­
nique discussed ear lier has been used to estimate 
the resulting queue lengths and delays (see Figure 
5). 

In Figure 5, the work is assumed to begin at 9:00 
a.m. The estimated queue length at 1:00 p.m., after 
4 h of maintenance work and assuming a capacity of 
3000 vph, is 2.1 miles. The estimate by using 2900 
vph is 2.9 miles, almost 1 mile longeri and the es­
timate by using 2840 vph is 3.5 miles, about 1.5 
miles longer. Therefore, the capacity value is a 
very sensitive parameter when queue length is esti­
mated. 

Figure 2 shows that the average capacity value of 
3000 vph (1500 vphpl) is at the 60th percentile. 
This means that based on the data collected to date, 
there is a 40 percent chance that the actual ca­
pacity may be lower than 3000 vph and thus that the 
queue length will be longer than 2.1 miles. Like­
wise, there is only a 15 percent chance that the 
traffic will back up farther than 2.9 miles, if we 
assume that the maintenance work took 4 h to com­
plete. These estimates should be helpful in decid­
ing where to place the advance signs for the work 
zone. 

It should be apparent that stop-and-qo traffic 
extending for 2. 9 miles would be very undesirable. 
Thus, other options should be explored, for example, 
the following: 

1. Perform the work on a Saturday or Sunday when 
the volumes are lower, 

2. Perform the work at night, 
3. Reduce the work time or split the work into 

two shifts, or 
4. Implement additional traffic-control strat­

egies. 

Curves similar to those shown in Figure 5 can be 
developed for weekend or night work. It is not the 
intent of this paper to discuss the merits or prob-
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Figure 5. Sample problem solution. 

18000 Estimated Number of 
Vehicle tn Queue 

Assumed ~Y 1YJ!!!ill 
Time 1500 1450 1420 

16000 
9 00 0 0 0 

10 00 0 20 80 
11 00 120 240 360 

' 
12 00 320 540 720 

14000 1 00 820 1140 1360 
1 30 0 355 595 
1 42 0 280 1 1 54 0 

12000 
~ 

" u ~ ~ 

" > 
610000 Capacity=1450 vphpl 

~Capacity=1500 vphpl 

... I' --_,'"""r"M """ " ,, 
~ 
~ 8000 

~ 
" I' Es t1 ... tM Queue 
E Lenrrtl1 (llil es l 
8 6000 

"' 
Assumed Capacity ~ 

/ 
Time 1500 1450 1420 

9 :00 0.0 0.0 0.0 
4000 10:00 0.0 0.0 0. 2 

11:00 0. 3 0. 6 0. 9 
12 :00 0.8 1.4 1.8 
1:00 2.1 2. 9 3.5 

2000 
1: 30 0.0 o. 9 1.2 
1 :42 0.0 0. 7 
1 :54 0.0 

9am 10 

l Begin Work 

11 12 !pm 

End llorkj 
Time 

lerns of performing road work during these times. 
However, it suffices to say that the lower volumes 
associated with these time periods will result in 
reduced congestion. 

A review of Figure 5 indicates that if the work 
could be completed within 3 h or less, the amount of 
congestion would be greatly reduced. If a capacity 
of 3000 vph is assumed, the queue would extend an 
estimated 0.8 mile upstream from the lane closure, 
and with a capacity of 2900 vph (85th percentile), 
the queue would not extend more than 1.4 miles. If 
the work could be divided into two 2-h periods from 
9:00 to 11:00 a.rn. on two separate days, the ex­
pected queue length would be greatly reduced to ap­
proximately 0.5 mile (if comparable volumes are as­
sumed for both days). 

Another option would be to implement additional 
traffic-control strategies. These might include 
entrance-ramp closure and shoulder use. Each of 
these strategies should be evaluated for its merits 
before implementation. 

Closing entrance ramps at and upstream from a 
work zone may possibly reduce the traffic demands 
and greatly reduce queues so that work could be per­
formed for four continuous hours. Decisions con­
cerning entrance-ramp closures, including the time 
of closures, should be based on the anticipated 
freeway and entrance-ramp traffic demands and the 
available capacity on the alternative route (e.g., 
frontaqe roads and arterial streets), Ramps should 
be closed when the combination of the fr~eway and 
the ramp volumes exceeds the work-zone capacity and 
there is available capacity on the alternative 
route. The ramps should remain open when the traf­
fic demands are less than the work-zone capacity. 
In the sample problem, for example, the entrance 
ramps should not be closed until approximately 10 :00 
a.m. even though the maintenance begins at 9:00 
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a.rn. Closing ramps when available capacity still 
exists on the freeway promotes driver discontent and 
may create unnecessary operational problems on other 
facilities (e.g., frontage roads and arterial 
streets). Ramp-closure techniques are discussed in 
a report by Richards and Dudek (~). Provisions 
should be made to achieve improved signal coordina­
tion on the frontage road whenever ramps are closed. 

Allowing traffic to use the shoulder is another 
way to increase work-zone capacity. Up to 1500 vph 
additional vehicles can be accommodated by using the 
shoulder. Traffic-control details for shoulder use 
have been presented by Richards and Dudek (~). 
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Lane Closures at Freeway Work Zones: Simulation Study 

ZOLTAN A. NEMETH AND NAGUI M. ROUPHAIL 

A study of freeway lane closures at work zones is described. It involved the 
development of a microscopic computer-simulation model. Vehicles in pla­
toons are controlled by a car-following rule. The merging behavior is con­
trolled by the information provided by the traffic-control devices, by 
personal preference for early or delayed merge, and by the availability of 
gaps in the open lane. The prescription of personal preference was based 
on a driver survey. The model also checks for the possible obscuring of signs 
by large vehicles. Field tests produced varied results, but average speeds and 
throughput (vehicle miles per hour squared) generated by the model fit be­
tween the classical Greenshield's model and those calculated by the 1980 
revision of the Highway Capacity Manual. A factorial simulation study 
was conducted to investigate traffic behavior under a variety of conditions, 
represented by different volume levels, traffic compositions, merging pref­
erences, speed control and compliance, and advance-warning distances. 
Delay and standard deviation of speed at the taper were generated for each 
factor-level combination. The results generally confirmed what was expected. 
Noteworthy is the indication that full compliance with a reduced speed limit 
of 45 mph would increase delayed merges within the taper area in the volume 
range simulated. 

The problems associated with the safe and efficient 
conduct of traffic at work zones have received con­
siderable attention in recent years. The Federal 
Highway Administration (FHWA) initiated a coordinat­
ed research program in 1975: Project lY--Traffic 
Management of Construction and Maintenance Zones. 
The purpose was to generate the basis for the de­
velopment of new concepts, methods, and approaches 
to traffic management in construction, maintenance, 
and utility work zones. It resulted in the undertak­
ing of numerous studies with wide scope and ranges 
of objectives. 

work activities that require lane closures and 
force traffic to merge into the open lane (s) repre­
sent a frequently encountered and a potentially 
hazardous situation. A study of road-under-repair 
accidents in Virginia found, for example, that of 
426 accidents (for which the information on traf­
fic-control characteristics was available), 47.9 
percent occurred at lane closures <.!.>. The same 
study found that close to 80.0 percent of the work­
zone accidents can be attributed to driver error. 
Drivers approaching a work zone in the closed lane 
must receive and understand the information that 
they need to change lanes and merge into the open­
lane traffic. Although this in itself does not ap­
pear to be an unusually demanding driving task, 
problems seem to develop that result in rear-end 
collisions, sideswipes, and single-vehicle/fixed-ob­
ject accidents (2). 

The objective of the research project described 
here was to study the operation of lane closures at 
construction sites on rural freeways, Two issues 
were addressed in particular: 

1. Merging patterns from the closed lane into 
the open-lane traffic and 

2. Speed reduction at work zones. 

The approach taken by the study team was to build a 
simulation model supported by field studies and 
driver surveys. 

CHARACTERISTICS OF SIMULATION MODEL 

The microscopic digital simulation model Freeway 
Construction (FREECON) of lane closures at freeway 
construction sites is written in FORTRAN IV language 
and it uses the GASP IV simulation package of 
Pr itsker Il l. The model is based on the realistic 

description of the movement of a vehicle approaching 
a lane-closure site. The two major rules applied in 
previous freeway simulation models are the car-fol­
lowing and gap-acceptance rules. In this model, 
several additional features were needed relevant to 
traffic control at lane closures. 

Driver Reaction to Merging Stimuli 

Signs, ar rowboards, and finally the delineation of 
the taper itself provide the information or stimulus 
to merge from the closed lane into the open lane. A 
driver survey was conducted to identify what propor­
tion of drivers reacts to each stimulus. Each unit 
of driver and vehicle is randomly assigned by the 
model into one of the groups in an attempt to repre­
sent realistic merging behavior (i.e., a certain 
proportion of the drivers will begin searching for 
an acceptable gap at the first sign, whereas others 
might wait until the taper or the construction site 
becomes visible). 

Driver Reaction to Speed Control 

As an option, the model can also specify drivers• 
reaction to speed control (e.g., comply with advi­
sory speed limit sign). 

Traffic-Control Device (TCDI Design Constra.int 

The location can be specified for each TCD within 
the simulated freeway segment, and a recognition 
distance is also assigned to represent a particular 
design (e.g., size). 

TCD Visibility Cons·traint 

In many instances, a driver is unable to see a sign 
because his or her line of sight is blocked by 
another vehicle. In the model, vehicles are repre­
sented by their physical dimensions, and one of the 
subroutines checks for potential blockage of TCDs by 
large vehicles. 

TCD Information Acquisition Constraint 

Each TCD is assigned a minimum required informa­
tion-processing time. In free-flow traffic, drivers 
should have ample time to look at signs long enough 
to understand the message. In high-density flow, 
however, more time is spent on fixating on other ve­
hicles and less is available for sign recognition 
(_!) • An algorithm has been developed that relates 
the maximum duration of fixation on the various TCDs 
to the time headway between two vehicles in the car­
following mode. 

MODEL STRUCTURE 

FREECON consists of a main program and 18 supporting 
subprograms and functions. The model is microscopic 
in nature; that is, each driver-vehicle unit is 
identified as a separate entity. Periodic updating 
of each vehicle's status is performed at 1-s inter­
vals. 

Figure 1 illustrates the general simulation logic 
as it applies to the microscopic driver-vehicle en­
tities in the system. Also shown are the subpro­
grams related to each step in the model. 
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Figure 1. Flowchart representation of model logic. 
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Eight basic and interacting components constitute 
the core of the model. 

Driver -Vehicle Componen t 

On entering the work zone, each individual driver or 
entity is assigned a set of 20 attributes, some of 
which are periodically updated during a simulation 
run. In this version of the model, all attributes 
were assigned independently. This was later revised 
to account for driver groups exhibiting 16 similar 
attributes such as speed and gap acceptance. A 
brief description of each attribute follows: 

DENTR: time of entry (or entries), randomly as­
signed from a distribution of time headways in the 
corresponding lane or lanes. 

DDSPD: desired speed (ft/s), randomly assigned 
from the distribution of vehicle speeds upstream of 
the work zone. 

DLANE: lane of travel (1 = open lane, 2 = closed 
lane), randomly assigned based on the distribution 
of traffic among the approach lanes. 

DSPL, DSPN: vehicle speed at end of last and 
current updating intervals, respectively (ft/s). 

VTYPE: vehicle type (1 = passenger car , 
2 = truck), randomly assigned based on the traffic 
composition upstream of the work zone. 

DPSOL, DPSON: vehicle position at end of last 
and current updating intervals (ft) 1 DPSON is the 
ranking attribute in the driver-vehicle file with a 
high-value-first (HVF) queue discipline. 

TMRGS, SPST: selected merge and speed simulation 
codes, respectively. [Each driver entering the work 
zone is assigned a set of merge and speed stimuli. 
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This assignment is based on the survey of 229 
drivers conducted at several freeway construction 
lane-closure sites. Among the results were the 
following: 45. 4 percent of drivers merge at the 
earliest opportunity, 13 .1 percent of drivers merge 
after having passed a few cars, 9,3 percent of 
drivers merge after having seen other drivers merge, 
20.5 percent of drivers merge after having seen con­
struction activity, and 11.7 percent gave no an­
swer. From these results, as a first approach, a 
representative probabilistic distribution function 
of drivers' response to merge stimuli was formulat­
ed. More work is being done now on this aspect of 
the model. Similar treatment is applied in the 
development of a typical speed strategy.) 

SFIXM, SFIXS: cumulative time fixations on a 
merge and a speed stimulus, respectively; merges and 
speed changes in the model are initiated as soon as 
either value exceeds the minimum information-pro­
cessing time on the corresponding stimuli. 

SLCH: cumulative time spent in the lane-change 
maneuver (s) 1 the model assumes a 4-s lag between 
initiation and completion of a lane change. 

MCODE: merging attempt code (1 =attempting, 
0 = not attempting) 1 introduced to ensure that once 
a lane-change attempt has aborted, consecutive at­
tempts will be made until a successful maneuver has 
been completed. 

VINDX: vehicle index register; used to trace 
vehicles' paths throughout the work zone. 

TVLST: last time the vehicle's position was up­
dated; introduced to prevent multiple processing of 
the same vehicle in the same interval. 

SPEDG: cumulative speed gradient component: 
traces speed fluctuations throughout the work zone: 
final values for each vehicle are determined at the 
point of exit. 

CGAP: driver critical gap (ft) 1 randomly assign­
ed from a gap-acceptance function derived in a re­
lated study (5). 

DHEAD: desired headway(s)1 introduced to test 
whether a speed-control strategy based on reducing 
headway variance, instead of average speed, could 
improve the quality of traffic flow: DHEAD may be 
totally bypassed in the model logic. 

TREAcr: driver's brake reaction time1 randomly 
assigned from a distribution of brake reaction times 
developed by Johannsson and Rumar (~). 

TCO Component 

Ten attributes describing each TCD are introduced in 
the initialization phase of the model. These are as 
follows: 

SCODE: TCD code, unique to each device (e.g., 
arrowboard, signs, cones); SCODE is matched with 
TMRGS, SPST codes in the driver-vehicle component. 

SL: TCD placement code; a code of 1 is given for 
TCD placed on the open-lane side of the road, 2 for 
those placed on the closed-lane side, 12 for both 
sides. 

PS: location of TCD, measured from vehicle entry 
point along the longitudinal axis of the road (ft). 

WS: lateral TCD placement, measured outward from 
lane edge (ft) • 

SLD: recognition distance, as measured in the 
field (ft). 

SLP: upstream recognition point (=SL - SLD). 
SOR: minimum information-processing time; SDR is 

compared with SFIXM or SFIXS in the driver-vehicle 
component in order to schedule lane and/or speed­
change attempts. 

SH: message height, measured from pavement level 
(ft). 

ST: type of stimulus: TCDs are categorized as 
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either merge or speed stimuli (example: reduced­
speed-limit sign). 

SSPD: posted speed limit if different from free­
way speed limit (ft/s). 

Roadway and Data-Collection System Component 

The location of data-collection points can be varied 
by the user; up to 20 data-collection points may be 
simulated, 10 for each approach lane. Vehicles 
crossing any of the simulated detectors activate the 
corresponding speed and headway registers. Although 
there is no physical limitation on the simulated 
length of the zone, the model logic makes it neces­
sary that the termination point be in the single­
lane zone of traffic. 

In its present form, the model assumes a 
straight, level road alignment. However, horizontal 
and vertical curvature effects on TCD recognition 
distance can be readily manipulated in the TCD com­
ponent. 

Vehicle-Generation Component 

Vehicle arrivals into the work zone are scheduled 
from a probability function of time headways. Nine 
such functions are available in the model, each of 
which is given a unique code provided by the user as 
input (7). Desired speeds are generated in the same 
fashion:- Tests are internally conducted in the 
model to ensure that the car-following rules are 
satisfied at the entry point. Modeling shifted dis­
tributions is readily available in the GASP IV input 
format. 

Car-Fol1owing Comp0nent 

The car-following model selected in the study close­
ly follows the noncollision constraints developed in 
the INTRAS simulation model (8) with some modifica­
tions. Three car-following r ules are defined, as 
follows: 

where 

Xt position of lead vehicle at time t (ft), 
Yt position of following vehicle at time t 

(ft), 
Ut speed of lead vehicle at time t (ft/s), 
Vt speed of following vehicle at time t 

(ft/s), 
L overall length of lead vehicle (ft), 

(!) 

(2) 

(3) 

C brake-reaction time of following driver, and 
E maximum acceptable deceleration rate (ft/s 2 ). 

Since vehicles' positions are updated every sec­
ond, it follows that the lead-vehicle position and 
speed are first determined at time t + l; from Equa­
tions 1, 2, or 3, a maximum permissible acceleration 
rate (amaxl is determined. The actual accelera­
tion rate (a) is computed as follows: 

(4) 

where ad is the desired acceleration rate based on 
current (Vtl and desired (DDSPD) speeds and av 
is the limiting acceleration rate based on current 
speed and vehicle type. The following-vehicle speed 
and position are then updated as follows: 

Yt+1 =V1 +a 

Xt+ 1 = X1 +Vt +~a 

Lane-Switching Component 
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(5) 

(6) 

This component handles all merging maneuvers. When 
a lane change is attempted, tests are conducted to 
ensure that the car-following rules in the destina­
tion lane are satisfied. Additional tests are made 
to determine whether safe merging gaps are accept­
able to the driver, based on the gap-acceptance 
function. 

Another feature of this component is the auto­
matic initiation of lane-change attempts for 
vehicles within the stopping-sight distance of the 
construction taper. It was assumed that only the 
car-following rules need to be satisfied to perform 
a successful merge in the region. Empirical evi­
dence for this assumption can be found in Pahl 's 
study of freeway exit ramps (2_). 

TC.D Information Acquisition Components 

This component registers and updates the cumulative 
time fixations a driver makes on a TCD. In order to 
initiate a speed (lane-change) response, the cumula­
tive time fixations on the speed (merge) stimulus 
should exceed the m1n1mum information-processing 
time for the stimulus. Whether this condition is met 
before the driver passes the TCD location depends on 
two factors: (a) presence of obstruction to the 
driver-TCD line of sight and (b) current headway. 

The impact of vehicle headway (h) on TCD informa­
tion acquisition was modeled by using the following 
functions: 

DTh = 0 h.;; 0.5 s 

DT h = (2H - I )/7 0.5 < h < 4 s 

DTh=l h;.4s 

(7) 

(8) 

(9) 

where DTh is the fraction of time a driver spends 
fixating on TCD while traveling at headway h. 

Determination of function parameters was based on 
preliminary results of driver test studies conducted 
at freeway lane closures (10). Further refinement of 
the function may be necessary as additional data be­
come available. 

The final form of the TCD information acquisition 
constraint is stated as follows: 

SFIXM; (t +I)= SFIXMi (t) +Bx DTh;. SOR; (10) 

where 

SFIXMi(t + 1) 

SFIXMi(t) 

B 

Output Component 

cumulative time fixations on 
TCDi after t + 1 s, 
cumulative time fixations on 
TCDi after t s, 
binary variable that assumes a 
value of 1 (zero) if legibility 
rules are (are not) met, and 
minimum information-processing 
time for TCDi• 

The simulation model output component produces the 
following standard output: 

1. 
2. 

speeds 
point; 

Listing of user input data; 
Descriptive statistics and 
and time headways at each 

histograms of 
data-collection 
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3. Descriptive statistics and histograms of five 
performance measures: vehicle merging points mea­
sured from entry point (ft), vehicle delay, exit 
volume during simulation period, throughput (defined 
as the product of exit volume and exit speed and 
cumulative for all vehicles), and speed gradient (a 
measure of speed fluctuations for vehicles traveling 
in the work zone); and 

4, Listing of vehicle trajectories at any point 
during simulation run; trajectory data can be routed 
to a plotting routine that produces a visual repre­
sentation of the individual vehicles' paths in the 
approach, transition, and single-lane areas. 

MODEL VALIDATION 

The model was first tested by comparing outputs with 
generally accepted models of the speed-volume-den­
sity relationship. Average speeds and throughput 
(vehicle miles per hour squared) were calculated at 
volumes ranging from 1000 to 2000 passenger cars per 
hour per lane in the open lane. It was found that 
outputs fit between the classical Greenahield's 
model and those calculated by the 1980 revision of 
the Highway Capacity Manual. 

Field studies were conducted at two construction 
sites (denoted A,B) with the purpose of testing the 
model logic. Specifically, the following traffic 
descriptions were targeted for comparison: 

1. Means and distributions of vehicle time head­
ways at each data-collection point, 

2. Means and distributions of vehicle speeds at 
each data-collection point, and 

3. Distribution of merging distances, defined as 
vehicle position (in feet) measured from the first 
construction sign at which a lane change is initiat­
ed into the through traffic lane. 

Data Collection and Reduction 

An instrumented data-acquisition system, developed 
by the Systems Research Group of the study team 
under the direction of T.H. Rockwell, was specifi­
cally designed for the purpose of collecting the 
above-mentioned traffic descriptions. 

The system consists of eight 10-ft tapeswitches 
arranged in pairs. The tapeswitches were laid in 
the open lane of traffic and covered a distance of 
1500 ft. Cable connectors were used to transmit 
vehicle actuations into a video cassette recorder 
via a 12-channel video box. A unique code for each 
tapeswitch (zero to seven) was assigned, which was 
displayed on a TV monitor for the duration of the 
actuation. Other elements in the system included a 
continuous five-digit clock and a video camera. 
Power was supplied to the various components by 
means of a portable 4-hp/1900-W, gasoline-powered 
A/C generator. 

Supplementing the system was a number of manual 
observers who collected pertinent traffic data out­
side the system's 1500-ft range. Finally, a com­
plete inventory of TCD design and performance char­
acteristics was made prior to data collection. 

The recorded vehicle arrival times at each tape­
switch were subsequently reduced and fed into a com­
puter program for the determination of mean values 
and dis tr ibuticns cf speeds, headways, and merging 
distances. 

Results at Site A 

Site A involved a left lane closure during a bridge­
deck rehabilitation project on the southbound lanes 
of I-71. Statistical tests were conducted on speed 
~nd headway distributions for two independent ob-
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servation periods ( 10 min each) . Student's t-tests 
on mean values showed no statistically significant 
differences at a = 5 percent. 

Distributions of speed and headways were then 
tested by means of the Kolmogorov-Smirnov two-sample 
test. Results indicated no significant differences 
except for speed distributions at the two downstream 
(i.e., last) tapeswitch pairs. The simulated speeds 
were slightly higher there than the observed speeds, 
The difference was always less than 2 mph. 

Also, the statistical tests showed no significant 
differences in the cumulative distribution functions 
of merging distances, which suggests that the 
typical merging strategy indicated by the driver 
survey appears to be a valid indicator of drivers' 
preference in lane-closure situations under the con­
ditions present at site A. 

Results at Site B 

A substantial difference was found between the field 
and simulated merging patterns at site B. Drivers 
were observed to merge much later at site B than at 
site A. The effective warning distance was only 
slightly shorter at site B and could not possibly 
account for the large difference. Geometr ice were 
in general quite similar, but at site A the left 
lane was closed, whereas at site B, the right lane 
was closed. A closer look at the lane distribution 
of the volumes led to a plausible explanation for 
the difference in merging. Looking at the equiva­
lent hourly approach volumes and approach speeds, we 
have found the following: approach volumes at site 
A were 330 vehicles per hour (vph) at 61 mph in the 
merging lane and 714 vph at 53 mph in the open lane; 
approach volumes at site B were 451 vph at 48 mph in 
the merging lane and 190 vph at 55 mph in the open 
lane. 

Although traffic is not distributed uniformly 
over the roadway, it is worthwhile to express the 
above-described traffic flows in terms of average 
spacings in feet. While drivers are obviously not 
very sensitive to hourly volumes, they can observe 
and be influenced by the spacings of vehicles around 
them. At site A, average spacing is 978 ft in the 
closed lane and 390 ft in the open lane. At site 8, 
the average spacing is 562 ft in the closed lane and 
1510 ft in the open lane, 

The open lane at site B must have looked empty to 
the drivers in the closed lane and thus there was no 
incentive to merge early. 

The open lane at site A, however, looked fairly 
well traveled; thus it provided an incentive to 
merge early to at least some of the drivers; i.e., 
as expected, drivers use judgment regarding the ur­
gency of lane changes. 

It was concluded, therefore, that the application 
of the model should be limited to higher approach 
volumes, perhaps in the range of 1000 vph, combined 
on the two lanes, provided that the larger propor­
t -ion of traffic occupies the open lane typical at 
left-lane closures. Research is under way to de­
velop a merging model more general in scope. 

EXPERIMENTS WITH MODEL 

Several experiments were conducted with the model 
with the purpose of testing the sensitivity of some 
traffic-stream descriptors, merging and speed-con­
trol strategies, and TCD performance characteristics 
on a number of the system's performance measures, by 
using the site configuration shown in Figure 2. 

A complete mixed factorial design was developed 
for the analysis of five independent variables. 
These were categorized into traffic-stream factors, 
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Figure 2. Simulated work zone for simulation study. 6000'( 1.137Mi) 
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TCD Location 
TCO Initial Legibility Point 
Tope Switch Locations 

TCD MESSAGE LOCATION LEGIBlLITY HEIGHT 
2 Toper 1 Type II Barrie, 5200' IOOd 3' 
3(1). 4'x s' Arrow Boord 5200 ' 520o' s' 

(II) 4' x 81 
Arrow Boa-d 5200' 2600' s' 

4 RiQhl Lone Closed 2600' 40o' 7' 
5 Symbolic Sign II 4200' 900' 7' 

12(1) Allow Space for 3400° 40o' 7' 
Mert;1inQ VehiCIH 

I 3(U) Speed Limit 45MPH 3400' 400' 7' 
• 1111, Mutually Exclusive Conditions 

driver-behavior factors, and TCD factors: 

1 . Traffic-stream factors : 
(al Two-lane approach volume upstream of the 

work zone at levels of 100, 1250, and 
1500 vph 

(b) Proportion of trucks at levels of 0 and 
25 percent of approach volume 

2. Driver-behavior factors: 
(a) Merging strategy at the following levels: 

early merging strategy (all drivers in 
the closed lane attempt to merge at first 
opportunity), typical merging strategy 
(as obtained from the driver's survey and 
validated at site A), and late merging 
strategy (all drivers in the closed lane 
attempt to merge only on recognizing the 
construction activity) 

(b) Speed-control strategy at the following 
levels: none (no special provisions for 
speed reduction), 45 mph (all drivers in 
the open lane comply with a posted 45-mph 
reduced-speed limit), and special sign 
[all drivers in platoons (headways <4 s) 
increase their headway in compliance 
with the experimental sign ALLON SPACE 
FOR MERGING VEHICLES] 

3. TCD factor: Effective warning distance at 
levels of l and 0 .5 mile. 

Variations in the effective warning distances are 
modeled by assigning two different legibility dis­
tances for the arrowboard. 

Dependent variables included mean vehicular delay 
(DELAY), standard deviation of speeds at the start 
of lane taper (SSD), and proportion of merges prior 
to 400 ft from taper {MERG400). The latter variable 
reflects the relative frequency of occurrence of 
free versus forced merges. The 400-ft distance was 
computed as the stopping-sight distance for a 
vehicle traveling 55 mph and a brake reaction time 
of 1 s. Thus, all lane changes occurring within the 
last 400 ft were considered forced merges. 

The analysis of variance (ANJVA) technique was 
used to formulate statistical models for the three 
performance measures. A level of significance of 
0 • 5 percent was used throughout the analysis. 

I nt erpre tation of Resu l ts 

Results of the ANOVA models are displayed in Figures 
3, 4, and 5. All three-factor level interactions 
were found to be statistically insignificant. 

Figure 3. Impact on delay. 

Note : Shaded areas depict factor levels 
not statistically significant. 
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Delays (see Figure 3) were found to increase with 
volume and truck proportion, as expected. The main 
merging-strategy effect was not statistically sig­
nificant, although a closer look at the details in­
dicated that delays were highly sensitive to volume 
levels in the late merging strategy. At the other 
extreme, delays were all but unaffected by volumes 
under the early merging strategy. The 45-mph speed 
limit resulted in a mean delay increase of 50 per­
cent, whereas no statistically significant increase 
in delays was noted with the experimental sign. The 
predicted increase in delay is obvious, since delay 
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Figure 5. Impact on forced merges. 
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is defined as the difference between travel time at 
approach speed and travel time at actual speed (in 
this case, 45 mph or less). 

ANOVA models for standard deviation of speeds at 
the taper (see Figure 4) indicated that speed varia­
tions increased significantly with both volume and 
truck levels. The early merging strategy resulted 
in the lowest observed speed variation, as did sites 
with a 45-mph speed limit. The latter was to be ex­
pected, since 100 percent compliance was assumed. 
These results tend to support the general concerns 
about the safety hazards associated with late lane 
changes (e.g., rear-end collisions). The problem of 
speed variation becomes even more acute at sites 
with short warning distances or with a large truck 
population. 

The proportion of merges occurring prior to 400 
ft (see Figure 5) from taper was found to decrease 
in a linear fashion with volume. Unexpectedly, how­
ever, the presence of trucks resulted in fewer late 
lane changes. It is suggested that the advantage 
truck drivers have in recognizing (hence responding 
to) the TCD outweighs the fact that trucks consti­
tute a potential obstruction to following passenger 
cars. Of course, this interpretation considers 
similar responses from truck and passenger car 
drivers, a fact that could not be disproved from the 
driver survey results. 

Merging strategy had a drastic impact on the fre­
quency of free (as opposed to forced) merges (85 
percent for early merging strategy versus 42 percent 
for late merging strategy). Furthermore, when an 
early merging strategy was coupled with a 1-mile ef­
fective warning distance, the proportion of free 
merges did not drop below 90 percent, even at vol­
umes approaching the single-lane capacity. 

Finally, the impact of speed-control strategies 
provided some revealing findings on the impact of 
reduced speed limits on merging in construction 
zones. when the 45-mph limit was in effect, the fre­
quency of free merges was actually reduced by 15 
percent compared with the no-speed-control strat­
egy. It is suggested that since drivers are pri­
marily concerned with maintaining safe headways in 
the open lane, a drastic speed reduction would in 
effect increase the traffic density near the trans i ­
tion zone. Consequently, the probability of finding 
acceptable gaps is reduced, hence the increase in 
the frequency of forced merges. 

DISCUSSION OF RESULTS 

Th i s study was aimed at the investigation of merging 
and speed controls at freeway construction-lane 
closures through the use of computer-simulation 
techniques. A traffic model incorporating individ­
ual drivers' preference, traffic-stream descriptors, 
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and characteristics of TCDs was developed. The 
model was field tested with varied results at two 
s i t e s. The work is continuing on the refinement of 
the model. 

The findings of this study may be summarized as 
follows: 

l. The field-study results indicate that the ef­
fectiveness of the advance-warning devices at free­
way construction-lane closures is not determined 
solely by the design features of the individual 
devices but also, and perhaps more importantly, by 
the risk perceived by approaching drivers. Under 
low-volume conditions, drivers' merging patterns and 
travel speeds are virtually unaffected by the ad­
vance-warning devices at the site. Speeds and/or 
lane changes are initiated only when the construc­
tion activity is actually in sight. At higher vol­
umes, however, many drivers merge early. 

2. The simulation-study results indicate that at 
sites experiencing approach volumes in excess of 
1000 vph, it is desirable that early merging be en­
couraged. Traffic-engineering measures that deter 
travel in the closed lane (i.e., lane to be closed 
ahead) should be contemplated. A recent study (ll) 
indicated that changeable message signs were quite 
successful in that respect. 

The implementation of the 45-mph maximum speed 
control and assumed 100 percent compliance resulted 
in higher percentages of forced merges in the taper 
area in the model. The assumption of 100 percent 
compliance was not meant to be a realistic assump­
tion, but it is still interesting to note that from 
the point of view of smooth merging, the speed re­
duction may not even be desirable. 
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Selecting Two-Regime Traffic-Flow Models 

SAIDM. EASA 

A procedure for selecting two-regime macroscopic models for a given set of 
traffic-flow data is presented. The procedure is based principally on the 
theoretical characteristics among the various regions of macroscopic models, 
which includes the limiting case and the convexity and concavity properties. 
The input to the procedure is represented by the basic traffic-flow criteria 
(free-flow speed, optimum speed, jam density, and so on) as well as auxiliary 
criteria "to account for the variability of the traffic-flow relations in the inter· 
mediate ranges of flow. With these criteria, which are established from the 
data, the procedure can directly output model parameters, through simpli­
fied graphical tools, for the non-congested- and congested-flow regimes. 
Application of the procedure by using actual data was made to illustrate 
its use and to discuss some issues related to establishing the traffic-flow 
criteria from the data. This application also illustrates the flexibility of 
the procedure and the ease with which the specified criteria can be adjusted 
to further improve the data fitting. The procedure presented in this paper 
significantly reduces the need for using computer facilities in estimating 
traffic-flow relations and as such should prove useful in many transporta­
tion applications. 

Macroscopic traffic-flow models have been widely 
used in the field of transportation, including free­
way operations, highway levels of service, environ­
mental studies, and transportation planning. Gen­
erally, these models can be used to describe the 
traffic-flow relations in two ways: single-regime 
and two-regime representations. In the former, the 
entire range of operation is represented by a single 
model, whereas in the latter, two models are used-­
one for the non-congested-flow regime and the other 
for the congested-flow regime. The idea of the two­
regime representation was first proposed by Edie 
(_!). The general macroscopic models, their estima­
tion approaches, and the scope of this paper are 
discussed first. 

GENERAL MICROSCOPIC AND MACROSCOPIC MODELS 

The general car-following (microscopic) equation 
developed by Gazis and others (~ 11_) is given as 
follows: 

where 

T 

a 

t, m 

speed of leading and following vehi­
cles, respectivelyi 
acceleration (or deceleration) rate of 
following vehiclei 
time lag of response to stimulusi 
constant of proportionality (referred 
to throughout as a model parameter) i 
and 
model parameters. 

By integrating Equation l, the general form of 
macroscopic models has been developed by Gazis and 
others (1), By using this general form, a matrix of 
macroscopic models has been established for dif­
ferent combinations of t and m parameters by May 
and Keller (!l. This matrix has undergone some ad­
justments by Ceder (~l and by Easa and May (il• The 
final version of the matrix is shown in Figure 1, 
along with illustrations of its use for the two­
regime representation. 

Figure l shows the speed-density relations and 
consists of five regions. In regions l and 2, 
models have no intercept with the speed axis, 
uf + "'• In regions 4 and 5, models have no in­
tercept with the dens ity axis , kj + "'• Models 
in region 3 have in tercepts with both the speed and 
the density axes. Single-regime representation is 
usually accomplished by using models from region 3. 
The two-regime representation can be made, as illus­
trated in Figure 1, by using models from regions 1, 
2, or 3 for the congested-flow regime and from re­
gions 3, 4, or 5 for the non-congested-flow regime. 

ESTIMATION APPROACHES 

Estimation of macroscopic models is an essential 
task, For a given set of traffic-flow data, one 
often needs to estimate model parameters that best 
represent these data. In th is regard, an approach 
employing computer techniques has been developed by 
May and Keller (_!) • This approach uses regression 
analysis to estimate model parameters for specified 
values of traffic-flow and statistical criteria. 
These er iter ia include free-flow speed Uf, optimum 
speed u0 , jam density kj, optimum density k0 , 
maximum flow qm• and a mean-dev iation cr iter ion. 

In an attempt to significantly reduce the need 
for using computer systems, another theoretical­
graphical approach has been recently proposed and 
applied to the estimation of single-regime models 
(7). This approach is based principally on the 
theoretical relations among the first five criteria 
mentioned above and model parameters t, m, and 
a. A simplified graphical tool was used to repre­
sent those relations and could directly provide 
model parameters that satisfy specified traffic-flow 
criteria. This approach was applied later to the 
estimation of a special case of two-regime models by 
Easa and May (il • The procedure that has been de­
veloped for estimating the single-regime models cor­
responds to region 3 and that developed for the two­
regime models corresponds to regions 2 and 4 and in 
a preliminary fashion to region 3. In both pro-
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Figure 1. Macroscopic models and two-regime representation. 
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cedures, the traffic-flow er iter ia may be specified 
as single values or as ranges. 

SCOPE OF PAPER 

The primary purpose of th is paper is to establish 
the theoretical relations of the remaining regions 
( 1 and 5) and to develop a procedure for selecting 
the particular region--and the model within that 
region--that satisfies specified traffic-flow cri­
teria for both non-congested-flow and congested-flow 
regimes. Specifically, the selection procedure will 
determine one of the three regions 1, 2, or 3 for 
the congested-flow regime and one of the three re­
g ions 3, 4, or 5 for the non-congested-flow regime 
and will provide the respective model parameters for 
each regime. The selection procedure is based prin­
cipally on the theoretical properties of models 
among the five regions of Figure 1. In addition, 
two auxiliary criteria (un, knl and (uc, kcl 
were used to account for the variability of the 
t raffic-flow patterns in the intermediate ranges of 
operations. 

Throughout this paper, the traffic-flow criteria 
uf, uo, kj, and ko (or a combination of 
them) will be referred to as the basic criteria, as 
distinguished from the auxiliary criteria. Further­
more, this paper is primarily concerned with select­
ing the two-regime models where the traffic-flow 
criter ia--basic and auxiliary--are specified as 
single values. Thus, the maximum-flow criterion 
qm is not needed since it is implicitly determined 
by the two criteria ko and uo (qm "'koUQl. 

The following section describes the theoretical 
properties of the models and req ions of the non­
congested-flow regime. The next section presents 
these properties for the congested-flow regime. 
Then, based on these properties, a description of 
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the procedure of region (and model) selection for 
each regime is given. After a section in which the 
procedure is applied to an actual set of traffic­
f low data, there are some concluding remarks con­
cerning practical aspects of the procedure. 

NON-CONGESTED-FLOW REGIME 

This section describes the theoretical properties of 
the non-congested-flow models of reg ions 3, 4, and 
5. Those properties are presented in three parts: 
a summary of the previously reported results of the 
special case of region 4 and extended results of 
region 3, the theoretical relations of models in 
region 5, and between-region properties. 

Previous Results 

The speed-density equation of models in region 4 
(t > l, m = 1) is given as follows: 

Jn U =Jn Uf + (a/(1 - Q)) kQ-l (2) 

The relations between the traffic-flow criteria 
Uf, uo, and ko and model parameters t and 
a are given by (§) the following: 

a= l/k
0

Q-\ 

u0 /ur =exp {- [l/(Q - l)J} 

Equations 3 and 4 have 
model parameters based on 
er iter ia. 

been used 
specified 

(3) 

(4) 

to estimate 
traffic-flow 

For models in region 3 (t > l, m < 1), the 
speed-density equation is given as follows: 

u1-m= u,'-m [I - (k/k/- 1 J (5) 
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Based on Equation 5, the relations among the 
traffic-flow criteria Uf• uo, kj• and ko and 
model parameters t and m are given by the fol­
lowing: 

(k0 /k/-1 
= (1 - m)/(9. - m) 

(u0 /ur)1-m =(9.-1)/(k-m) 

(6) 

(7) 

Equations 6 and 7 have been used for single­
regime models to estimate model parameters based on 
specified traffic-flow criteria <i.11· 

In order to use region-3 models for the non­
congested-flow regime, a particular modification 
should be made. In selecting a model for the non­
congested-flow regime, the intercept with the den­
sity axis (kjl is obviously not important. There­
fore, it would seem reasonable to employ another 
(auxiliary) criterion within the non-congested-flow 
regime instead of the criterion kj• Th is auxil­
iary er i ter ion corresponds to a selected point from 
the data with speed and density denoted by Un and 
kn. The relation between this auxiliary er i ter ion 
and the kj criterion is given by the following: 

(8) 

Properties of Models in Region 5 

Models in region 5 (II. > 1, m > 1) are more gen­
eral than the special-case models of region 4. For 
specific values of the basic criteria Uf• uo, 
and ko, region 5 provides a range of models, while 
region 4 provides only one model. 

The speed-density relation of models in region S, 
sh~n previously in Figure 1, is given by the fol­
lowing: 

9.> m (9) 

where 

c =a [(l - m)/(l - 9.)) (10) 

Equation 9 represents a model that has no inter­
cept with the density axis, kj + m. The model 
contains three parameters--t, m, and a. The 
relations between these parameters and the basic 
er i ter ia can be established. From Equation 9, the 
relations between q and k and q and u can be ob­
tained as follows: 

q = k (url-m + ck2-1) 

q2-1 =(u2-1/c)(u1-m -url-m) 

(11) 

(12) 

At maximum flow, q' (k)k = 0 and q' (ulu = 0. 
Therefore, by differentiating Equations 11 and 12 
with respect to k and u, respectively, and equating 
the derivatives to zero, one obtains the following: 

a= [(9.- 1)/(9.- m)] (ur1-m /ko'1-1) 9.> m 

(u0 /ur)1-m = (9.- 1)/(9.-m) 9.> m 

(13) 

(14) 

(Equation 14 is the same as Equation 7 of region 3.) 
Equations 13 and 14 contain three parameters and 

in order to estimate these parameters, it is neces­
sary to have a third condition. Th is condition may 
be represented by the auxiliary criteria (un,knl. 
Thus, substituting these criteria into Equation 9, we 
have the following: 

(15) 

Now, Equations 13, 14, and 15 can be solved for 
specified values of Uf, uo, ko, un, and kn 
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to determine model parameters 11., m, and a. 
It is important to note that models in region 5 

are considered valid for only II. > m. For II. < m, 
neither the q - k nor the q - u relations will have 
a maximum pointi q' (k) k > 0 for all k and 
q' (u) u < 0 for all u. Although such relations 
may be used to represent the non-congested-flow 
regime, they clearly do not describe properly the 
behavior of the traffic flow near capacity. Conse­
quently, models corresponding to 11. < m are con­
sidered undesirable for the non-congested-flow re­
gime (they are certainly not meaningful for the 
single-regime representation). 

Between-Region Properties 

The theoretical properties of models among regions 
3, 4, and 5 will now be presented. A fundamental 
property is that models in region 4 are a limiting 
case of both models in region 3 and models in region 
s. This property is proved below for only models in 
regions 3 and 4; the proof for regions 5 and 4 will 
be similar. 

Substituting for kj from Equa tion 6 into Equa­
tion 5 (region 3) gives the following: 

ul-m = url-m { l -(k/ko)2-I [(1 - m)/(9. -m)J} 

To prove that the above model approaches the one 
corresponding to region 4, Equation 2, as m + 1, 
let us first express k as a function of u: 

k2 - 1 = k0
2 - 1 [(9.- m)/(1 - m)) [l - (u/ur)1-m) (16) 

As m + 1, the limit of Equation 16 is equal to 
zero divided by zero. Therefore, one may apply 
L'Hospital's rule. 

Let 

f(m) = (9. - m) k0
2- 1 [l - (u/ur)1-m) 

g(m) = 1 -m 

Then 

lim [f(m)/g(m)) = lim [f'(m)/g'(m)] 
m-+1 m-+ l 

g'(m)f 0 

(17) 

(18) 

(19) 

where the prime represents the first derivative with 
respect to m. 

The derivatives in Equation 19 can be obtained 
from Equations 17 and 18 as follows: 

f'(m) = k0
2- 1 [-(9. - m) u1 -m In (u/ur) - (u/ur)1-m + l] 

g'(m) = - I 

Substituting into Equation 19 gives 

lim [f(m)/g(m)] = (9.- 1) k0
2

- 1 In (u/ur) 
m-->I 

Thus, as m + 1, Equation 16 becomes 

or 

In u =In ur + [1/(9. - 1)) (k/k0 ) 2- 1 

which is the same as Equation 2 of region 4i note 
11.-1 

that a = l/k
0 

from Equation 3. 

It follows from this limiting-case property that 
the characteristics of models in regions 3 and 5 
should, as m + 1, approach those of region 4. For 
example, it can be easily shown that by taking the 
limit of a and the limit of uo/uf (Equations 
13 and 14) of region S, as m + 1, the correspond-
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ing formulas of region 4 are obtained (Equations 3 
and 4). The continuity of the ua/uf ratio in 
regions 3, 4, and 5 is illustrated in Figure 2. 

Another important aspect that will be useful in 
model selection is the continuity of the location of 
the inflection point and the associated convexity 
and concavity characteristics of the speed-density 
curves. For & < 2, models in the three regions 
are entirely concave, as illustrated in Figure 2, 
That can be expressed mathematically as follows: 

u " (k)k > 0 Q .;; k .;; k; (20) 

for the (& < 2, m > 0) space except at & = 2, 
m=O, where-u"(k)k-;O (the double prime repre­
sents the second derivative with respect to k). 

For & > 2, models in the three regions are 
mixed; they consist of two portions (convex and con­
cave). The concave portion diminishes at m =Or 
that is, models become entirely convex. When the 
inflection point coincides with ko, the non­
congested-flow regime becomes totally convex. If 
the density corresponding to the inflection point is 
denoted by kt, the above characteristics can be 
expressed mathematically as follows: 

u " (kh < 0 0 .;; k.;; k; 

for & > 2, m = 0, and 

u " (k)k < 0 

u"(k)k > 0 

Figure 2. Continuity of model char­
acteristics, convexity, and con­
cavity. 
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for & > 2, m > O, and O < kt < kj• The 
location of models where kt = ko is given by 
m = .e. - 2. This linear function separates the 
models where the non-congested-flow regime is 
totally convex from those where it is mixed, as 
shown in Figure 2. Also shown in Figure 2 is the 
location of models with an inflection point lying at 
half the optimum density, kt= 0.5kQ. 

As noted in Figure 2, all convex, concave, and 
mixed models converge to a linear function at t " 
2, m = O [Greenshields' model CB)]. Also, in region 
4, the two models by Drew l}l, t = 1.5, and by 
Underwood 11:.Q.l, t = 2, are totally concave. The 
model by Drake, Schaefer, and May, t = 3, is con­
vex in the non-congested-flow regime and concave in 
the congested-flow regime; kt= ko. 

A final property of the non-congested-flow models 
is that, for specific values of the basic criteria 
ur, uo, and ko, the following relation can be 
shown for the en tire range of the traffic density, 
except at k = 0 and k = ko where the values of u 
coincide: 

(22) 

The subscripts in Equation 22 refer to the region 
number, and the values of u correspond to Equations 
5, 2, and 9, respectively. Both U(3) and u(5) 
approach u 14 ) as m + 1, as proved earlier. This 
property is illustrated in Figure 3, which shows 
three models from regions 3, 4, and 5 drawn for the 
specific criteria Uf " 50 mph, uo = 25 mph, and 
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Figure 3. Continuity of non-congested· 
flow models. 
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k0 = 60 vehicles per mile (vpm). There is only 
one model from region 4 (dashed curve) that satis­
fies the above criteria. The range below the dashed 
curve corresponds to models from region 3, while the 
range above it corresponds to models from region 5. 
For these specified criteria, the model from region 
3 represents a lower bound of the models from that 
region since it corresponds to m = O. On the other 
hand, there exist other models from region 5 that 
lie above the one shown in Figure 3. 

Selecting a particular model from the range of 
models shown in Figure 3 can be accomplished by the 
auxiliary er i ter ia. Such a model will satisfy the 
five criteria of that regime. In addition, an even 
better fit to the data between these criteria can be 
obtained by the knowledge of the convexity and con­
cavity of the models. These aspects represent the 
basic elements of the procedure of model selection 
to be described later. 

CONGESTED-FLOW REGIME 

The congested-flow regime corresponds, as stated 
previously, to the models of regions 1, 2, and 3. 
The purpose of this section is to describe the theo­
retical properties of models and regions of this 
regime. The description is given in three parts: a 
summary of the previously reported results of region 
2 and extended results of region 3, the theoretical 
relations of models in region 1, and between-region 
properties. 

Previous Results 

The speed-density relation of models in region 2 
(1 = 1, m < 1), shown previously in Figure 1, is 
given by the following: 

u1-m =a (I - m) In (kj/k) 

The relations between the 
kj, uo, and ko and model 
are given by (_§.) the following: 

k0 /kj =exp{-[!/(! -m)J} 

(23) 

traffic-flow er i teria 
parameters m and a 

(24) 

(25) 

For models in region 3, the speed-density rela­
tion and the relations between the basic traffic­
f low criteria and the model parameters are as given 
previously in Equations 5, 6, and 7. In order to 
use these models for the congested-flow regime, a 
similar modification to the one employed previously 
should be made. Specifically, for the congested-

so 60 70 80 90 100 110 120 

DENSITY, k (vpm) 

flow regime, the intercept with the speed axis, 
Uf• is not of major importance and is replaced 
here by an auxiliary criterion (uc, kc>• which 
lies somewhere within the congested-flow regime, 
The relation between this auxiliary er iter ion and 
the Uf criterion is given by the following: 

(26) 

Properties of Models in Region 1 

Models in region 1 (1 < 1, m < 1) are more gen­
eral than the special-case models of region 2. For 
specific values of the basic criteria kj, u0 , 
ko, reg ion 1 provides a range of models, while re­
g ion 2 provides only one model. 

The speed-density relation of models in region 1, 
shown previously in Figure 1, is given by 

(27) 

where c = a[(l - m)/(l - 1)]. 
Equation 27 represents a model that has no inter­

cept with the speed axis, Uf + ~, and contains 
three parameters. The relations between these pa­
rameters and the basic criteria can be established. 
From Equation 27 one can obtain q as a function of k 
and as a function of u as follows: 

q =k [c(k 2-1 -k{-')Jl/1-m 

qQ-1 = uQ-1 [(ul-m /c) +kt' J 

Following 
for region 
follows: 

a similar 
5, a and 

a= [(Q - m)/(1 - m)] (u0
1 

·-m /kt1 ) 

(k0 /kj)2
·

1 =(I - m)/(Q - m) 

(28) 

(29) 

procedure to that described 
ko/kj can be obtained as 

(30) 

(31) 

(Equation 31 is the same as Equation 6 of region 3,) 
The auxiliary criteria (uc,kc) can now be 

used to provide a third relation so that the three 
parameters may be estimated. Substituting for these 
criteria into Equation 27, one obtains the following: 

(32) 

Equations 30, 31, and 32 can be solved to deter­
mine model parameters 1, m, and a for specified 
values of kj• uo, ko, uc• and kc• 

It is noted that models in region 1 are con­
sidered valid for only 1 > m. For 1 < m, the 
q - k and q - u relations will not have a maximum 
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point; q'(k)k<O for all k and q'(ulu>O 
for all u. For example, for 1 m = O, Equation 
28 will be a straight line having an intercept a 
with the flow axis, and Equation 29 will be an in­
creasing function; q approaches a as u approaches 
infinity. The characteristics of these models near 
capacity are considered here undesirable for repre­
senting the congested-flow regime. Moreover, these 
models are certainly not meaningful for the single­
regime representation. 

Be tween-Reg i on Pr o perties 

The congested-flow models of regions l, 2, and 3 
exhibit similar properties to those of the non­
congested-flow models described in the previous sec­
tion. Specifically, as 1 + l, models in region 2 
are a limiting case of both models in region 1 and 
models in region 3. As a result, there is also a 
continuity of model characteristics and for specific 
values of kj, ko, and u0 , models in the three 
regions exhibit a particular pa ttern. 

The limiting-case property of only models in re­
g ions 1 and 2 (both regions have no intercept with 
the speed axis, Uf + .. ) will now be proved. 
This will perhaps complement the presentation in the 
previous section where the limiting-case property of 
regions 3 and 4 (one region with finite kj and the 
other with k~ + .. ) was proved. 

Substi t uting fo r c irito Equation 27 (region 1) 
gives the following: 

u•-m =a(( I -m)/(1- 2)) (k2- 1 -kt ') (33) 

Since the limit of the product is the product of 
the limits, the limit of Equation 33 is equal to the 
limit of a multiplied by the limit of the re­
mainder , as 1 + l. The limit of a, Equation 30, is 

equal to u~-m and the limit of the remaining part can 

be obtained by applying L'Hospital's rule, given 
previously in Equation 19. 

Let 

f(2) = (1 - m)(k2-1 - ki2-1) 

g(2) = 1 - Q 

Applying Equation 19 gives the following: 

(34) 

(35) 

lim [f '(Q)/g '(2)] = (! - m) In (k;/k) (36) 
2~ 1 

Thus, as 1 + l, Equation 30 becomes the following: 

u1-m = u0
1- m (1 -m)ln(k;/k) 

which is the same as Equation 23 of region 2; note 
1-m 

that a = u
0 

from Equation 24. 

It follows from this limiting-case property that 
the characteristics of models in regions l and 3, 
a a nd (ko/ kj ), should approa ch those of region 
2 a s 1 + 1. The con tinui t y of the (ko/kjl 
rat io is illus t r a ted in Figur e 2 . It is noted that 
region 3 exhibits a wide range of this ratio, while 
regions 1 and 2 show a narrow range with a maximum 
value of (ko/kjl = 0.37, which corresponds to 
Greenberg's model (.!£) . 

The congested-flow models of regions l, 2, and 3 
may be convex, concave, or mixed. These character­
istics were described previously for region 3. 
Models in reg ions l and 2 are entirely concave as 
illustrated in Figure 2. Thus, 

u"(k)k > 0 (37) 
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for 1 < 1 and m > O. 
Finally, for -specific 

ter ia k j , uo , and ko , 
following relation holds: 

values for the basic er i­
it can be shown that the 

(38) 

for the entire range of the traffic density, except 
at k = ko and k = k j , where the val ues of u 
coincide. Both u( 3) a nd u(l) appr oach u(2J as 
1 + l , as proved previously. 

An illustration of this property is shown in Fig­
ure 4 for the specific criteria k · = 200 vpm, 
u0 = 25 mph, and ko = 60 vpm. The ~ashed curve 
represents the (only) model from region 2 that sat­
isfies these criteria. The model from region l rep­
resents an upper bound of models from that region. 
On the other hand, the model from region 3 is a spe­
cific selection and other models below the solid 
curve do exist. Thus, the range above the dashed 
curve corresponds to models from region 1 and the 
range below it corresponds to models from region 3. 
Selecting a model from the range of models shown in 
Figure 4 can be accomplished by means of the auxil­
iary criteria. The selection procedure for the non­
congested-flow and congested-flow regimes is de­
scribed in the following section. 

MODEL SELECTION 

The continuity property of the non-congested-flow 
and congested-flow models described in the previous 
sections represents the basis for the selection pro­
cedure presented in this section. The procedure is 
described first for the non-congested-flow regime 
and then for the congested-flow regime. 

Non-Conge s t ed-Flow Reg i me 

As mentioned previously, the non-congested-flow re­
gime can be represented by a model from regions 3, 
4, or 5. For specified traffic-flow er iter ia uf, 
uo, ko, Unr and kn, it is necessary to de­
termine fir st the region that contains the model 
satisfying these criteria and then to determine that 
model. It is important to note that since models in 
the three reg ions exhibit the continuity property, 
these models do not intersect, and therefore there 
is only one specific model that satisfies the above 
five er iter ia. The relations between the traffic­
flow criteria and model parameters for regions 3, 4, 
and 5 will now be obtained. 

For region S, the formula that considers the 
auxiliary criterion (Equation 15) can be written as 
follows: 

Unl - m = ur' - m + c (Jlnko )2- I (39) 

where II n is a standardized variable given by the 
following: 

lln = kn/ko ( 40) 

Substituting for c from Equation 
from Equation 13) and dividing both 

1-m 
tion 39 by uf gives the following: 

From Equation 14, we have 

2= [m (uo/ur)1-m -l]/ ((uo/ur)1-m -1] 

10 (and for a 
sides of Equa-

(4i) 

(42) 

Equations 41 and 42 relate model 
and m to the traffic-flow criteria 

parameters 1 

Uf' U0' Un' 
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figure 4. Continuity of congested-flow models. U + m 
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and Bn (which incorporates kn and 
region 3, identical formulas to the above 
tained from Equations 6, 7, and 8. 

For region 4, the relations between 
traffic-flow criteria can be obtained, 
Equations 2, 3, and 4, as follows: 

In (u 0 /ur) = (!/(!- £)] /l/- 1 

Q =I - [I/In (uo/ur)] 

20 40 

kol. 
can be 

R, and 
based 

60 

For 
ob-

the 
on 

(43) 

(44) 

The above formulas are shown in Figure 5 for 
Bn • 0.5 and for various ranges of the other 
traffic-flow criteria (the value Bn = 0.5 indi­
cates that the auxiliary criterion Un• kn lies 
at a point where kn is half the optimum density 
kol· The thick solid curve in Figure 5 corre­
sponds to region 4. This curve corresponds to Equa­
tions 43 and 44 (or equivalently to the limits of 
Equations 41 and 42 as m + 1). The area above 
that curve corresponds to region 5 and the one below 
it corresponds to req ion 3. Models below the curve 
m • 0 (region 3) correspond to negative values of m 
and are considered undesirable; a negative m has the 
effect of shifting the speed term in Equation l from 
the numerator to the denominator. Figure 5 also 
shows the curvature properties of models. 

Now, the selection procedure is as follows: 

1. Determine from the data the criteria Ufr 
uo, ko, un, and kn where kn is to be 
chosen as 0.5 ko. 

2. Follow the sample arrows shown in Figure 5 
and determine the intersection point. Read the cor­
responding values of t and m. If the intersection 
point lies above the thick solid curve, the model 
satisfying the specified criteria lies in region 5. 
Estimate the value of a from Equation 13 and ob­
tain the traffic-flow relations corresponding to 
this model from Equations 9 through 12. 

3. If the intersection point lies below the 
thick solid curve, the model we are after is located 
in region 3. Obtain the traffic-flow relations cor­
responding to the model from Equation 5 (the q-u and 
q-k relations can be easily obtained from this 
equation) • 

4. If the intersection point lies on the thick 
solid curve, the model lies in region 4. Estimate 
the value of a from Equation 3 and obtain the 
traffic-flow relations corresponding to this model 
from Equation 2. 

In order to help the user determine the values of 
R, and m accurately, the numerical values on which 
the nomograph of Figure 5 is based are provided in 

31 
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Table 1. 'l'able 1 will be particularly useful for 
the upper portion of the nomograph where R. becomes 
very close to m and the difference cannot be easily 
detected from Figure 5. 

It is important to note that, based on the ex­
hibited pattern of the non-congested-flow regime 
data, some adjustments of the traffic-flow criteria 
may be deemed necessary in order to select the model 
that is compatible with such a pattern. For ex­
ample, if the data exhibit a convex shape, the 
traffic-flow criteria may be properly adjusted so 
that the intersection point in Figure 5 lies in the 
area delineated in the upper portion of this fig­
ure. This adjustment will ensure an even better fit 
to the data between the traffic-flow criteria. 

Congested-Flow Regime 

The objective here is to select one of the three 
regions--1, 2, or 3--and the model within the se­
lected region that satisfies the specifit!d er iter ia 
kj, uo, ko, uc, and kc· Because of the 
continuity property of the congested -flow models, 
there is only one specific model that satisfies 
these criteria. Let us first estimate model parame­
ters tor regions 1 and 2 and then outline the pro­
cedure of model selection. 

Similar to the procedure adopted for region 5 of 
the non-congested-flow regime, the formulas relating 
model parameters to the traffic-flow criteria in 
region 1 can be obtained, based on Equations 30, 31, 
and 32, as follows: 

(ucfuo)l-m = [(£ - m)/(l - £)] [(/lcko/kjl - 1 
- l] 

m = (I - £ (k 0 /kj)2
-

1
] / [I - (k 0 /kj)2- 1 J 

(45) 

(46) 

where Be is a standardized variable given by the 
following: 

(47) 

For region 3, identical formulas to the above can 
be obtained from Equations 6, 7, and 26. 

For region 2, the corresponding relations, based 
on Equations 23, 24, and 25, are given: 

(48) 

m = I + (l/ln (k0 /kj)] (49) 

The above formulas are shown in Figure 6 for 
Be = 1.5 and 2.0. The thick solid curve corre­
sponds to region 2. The area above that curve cor­
responds to region 1 and the one below it corre-



32 

sponds to region 3. 
models are also shown 

Now, the selection 

1. Determine from 

The curvature properties 
in Figure 6. 
procedure is as follows: 

the the 
uo, ko, and kc, where 
either l.Sko or 2ko. 

data 
kc is to 

criteria 
be chosen 

of 

2. Follow the sample arrows shown in Figure 6 
and determine the intersection point. Read the cor­
responding values of .Q. and m. If the intersection 
point lies above the thick solid curve for the cor­
responding Be• the model lies in region l. Es-

Figure 5. Nomograph for non-congested-flow regime (regions 3, 4, and 5). 
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timate the value of a f r om Equation 30 and obtain 
the traffic-flow relations corresponding to this 
model from Equations 27 through 29. 

3. If the intersection point lies below the 
thick solid curve, the model lies in region 3 and 
the car responding traffic-flow er i ter ia can be ob­
tained from Equation 5. 

4, If the intersection point lies on the thick 
solid curve, the model lies in region 2. Estimate 
the value of a from Equation 24 and obtain the 
corresponding traffic-flow relations from Equation 
23. 
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Table 1. Model parameters for non-congested-flow regime (regions 3, 4, and 5). 

(u0/uf) Q m (un/ur) (uo/uf) Q m (un/Uf) 

0.3 1.429 0.000 0.480 0.6 2.500 0.000 0.859 
1.494 0.200 0.485 2.585 0.200 0.862 
1.566 0.400 0.491 2.673 0.400 0.866 
1.647 0.600 0.497 2.764 0.600 0.870 
I. 735 0.800 0.502 2.859 0.800 0.873 
1.831 1.000 0.508 2.958 1.000 0.877 
2.429 2.000 0.536 3.500 2.000 0.895 
3.198 3.000 0.559 4.125 3.000 0.911 
4.083 4.000 0.575 4.827 4.000 0.927 
5.033 5.000 0.586 5.596 5.000 0.941 
6.012 6.000 0.592 6.422 6.000 0.953 
7.004 7.000 0.596 7.294 7.000 0.962 
8.002 8.000 0.598 8.202 8.000 0.970 
9.001 9.000 0.599 9.137 9.000 0.977 

0.4 1.667 0.000 0.662 0.7 3.333 0.000 0.940 
1.740 0.200 0.628 3.423 0.200 0.942 
1.819 0.400 0.633 3.514 0.400 0.944 
1.904 0.600 0.639 3.608 0.600 0.946 
1.994 0.800 0.645 3.705 0.800 0.948 
2.091 1.000 0.650 3.804 1.000 0.950 
2.667 2.000 0.679 4.333 2.000 0.959 
3.381 3.000 0.706 4.922 3.000 0.967 
4.205 4.000 0.729 5.566 4.000 0.974 
5.105 5.000 0.747 6.264 5.000 0.980 
6.052 6.000 0.761 7.010 6.000 0.985 
7.025 7.000 0.772 7.800 7.000 0.989 
8.011 8.000 0.779 8.628 8.000 0.992 
9.005 9.000 0.785 9.489 9.000 0.994 

0.5 2.000 0.000 0.750 0.75 4.00 0.000 0.969 
2.079 0.200 0.755 4.091 0.200 0.970 
2.163 0.300 0.760 4.185 0.400 0.971 
2.252 0.600 0.765 4.280 0.600 0.972 
2.345 0.800 0.770 4.377 0.800 0.973 
2.443 1.000 0.775 4.476 1.000 0.974 
3.000 2.000 0.800 5.000 2.000 0.980 
3.667 3.000 0.824 5.571 3.000 0.984 
4.429 4.000 0.846 6.189 4.000 0.988 
5.267 5.000 0.866 6.851 5.000 0.991 
6.161 6.000 0.883 7.556 6.000 0.993 
7.095 7.000 0.897 8.299 7.000 0.995 
8.055 8.000 0.909 9.078 8.000 0.997 
9.031 9.000 0.918 9.890 9.000 0.998 

!t shoulu be noted that if the intersection point 
lies above the curve m = 0 (models not desirable), 
the traffic-flow criteria should be adjusted so that 
the intersection point lies on or below that curve. 

APPLICATION 

The selection procedure described in the previous 
section was applied to traffic-flow data that have 
been collected on the Eisenhower Freeway at Harlem. 
The speed-density and flow-density data are shown in 
Figure 7 (top and bottom, respectively). The data 
exhibit some discontinuity, which can be seen more 
clearly from the flow-density graph. An excellent 
discussion of the possible reasons for the existence 
of discontinuity in some traffic-flow data is given 
by Gazis, Herman, and Rothery (l_) • 

The traffic-flow er i ter ia can now be established 
for both non-congested-flow and congested-flow re­
gimes. For the non-congested-flow regime, the cri­
teria include uf, uo, ko, Un, and kn· 
Those for the congested-flow regime include kj, 
u0 , ko, uc, and kc. Because of the discon­
tinuity, however, the optimum density uo need not 
be the same for both regimes. These criteria can be 
established from the data in such a way that the 
model corresponding to the respective er i ter ia for 
each regime provides a good visual fit to the data 
of the particular regime. The specified criteria 
are given in the table below and are indicated by 
circles in Figure 7 (NA= not applicable): 
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Re2ime 
Criterion Non-Congested Flow Con<;iested Flow 

Uf (mph) 50 NA 
Un (mph) 48 

kn (vpm) 25 
uo (mph) 31 35 
ko (vpm) 50 50 
kj (vpm) 200 
Uc (mph) 12 
kc (vpm) 100 

It is useful at this point to comment on estab­
lishing the traffic-flow criteria. As noted in the 
table above and Figure 7, the optimum speed is 35 
mph for the non-congested-flow regime and 31 mph for 
the congested-flow regime. These values were deter­
mined by establishing first the maximum flow values 
in Figure 7 (bottom) corresponding to ko = 50 vpm, 
which was arbitrarily chosen. Then these values 
were used to determine the optimum speed. The aux­
iliary criteria were chosen at the mid-range of the 
non-congested-flow regime <an = 0.5) and at a 
point twice the optimum density for the congested­
flow regime <ac = 2.0). Establishing the re­
maining criteria uf and kj will generally re­
quire a knowledge of the char acter istics of the 
highway facility. In particular, data points near 
the jam density are not usually obtainable and one 
would rely on previous data on the respective free­
way or other similar freeways. As a general guide­
line, the jam density ranges from 180 to 250 vpm, 
which correspond to low-design and high-design fa­
cilities, respectively. Since the Eisenhower Free­
way is an old-design facility of the 1950s, the jam 
density was arbitrarily chosen as 200 vpm. Now we 
will determine the non-congested-flow and con­
gested-flow models that satisfy the specified traf­
fic-flow criteria by following the procedure de­
scribed in the previous section. 

For the non-congested-flow regime, we 
Figure 5 and draw lines corresponding to 
f ied er i ter ia shown in the table above. 

first use 
the speci­
Since the 

intersection point lies above the thick solid curve, 
the model we are seeking lies in region 5, The val­
ues of model parameters can be read from the nomo­
graph as t = 4.3 and m = 2.0. Since the model 
lies in the upper-delineated portion of Figure 5, 
the result will be that the speed-density relation 
is convex in the en tire non-congested-flow regime. 
Because the speed-density data also appear to ex­
hibit a convex shape, the model will provide a good 
fit to the data between the traffic-flow criteria. 
In cases where the convexity and concavity charac­
teristics are not the same for the data and the 
determined model, one may adjust the traffic-flow 
criteria to achieve this similarity. This adjust­
ment can be made with the aid of the curvature prop­
erties shown in Figure 5. 

With the above values of t and m and the speci­
fied criteria, the value of ex can be calculated 
from Equation 13. Thus, the three parameters in the 
traffic-flow relations of the non-congested-flow 
regime are known. The speed-density relation (Equa­
tion 9), for example, becomes the following: 

u = 1/(0.02 + 2.15 x 10-8 k 3•3 ) 0.;; k" 50 (50) 

The speed-density relation of Equation 50 is 
shown in Figure 7 (top) and is convex, as expected. 
The flow-density relation is also shown in Figure 7 
(bottom). As seen, the selected model provides an 
excellent fit to the data, which is largely achieved 
by the proper selection of the traffic-flow criteria. 

For the congested-flow regime, the inter section 
point corresponding to the specified criteria was 
determined as shown in Figure 6. As seen, this 



point lies above the thick curve corresponding to 
Be = 2,0. Therefore, the model we are seeking 
is located in region 1 and the speed-density rela­
tion will be concave in the entire congested-flow 
regime. The values of model parameters can be read 
from Figure 6 as t = 0.5 and m = 0, 

With the above values of t and m and the traf­
fic-flow criteria, the value of " can be calcu­
lated from Equation 30. The three parameters for 
the congested-flow regime are now known and so are 
the traffic-flow relations. The speed-density rela-

Figure 6. Nomograph for congested-flow regime (regions 1, 2, and 3). 
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tion (Equation 27), for example, becomes the fol­
lowing: 

50" k" 200 (51) 

The speed-density relation of Equation 51 is 
shown in Figure 7 (top). The flow-density relation 
is also shown in Figure 7 (bottom). Again, the 
selected model provides excellent fit to the data. 

CONCLUDING REMARKS 

This paper has presented a theoretical procedure for 
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Figure 7. Speed-density and flow-density data and selected 
models. 
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selecting two-regime traffic-flow models and has 
demonstrated its use by applying it to actual data. 
The procedure is based principally on the between­
region properties, including the continuity of 
models and the convexity and concavity character­
istics. These properties have allowed a systematic 
procedure for selecting the region and the model 
within the region that satisfies the specified 
traffic-flow criteria and further maintains a good 
fit to the data in the intermediate ranges of flow. 
A few observations concerning the selection pro­
cedure and some of its practical applications are 
worthy of note: 

1. The two-regime representation will generally 
provide a better fit to the traffic-flow data than 
the single-regime representation, especially if 
there is a wide range of flow disturbance (discon­
tinuity) near capacity. This is mainly due to the 
fact that two-regime models account for the vari­
ability of the data in the intermediate ranges of 
operations, by means of the auxiliary criteria, 
while single-regime models consider only the basic 
criteria. This superiority of the two-regime over 
the single-regime representation has also been 
demonstrated by using the regression-analysis pro­
cedure (13). It is therefore desirable that the 
two-regim-;- representation be employed in practice 
whenever possible. In this regard, it is important 
to point out that the two-regime representation can 
be used whether there is discontinuity or not in the 
traffic-flow data. 

2. As illustrated in the application described 
in this paper, the proposed procedure provides a 
level of data fit that appears to be reasonable for 
most practical applications. In situations in which 
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a particularly high degree of accuracy is deemed 
necessary, the regression-analysis procedure (il may 
be used. In this case, however, the procedure pre­
sented can be first used to determine the specific 
region of Figure 1 (or perhaps a portion of it) that 
will most likely contain the best-fit model. The 
regression-analysis procedure can then be used to 
search for that model within the identified region 
rather than within all three regions of each re­
gime. This will obviously reduce the computer time 
and the data-analysis effort required for the appli­
cation of this computer-based procedure. 

3. The procedure presented requires that the 
traffic-flow er iter ia be specified as single val­
ues. With a modest effort, however, the procedure 
can be extended to deal with ranges of the traffic­
flow criteria, in which case the procedure would 
provide a feasible region (rather than specific 
values) of model parameters. Previous work on 
single-regime models and the special case of two­
regime models (6, 7) consider, in addition to single 
values, ranges of-the traffic-flow criteria, Simi­
lar logic to the one used in these references may be 
used here to determine the feasible region of model 
parameters. 

4. The general family of models located in re­
gion 5 exhibits certain features that would be of 
practical use. For large values of m, the speed­
flow relation of this region is almost flat for a 
portion of the low-density end of the curve and then 
decreases rapidly as density increases. These char­
acteristics have been observed on highways with a 
rigidly enforced speed limit that is lower than the 
average highway speed (14). The flattening of the 
curve occurs since normal average speed cannot be 
attained due to the speed limit; at some point, as 
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density increases, the speed limit would no longer 
govern. Thus, models in region 5 are particularly 
useful for representing such situations. 

S. Another practical phenomenon that can be ac­
counted for by the non-congested-flow models pre­
sented is that traffic-flow relations on highways 
with the same average highway speed exhibit dif­
ferent shapes in the range between the free flow and 
capacity as a result of a different number of lanes 
(14). For such highways, the traffic-flow criteria 
Uf• uo, and ko are generally the same; only 
the shape of the traffic-flow relations in the in­
termediate operation differs. Specifically, the 
Highway Capacity Manual shows that the speed-flow 
curve of an eight-lane highway is higher than that 
of a six-lane highway, which is higher than that of 
a four-lane highway. The proposed procedure can 
capture this variability in the traffic-flow rela­
tions by modifying the auxiliary criteria while re­
taining the basic criteria fixed. 

6. The procedure of selecting two-regime models 
presented in this paper and the one reported previ­
ously for estimating single-regime models (6,7) sig­
nificantly reduce the need for using comput-;r- facil­
ities in estimating traffic-flow relations. As 
such, the procedure may be useful in such transpor­
tation areas as hiqhway capacity and level of ser­
vice, freeway operations, transportation planning, 
and environmental studies. 
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In Situ Study Determining Lane-Maneuvering Distance for 

Three- and Four-Lane Freeways for Various 
Traffic-Volume Conditions 

ROGER W. McNEES 

The objective of this research was to determine on the basis of driver per­
formance the distance it takes a driver to maneuver across several lanes in 
light, medium, and heavy traffic. The distance was expected to vary with a 
number of situational variables, several of which were investiga·<ed iil this 
research. To obtain actual freeway distances associated with components of 
the model, an instrumented vehicle study was performed. Twenty drivers 
from Houston, Texas, drove sections of two freeways near downtown 
Houston. Interstate 45 was used for the lane-maneuvering study. All 
drivers were required to drive a three- and a four-lane section of the freeway 
and maneu·1er from the extreme left lane to the extreme right lane in light, 
medium, and heavy traffic. To determine an estimate of maneuvering dis­
tance, each driver was required (by instructions) to perform in succession 
three lane-change maneuvers on both the three- and the four-lane sections 
in each of the three traffic volumes. The distances were determined in­
directly by recording the time required for a particular test and the speed 
of the test vehicle during each particular test. The major contribution of 
this research was a set of empirically determined maneuvering distances 
based on actual driving performance on a three- and a four-lane freeway 
under various traffic-volume conditions. Rather than a single value, the 
research findings offer several distances appropriate under various assump­
tions regarding the number of lanes, traffic volumes and speed, visibility, 
driver familiarity, and the percentage of drivers to be accommodated by 
the distance. The results indicate that traffic volumes and the number 
of lanes have a significant effect on maneuvering distance. Another finding 
was that when a driver is traveling at low speed in heavy traffic, the dis­
tance required to maneuver is significantly less than that when the speed 
of the vehicle is higher. 

One portion of a much larger project funded by the 
Federal Highway Administration (FllWA) entitled "Hu­
man Factors Requirements for Real-Time Motorist In­
formation Displays" is presented. The objective of 
this research was to determine and evaluate current 
standards on the placement of the advanced-warning 
(exit) signs based on actual performance data re­
lating to sign reading, lane maneuvering, and decel­
eration distances. 

Due to the length of the research effort, only 
the lane-maneuvering portion of this study will be 
presented here. Although the intent is no~ to 
slight the sign-reading or deceleration portions, 
the lane-maneuvering portion has a greater impact on 
sign placement and many more applications in other 
areas unrelated to sign placement than do the other 
portions of this study. 

RESEARCH OBJECTIVES 

The objective of this research was to develop ini­
tial placement locations of advanced-warning (exit) 
signs relating to diversions from a freeway or tran­
sition from one freeway to another freeway as incur­
red during route guidance. These placement loca­
tions were derived from actual driving performance 
and are appropriate under various assumptions 
regarding the number of lanes, traffic volumes, vis­
ibility, driver familiarity, and percentage of driv­
ers to be accommodated by the distance. 

The locations developed in this research consid­
ered factors such as the distance required to make 
several lane changes, the distance required for the 
driver to read the sign and start the initial lane 
change, and the distance required to decelerate the 
vehicle to the exit-ramp speed so it would not im­
pede traffic along the freeway. 

The specific objectives of this research included 
the following: 

1. To obtain human performance criteria related 
to distances required for sign reading, lane maneu­
vering, and decision: 

2. To develop a model that will allow computation 
of the longitudinal distance from the gore point to 
the sign location based on a set of measured dis­
tances: and 

3. To determine recommended sign-placement dis­
tances for exit direction signs upstream of the gore 
point based on the number of lanes on the freeway, 
ambient light conditions, and traffic volumes on the 
freeway. 

LITERATURE REVIEW 

The basic principles and standards that govern the 
design and use of all traffic control devices are 
set forth in the Manual on Uniform Traffic Control 
Devices for Streets and Highways (MUTCD) <.!.>. The 
objective of th is research was to determine 
sign-placement criteria. Therefore, it is directly 
relevant to the MUTCD. Traffic control devices in­
clude all signs, signals, markings, and devices 
placed on or adjacent to a public roadway by an 
agency or official that has jurisdiction to regu­
late, warn, or guide traffic. The principles and 
standards set forth in the manual apply on a nation­
al level, and each state develops its own manual, 
which must be in compliance with the national stan­
dards. 

There are five basic considerations employed to 
ensure compliance with these standards--design, 
placement, operation, maintenance, and uniformity. 
Current standards for sign placement are directly 
relevant to the present research. The MUTCD states 
(!., p. lA-2): 

Placement of the device should assure that it is 
within the cone of vision of the viewer so that 
it will command attention: that ii: is positioned 
with respect to the point, object, or situation 
to which it applies to aid in conveying the prop­
er meaning: and that its location, combined with 
suitable legibility, is such that a driver tra­
veling at normal speed has adequate time to make 
proper response. 

Basically, there are three types of signs used in 
any exiting maneuver. These signs are the ad­
vance-guide sign, interchange-sequence signs, and 
the exit-direction sign. This research is directly 
related to the placement location of the exi t-direc­
tion sign. The advance-guide sign is the sign that 
warns the driver well in advance of the upcoming 
exit. The interchange-sequence signs are the series 
of signs that warn the driver of the remaining dis­
tance prior to the exit. The exit-direction sign is 
the last sign prior to the exit at which the motor­
ist will be able to make the appropriate lane 
changes and decelerate to a safe exit speed. The 
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gore sign is not considered in this research due to 
its placement position. 

The present research was conducted to determine 
the actual distance required by drivers to per form 
several lane changes as a part of their exit maneu­
ver. 

The distance at which an exit sign should be 
placed is dependent on the distance required by a 
driver to maneuver across a freeway and enter the 
exit lane. One approach to the evaluation of 
sign-placement distances reported in the literature 
(~,l) has been determining whether drivers have suf­
ficient distance to maneuver into the exit lane for 
existing sign-placement locations. To evaluate 
whether a particular sign location provides suffi­
cient distance, several techniques have been used. 
One of these techniques was to determine whether the 
location affects the driver's behavior while he or 
she is preparing to exit the freeway. The driver • s 
behavior in this respect relates to activities such 
as steering reversals, brake application and rever­
sals, lane positioning, and passing. The second 
technique for evaluating the location is by analytic 
methods of estimating distances associated with task 
times presumably required to perform part of the 
task. The third technique is to evaluate the sign 
location by determining, in vehicles, the actual 
distance required by drivers to change lanes and 
exit a freeway. 

Although these three techniques appear to be sim­
ilar, each method provides a different approach to 
determine placement distance. The first technique 
investigates driver-related factors and the effect 
sign placement has on them. These factors may be 
studied either in a laboratory (simulator) study or 
in a field (instrumented-vehicle) study. This meth­
od evaluates existing placement locations by deter­
mining what effect a particular location has on the 
driver's behavior. Those placement locations that 
have no effect on the driver are assumed to provide 
sufficient distance to exit the freeway. The second 
and third techniques determine placement locations 
based on distances required to exit the freeway. 
The only difference between these two techniques is 
the manner in which the distances are calculated. 
Jn the second technique, distance is determined by 
using an analytic approach in the form of a task 
analysis. This technique does not involve actual 
driving to determine the distance. The third tech­
nique uses an instrumented vehicle in actual freeway 
traffic to determine the distance required to exit 
the freeway. Several studies employing these tech­
niques will be reviewed. 

A study using the first technique to evaiuate the 
distance from an exit that the advanced-information 
sign should be placed was conducted by Mace, Hostet­
ter and Seguin (2). To determine the effect on the 
driver's behavior, three methods of analyses were 
used. The first method was to use a conceptual mod­
el to determine the nature of the inter face linking 
the individual driver to other components of the 
traffic system. The components relating to informa­
tion lead distance were first studied by using a 
driving simulator, which was the second method em­
ployed. Lead distances were approximated by varying 
the location of the sign on a filmstrip, which was 
run at a speed corresponding to the speed of the 
vehicle. In addition to providing information on 
the effects of lead distance, these simulation stud­
ies were used to provide inputs to determine the 
amount of task loading required of the driver during 
the in situ phase. 

To provide a more direct test of the hypothesis 
concerning lead distance, a third method was applied 
in situ by using an instrumented vehicle under actu­
al traffic conditions. Variables associated with 
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the driver, the signs, and the environment in which 
the signs exist were investigated. Directional in­
formation signs were not used: Rather, commands 
when to exit and the direction of the exit were dis­
played on a screen mounted on the dashboard of the 
vehicle. The 18 subjects were given the command to 
exit coinciding to lead distances of 0.25-mile, 
0.50-mile, and 1-mile intervals. 

In the instrumented-vehicle study, the following 
variables were recorded: (al speed, (bl steering 
reversals, (c) brake applications, (d) turn signal 
use, (e) lane position, (f) passing, and (g) signi­
ficant unpredictable occurrences. The variables re­
corded associated with the traffic and the environ­
ment were (a) experimental vehicle in the right 
lane, in the center lane, and in the left lane; (b) 
passing vehicle, (cl vehicle passed, (d) display ac­
tivation, and (el unpredictable events. To record 
these variables, an Ester line-Augus chart recorder 
with two discrete and three analog channels was used. 

The test site was a section of Interstate 495, 
the Washington Beltway, between Exits 2 7 (College 
Park, Maryland) and 37 (Indian Head Highway). This 
test was performed during heavy traffic volumes. 

The general conclusions derived from the study 
indicated that the effects of the information lead 
distances on driving behavior were negligible, ex­
cept for the 0.25-mile lead distance. The 0,25-mile 
lead distance frequently resulted in late entries 
into the extreme right lane. It was also concluded 
that if a number of performance variables are 
considered, the 0.25-mile information lead distance 
is less desirable than the 0.50-mile information 
lead distance. 

The 0.25-mile lead distance would result in 
either mainstream turbulences or missing an exit un­
der moderate to heavy traffic conditions. One driv­
er error, reduction of speed in the mainstream, was 
prevalent for all lead distances. This study provi­
ded a method of evaluating specific distances at 
which exit signs may be located. In general, the 
study indicated that the 0.25-mile lead distance is 
inadequate in providing drivers sufficient distance 
to exit the freeway and that both the 0,50-mile and 
the 1-mile lead distances had negligible effects on 
driver behavior. 

Levin (3) used the third technique, directed at 
determining the accuracy of sign placements based on 
lane changing in traffic. Levin evaluated signs 
placed at the gore 0. 25 mile in advance, 0. 50 mile 
in advance, and 0.75 mile in advance for service 
levels B and c. Level-of-service B is associated 
with a speed of between 55 and 60 mph and a freeway 
volume of 2800-3200 vehicles/h. 

Levin used two methods to determine the 
lane-changing distance. His first method was a 
mathematical model describing the lane-changing pro­
cess from one lane to the .next adjacent lane to 
either the left or right. His mathematical model 
used a gap-acceptance and/or gap-rejection concept. 
This model allows computation of the required dis­
tance to complete the maneuver if the probabilities 
of occurrences associated with each of the three 
forms of the process, the traffic volume, and the 
speed of the vehicle are given. 

Levin attempted to validate his model by using 
one subject driving a test vehicle on a freeway in 
Houston, Texas. He made 1000 lane changes from one 
lane to an adjacent lane in service-level-a and ser­
vice-level-C traffic conditions. He was interested 
in determining the distance required for the lane 
change in each of those traffic conditions. Dis­
tance was determined by using magnets on the brake 
drum and the chassis of the test vehicle. By using 
a constant tire pressure and knowing the revolutions 
per minute at a set speed, distance can be deter­
mined. 
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The results obtained from Levin •s model indicate 
that in most situations, drivers can perform their 
lane change for an exit with a O .SO-mile or greater 
advanced warning. This model, however, assumes only 
one lane change to perform the exiting maneuver. In 
situations where drivers must perform several lane 
changes, the effectiveness of the sign at the 
O.SO-mile location and the 0.7S-mile location may be 
reduced to an unacceptable level. Levin determined 
that for four-lane freeways (two lanes in each di­
rection) the effectiveness of the 0.2S-mile sign was 
low and that the effectiveness of the 1- and 2-mile 
signs was high in level-B and level-C traffic 
volumes. 

One question raised by Levin was concerned with 
the necessity of having both a 1-mile and a 2-mile 
sign. It may be possible to have a 1-mile sign 
alone or the sign could be moved closer to the qore 
point since the effectiveness of the 0. SO- and the 
0.7S-mile signs was the same. 

Other significant results from Levin's research 
were as follows: 

1. The behavior of the lane-changing vehicle 
within the accepted gap in delayed lane changes may 
satisfactorily be described by a model based on the 
concepts of the car-following model. 

2. The higher the traffic volume on the freeway, 
the higher the sensitivity of the model to changes 
in lane mean speeds. 

3. The delay and distance involved in the 
lane-changing process depend on traffic volume and 
increase as volume increases. 

4. As the driver's critical gap increases, the 
delay and distance experienced with the lane-chang­
ing process also increase. 

The results obtained by Levin, even though they 
support Mace's results, were based on an incomplete 
study of the exiting process. Levin used only one 
subject, who drove an instrumented vehicle on a 
Houston freeway. This subject was required to make 
one lane change for each test run. The subject per­
formed SOO test runs in traffic level B and SOO in 
traffic level c. These traffic levels are associa­
ted with speeds that range from 4S to 60 mph and a 
traffic volume between 1800 and 3200 vehicles/h. 
This is equivalent to making one lane change in 
light and in medium traffic conditions in this re­
search effort. Two or three lane changes in heavy 
traffic might well require a significantly greater 
distance than that determined by Levin. 

Eberhard (4), by using the second technique, per­
formed an a-;;-alytic study of sign-placement dis­
tance. In this research effort, Eberhard estab­
lished information lead distances based on esti­
mates, rather than an actual driving test, of the 
times required by drivers with a wide range of capa­
bilities to perform tasks involved in negotiating an 
intersection. The hypothetical situation posed in 
this study involved a driver who was required to 
change one lane from right to left and then turn 
left at the next intersection. 

During the task analysis, two elements emerged as 
the most relevant for the determination of the in­
formation lead distance. These elements were 
changing lanes to prepare for a maneuver and 
changing speed to perform the maneuver. 

Eberhard estimated the lane-changing distance and 
the speed-change distance for the worst-case situa­
tion. This worst-case situation assumed a truck 
merging left; traffic density of 1000 vehicles/h; 
approach speed of 40 mph; an aged driver with long 
perception, decision, and maneuvering times; and 
conditions of poor visibility on a wet surface. His 
results indicate that under the worst possible case 
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the driver requires 24S9 ft from the point at which 
the sign is noticed until changing lanes has been 
accomplished. 

In general, the distance reported by Eberhard 
seems extremely large for a one-lane change. He es­
timated from the results obtained from his question­
naire that it required approximately SO s from the 
time the signal was presented to the driver until 
lanes had been changed. Eberhard estimated that it 
took approximately 18 s for a driver to detect the 
driving situation present and that there would then 
be a wait for a gap before changing lanes. Another 
2S.S s are spent in waiting for the 9ap to occur. 
These worst-case response times appear to be out of 
line in relation to what is required by the 
8Sth-percentile driver. It is very difficult to es­
timate times accurately by analytic methods. More 
realistic estimates should be obtainable by timing 
the drivers' responses in traffic. 

These three studies (~-_!) provide a basis for 
evaluating sign-placement locations: however, the 
authors did not provide an in-depth study of the 
exiting process. In his research, Mace performed 
the exiting in heavy traffic during the day. The 
major er i tic ism of the study was that he did not 
determine the actual distance traveled by the ve­
hicle to determine whether there was a correlation 
between the actual distance traveled and the 
drivers' behavior. He did not study the light or 
medium traffic conditions. 

Levin, on the other hand, studied the light and 
medium traffic during the day but did not study the 
heavy traffic condition. He used only one subject 
to obtain his data. This subject will eventually 
incur a learning effect and distances will become 
progressively shorter as the number of tests in­
creases. The subject was also required to make only 
one lane change. On most freeways, at least two 
lane changes will be required. The results obtained 
by Levin apply to an isolated situation in which the 
driver needs to change one lane. 

Eberhard's task analysis assumed sever al condi­
tions that are not consistent with freeway opera­
tions. This study was not designed to study a free­
way exiting maneuver; however, the tasks required to 
negotiate a turning maneuver at an intersection are 
similar to those tasks required to exit a freeway. 
Eberhard's study estimated distances based on a task 
analysis and not on actual field test data. The 
study was based on a hypothetical situation in which 
a driver must detect guidance information, change 
one lane from the right to the left, and wait for an 
acceptable gap. The distance estimated by Eberhard 
could be shorter than those determined during actual 
driving tests, because the vehicle is traveling at a 
lower initial speed, the driver makes only one lane 
change, and the response times may be much shorter. 

METHOD 

The approach used to conduct this study was an in 
situ instrumented-vehicle study. The maneuvering 
test was a 2x3x20 repeated-measures design. There 
were two levels of the number of lanes on the free­
way (three and four lanes); three levels of traffic 
volumes (light, medium, and heavy); 20 drivers; and 
three replications per driver per condition. This 
design would provide 360 data points from which 
maneuvering distance was determined. 

Maneuvering distance was the major emphasis of 
this research. Maneuvering distance was dependent 
on factors such as the type of vehicle, maximum 
traffic volumes, number of lanes, and differences in 
driving behavior between drivers. All these factors 
were studied in th is project except the type of 
vehicle. 
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To determine distance, the test vehicle recorded 
the speed of the vehicle and the time required for 
each event. It should be noted that it was thought 
that total distance would deviate significantly from 
longitudinal distance (distance along the freeway 
from the gore point to the sign-placement location) 
due to the width of the freeway. However, in pr ac­
t ice the width of the freeway is so small in rela­
tion to the total maneuvering distance that the 
width of the lanes does not make a significant dif­
ference. Therefore, total linear distance was de­
fined as equal to longitudinal distance. The 
sign-placement distance computed from the human per­
formance measurements was then compared with the 
sign-placement distances as set forth in the MUTCD 
(!). 

Subjects 

The subjects for th is research were 20 drivers from 
the Houston area. The drivers were obtained from 
two sources. Eight are employed by the Texas Trans­
portation Institute (TTI) and 12 are employed by the 
Texas State Department of Highways and Public Trans­
portation (TSDHPT) at the Urban Office in Houston. 

The selection criteria in obtaining drivers were 
sex, age, and a valid driver's license. The distri­
bution of these drivers was determined by using na­
tional statistics of the driving population based on 
age and sex (U.S. Statistical Abstract, 1971). The 
driver's sample consisted of 13 males and 7 fe­
males. The males constituted 65 percE:!nt and the 
females constituted 35 percent. Ten drivers, or 50 
percent, were in the 18-34 age group. Based on a 
statistical distribution provided the employers, 
drivers were selected to participate on a completely 
voluntary basis in this research project. It is for 
this reason that the male-female ratio does not co­
incide exactly with the national norm of 55 percent 
males and 4 5 percent females (U.S. Sta tis ti cal Ab­
s tr act, 1971). 

All drivers held current driver's licenses. They 
had an average of 22 years of driving experience. 

Instrumented Vehicle 

The instrumented vehicle was a 1969 Plymouth Fury I 
four-door sedan equipped with a V-8 engine, auto­
matic transmission, power steering, power brakes, 
and air conditioning, The front and rear seats were 
removed and bucket seats were installed to replace 
the front bench seat. The rear compartment was left 
open to accommodate the instrumentation. 

The instrumentation package consisted of a power 
inverter, power supply, master control panel, Rus­
trak four-channel event recorder, and Rustrak analog 
recorder. 

This research required driving a test section 
along one freeway located near downtown Houston, 
Texas. The selection of this location was dictated 
by the requirements of the research. The maneuver­
ing test required the use of a three-lane and a 
four-lane section of freeway, which were monitored 
for traffic volumes and traffic speed. These vol­
umes and speeds were independent variables in this 
study. The Gulf Freeway (I-45 North) has three- and 
four-lane sections that were monitored by the Texas 
Transportation Institute-Freeway Surveillance Center 
(TTI-FSC), 

The Gulf Freeway test strip was a 6. 5-mile sec­
t ion beginning at Park Place Boulevard and continu­
ing inbound to the Pease Street exit. This section 
of freeway had a sufficiently diverse traffic volume 
that 725 vehicles/h or less (light), 726-1225 ve­
hicles/h (medium), and 1226 vehicles/h and more 
(heavyl were observed several times during a 24-h 
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period in one direction on both the three- and the 
four-lane sections. 

Scheduling of Test Drivers 

For scheduling purposes, the drivers from TTI were 
assigned to two groups of four drivers each and 
those from SDHPT were placed into three groups of 
four drivers each. Groups of drivers were assigned 
to volume conditions according to a Latin square de­
sign such that the sequence of runs was not the same 
for all drivers. This method of scheduling drivers 
provided a method of measuring any learning effect 
that might be associated with the sequence of admin­
istration and simultaneously attempted to equalize 
sequence effects across conditions. 

Data-Collection and Reduction Method 

The approach used to acquire the data consisted of 
an in situ instrumented-vehicle study in which dis­
tance was determined indirectly by recording vehicle 
speed and time required to complete each run. ve­
hicle speed was not fixed: however, a maximum speed 
of 55 mph was established for each driver. This 
maximum was established to coincide with the legal 
speed limit and for safety purposes. In a few in­
stances this imposed maximum speed was violated. It 
was also felt that by maintaining a fixed speed, an 
additional loading factor would be placed on the 
driver. All drivers were instructed to drive in 
their usual manner to reduce the negative psycho­
logical effects of being a test driver. 

For the maneuvering study, the independent varia­
bles were traffic volume (light, medium, and heavy) 
and number of lanes (three or four) on the freeway. 
Vehicles per hour on a per-lane bas is was used as 
the criterion for establishment of traffic volume. 
The experimental design required that each driver 
negotiate three lane-change maneuvers for each traf­
fic volume on both the three- and the four-lane sec­
tions of I-45 inbound. 

The pushbutton on the experimenter's master con­
trol panel was used to synchronize both recording 
devices for each run. The button made the recording 
mechanism on the recorder deflect equivalent to an 
instantaneous 4-mph increase in speed and held the 
recording mechanism for channel 1 of the four-chan­
nel event recorder in the on position for as long as 
the button was depressed. 

For an accurate synchronization, the button was 
depressed by the experimenter for a full 5 s. Any 
synchronization period of less than 5 s would be 

'difficult to locate. The synchronization procedure 
was required because the paper speed of the analog 
recorder was slightly faster than the four-channel 
event recorder due to the differential in the power 
supplies. The analog recorder paper drive required 
12 V DC and the four-channel event recorder required 
110 V AC. 

The events recorded on channels 2, 3, and 4 of 
the event recorder were manually input by the ex­
perimenter through the master control panel. In the 
maneuvering test, channel 2 recorded the length of 
time required to make the first lane change, channel 
3 recorded the length of time required to make the 
second lane change, and channel 4 recorded the 
length of time required to make the third lane 
change. 

The Rustrak analog recorder continuously recorded 
the speed of the vehicle while the master control 
switch was in the on position. In situations of 
rapid acceleration or deceleration, the recorder in­
dicated every 4-mph differential in speed. In all 
other situations, 1-mph differentials in speed could 
be determined. 
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The procedure used to reduce the data from these 
two tapes included a.ligning both tapes by using the 
synchronization marks for each run. tn this way, 
time and speed could be re.ad directly from both 
tapes. After the tapes had been aligned, each lane 
change was marked off to isolate total time required 
and speed of the vehicle during the lane change. In 
situations where speed varied during the lane 
change, each variation equi.valent to 1 mph or 
greater was subdivided , and the associated time was 
marked off corresponding to that speed level. 

To determine the distance associated with each 
lane change, the time associa·ted with that lane 
change and the vehicle speed were recorded. The 
procedure allows dista nces to be calculated by using 
the following formula: 

Total distance = vehicle speed (mph) x 1.467 
x time (s), 

where 1.467 is a constant to convert miles per hour 
to feet per second. 

In s ituations where speed fluctuated, the dis­
tances traveled during each speed fluctuation were 
determined and then added together to obtain the 
total distance for that lane change. 

A lane change began· when the drivers signaled 
their intention to change lanes by turning on the 
directional signal and continued until all four 
wheels of the test vehicle were in the adjacent 
lane. To obtain the distance that the driver stayed 
in a lane, it was necessary to isolate the time and 
the speed of the vehicle between each lane change. 
This required a visual inspection of two channels on 
the event recorder tape. The time interval and 
speed of the vehicle between the end of one lane 
change and beginning of the next lane change were 
noted. After the time and the speed had been isola­
ted, the procedure to determine lane-changing dis­
tance was used to determine distance in the lane . 
The response time of the experimenter was 0. 2 ± 
0.1 s in flipping the switches. The distance as­
sociated with this time (0.2 s) was subtracted from 
the driver's distance to eliminate the experi­
menter's response time. After the lane-changing 
distances and distance in each lane had been com­
puted, a sununation of these resulted in the total 
maneuvering distance for each run. 

After an extensive analysis of the heavy-traffic 
maneuvering distance, it was determined that two 
separate subclassifications of heavy traffic would 
be necessary. These two subclassifications are 
heavy high-speed (HS) and heavy low-speed (LS) traf­
fi c. This decision was reached based on the large 
differences in maneuvering distance associated with 
the differences in speed. Speeds were arbitrarily 
classified in terms of those above and those below 
35 mph so that the sample sizes of HS and LS groups 
would be as nearly equal as possible for statistical 
purposes. 

After the distances required for each maneuvering 
run had been computed for all drivers, these dis­
tances were analyzed with regard to traffic volume 
and the number of lanes on the freeway. 

After the distances had been tallied for each 
classification category, they were ranked from the 
shortest distance to the longest distance within 
categories. A cumulative distribution for each type 
was then determined. From th is cumulative dis tr i­
bution the 25th-, 50 th-, 75 th-, 85 th-, 90 th-, 95 th-, 
and lOOth-percentile levels were determined. 

The first analysis of variance was a 2x3x7 
two-way classification repeated-measure design. 
This analysis of variance te.sted the threeand 
four-lane freeway under light, medium, and heavy LS 
traffic volumes for seven drivers. These seven 
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drivers were selected because they had test runs on 
both the three-lane and the four-lane freeways in 
heavy LS traffic. The second analysis of variance 
was a 2x3xl5 two-way classification repeated-measure 
design. This analysis of variance tested the three­
and the four-lane freeways under light, medium, and 
heavy HS traffic volumes for 15 drivers. These 15 
drivers had test runs on both the three- and the 
four-lane freeways in heavy HS traffic. Four dr iv­
ers had at least one test run in both heavy LS and 
heavy HS traffic conditions. These drivers' test 
runs were used in both analyses of variance. 

RESULTS AND DISCUSSION 

The major emphasis of th is study was to determine 
from actual driving tests the distances requ ired for 
a driver to maneuver from the extreme left lane to 
the extreme right lane in light, medium, and heavy 
traffic. Lane changinq in heavy traffic was a 
worst-case maneuver for drivers attempting to exit a 
freeway. It was also expected that there would be a 
significant difference in maneuvering distance as­
sociated with the number of lanes a driver must 
maneuver across. Tests were performed on a 
three-lane and a four-lane section of freeway, but 
results could be generalized to freeways with more 
lanes or fewer lanes. 

The manner in which the maneuvering test was con­
ducted creates a situation in which each driver may 
incur a learning effect. The maneuvering test re­
qu ired that each driver perform a number of maneu­
vers for each condit ion being investiga tea. Those 
maneuvers performed first could require a greater 
a is ta nee than those performed last, due to the de iv­
er 's unfamiliarity with the test vehicle. A Spear­
man's rank correlation test was subsequently per­
formed on each driver's test runs to determine 
whether there was any learning effect due to this 
order ing of the drivers. This test indicated there 
was no significant correlation (P12 0. 254, 
P13 0.159, a nd P23 0.167) due to the 
order in which the drivers performed the test . 

After all the distances had been determined, they 
were classified according to the number of lanes and 
traffic volumes investigated. The mean maneuvering 
distances were determined and are reported in Table 
l. Inspect ion of these re.sults indicates that 
maneuvering distance is affected by traffic volumes 
on both the three-lane and the four-lane sections of 
freeway although there is clearly not a linear in­
crease in the maneuvering distance with increasing 
traffic volume. As predicted, medium traffic volume 
required greater distance than did light traffic 
volume. However, on both t)le three-lane and the 
four- lane sections, the drivers reguired as much or 
more maneuvering distance in medium traffic as in 
heavy traffic. 

To determine the cause of this reversal, an anal­
ysis of the time required to maneuver and the speed 
of the vehicle during the ma.neuver was performed. 
It was suspected that those tr ave ling at low speeds 
(20-25 mph) in heavy traffic would take longer to 
perform the lane-change maneuver than would those 
who were able to travel at higher speeds (45 mph) in 
heavy tra ffic . In other words, traffic speed as 
well as volume might be critical in lane-changing 
time and associated distance. 

In order to perform this analysis, an arbitrary 
speed of 35 mph was selected as the cutoff for se­
lecting those maneuvers classified as LS maneuvers, 
so that sample sizes associated with both speeds 
would be as close as possible for statistical pur­
poses. The results of this analysis are given in 
Table 2. The d.ata indicate that those tr ave ling at 
low speeds required more time to perform the maneu-
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ver than did those traveling at high speeds when 
both are traveling in heavy traffic. 

It may be noted that when the HS and LS distances 
are compared, the distances are substantially 
greater for the HS group and the travel times, as 
expected, were substantially less. The drivers at 

Table 1. Mean maneuvering distance during light, medium, and heavy traffic. 

Mean Distance Standard Deviation 
Condition N (ft) (ft) 

Three-Jane 
Light 56 925 270 
Medium 56 1009 308 
Heavy 59 1002 527 

Four-lane 
Light 48 1205 382 
Medium 57 1521 391 
Heavy 63 1375 377 

Note: The difktcnce ln the number of observations for CQ¢h trarne vo l­
umo was due prin.ui.dl:r to unexpected changes Jn lnt fffc volumes 
durfng th" nurncuwrins test . 

Tabla 2. Means of maneuvering time, speed, and distance for three and four 
lanes in light, medium, and heavy LS traffic. 

Condition N 
Mean Time 
(s) 

Low Speed (< 35 mph) 

Three-Jane 
Light 21 13 
Medium 21 14 
Heavy 14 35 

Four-lane 
Light 17 16 
Medium 19 25 
Heavy 13 34 

High Speed (> 35 mph) 

Three-Jane 
Light 41 13 
Medium 41 15 
Heavy 32 17 

Four-lane 
Light 35 17 
Medium 44 24 
Heavy 37 24 

Mean Speed 
(mph) 

47 
47 
19 

45 
43 
26 

50 
48 
47 

47 
44 
43 

Mean Distance 
(ft) 

892 
984 
809 

1043 
1538 
1178 

941 
1024 
1164 

1136 
1529 
1453 

Table 3. Analysis of variance: maneuvering distances associated with LS and 
HS light, medium, and heavy traffic. 

Source df Mean Square F-Statistic 

Low Speed 

Blocks 6 87 238 1.27 
Treatment 

A I 1 224 363 17.768 

B 2 318 017 4.61 b 

AB 2 143 417 2.08 
Residual ~ 68 940 

Total 41 

High Speed 

Blocks 14 92 804 1.32 
Treatment 

A I 2 364 228 33.53c 
B 2 694 666 9.85c 
AB 2 194 674 2.76 

Residual 2Q 70 501 

Total 89 

Note: A= number of lanes; B =volume. 
8 p < 0.01. bp < o.os. c 

p < 0.001. 
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low speeds were apparently able to maneuver across 
lanes in a shorter distance because they accepted 
smaller gaps, whereas the HS drivers took a greater 
distance to maneuver:. This analysis points out that 
the time required to complete the LS maneuver was 
between 2 . 1 and 4.1 (for the three-lane and the 
four-lane condi tions, respectively) times greater 
than the time required in the HS maneuver. Speed, 
on the other hand, was between 2.5 and 1.7 (for the 
three-lane and the four-lane conditions, respec­
tively) times slower durin9 the LS maneuver than 
during the HS maneuver. This difference in time and 
speed resulted in the shorter distance during the LS 
maneuver. 

Two repeated-measure analyses of variance were 
performed to determine whether there was a signifi­
cant difference between the maneuverinq distances 
associated with the LS l i ght, medium , and heavy 
traffic conditions and the HS light, medium, and 
heavy traffic conditions (Table 3). The resul.ts of 
these two analyses of variance substantiated the 
original hypothesis that traffic volume has a sig­
nificant effect on lane-maneuvering distance. As 
was pointed out earlier, maneuvers during LS heavy 
traffic requiJ:e less distance than mane uvers during 
HS heavy traffic. This research has indicated that 
in certain situations speed more than volume affects' 
maneuvering distance. 

It was also originally hypo th es ized that for a 
q iven traffic volume, maneuvering distance would in­
crease as the nurnber of lanes increased. This hy­
pothesis was based on the assumption that the addi­
tion of another lane would necessarily increase the 
distance required to maneuver across all the lanes. 

Analyses of variance performed to determine 
whether the number of lanes affected lane-maneu­
ver ing distance are also presented in Table 3. Both 
of these analyses of variance indicate that the num­
ber of lanes had a significant effect on lane-maneu­
ver ing distance. Al though only the three- and the 
four-lane conditions were investigated, these re­
sults might be generalized to mean that as the num­
ber of lanes increases, the lane-maneuvering dis­
tance increases, and as the nulllber of lanes 
decreases, the maneuvering distance decreases. 

SUMMARY OF CONCLUSIONS 

In this in situ instrumented-vehicle study , a set of 
required distances was dete.rmined to be used to es­
timate advanced sign-placement distances . The fol­
lowing is a brief summary of the findings and con­
clusions of this research: 

1. Maneuvering distances were affected by traffic 
volumes on both the three- and the four-lane free­
ways. As volume increased, maneuvering distance al­
so increased. 

2. After the mean maneuve.ring distance in medium 
traffic and heavy traffic on both the three- and the 
four-lane freeways had been computed, the mean ma­
neuvering distance in medium traffic was larger than 
that in heavy traffic. An analysis of the time re­
quired to complete the maneuver indicated that the 
time required in heavy traffic was significantly 
l onger than that in medium traffic. An analysis of 
the speed of the test veh i cle indicated that during 
maneuvers in which the test vehicle was very slow 
(S- 17 mph), the time required to comvlete the maneu­
ver was very long and the maneuvering distance was 
substantially shorter than the maneuvering distances 
in heavy traffic at higher speeds (40-47 mph). It 
was therefore concluded that recommended distances 
should be based on two types of maneuvering in heavy 
traffic. These two types were heavy LS and heavy HS 
maneuvers. 
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3. Traffic volumes had an effect on both the 
speed of the test vehicle and the time required to 
complete the maneuver. In general, the speed of the 
test vehicle decreased as the traffic volume in­
creased and the time required to complete the maneu­
ver increased as the volume increased. 

4. The number of lanes affected maneuvering dis­
tances. As the number of lanes increased, the ma­
neuvering distance also increased. Therefore the 
sign-placement distance should take into account the 
maximum number of lane changes for the particular 
freeway. 

5. The number of lanes affected both the time re­
quired to complete the maneuver and the speed of the 
test vehicle for maneuvers performed in light, me­
dium, and heavy HS conditions. The number of lanes 
'did not affect either speed or time in light, me­
dium, and heavy LS conditions. This was due to 
large differences in both time and speed between the 
heavy LS and heavy RS conditions. 

6. The lane-maneuvering distances (mean distance) 
from this research are as follows: (al 917 ft on a 
three-lane freeway during light traffic, (b) 1004 ft 
on a three-lane freeway during medium traffic, (c) 
809 ft on a three-lane freeway in heavy LS traffic, 
(d) 1164 ft on a three-lane freeway in heavy HS 
traffic, (el 1090 ft on a four-lane freeway during 
light traffic, (fl 1534 ft on a four-lane freeway 
during medium traffic, (g J 117 8 ft on a four-lane 
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freeway in heavy LS traffic, and (h) 1453 ft on a 
four-lane freeway in heavy HS traffic. 
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Exponential Filtering of Traffic Data 

PAUL ROSS 

Real·time ttafflc·contfol systems commonly filter their input data with 
exponential filters. The fllttring constant (J can bo objectively determined 
by recasting the filter as a predictor and choosing the II that would have 
optimized the predictions for some observed time series of data-mostly 
taken to be 24 h of Input here. Results, by u1lng 70 consacullvo days 
of traffic volume counts from Toronto plus some Los Angeles and District 
of Columbia data, indicate that tho optimal (J can be approximated by 
fJ • (1 - a) expl - bTI + a, whore T is the data·aggregatlon period and a and 
b are constants that depend on traffic-peaking characteristics. The filter 
constant fJ can be allowed to change during the day; the algorithms af this 
kind that were Investigated all entail only a modest incroaso in mean-square 
prediction error. Algorlttims that reoptlmlu fJ over the most recent N data 
points do not appear practical, but a simple recuulva algorithm that gives 
good accuracy is presented. 

Measurement noise in the usual sense constitutes no 
more than a few percent of traffic volume counts. 
Howeve,r, traffic volumes from successive short 
periods often ditfer substantially from each other 
so that it is convenient to think of the traffic 
volume itself as being made up of some meaningful 
signal plus meaningless noise. Thus, detector-mea­
sured traffic data (usually volumes or occupancies) 
constitute a noisy time series. Time-series analysis 
is a well-established subject of study (.!I; the 
methods of Box-Jenkins analysis (l,1_1 and Kalman 
filtering (4-6) are quite sophisticated and powerful 
techniques.- -

With respect to traffic measurements, virtually 
all the time-series analysis effort has been di­
rected toward short-term traffic prediction. 
Polhemus (7, 8) codified the prediction problem at a 
high level -(unfortunately without any invnediately 

applicable results). The problem has been presented 
in a Box-Jenkins framework (.2-11) and some specific 
prediction problems have been formul.ated in terms of 
point processes (12-15). areiman C]!l proposed an 
algorithm that has some intuitive -appeal and showed 
how to choose its parameters to minimize the maximum 
(not mean) square prediction error. 

Real, on-line compute.r-contro1led traffic systems 
have to make predictions at many locations, and 
their computing power is usually taxed. Conse­
quently, the prediction and filtering algorithms 
that have been used in practice have been economical 
of storage and simple in execution; they tend to be 
based on intuitive models of traffic. 

The predict ion algorithm used in the second-gen­
eration urban traffic control system (UTCSJ program 
has been described by Ganslaw (171 and by Sperry 
(18) l the predictor in the. third-generation UTCS 
program has been described by McShane, Lieberman, 
and Goldblatt (19) and by Lieberman and others 
(20) • More ef f-;;rt has gone into devising such 
algorithms than testing them; the only convincing 
evaluations of practical prediction algorithms were. 
reported by Kreer (21,22). None of the algorithms 
tested was convincinglybetter than simple time-of­
day historical aver ages. 

The separate but related filtering problem has 
been largely ignored. Only Houpt and othecs (231 
describe the fi1tecin9 of traffic data in more than 
a passing manner; the technique used is the power fol 
but cumbersome "extended Kalman filter." 

In real traffic problems it is almost universal 
co use exponential fil·tering. Briefly, the use of 
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exponential filtering assumes that the data are 
generated by 

a =a* + noise (1) 

where a is the observed traffic count and a* is an 
underlying true traffic volume, which varies only 
slowly from measurement to measurement. The noise 
is assumed to have a mean value of zero. 'l'he prob­
lem is to make a good estimate a of a•. 

If it is true that a" varies slowly with time, 
then one intuitively wants to discount the older 
observations, and the simplest way to do so is by 
exponenti al weighting: 

a(t) = (1 - M t {J1-ia(i) (2) 
i==l 

=(I -fl)a(t)+{Ja(t-1) (3) 

where a is the filter constant. 
This use of exponential filtering has many advan­

tages. First, the calculation is recursive--as can 
be seen from Equation 3. The recursive character 
means that data-storage requirements are minimal; 
only the previously calculated estimate a(t - 1) and 
the value of the filter constant itself need be 
stored. Second, the calculation could hardly be 
simpler or quicker. And finally, this simple filter 
is optimal for the common MJl(l) class of Box-Jenkins 
processes. For the purpose of this paper, the use 
of f:xpone Hal filtering as defined above will not 
be questioned. 

FILTERING CONSTANT a INDEPENDENT OF TIME OF DAY 

Figure 1 shows a typical day of raw traffic counts 
and the resulting values after the data have been 
filtered with s c 0.2, 0.4, 0.6, and 0.8. [The 
principal data used in this paper were obta i ned in 
Toronto in the fall of 1973. That data set, the 
most extensive that I have located, consists o·f 
5-min counts for each of eight detectors 24 t\/day 

Figure 1. Five·minute traffic­
volume counts filtered with 
various values of filtering 
CDnstant (3. 
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for 77 consecutive days. For a description of this 
data set and some of its proper ties, see the report 
by Pignataro and others (24) and by McShane and 
Crowley (25). Figure 1--an.r-all other cases where a 
single da'Y°"is used in this paper--is from detector 1 
on September 24, 1973, the first Tuesday of the 
study .] 

Which value of the smoothing constant should be 
used appears to be a matter of personal taste--how 
well filtered one prefers the data. One finds such 
statements as "the constant (B) is typically 0.7 
to insure that about five previous speed measure­
ments make a significant contribution to the correct 
average" (261 and "a value of (B) in the range of 
0.4-0.5 isgenerally quite satisfactory in reducing 
the (difference between the data and their filtered 
values) to low-variance white noise" (20). 

Rowever, a close look at the fundamentals of the 
problem indicates that one can establish an objec­
tive criterion for the value of s. The filtered 
data point a {t) from Equation 2 or 3 is the best 
available estimate of the signal a~ and hence is the 
best prediction of the next datum a(t + l). After 
data have been collected for an entire day, one can 
compare the predicted value a(t) with the actual 
value a(t + 1) and determine which value of a 
would have given the best estimate; such is the 
approach that will be used in this paper. The 
criterion of best will mean minimum mean-square 
en or in the predictions made. FigULe 2 sholols how 
the mean-square prediction error depends on the 
value of 8 for the traffic data used in Figure l. 
The best predictions occur when s D 0.424. 

Location of this minimum paint is most conve­
niently done by differentiating the mean-square 
error curve and locating the B that makes this 
dee ivative zero. The derivative of the total square 
er.ror with respect to B can be written as follows: 

dE(t)/d{J = [dE (t - 1)/d{J] + [a(t) - a(t - I)] (d/dfj) a (t - 1) (4) 

where 

10 11 NOON 
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Figure 2. Mean-square predic· 
tion error as function of 
filtering constant (3. 

a(t - 1) = (I - fl) a(t - I) + fl a (t - 2) 

(d/dfJ) a(t - !) = -a(t-1) + a(t - 2) + 1J (d/d(J}a (t - 2) 

The optimal a is a root of dE(t)/dS o from 
Equation 4. In practice there appears to be only 
one real root. [Since dE(t)/dS is of odd degree 
in a, it must have at least one real root.] The 
complex roots complicate many root-finding methods; 
a bisection algorithm was used in th is study. Equa­
tion 4 is recursive and therefore easy to program 
for electronic computers. 

Figure 3 shows the optimal smoothing constants 
a for detector 1 during the first seven days of 
Toronto data. e is shown as a function of the 
period of aggregation. Intuitively, it seems that 
a ough t to be lar ge (nearly unity) for very small 
aqgreqation periods (because short periods of data 
are very noisy) and nearly zero for long periods; 
this seems approximately true for the Saturday and 
Sunday data. However, the weekday data definitely 
imply that the optimal a is negative for long 
aggrega t i on periods . This reflec ts a viol a t i on of 
the ass ump t i on that the und erly ing s igna l var ies 
only slowly from period to period 1 on weekda ys the 
tra ffic volumes vary substantially (compared with 
the noise) when the aggregation period is 30 min or 
more. 

The appearance of negative values for a does 
not prohibit the use of exponential smoothing even 
though the or iqinal assumption about the character 
of the process is violated for large aggregation 
periods; the actual prediction error (Figure 4) 
remains small even for large aggregation periods. 
The observed increase in prediction error with 
increased aggregation period is due to two separate 
effects--the model failure discussed above and the 
fact that there are fewer data periods when the 
periods are long. The increase in prediction error 
wi th the Saturday and Sunday data is almos t wholly 
due to this latter effect. 
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A summary 0f a ll the a vailable data i s shown in 
Figure 5. Optimal smoot hing constants were calcu­
lated for every d e tector fo r ever y day (except t hat 
the last seven days, which had a great deal of data 
missing, were del e ted from the data set). The curve 
shown for each de t ector is the average of 50 daily 
curves (weekdays) or 20 daily curves (weekends). 
Also shown are two curves based on District of 
Columbia data that recorded each vehicle detection 
for 90 min (with two short breaks to remount the 
tapes) • These arterial data appear to be of the 
same character as the Toronto weekday data. 

The third set of curves in Figure 5 represents 10 
detectors on a Los Angeles freeway. These 10 detec­
tors are randomly selected fr om the four lanes in 
the northbound direction on the San Diego Freeway; 
the detector array spans 1 mile. These data contain 
individua l vehicle actua tions uninterrupted for 150 
mi n. 

All three sets of curves fit a family that can be 
written as follows : 

fl = (I - a) exp(-bT) +a (5) 

where a and b are constants that depend on the 
peaking characteristics of the traffic and T is the 
data-aggregation period in minutes. The values of a 
and b shown below give a good visual fit to the 
curves in Figure 5 : 

Curve 
Freeway 
Arterial (Sat.-Sun.) 
Arterial (Mon.-Fri.J 

~ b (min" 1) 

o.oo 0 .86 
-0.05 0. 13 
-0.042 0 . 10 

FILTERING CONSTANT S ALLOWED TO VARY DURING DAY 

The foregoing discussion has assumed that a single, 
fixed value of the filtering constant must be used 
throughout the day. Intuition says that there may 
be substantial benefits in allowing a to vary. A 
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Figure 3. Optimal filtering constant f3 as function of 
aggregation period on seven consecutive days. 
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Figure 4. Mean·square prediction error as function of aggregation 
period by using same data as thosa in Figure 3. 

10 

properly chosen algorithm for the variation will, in 
effect, allOW S to "tune II i tSelf p ObViatinq the 
need to guess in advance what the correct value of 
the smoothing constant will be. A variable S can 
conceivably even produce smaller prediction errors 
than using a single fixed value all day. 

The obvious way to calculate such a variable 
smoothing constant is to recalculate the optimal a 
every period or two by using the most recent several 
data Points. Figur e 6 shows how some smoo thing 
constants vary during the day. (Shortly after 
midnigh t , when fewer than t he des.ired number of data 
points were available, the optimal calculation was 
limited to the available data only.) 

Figure 7 shows how the mean-square prediction 
error depends on the number of data points used. As 
one would expect, the accui;acy appears to be ap-
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············· .. ················-·Sun 
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AGGREGATION PERIOD {MINI 

10 20 30 40 r.o 60 
AGGREGATION PERIOD {MINI 

proaching a limit as the reoptimization includes 
more data. The l.imi ting val ue of the mean-square 
error is about 2 percent worse than usinq the 24-h 
optimal smoothing constant t hroughout the day. Since 
the var i able smoothing constant is based on the data 
available up to the time of the calculation only, it 
is not surprising that its limit is worse than that 
of the fixed 24-h optimal constant, which, in ef­
fect, is chosen with foreknowledge of the data yet 
to come. 

One can evaluate the practicality of direct 
reoptimization by using the latest N points. Exami­
nation of Figure 6 indicates that the 5-min smooth­
ing constant is likely to vary apprec iably i n 10 
min, so that it will be necessar y to recalculate S 
at least that often. How many of the lates t data 
points must be used to produce acceptable accuracy 
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Figure 5. Average optimal filtering constants /3for 8 arterial detec­
tors in Toronto, 2 arterial detectors in Washington, and 10 free­
way detectors in Los Angeles. 
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is a somewhat subjective question; based on Figure 
7, I would use at least N = 80 points. The use of 
80 data points implies finding a root of a 159th-de­
gree polynomial. If this must be done every 10 min 
for every detector in the system, it is clear that 
no exact reoptimization based on the latest N data 
points can be workable. 

After abandoning exact reoptimization of 8, one 
wonders if an approximate formulation can be found. 
Recursive algorithms are particularly attractive 
since they require only modest storage of data and 
preceding results and are generally simple in execu­
tion. such an algorithm has been devised as follows. 

At time t, the most recent prediction error is 
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a(t) - a(t - I)= ~t[a(t - 1) - a(t - 2)J -a(t - I)+ a(t) 

If the value of at had been as follows, 

~t* = [a(t - !) - a(t)] /[a(t - I) - a (t - 2)] 

... 
\ 
I 
I 

(6) 

(7) 

the prediction would have been perfect, i.e., zero 
prediction error. 

It is desired that the new filtering constant 
Bt+l be a linear combination of Bt* and 
Bt· There seems to be no logically imperative 
choice for the weights associated with Bt* and 
St; I have used, somewhat acbitrarily, the 
square prediction error in the Ct - l) st term and 
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Figure 7, Mean-square prediction error by using optimal filtering 
constant based on N floating data points. 1 45 

1,40 

1.25 

the total preceding square prediction error as the 
weights for at* and at• respectiv ely. This 
combination seems to work well: t he mean- square 
prediction error is less than 0,5 percent worse than 
using all available data (i.e., up to 288 values) in 
a rigorous optimization when tested with the 5-min 
aggregation test case. 

This a l gorithm reduces to three fairly elegant 
recursion equations: 

Zt = a(t - I) - a (t - 2J 

Ei = E1_ 1 + z? 
llt+1 = { Et-1 i'lt + Z1 [a(t - I) - a(t)] }/Et (8) 

In the above e q uat i ons, Zt can be i nterpre t ed as 
the (t l } s t prediction error and Et i s the 
cumulative square pred i ction error through time t . 

SUMMARY 

Exponential filtering of traffic volume counts is 
simple, quick, and reasonably accurate. A constant 
value for the filter constant may be used with good 
accuracy: if so, the appropriate value of the filter 
constant depends on the aggregation period and the 
daily traffic variation as shown in Equation 5 and 
the tabulation below it. 

The necessity of predicting the best value for 
t he smoothing constant and updating it as conditions 
change can be obviated by using on-line updating of 
the filtering constant. Updating by exact reoptimi­
zation--even over short histories--is not feasible, 
but Equation 8 presents a simple recursive method 
for calculating the filter constant that gives good 
results. 
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Operational Effects of Two-Way Left-Turn Lanes on 

Two-Way Two-Lane Streets 
PATRICK T. McCOY, JOHN L. BALLARD, AND YAHYA H. WIJAYA 

Tho two ·way loft-tum lane (TWL TL) has been insta lled on two-way meets 
under o wide variety of conditions as a solution to tho sa fety and operational 
problems caused by tho confli ct between midblock left turns and lhrough 
t raffic. Although the safoty effoctivoness of 1he TWL TL has bee n the subject 
of many studies, very few studies have been mado of iu operational effective­
ness. Consequently, lu effects on t he ef'ficiency of traffic flow have nol boon 
precl5ely measured. Tho objective of this study was t o quantify th e effecu of 
e TWL TL on the efficiency of traffic flow on a two·way two·lano street. By 
using computer si mulation models specifically dovoloped and validated for th o 
purpose of this stud y, t raffic operations wero .simulated over a range of traffi c 
volumes and driveway donslt i01. From the outputs of the"' si mulation runs, 
the reductions In stops and delay• that resu lt from a TWL TL were computed. 
lsograms of lhe stop and delay reduct ions wore prepared to fHillUlte Iha use 
of tho resu lts of this 11udy to evaluate the potential cost effectivcnoss of TWL T L 
installations. 

The t wo-way left -turn l ane ('IWLTL) is recoqn ized a s 
a possible solution t o t he sa f ety and operational 
p r oblems o n two-way str e e ts that ar e caused by t he 
con flict between midblock l e f t t ur ns and thr ouqh 
t raffic . Th e primary fu nction of the TWL'l'L is t o 
e limi na te t his c onflict by removing the deceleration 
and stor age of vehic les makinq these turns from t he 
through lanes , thereby e nabli ng t hrough traffic to 
move past them without delay. However , t h e e xten t 
to whic h a '1'9LTL c a n improve t he effic i e ncy o f traf­
f ic operations depends on the traff i c vo l umes and 
de nsity o f driveways involved . Although the pr in­
c iple of t he compi e x re l atio nsh ip between these f ac­
tors and the operat i onal effectiveness o f the TWLTL 
i s i n t uitively a pparent , it has ye t to be quanti ta-

tively expressed. Consequently , traffic engineers 
have not been able to pr ec isely predict the amount 
of improvement in the efficiency of traffic opera­
tions that would result from the installation of a 
TWLTL. 

An extensive review of the literature and nation­
wide survey of" experience with the 'IWLTL we re con­
d ucted by Nemeth (1 I i n d eveloping guide lines for 
.i ts applic a t ion . This effort revealed t ha t the 
TWLTL has been insta lled unde r a wide varie t y of 
conditions . In most cases, it was considered to 
have noticeably improved the quality of traffic 
flow. Numerous before-and-after accident evaluations 
were found that provided measures of the safety ef­
fectiveness of the TWLTL. But similar studies of 
its effect on the efficiency of the tr affi c were 
rare, and measures of the operational ef fect iveness 
of the TWLTL were not found. 

Likewise, in developinq guidelines for the con­
trol o f a ccess on a r t e rial streets , Glennon and 
others (~ I found that emp i rical da t a pertinent to 
the determination of the operational effectiveness 
of the TWLTL were lacking. This deficiency preclud­
ed the precise estimate of the delay-reduction po­
tential of the TWLTL . And this in turn limited the 
specificity with which the conditions that warrant 
installation ot a TWLTL could be defined. 

I n response to t he need of traffic engineers to 
be able to more precisely predict t he oper a tional 
effective ness of a 'l'WLTL and more cle arly de f ine 
those circumstances that justify its installation, a 
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study of the operational ef f ects of a TWLTL was con­
ducteo at the University of Nebraska-Lincoln. The 
objective ot this study was to quantity the effects 
of a TWLTL on the eff i ciency of ti:affic flow on a 
two-way two-lane stree t. Two computer simulation 
models were developed and val.idated foi: this study. 
One of the models was used to simulate traffic 
operat i ons on a two-way two-lane street with a 
TWLTL, and the other model was used to s i mulate 
traffic operations on a two-way two-lane street 
without a TWLTL. Ti:affic operations were simulated 
with both models over a range of traffic volumes and 
driveway densities. The outputs of these simulation 
runs were then compared to determine the reductions 
in stops and delays that resulted from the TWLTL. 

'this paper presents the procedure and findings of 
this study. Also presented is a brief description 
of. the simulation models and their validati on, and 
to facilitate the implementation of the results o f 
the study, isograms of the stop and delay reductions 
provided by a '™LTL over the range of traffic vol­
umes and driveway densities are included. 

SIMULATION MODELS 

The two computer simulation models developed in this 
study were written in the General Purpose Simulation 
system (GPSS) language (3). These models are basi­
cally the same, except that one is for a two-way 
two-lane street with a TWL'l'L and the other is for a 
two- way tno-la1ie s treet wi t hout a 'NLTL. A brief 
description of the input, logic, output, a nd valida­
tion of these models f ollows. 

The input to the models consists of two types of in­
formation--traff ic characteristics and street geom­
etry. The traffic character is tics input ,to the 
models at:e the volume and average speed of traffic 
in each direction and the percentage of the traffic 
volume turning left into each driveway on the 
street. Also, the arrival pattern of the traffic en­
tering at each end of the street is specified . The 
models can generate random and nonrandom arrival 
patterns , so that the effects of traffic signals can 
be simulated by the models. 

Because of the nature of the GPSS la,nguage, the 
street geometry is defined in terms of sections. 
Each lane on the street is divided lengthwise into 
20-ft sections, and driveway locations on the street 
ate defined by the numbers of the sections in which 
they are located. Also, input for each driveway in 
the model with the TWLTL is the section number of 
the farthest point upstream at which a vehi cle turn­
ing left into the driveway can enter the TWLTL. 

The qeometry of a 1000-ft street segment with a 
TWLTL is illustrated in Figure 1. Each lane is 
divided into fifty 20-ft sections, which are 
numbered as follows: 

Lane 1: 
Lane 2: 
TWLTL: 

sections 1-50, 
sections 51-100, and 

sections 101-150. 

The sect ion numbers of the driveway locations and 
their corresponding TWLTL entry points that would be 
input to the model with the TWLTL are shown below: 

Lane No. Driveway TWLTL 
Entered Location Entry Point 

Drivewa}:'. From Section Section 
A 2 18 121 
B 2 29 133 
c 2 38 139 
D 2 45 149 
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Figure 1. Geometry of 1000-ft street segment with TWL TL 
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Lane No. Driveway TWLTL 
Entered Location Entry Point 

Drivewa}:'. From Section Section 
E 1 61 139 
F 1 72 124 
G 1 74 124 
H 1 78 121 
I 1 86 111 

In the case of a 1000-ft street segment without a 
TWLTL, sections 101-150 would not exist. Therefore, 
only the driveway location section numbers would be 
input to the model without a TWLTL. 

In both models, traffic enters the street segment at 
either end in accordance with the traffic volumes 
and arrival pattern specified in the input. The 
course of any vehicle entering the segment will be 
one of two types: (al traverse the entire length of 
the segment without turning let't and exit at the 
o:ther end or (b) traverse a portion of the segment 
and exit by turning left at one of the driveways. On 
entering the segment, the cour se taken by each 
vehicle is determined probabilistically in ac­
cordance with the lett-turn percentages specified in 
the input. 

Vehicles move through each section in the main 
lanes at the aver age si:>eeds specified in the input 
and maintain at least 2-s headways. Thus, it a 
vehicle is stopped, the time required for it to 
traverse the next section is at least 2 s plus the 
travel time at the average traffic speed. Vehicles 
traversing the entire street segment remain in the 
main lanes and do not pass other vehicles in their 
lanes. 

In the model wi thout the TWLTL, turn i ng vehicles 
also remain i n the main lanes until they reach the 
driveways into which they turn. However, in the 
model with the TWLTL, a turning vehicle remains in 
the main lane until it reaches the entry point to 
the TWLTL, wh.ich is designated in the model input 
for the driveway into which it turns. The vehicle 
then moves from the main lane to the TWLTL. Once in 
the 'IWLTL, a vehicle moves ahead at a speed of 10 
mph until it reaches the driveway into which it 
turns or until it is stopped by vehicles already in 
the TWLTL waiting to tuYn left. 

If a turninq vehicle reaches i ts entry point to 
the 'l'WLTL and finds that the sect ion i s occupied by 
a left-turning vehicl e from the other direction, it 
r ema i ns in th e ma i n lane and movei; ahead until i t 
finds an unoccupied section in the TWLTL upstream 
from the driveway into which it turns or until it 
reaches the driveway. If it reaches the dr_i veway 
before it finds an empty section in the 'rWLTL , it 
turns left i nto the dr i veway from the main lane. 

In both models, a turning vehicle must have an 
acceptable gap in the opposing traffic stream before 
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it can turn left. The required length of the gap is 
determined probabilistically in accordance with the 
left-turn gap-acceptance function derived by Ger­
lough and Wagner (4). If the required gap is avail­
able, ·the vehicle -turns left. Otherwise, it waits 
until one is available. However, in the model with­
out the TWLTL, if this wait exceed's 30 s, the at­
tempt to turn is aborted and the vehicle traverses 
the entire length of the segment as if it were a 
through vehicle. 

The output from the models includes the following 
data: 

1. Number of vehicles entering and exiting the 
segment, 

2. Number of left turns attempted and completed, 
3. Number of stops, 
4. Travel time in the segment, and 
5. Stopped-time delay. 

The travel time, stops, and delay totals are output 
separately for through vehicles, turning vehicles, 
and all vehicles. 

Validation 

In order to validate the models, traffic flow on two 
two-way two-lane street segments (one with and one 
without a TWLTLJ in Lincoln, Nebraska, was filmed. 
Those films were analyzed to determine the volumes, 
left-turn percentages, travel times, delays, and 
stops of the traffic on the two street segments. The 
traffic volumes, left-turn percentages, and geom­
etries of the segments were then input to the models 
to simulate the traffic operations on them. 

A series of t-tests comparing the simulation and 
observed mean delay times and number of stops indi­
cated that there were no significant differences 
(a = 0.05) between the simulation and observed 
mean values. In addition, during the conduct of 
this study, the models were used to s imulate opera­
tions on segments that have a wide range of traffic 
character is tics and dr iveway densities, and in all 
cases the models gave consistent and reasonable re­
sults. 

PROCEDURE 

The operational effects of a TWLTL on a two-way two­
lane street were determined in this study by a pair­
wise comparison of the outputs from the two models 
for identical traffic volumes and driveway densi­
ties. The two models were used to simulate traffic 
operations on a 1000-ft street segment, with and 
without a TWLTL, under three levels of traffic vol­
ume, left-turn volume, and driveway density. Simu­
la ti on runs were made for all of the 27 possible 
combinations of these variable levels. The specific 
values used for these levels are given in Table 1. 
These values were selected as being comparable with 
the low, medium, and high levels of volumes and 
driveway density, which were used by Glennon and 
others (~) in developing guidelines for control of 
access on two-way two-lane arterial streets. 

The traffic volumes given in Table 1 include left 
turns. And both the traffic volumes and left-turn 
volumes g iven are the volumes in each direction. 
Thus, the evaluation of the TWLTL in this study was 
for balanced traffic-flow conditions (i.e., the same 
traffic flow in each direction) • 

Also, the left-turn volumes are the total number 
of left turns made into all the driveways on one 
side of the 1000-ft street segment. In this study, 

Table 1. Volume and driveway-density levels studied. 

Traffic Volume• Left-Tum Volumeb 
Level (vph) (vph/1000 ft) 

Low 350 35 
Medium 700 70 
High 1000 105 

aVolume in each direction, including left turns. 
bvolume Jn uch direcrion. 
C"foral numb er of driveways on both sides of street . 

Driveway Density< 
(no./mile) 

30 
60 
90 

Figure 2. Driveway con­
figurations. 

(a) 30 Driveways Per Mile 
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(b) 60 Driveways Per Mile 
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all the driveways on one side of the segment had the 
same volume of entering left turns. Therefore, for 
a given left-turn volume, the number of left turns 
entering each driveway was inversely proportional to 
the number of driveways. 

The average running s peeds used for each traffic­
volume level were 35 mph for 350 vph, 30 mph for 700 
vph, and 25 mph for 1000 vph. According to the 
Highway Capacity Manual (SJ, this speed-volume rela­
tionship was reasonable for a two-way two-lane urban 
arterial street. 

Intuitively, the location of the driveways within 
the street segment has an effect on the efficiency 
of traffic operations. However, it was beyond the 
scope of this study to investigate the differences 
in traffic oper ations within driveway density 
levels. Instead, our primary concern was to examine 
the differences between driveway density levels. 
Therefore, only one configuration of driveway loca­
tions was evaluated for each density level. In each 
configuration, the driveways were evenly spaced 
throughout the segment. However, the side of the 
street on which each driveway was located was deter­
mined at random. The driveway configurations used 
are shown in Figure 2, 

When the computer simulation runs were conducted 
with each model, the variability was controlled by 
selecting the random number variates so that the 
same traffic-flow and gap-acceptance sequence was 
always used for each dr iveway configuration. There­
fore, for a given combination of traffic and left­
turn volume levels, the differences in tr affic 
operations were due only to the effects of the 
driveway configurations and the 'IWLTL . 

Every simulation run was initialized by running 
the model for a few minutes to achieve system sta­
bility. Once stability was achieved, the model was 
run for 1 h of simulated time. Traffic operations 
data were collected and output for this hour. 

FINDINGS 

The reduction in stops and delay that results from 
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the installation of a 'niLTL on a two-way two-lane 
street was computed by a pairwise comparison of the 
outputs from the two simulation models . The results 
of these computations were expressed in terms of the 
number of stops per hour and minutes of d.elay per 
hour that were eliminated by the installation of the 
TWLTL . These reductions are given in Tables 2 and 
3. Ill though these two tables con ta i n the same in­
formation, they are ananqed di-fferently. The re­
d uct ion in stops and delay is given with in driveway 
dens ity in Table 2. In Table 3 , it is given within 
t raffic volume . 

Examination of Table 2 reveals that in no case 

Table 2. Reduction in stops and delay within driveway density. 

Left-Tum Volume 

Driveway Density• Traffic Volumeb 
(vph/1000 ft)c 

(no./ mile) (vph) 35 70 105 

Reduction in Stops (no./h) 

30 350 23 36 45 
700 98 157 290 

1000 186 612 982 
60 350 0 14 29 

700 69 189 206 
1000 140 804 1216 

90 350 18 27 48 
700 74 206 244 

1000 326 814 1630 

Reduction in Delay (min/h) 

30 350 
700 

1000 
60 350 

700 
1000 

90 350 
700 

1000 

;11T<1 l 11I numl).cr t1r drlvew11ys on both sides of street . 
bvolumt in uc:h dirt'et lon . including left turns. 
cv olume in ~ :u:·h cHrcctlon. 

4.1 
13.7 
19.4 
0 
5.3 

16.I 
1.8 
6.9 

47.3 

8.8 11.4 
16.8 43.8 
44.2 79.8 

3.8 9.0 
24.I 30.3 
75.6 123.6 
6.5 14.4 

30.2 37.6 
83.6 271.1 

Table 3. Reduction in stops and delay within traffic volume. 

Traffic Volume• 
(vph) 

Driveway Densityb 
(no./mile) 

Reduction in Stops (no./h) 

350 30 
60 
90 

700 30 
60 
90 

1000 30 
60 
90 

Reduction in Delay (min/h) 

350 30 
60 
90 

700 30 
60 
90 

1000 30 
60 
90 

aVolume in eal!h direction, including left turns. 
lJTotal number of driveways on both sides of street . 
cvolume in each direction. 

Left-Turn Volume 
(vph/ 1000 ft)c 

35 70 

23 
0 

18 
98 
69 
74 

186 
140 
326 

4.1 
0 
1.8 

13.7 
5.3 
6.9 

19.4 
16.I 
47.3 

36 
14 
27 

157 
189 
206 
612 
804 
814 

8.8 
3.8 
6.5 

16.8 
24.1 
30.2 
44.2 
75.6 
83.6 

105 

45 
29 
48 

290 
206 
244 
982 

1216 
1630 

11.4 
9.0 

14.4 
43.8 
30.3 
37.6 
79.8 

123.6 
271.1 
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did the 'IWLTL inc rease stops and delay . In only one 
case, there was no red uction i n stops and delay. 
Also, a s expected, the size of t.his reduction in­
cr eased within each level of driveway density as the 
tr atfic a nd left-turn vol.umes were increased . These 
increase s in the reduction were greatest above the 
7 00- vph traffic-volume level with more than 70 left 
turns per 1000 ft in each direction. 

I\ review of Table 3 indicates that the effect of 
driveway density within each level of traffic volume 
was not consistent over the range of left-turn vol­
umes . The reduction in stops and delay increased 
with driveway density only at the highest levels of 
tra ffic and left-turn volume. At the lower volume 
l evels, these reductions were generally larger at 
the level o f 30 driveways/mile than at 60 drive­
ways/mile. This is prObably because the a veraqe 
number of left turns enter inq each driveway at the 
level of 30 driveways/m ile is twice that at 60 
driveways/mile . However, when the driveway density 
was increased from 60 to 90 driveways/mile, these 
reductions are increased rather than decreased . One 
explanation of this apparent contradiction is the 
fact that unlike the levels of 30 and 60 drive­
ways/mile , 90 driveways/mile did not have the same 
number of driveways on each side of the street seg­
ment. As illustrated in Fi gu re 2, there were ll 
driveways on one side and 5 on the other. 

Thus, it is apparent that driveway configuration 
has an effect on the amount of the reduction in 
stops and delays that can be realized by a TWLTL . 
Therefore , application of the results of this study 
should be limited to street s egments with driveway 
conL igur at ions that are similar--at least with re­
spect to the number of driveways on each side of the 
segment--to those shown in Figure 2. 

Another factor that should be remembered in using 
the resu.lts of this study is that the simulation 
model with out the TWLTL ass umed that the maximum 
length of time that any driver will wait to turn 
left was 30 s. Thus, in the model, when this wait 
exceeds 30 s, the turn was aborted. l\lthouqh this 
assumption worked i n the validat ion cif the model, it 
was based on simulation stability requ irements 
rather than on o bserved driver behav i or. Wa it 
limits much greater than 30 s caused the simulation 
to break down at the highest volume levels. The 
numbers of aborted left turns experienced in this 
study are given in Table 4, 

The reduction in stops and delay determined in 
this study provides a basis for evaluating the ef­
fectiveness of a TWLTL on a two-way t wo-lane street 
from the standpoint ot user c osts , energy consump­
tion, and a il: quality. The stops and delay reduc­
tion values are directly applicable to procedures 
for evaluating traffic engineering improvement, such 

Table 4. Number of left turns aborted per hour. 

Driveway Density" 
(no./mile) 

30 

60 

90 

Traffic Volumeb 
(vph) 

350 
700 

1000 
350 
700 

1000 
350 
700 

1000 

1To 1DI numher o f JrJvcw:. ys on both sides of street . 
bvolum c- in er.ch dircc:lion, incJuding left turns. 
,.Volume in (3 \l h Jlha:liuu. 

Left-Turn Volume 
(vph/1000 ft)c 

35 70 

5 6 
6 IS 

12 26 
0 I 
2 9 
9 31 
2 6 
2 II 
8 36 

105 

18 
18 
49 
3 

II 
50 
13 
20 
96 
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Figure 3. Reduction in 
stops: 30 driveways/mile. 

Figure 4. Reduction in stops: 
60 driveways/mile. 

Figure 5. Reduction in 
stops: 90 driveways/mile. 

Figure 6. Reduction in 
delay: 30 driveways/mile. 
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Figure 7. Reduction In 
delay: 60 driveways/mile. 

Figure 8. Reduction In 
delay: 90 driveways/mile. 
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as the procedure outlined by Dale (~). Therefore, 
to facilitate this application of the results of 
this study, isograms of the reduction in stops and 
delay were constructed from the data in Table 2 • 
The stop-reduction isograms for the three levels of 
driveway density are shown in Figures 3, 4, and 5, 
and the delay-reduction isograms are shown in 
Figures 6, 7, and B. 

CONCLUSIONS 

Based on the findings of this study, it was con­
cluded that the installation of a iWLTL on a two-way 
two-lane street improves the efficiency of traffic 
operations over a wide range of traffic volumes, 
left-turn volumes, and driveway densities. Under 
balanced traffic-flow conditions, it is particularly 
effective at traffic volumes above 700 vph in each 
direction with more than 70 midblock left turns per 
1000 ft from each direction. 

The stop and delay reduction isograms that were 
developed in this study facilitate the quantitative 
evaluation of the operational effectiveness of a 
TWLTL under balanced traffic-flow conditions on a 
two-way two-lane street. Used within the context of 
a cost-effectiveness analysis, these isograms con­
tribute to the identification of the circumstances 
under which the installation of a TWLTL on a two-way 
two-lane street would be justified. 

However, this study is just a start. The need 
for further research is obvious. Additional studies 
need to be conducted for more levels of traffic vol­
ume, left-turn volume, and driveway density. Future 
studies should address unbalanced as well as bal­
anced traffic-flow conditions, and the effects of 
driveway configuration need to be evaluated. Of 
course, similar research needs to be conducted to 
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evaluate the operational effects of a TWLTL on two­
way four-lane streets. 
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Effects of Trucks on Freeway Vehicle Headways 

Under Off-Peak Flow Conditions 

WILEY D. CUNAGIN AND EDMUND CHIN-PING CHANG 

The results of a study to determine the effects of the presence of heavy trucks 
on traffic flow in sections of freeway as an operational measure of total through­
put capacity are presented . The variable used to evaluate truck impacts was 
time headway. Data were collected at two sites on the Houston, Texas, free­
way system during off-peak flow conditions. After each observed headway had 
been classified as to types of vehicles involved in the interaction, various sta­
tistical tests were performed to analyze variations in headway due to headway 
type, lane width, and traffic volume. Headway type (i.e., the types of vehicles 
involved in the headway interaction) was shown to be the major determinant in 
length of the headway; those that involved trucks exhibited the greatest 
magnitude. 

In recent years the construction of new highway fa­
cilities has not kept pace with the expansion of ve­
hicular travel. In urban areas in particular, con­
cern with measures to increase the efficiency of 
traffic operations has aroused increasing interest 
as the emphasis has shifted toward making the exist­
ing system work as well as it can. The diverse mix­
ture of vehicle sizes, weights, and operating char­
acteristics has become a potential limiting factor 
in trying to attain maximum efficiency and minimum 
accident experience from the highway system. 

Of approximately 145 million motor vehicles in 
operation in this country today, nearly 7 million 
are trucks with empty gross vehicle weights of 
10 000 lb or more. When these trucks are involved 
in accidents with the passenger cars in the traffic 
stream, the results can be startling. Although 
heavy trucks comprise less than 2 percent of the ve­
hicle population, they were involved in accidents 
that accounted for almost 9 percent of all traffic 
fatali ties in 1976. Of these, 91 percent were per­
sons in other vehicles that conflicted with the 
trucks l.!I . 

The problem is further complicated by an increas­
ing polarization of the vehicle mi x into very small 
cars and very large trucks. The trend toward 
smaller, more efficient passenger cars is undeni-

able. In 1963, automobiles made up 84. 3 percent of 
the total vehicle fleet and included about 8 percent 
automobiles with registered vehicle weights of 3000 
lb or less (2). By 1978, automobiles were down to 
79 percent of the vehicle total but the small-car 
portion had risen to 22 percent. By 1990, the pro­
portion of automobiles is expected to be 75 percent 
while more than 50 percent of those will have regis­
tered weights of less than 3000 lb (]_I. Unfortu­
nately, the quest for more economical personal 
transportation vehicles has been pursued through 
methods that reduce the survivability of the pas­
sengers in an accident, since the smaller passenger 
cars generally are characterized by reduced track 
width, higher center of gravity, reduced horsepower, 
reduced weight, reduced structural integrity, and 
lowe r driver eye height. 

Spurred by both demand for more fuel-efficient 
vehicles due to rapidly rising gasoline prices and 
mandatory standards set in the Energy Policy and 
Conservation Act of 1975, gains in mileage per 
gallon have been attained primarily by lowering 
horsepower and increasing ratios of weight to horse­
power. These changes have tended to reduce acceler­
ation rates and therefore the vehicle performance 
capabilitie s (]_). A study by Woods and other s 1,.11 
showed that although smaller v eh icles acce l erated 
adequately at low speeds, their acceleration capa­
bility at highway speed was substantially lower than 
that of full-size cars. Indeed, at 50 mph, more 
than 200 additional ft were required for the 85th­
percentile small cars to pass another automobile. A 
recent study by the Institute tor Highway Safety 12.1 
showed relative injury rates on a normalized experi­
ence basis by make and model of automobile. The 
best vehicles from the standpoint of protecting oc­
cupants were full-size cars , and the worst were sub­
compacts or smaller. For example, drivers ot a 
Honda Civic are three times as likely to be killed 
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or injured in an accident as drivers of an Oldsmo­
bile Delta BB. 

Concur rent with these develo~ents, legal gross 
weights for permitted vehicles are expected to reach 
120 000 lb in the near future (6). Many states have 
already increased the weight limits to BO 000 lb 
with allowable lengths of 65 ft and articulated con­
figurations (}). Truck lengths are projected to 
reach 94 ft with three trailers pulled by a single 
tractor in 1990. The large trucks are operationally 
limited in their ability to stop, accelerate, cor­
ner, and maneuver relative to the performance of 
passenger car s and other smaller trucks. As more 
fuel-effic ient trucks are introduced, the use of 
engines with low revolutions per minute and low 
friction, low-rolling-resistance tires, aerody­
namic-drag-reduction devices, and low-parasitic­
power-loss accessories and lubricant will further 
diminish their natural direct-braking capabilities 
(_!!). 

In view of the projected increase of 30 percent 
more vehicles and increase in miles per vehicle as 
well as larger percentages of heavy trucks and small 
cars lll and the demonstrated serious consequences 
of operational conflicts between these two vehicle 
types, it is worthwhile to consider the operational 
impacts of heavy trucks on the traffic stream. 

The effect of grade on heavy-truck performance 
has long been a subject of concern (9-17). On two­
lane roadways in particular (lB), climbing lanes are 
often provided on steep and/orlong grades. Current 
practice generally calls for climbing lanes (or 
vertical profile modification) when the truck speeds 
are expected to fall 15 mph below the average 
passenger-car speeds. A joint study by the Texas 
Transportation Institute and the Center for Highway 
Research (19) showed that the distance required for 
a full-size car to pass a 95-ft triple-bottom truck 
is about 330 ft more than that to pass a 65-ft 
double-bottom truck. 

Lower-performance small cars will simply compound 
this problem. The operational effects of trucks on 
grades are addressed in the Highway Capacity Manual 
(20). In this guide, for a freeway on level ter­
rain, one truck is the equivalent of two passenger 
cars. On rolling terrain, one truck is equivalent 
to four passenger cars generally, but more precise 
(and much higher) equivalents are given by percent 
and length of grade. Obviously, these guidelines 
must be reevaluated. Two current research studies 
sponsored by the Federal Highway Administration are 
addressing the relative performance of different 
types of cars and trucks and three recreational ve­
hicles. 

The operational problems of trucks on downgrades 
have also been addressed (21). Consequently, many 
states have implemented emergency escape ramps for 
runaway vehicles; these include both gravity ramps 
and arrestor beds. 

The disparity in operational character is tics be­
tween heavy commercial vehicles and passenger cars 
is aggravated by geometric design practices, which 
often have not addressed the problem. Heavier, 
longer trucks on grades will introduce speed dif­
ferentials that were not expected when the facili­
ties were designed and may cause impatient motorists 
to attempt to pass in unsafe situations. Further, 
previously safe passing zones may no longer be ade­
quate for lower-performance automobiles. Certainly, 
the design driver eye height of 3. 75 ft is much 
higher than that which the majority of drivers 
enjoys <E,22.l. 

OBJECTIVE 

Although various aspects of freeway truck operations 
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have been examined elsewhere (~) , the impact of 
heavy trucks on the capacity of urban freeways has 
not been satisfactorily ascertained. This paper 
presents the results of a study of heavy trucks on 
the freeway in Houston, Texas. A significant pro­
gram of increas ing the capacities of freeway bottle­
necks has been conducted in this urban area by the 
Texas State Department of Highways and Public Trans­
portation (TSDHPT) with support from the Texas 
Transportation Institute . The variable chosen to 
indicate traffic flow performance was time headway, 
defined as the time in seconds for the front bumper 
of two successive vehicles in the same lane to pass 
a single datum point. 

DATA COLLECTION 

Data were collected by photographic means. A total 
of 2 h of data was collected at each of two urban 
freeway locations in Houston, Texas. One study site 
was the westbound lanes of the Southwest Freeway 
(US-59) east of the loop IH-610 West Interchange. 

The other location was the eastbound lanes of IH-610 
South at the new SH-2BB interchange, which was under 
construction. Fifteen-minute traffic volumes were 
recorded by lane. Super-B movie films were taken 
for one 5-min period in each of the quarter hours. 
The data were collected between the hours of 10 :00 
a.m. and noon at each site. The study was conducted 
at the Southwest Freeway sites on Tuesday, July 31, 
1979, and at the IH-610 site on Wednesday, August B, 
1979. Physical measurements of roadway features 
such as lane widths and offsets from landmarks were 
obtained on site from each location. Although the 
film speed was set at 9 frames/s, a test car was 
driven through the study area during each study to 
confirm the camera speed. 

MEASUREMENT TECHNIQUE 

At both locations, the procedure followed was to set 
up the da t a-collection station above and to the 
right of the trave led way. ln t he case of th e site 
on the Southwes t Freeway, permission was obtained 
from the opera tor of a parking qar age to set up on 
the top floor. At the IH-610 site, the contractor 
constructing the interchange and TSDHPT authorized 
setting up the data-collection site on an overpass. 
A Kodak XL55 Super-B movie camera with a telephoto 
lens was used to collect the photographic data. Two 
research assistants collected the 15-min lane-count 
data on each of the five lanes on the Southwest 
Freeway and three lanes on IH-610 South, Physical 
measurements at each site were made about 6 :00 a.m. 
on Sunday mornings following the studies. This was 
necessary due to the almost constantly high volumes 
on the Houston Freeway system. The test car was 
driven through the study area at a constant speed of 
50 mph to obtain calibration data for the film speed . 

ANALYSIS 

The vehicle headways were obtained from the Super-8 
movie films by using a time-lapse projector. The 
raw headway data were recorded in terms of frames 
between successive passages of a datum point on the 
projection screen. Conversion from frame headway to 
time headway was achieved by considering the test­
vehicle data. From physical measurements of the 
lane striping, it was known that there was a dis­
tance of 260 ft between the ends of lane stripes at 
either end of the study area visible on the films. 
The test vehicle traversed this distance in 15.5 
frames at 50 mph to yield the f ollowing frame rate: 

Frame rate = 260 ft/ ( (15.5 frames) (50 mph) [l . 467(ft• 
h)/(s•mile))} = 0.229 s/frame. 
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The headways were classified into one of the fol­
lowing types: 

Type l: car following car (automobile/auto-
mobile), 

Type 2: car following single-unit truck (auto­
mobile/truck), 

Type 3: single-unit truck following car (truck/ 
automobile), 

Type 4: car following tractor with trailor 
(automobile/truck), 

Type 5: tractor with trailer following car 
(truck/automobile), and 

Type 6: truck following truck (truck/truck). 

Table 1. Sample sizes by headway type and lane for Southwest Freeway 
and IH-610 data. 

Headway Type 
Lane 
No. 2 3 4 6 

Southwest Freeway Data 

I 51 8 7 II II 2 
2 64 14 II 6 8 2 
3 146 17 26 6 7 0 
4 179 14 15 0 I I 
5 .21 _J_ ~ 1 -1. 1-

Total' 514 54 67 24 29 7 

IH-610 Data 

1 197 14 20 26 29 2 
2 154 15 24 13 18 6 
3 _@., _i II I 2 i 

Tota lb 411 34 55 40 49 II 

3Total observations= 695. bTotal obserwtions = 600. 

Figure 1. Frequency histogram for 
400 • automobile/automobile headways. 
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Headways greater than 9 s were not recorded since 
these were not considered to exhibit intervehicular 
interactions. All headways involving trucks were 
used, whatever type of leading and/or following ve­
hicle was recorded, but not all automobile/automo­
bile headways were used. Instead a representative 
sample of the automobile/automobile headways less 
than 9 s was selected. The resulting sample sizes 
by lane and headway type are shown in Table 1. The 
lane volumes by 15-min periods are shown i n Table 2. 

RESULTS 

Duncan's multiple-range test was applied to compare 
mean headways for different headway types. The test 
results are shown below (note that mean headways 

Table 2. Lane volumes. 

Southwest Freeway Lane IH-610 Lane 
Quarter 
Hour 2 4 s 2 3 

I 258 305 330 318 150 324 136 116 
2 231 272 297 280 128 324 125 108 
3 230 300 325 301 127 305 143 111 
4 267 299 350 304 143 299 460 212 
5 274 344 345 334 165 324 306 109 
6 302 330 387 377 181 356 322 142 
7 317 274 380 421 182 321 316 115 
8 .2.ll ...ill.. 403 380 223 -1Q!.. 332 __!1_Q 
Total 2200 2313 2817 2715 1299 2554 2140 1063 

Note: Statistical analyses were performed after coding for each headway site number, 
quarter-hour period number, lane number, headway type, headway in seconds. lane 
width in feet, and quarter-hour total traffic volume . 
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Figure 2. Frequency histogram for 
automobile/truck headways. 
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underlined 
ferent): 

as a group are not significantly dif-

l. All freeway data (a-level = 0.05, degrees 
of freedom= 1287, mean square 1.463 41): 
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The results clearly show that the automobile/auto­
mobile headways are significantly less than all 
other headway types that involved trucks with auto­
mobiles or with each other. The type of truck also 
seemed to have an effect, since the mean headways of 
cars following trucks and of a single-unit truck 
following a car, taken as a group, are significantly 
less than those of tractors with semitrailers fol­
lowing either cars or other trucks. Examination of 
the histograms of the frequencies of headways by 1-s 
intervals for the automobile/automobile (Figure 1), 
automobile/truck (Figure 2), truck/automobile (Fig­
ure 3), and truck/truck (Figure 4) headway types 
reveals obvious d i fferences in the shapes of the 
distributions. Indeed, the automobile/automobile 
headway type is skewed strongly to the right, 
whereas the automobile/truck and truck/automobile 
headway types are skewed only slightly to the 
right. The truck/truck headway type appears to be 
skewed slightly to the left. 

Note that the neadway data include only headways 
less than 9 s in length, whereas the traffic volume 
data include all vehicles passing during the study 
period. 

Figure 5 is a plot of headway means by headway 
type versus lane volume. Although all headway types 
i ndicate a reduction in headway with increasing vol­
ume, the truck/truck interaction again appears to be 
the most profound. 

CONCLUSIONS 

The presence of trucks in the traffic stream is ac­
companied by an increase in the mean headway , Al­
though this phenomenon is not critical at the flow 
rates observed in this study, the reduction in ca­
pacity (predicted by the Highway Capacity Manual) 
might become significant during the peak hours. 
Data collected in this eftort were not sufficient to 
quantify the expected reduction in capacity due to 
heavy truck inter actions during the peak period. 

Contrary to complaints often expressed by auto­
mobile drivers, truck drivers did not appear to 
operate their vehicles unnecessarily close behind 
other vehicles. Indeed, they seemed to allow more 
room to the front than did automobile drivers. 
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Estimation of Passenger-Car Equivalents of 

Trucks in Traffic Stream 

MATTHEW J. HUBER 

Tho passenoor-car eq11lvolon1 (PCE) of a 1ruck represents t he number of passen­
ger call (basic vehlclos) d lsploced by each truck in the traftic stream under spe­
cific conditions of flow. A model Is proposed for estimating PCE·values for 
vehicles under freo-flowlng, multilane conditions. Some measure of impedance 
as a function of traff ic flow is used to relate two traffic stream•-one that has 
trucks mixed with passenger ccirs and the other that has passenger cars only. 
PCE-valuas are related to the ratio between the volumes of the two streams at 
some common level of impedance. A deterministic model of traffic flow 
(Greenshield1') is used to astimato the impedance-flow relationship. Three 
measuros of impedance are considered, each of which will generate a separate 
PCE-valua for a truck of given characteristics. PCE-values are also shown to 
relate to speed and length of subject vehicles and to vary with the proportion 
of trucks in tho traffic stream. 

The passenger-car equivalent (PCE) of a truck is 
introduced in the Highway Capacity Manual as follows 
(1, 1 p. 101) I 

Trucks (defined for capacity purposes as carqo­
carrying vehicles with dual tires on one or more 
axles) reduce the capacity of a highway in terms 
of total vehicles carried per hour. In effect, 
each truck displaces several passenger cars in 
the flow. The number of passenger cars that each 
dual-tired vehicle represents under specific con­
ditions is termed the "passenger car equivalent• 
for those conditions. 

The Highway Capacity Manual lists PCE-values for 
two categories of vehicl e s--trucks and intercity 
buses. PCE-values for a t hird c ategory of vehicles, 
recreation vehicles, have been determined from field 
observations made on Canadian highways (2,3). 

It is evident that each of the t hr;e - categories 
will include a wide range of vehicles. The truck 
category as now def i ned in t be Highway Capacit y Man­
ual incl udes veh i c l es r angi ng from single- unit 
t r ucks wi th 6 t i res t o comb i na t i on trucks wi th 18 or 
more tires. A single PCE-value for trucks does not 
adequately reflect the diverse characteristics of 
the many c a tegor ies of vehicles that may be observed 
in the traffic s tream. 

The Federal Highway Administration is in the pro­
cess of updating the national highway cost-alloca­
tion study. One factor in these cost-allocation 
studies is an analysis of the h i ghway servi ce capac­
ity consumed by various clas ses of vehicles. To 
this end, the number of vehicle categories has been 
expanded to 15, as listed below [categories 1-13 are 
from a Federal Highway Adminis tration report <!, 
Table III-2.1) 1 categories 14 and 15 are from a 
Voorhees report <111: 

1. Automobiles, large (15 ft and more) 1 
2. Automobiles, small1 
3. Motorcycles; 
4. Buses1 
5. Single-unit trucks, two axles, four tires1 
6. Single-unit trucks, two axles, six tires; 
7. Single-unit trucks, three or more axles; 
8. Three-axle combination trucks: 
9. 252 four-axle combination trucks; 

10. Other four-axle combination trucks; 
11. 3S2 five-axle combination trucks: 
12. Other five-axle combination trucks; 
13. Six-axle or more combination trucks; 

Figure 1. Flow-impedance relationship. 
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14. Noncommercial vans: and 
15. Four- and six-tire recreational vehicles 

(campers, mobile homes, trailers). 

There are currently (July 1981) nationwide studies 
under way that are being conducted to determine 
PCE-values for the different categories of vehicles 
in the following situations: urban arterials, urban 
freeways, rural two-lane two-way roadways, and rural 
freeways. 

The analysis that follows has been made in order 
to anticipate the results that will follow from the 
nationwide studies listed above and to determine the 
underlying relationships between vehicle character­
istics and the determination of PCE-values for the 
different categories of vehicles. A simple model 
has been used to represent steady-state traffic flow 
with and without trucks present, and the relation­
ships between the resulting flows have been used to 
calculate the PCE-values. 

FRAMEWORK FOR ESTIMATING PCE-VALUES 

Consider the relationship between some measure of 
impedance along a length of roadway and the flow 
rate along that s ame roadway for two diff eren t t raf­
fic s t reams. The f low-impedance relati onsh i p is 
shown i n Fi gure 1 , i n wh ich the basi c c urve repre­
sents a stream consisting s olely o f bas i c veh i cles 
(pas senger cars ) and the mixed cur ve repr esen ts a 
s tream with pr opor tion of truck s p a nd of basic ve­
h i c l es (1 - Pl. A.s the flow rate q i ncr eases , the 
impedance i ncr eases; t h e i nc rease i n impeda nce is at 
a greater rate for the mixed flow. The impedance in 
turn can be r elated to the level of ser v i c e (I.OS I on 
the roadway, where LOS A is the most desirabl e and 
LOS E is the least desirah1e. 

For <1ny g i ven LOS (or i mpedance ) it is possible 
to cal culate cor res ponding flow rates q5 and q~ 

as s hown. These flow rates f o r the basic and mixed 
streams will produce identical measures of LOS and 
can then be equated so that qB • (1 - p)qM + 
pgM(PCEl. Solving for PCE, the result is 

(I) 
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Figure 2. Sample calculation of PCE-values. 

n B = 6 

length 

p 0 . 25 

where 

passenger-car equivalent, 

stop 
line 

PCE 
p = proportion of trucks in mixed traffic 

flow, and 
= flow rate at common LOS for basic and 

mixed traffic streams, respectively. 

An example of the concept given in Equation l is 
shown in Figure 2, where a PCE-value is developed 
for a standing queue of vehicles as might be ob­
served at a signalized intersection. In the first 
instance, there were six basic vehicles (n8 l ob­
served over a length of roadway t, while on an ad­
jacent lane there were four vehicles (JM) observ­
ed, one of which is a truck (p = 0,25), over the 
same length t • The two queues, n8 and nM, 
develop a common measure of length 1 so that by 
reasoning similar to that of Equation 1, we calculate 

PCE" (l/0.25) [(6/4) - l] + l = 3.0 , 

There are several variables that may be used as a 
measure for the LOS or impedance shown on the verti­
cal axi s of F i gure l, A common measure is the aver­
age travel time [t(ql] over a length of roadway, 
where the travel time will increase as the flow q 
increases. For example, consider a single lane of a 
multilane urban roadway with a speed limit of 50 
knV'h (31 miles/h). At a flow rate q of 100 ve­
hicles/h, the mean velocity is 50 knV'h and the 
travel time t (q) will be 1/50 h/km or 1.200 min/km 
(1,931 min/mile). At 900 vehicles/h, the mean ve­
locity is reduced to 40 knV'h (24 miles/h) and the 
travel time t(q) will increase to 1/40 h/km or 1.500 
min/km (2.414 min/mile). 

An alternative measure is the time of occupancy 
or total travel time [T(ql], where T(q) is the vol­
ume q times the mean travel [t (q) I. For the same 
example cited above the time of occupancy becomes at 
q = 100 vehicles/h: 

T(q) • 100 vehicles/h x 1/50 h/km = 2,00 
vehicle-h/km-h, 

and at q = 900 vehicles/h, 

T(q) = 900 vehicles/h x 1/40 h/km 
veh icle-h/ km-h. 

22. 500 

The time of occupancy, in turn, is numerically 
equivalent to the density k, where density k = flow 
q + speed u, or at 900 vehicles/h, 

k • 900 vehicles/h + 40knV'h = 22.500 vehicles/km. 

Either of these two measures of impedance, the 
mean travel time t (q) or the density k [numerically 
equal to the time of occupancy T(ql], can be used to 
calculate PCE-values as suggested in Figure l. The 

Figure 3. Greenshields model of 
traffic flow. 
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Greenshields (6) model of traffic flow, which as­
sumes a straight-line relationship between density 
and velocity, is used to develop the interrelation­
ships among the variables speed (u), density (kl, 
and flow rate (q) for steady-state flow. These re­
lationships are shown in Figure 3 where the param-
eters are jam density (kjl, f ree- flow speed 
(ufl, optimum density (kol, optimum speed 
(uo), and maximum flow (q0 l. 

FL.CM PARAMETERS OF MIXED TRAFFIC 

In a simplified case, mixed traffic is assumed to be 
made up of only two types of vehicles, basic ve­
hicles with an effective length Le and free-flow 
speed uFB and trucks with an effective length LT 
and free-flow velocity uFT· The effective length 
of a vehicle is the distance the vehicle occupies 
when in a standing queue and is measured from the 
rear bumper of the preceding vehicle to the rear 
bumper of the subject vehicle. The free-flow speed 
is the speed of the vehicle when not influenced by 
other vehicles on the roadway. 

The mixed-flow rate is the sum of the flow rate 
of basic vehicles plus the flow rate of trucks: 

where 

qM flow rate of mixed vehicles, 
qMB flow rate of basic vehicles within mixed 

stream, and 
~T flow rate of trucks within mixed stream. 

(2) 

The proportion p of trucks in the mixed traff i c 
stream flow is as follows: 

(3) 

The density of the mixed flow is the sum of the 
density of basic vehicles plus the density of trucks: 

(4) 

where 

kM density of mixed vehicles, 
kMB density of basic vehicles within mixed 

stream, and 

kMT density of trucks within mixed stream. 

The proportion p' of trucks in the mixed traffic 
density is as follows: 

(5) 

The mean velocity of the mixed stream of traffic 
is the harmonic mean of the velocities of the basic 
vehicles and trucks: 
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where 

~ = mean velocity of mixed traffic stream, 
uMB .. mean velocity of basic vehicles within 

mixed traffic stream, 

(6) 

uMT s mean velocity of trucks within mixed traf­
fic stream, and 

p = proportion of trucks in mixed traffic stream 
flow. 

The development of the proportion p' of trucks in 
the mixed traffic density follows from the relation­
ship qo = kouo where the subscript o refers to 
maximwn (optimum) flow rate: 

qOMT = pqoM = koMT UQMT 

qOMB = (1 -p)qoM =koMe UoMe 

and 

koMT =qoMT/uoMT =pqoM/uoMT 

koMe = qoMe/uoMe = (1 - p)qoM/uoM e 

(7) 

(8) 

Equations 7 and 8 are substituted into Equation 5: 

p' = koMT/koMTl(koMT + koMe) 

= 1/[1 + (koM e/koMT )] 

= 11(1 +{ [(1-p)qoM XUQMTl/(pqoM XUoMe)}) 

=I/{ l + [(1 - p)uoMT/puoM e)} 

Since, for the Greenshields model of traffic flow 
u0 = Uf/2, the final expression is as follows: 

p'= 1/{1 + [(1-p)uFT/PUFel} (9) 

The jam density (kj)--the number of stopped ve­
hicles in a length of roadway--beoomes, for basic 
vehicles only, 

kie = L/Le (!Oa) 

and for mixed vehicles, 

kiM = L/[p'4 +(I -p')Le) (!Ob) 

where L is the unit length of roadway (1000 m 15280 
ft) I and LT, Ls are the effective length of 
trucks and basic vehicles. 

NUMERICAL EXJ\MPLE OF TRAFFIC FLOW 

Consider a steady-state stream of traffic on a 
single lane of a multilane urban arterial with 10 
percent trucks (p .. 0.10). The free-flow velocity 
of basic vehicles uFB is 48.280 km/h (30.0 miles/ 
hl and of trucks I.TT is 32.187 km/h (20.0 miles/ 
h). The effective length of basic vehicles Le is 
7 .62 m (25 ft), and the effective length of trucks 
LT is 22.86 m (75 ft). 

The free-flow velocity of the mixed flow is found 
from Equation 6: 

UFM = 1/((0.10/32.187) + (0.90/48.280)) 
knv'h (28.571 miles/hl. 

Substituting in Equation 9, 

45.981 

p' = l/{l + [(0.9/0.ll (32.187/48.280)]} = 0.143. 

The jam density of mixed flow (kjMl is found by 
substituting in Equation lOb: 

kjM = 1000/(0,143(22.86) + 0.857(7.62)) 
vehicles/km (164.267 vehicles/mile). 

102.071 
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The optimum flow rate for mixed vehicles (qOM) 
is found from the following relationship: 

qoM = (kjM/2)(uFM/.2) 

= (102.071/2)(45.981/2) = 1173.33 vehicles/h 

For a stream flow of basic vehicles only, the 
parameters are as follows: 

up8 = 48.280 km/h (30 miles/h), 
kjB • 1000/7.620 " 131.234 vehicles/km (211.200 

vehicles/mile), and 
qOB " (48. 280/2) (131. 234/2) " 1584 .000 

veh icles/h. 

The relationships between pairs of variables for 
basic vehicles only and for mixed vehicles are shown 
in Figures 4, 5, and 6. Figure 4 represents the 
velocity-density relationship, Figure 5 the flow­
density relationship, and Figure 6 the flow-velocity 
relationship. The curves shown are based on the 
data used in the nwnerical example. 

ASS~PTION OF EQUAL AVERAGE TRAVEL TIME 

It is asswned that a flow rate <18 of basic ve­
hicles only will produce the same average travel 
time t(q)s as is produced by a flow rate ~ of 
mixed vehicles, so that t(qJs • t(qJM. 

For any given length of roadway, this results in 
equal average velocities for the two traffic 
streams, so that, as shown in Figure 7, us= 
uM • u. If we recall Equation 1 and note that 
qs "' ksu and qM = kMu, it follows that 
qsf~ • ks/~. By similar triangles in Fig-
ure 7, k8 •kjb(uFB-u)/uFB and kM= 
kjM(uFM - u)/uFM• so that the following holds: 

qe/qM =ke/kM = [(uFM/urn)(k;e/k;M)) [(urn -u)/(uFM -u)) (11) 

Case 1 is the general case where uFM < uFB: 
kjM < kjs• so from Equation 1: 

PCE=(l/p) {!(uFMfuFe)(kje/kjM)) [(uFe -u)/(uFM -u)) -1} +I (12) 

Case 2 is the special case where the truck is 
longer than the basic vehicle but has the same free­
flow speed, so that u™ = uFB: kjM < kjs 
and 

PCE = (1/p)[(kje/kiM)-1] +I (13) 

Equation 13 can be further reduced by subs ti tut­
ing for the values of k1M and kjB given in Equa­
tions lOa and lOb and further noting that p• • p: 

k;e/k;M = (L/Le)[p4 +(I - p)Le] /L = (pLT/L8 ) + I - p 

Substitution into Equation 13 gives the final re­
sult: 

(14) 

which is a constant value over all ranges of p and 
for all volumes. 

Case 3 is the special case where the truck is the 
same length as the basic vehicle but has a lesser 
free-flow velocity, uFT < uFSI kjs = kjT: 

PCE = (1/p){ (uFMluFe) [(urn - u)/(uFM - u)) - I}+ I (15) 

By inspection of Figure 7 and Equation 12 it will 
be seen that the PCE is undefined for u > u™. 
For u < u™ and by using the Greenshields model 
of traffic flow, 
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Figure 4. Speed-density relationship: numerical example. 
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Figure 5. Flow-density relationship: numerical example. 
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(16) 

where y = qs/qoB and other terms are as pre­
viously defined. 

A numerical example incorporating the previously 
calculated data follows. Recall the earlier example 
of a traffic stream with 10 percent trucks with the 
following characteristics: 

upM • 45.98 krrv'h (28.57 miles/hl, 
kjM • 102.07 vehicles/km (164. 27 vehicles/mile), 
CJoM • 1173.33 vehicles/h, 
up8 • 48.28 knv'h (30.00 miles/h), 
kjs • !11.23 vehicles/km (211.20 vehicles/ 

mile), and 
qos = 1584.00 vehicles/h. 

Since UFM < Up5 and kjM < kjB• Equa-
tion 12 will apply. Consider the PCE-value when the 
flow in basic vehicles is 600 vehicles/h, y • 600/ 
1584= 0.379, and, by Equation 16, u5= UM"' 
43.17 knv'h (26.82 miles/h). 

Figure 6. Flow-speed relationship: numerical example. 
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Figure 7. Determination of PCE-values by equal travel time. 
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If we substitute in Equation 12, 

PCE = (l/0.10){((45.98/48.28) (131.23/102.07)] x 
((48.28 - 43.17)/(45.98 - 43.17)] - l} + 
l = 13.247. 
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Each truck is equivalent to 13.247 basic vehicles 
if we are to satisfy the criterion that us = 
uM. This is equivalent to subs ti tu ting 269. 7 mix­
ed vehicles ~ (of which 10 percent are trucks) 
for 600.0 basic vehicles q8 , as demonstrated below: 

0.9~ + 0.1~ (13.247) • 600, 
2. 2247~ .. 600, 
qM = 269. 7. 

Of particular interest is the PCE-value associ­
ated with low volumes on the mixed curve so that the 
mean speeds Us • uM approach the free-flow speed 
of the mixed curve uFM• For instance, at a flow 
rate ~ of 10 vehicles/h (10 percent trucks), 
u8 • uM • 45.88 knv'h. The equivalent flow rate 
on the basic-vehicle-only curve q8 = 298.98 ve­
hicles/h, so that 

PCE = (1/0.10) ((298.98/10) - l] + 1 • 289.98. 

At low volumes, the value of the PCE is at a 
maximum and decreases as the volume of basic ve­
hicles increases. This pattern is shown in Figure 8 
for a traffic flow with 10 percent trucks. Also 
shown in Figure 8 are PCE-values associated with l 
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Figure 8. PCE versus volume by percentage of trucks, equal travel time. 
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Figure 9. Determination of PCE-values by equal total travel time. 
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percent and 50 percent trucks in the traffic stream. 
As the percentage of trucks increases, the value of 
the PCE associated with a given volume of basic 
vehicles also increases as long as the free-flow 
velocity of trucks (uFT) is less than the free­
flow velocity of basic vehicles (uFB) • 

ASSlMPTION OF EQUAL TOTAL TRAVEL TIME 

It is assumed that a flow rate CJa of basic ve­
hicles only will produce the same total travel time 
T (qls as is produced by a flow rate ~ of mixed 
vehicles, so that T(q) 8 = T(q)M• 

For any given length of roadway, th is is equiva­
lent to equal vehicle hours of occupancy per hour 
for the two traffic streams, and since T(q) is nu­
merically equal to density k, ks = kM = k, as 
shown in Figure 9. If we recall Equation 1 and note 
that q8 = ku5 and qM = k11M, it follows that 
qs/qM = Us/UM• 

By similar triangles in Figure 9, 

and 

so that 
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(17) 

Case 1 is the general case where uFM < uFB; 
kjM < kjB• so from Equation 1: 

PCE = (1/p) { [(urnluFM)(kiM/kjs)] [(kiB -k) 

7(kjM -k)] -1}+ I (18) 

Case 2 is the special case where the truck is 
longer than the basic vehicle but has the same free­
flow speed, so unii = uFB; kjM < kjB and 

PCE = (1/p){ (kjM/kjs) ((kjB - k)/(kjM - k)] -1} + 1 (19) 

Case 3 is the special case where the truck is the 
same length as the basic vehicle but has a lesser 
free-flow velocity, uFT < uFBI kjB = kjT: 

(20) 

Equation 20 can be further reduced by substitut­
ing the value of u™ from Equation 6 into Equation 
20: 

uFBiuFM = uFB { (p/un) + ((1 - p)/uFB]} = (puFB/un) 

- (puFBfuFB) + 1 

Finally, 

PCE = (1/p) ((purn/uFT) - (puF 8fuFB) + 1 - 1] + 1 

(21) 

which is a constant value over all ranges of p and 
over all volumes. 

Again, the Greenshields model of traffic flow is 
used for the interrelationships among flow rate (q), 
density (kl, and velocity (u): 

(22) 

A numerical example employing the same data as 
were used to illustrate the model of equal average 
travel time follows, Since for this example, 
UFM < UFB and kjM < kjB• Equation 18 
will apply. With a flow rate of 600 basic ve­
hicles/h, y = 600/1584 = 0.379 (as before) and by 
Equation 22, 

k8 = kM = 13,90 vehicles/km (22,37 vehicles/ 
mile). 

By substituting in Equation 18, 

PCE = ( 1/0 .10) {[ ( 48. 28/ 45 ,98) (102,07/131. 23)] x 
((131.23 - 13.90)/(102,07 - 13.90)] - l} + 1 
= 1.868. 

Each truck is equivalent to 1,868 basic vehicles 
if we are to satisfy the criterion that T(ql 8 = 
T (q) M = (ks = kMI. This is equivalent to sub­
stituting 552.l mixed vehicles, ~ (of which 10 
percent are trucks), for 600,0 basic vehicles, 
q8 • Recall that to maintain equal average times 
t(q)B = t(q)M = (u8 = uMI, it was possible 
to substitute only 269.7 mixed vehicles (10 percent 
trucks) for 600.0 basic vehicles, so that PCE = 
13.247. 

From Figure 9 it will be observed that PCE is un­
defined for k > kjw This is in l:be nbackward­
bending" portion of the total-travel-time curve 
where LOS is F (stop-and-go conditions I and is not 
an area in which PCE-values are of concern for 
steady-state flow. 

The relationship between PCE-values and volume is 
shown in Figure 10. PCE-values are lowest at low 
volumes and increase gradually until the maximum 
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mixed-flow rate qOM is attained (point A on the 
curve) and then increase at a greater rate as the 
mixed-flow curve is operating on the backward-bend­
ing portion of the total-travel-time curve. 

In Figure 10 curves are also shown for 1 percent 
and 50 percent trucks in the traffic stream. It is 
only after the equivalent flow rate on the mixed-ve­
hicle curve has exceeded the point of maximum flow 
(corresponding to point A on the PCE curves) that 
there is a marked difference in PCE-value as related 
to percentage of trucks in the traffic stream. 

The significance of the backward-bending point 
can be seen by reference to Figure 11, which shows 
the relationship between density k (total travel 
time) and flow for a basic-vehicle-only curve and a 
mixed curve with 10 percent trucks. Points B and B' 
are associated with a total travel time of 13.90 ve­
hicle-h/km-h (22.37 vehicle-h/mile-h). A mixed flow 
of 552.1 or 600 vehicles/h, basic vehicles only, 
will give this value of total travel time, and the 
PCE-value is 1.868, 

Points A and A' are associated with the maximum 
flow qOM on the mixed curve. At this point the 
total travel time is 51.04 vehicle-h/km-h (82.13 ve­
hicle-h/mile-h). The associated volumes are 1173. 3 
and 1505.8 while the PCE-value is 3,833, Beyond 
point A' the flow for mixed vehicles becomes stop 

Figure 10. PCE versus volume by percentage of trucks, equal total travel time. 
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Figure 11. Calculation of PCE-values with backward-bending curves. 
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and go with an associate decrease in volume. The 
volume associated with point A is noted on the PCE­
versus-volume curves of Figure 10. 

Points C and c' are associated with the maximum­
flow q0B on the basic-vehicles-only curve. The 
total travel time is 65.62 vehicle-h/km-h (105.60 
vehicle-h/mile-h). The associated volume of basic 
vehicles has increased to 1584.0 vehicles/h while 
the mixed-vehicle flow has decreased to 1077 .6 ve­
hicles/h and the PCE-value has increased to 5.700. 

ASSl.MPTION OF EQUAL AVERAGE TRAVEL TIME 
FOR BASIC VEHICLES 

The mixed stream of traffic is made up of two com­
ponent steady-state flows. The first component is 
basic vehicles within the mixed stream with param­
eters UFMB (= UFB) and kjMB [=(l - p'lkjMl. 
The second component is trucks within the mixed 
str eam with par ameters Uf'MT ( a llf'Tl and kjMT 
(= p 'kkjMl. The speed-density curves f or the mix­
ed flow and the two component flows are shown in 
Figure 12. 

From Figure 12 and by the Greenshields relation­
ship, 

(23a) 

and 

(23b) 

where 

Speeds calculated from the traffic stream with 10 
percent trucks as used in earlier examples are pre­
sented in Table 1 along with flow rates and PCE­
values. The top section is based on the assumption 
that PCE is defined by two traffic flow rates, qB 
and qM, such that the mean velocities of individ­
ual vehicles within the traffic streams are equal 
(uB = uM>· It will be observed that the speed 
of basic vehicles within the mixed stream (uMBl is 
greater than the speed of the basic vehicles in the 
basic stream (uBl· 

The middle part of Table 1 is based on the as­
sumption that PCE is defined by two traffic flow 
rates, qB and qM, such that the total travel 

Figure 12. Speed-density relationships for mixed flow and two component 
flows. 
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Table 1. Speed of vehicles within mixed flow. 

Ue 
(km/h) 

UM 

(km/h) 

Assumption of Equal Individual Travel Time 

288 45 .98 0.56 45.98 
800 41.12 443.46 41.12 

1584 24.14 1170.40 24.14 

Assumption of Equal Total Travel Time 

288 45.98 270.36 43.16 
800 41.12 724.02 37.22 

1505 29.53 1173.33 23.03 

Equal Individual Travel Time for Basic Vehicles 

288 45 .98 213.33 43.79 
800 41.12 592.59 39.17 

1584 24.14 1173.33 22.99 

UMB 

(km/h) 

48.28 
43.18 
25.35 

45 .32 
39.07 
24.17 

45.98 
41.12 
24.14 

UMT 

(km/h) 

32.19 
28.79 
16.90 

30.21 
26.06 
16.11 

30.66 
27.42 
16.09 

PCE 

5120.96 
9.04 
4.53 

1.65 
2.05 
3.83 

4.50 
4.50 
4.50 

Note: It is assumed that LT= 22.86 m, LB= 7.62 m, p = 0.10, uFT = 32.187 km/h, and 
"FB = 48.280 km/h. I km/h= o.6 mile/h. 

Figure 13. PCE-values by equal basic vehicle travel time. 

k 
k;e 

times per kilometer are equal. Eight hundred basic 
vehicles per hour will require 19.45 vehicle-h to 
traverse 1 km (0.6 mile) of roadway [800 x 
(l/41.1211, as will 724.02 mixed vehicles [724.02 x 
(1/37.22)]. The speed of basic vehicles within the 

mixed stream (uMB) is always less than the speed 
of vehicles in the basic stream, and the difference 
increases with increasing volume (and increasing 
PCE-values). 

St. John (7) has used mean speed of basic ve­
hicles as the - criterion for determining PCE-values. 
A diagram of the situat i on is shown in Figure 13 
where uFMB = uFB and u8 = llMB = u. By Equa­
tion 1, 

PCE = (1/p) [(qe/qM)-1] + 1 (1) 

where 

so that 

By similar triangles in Figure 13, 

so that 

But kjMB = (1 - p') kjM and 
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<w/qe = [( ! - p}/(l - p '}] (kje/kiM ) 

By Equations lOa and lOb, 

kie /kiM = (L/Le}{ [p '4 +(I - p')Le] IL}= [p '4 + (1 - p ')Lel /Le 

Substitution in Equation 24 gives 

From Equation 9, 

p '/(1 - p '} = {Purn/[puFB + (1 - p)un I}{ [purn + (! - p) Un I 

+ (1 - p) uFT} = purn /(1 - p)uFT 

Substituting in Equation 25, 

so that by Equation 1, 

(24) 

(25) 

(26) 

which is a constant value over all ranges of p and 
for all volumes. 

Recall the numerical example previously cited in 
which the basic vehicle had an effective length of 
7.62 m and free-flow velocity of 48.280 krr/h and the 
truck was 22.86 m long and had 32.187 km/h velocity. 

By Equation 26, the resulting PCE is calculated 
as follows: 

(48.280/32 . 187) x (22.86/7.62) = 4.50. 

The speeds of vehicles within the traffic stream 
for these assumptions are shown in the bottom part 
of Table 1. Although the average velocity of all 
vehicles in the mixed flow (uM) is less than the 
speed of basic vehicles only, the speed of the basic 
vehicles within the mixed flow (lJt.te) is equal to 
ua at all volume levels shown. 

INFLUENCE OF VEHICLE SIZE AND SPEED ON CALCUIATED 
PCE-VALUES 

Table 2 contains a comparison of PCE-values for ve­
hicles varying in effective length from 6 .10 m (20 
ft) to 22.86 m and free-flow velocity from 32.19 
krr/h to 56.33 krr/h (35 miles/hi. It will be recall­
ed that the basic vehicle had an effective length of 
7.62 m and a free-flow velocity of 48.28 krr/h. 
There are 10 percent nonbasic vehicles in the mixed 
traffic stream and the flow of basic vehicles is 600 
vehicles/h. The criterion for LOS is given as aver­
age travel time, so that t (qi B • t (q) M (ua • 
UM)• 

Two entries are shown for each vehicle. The 
first is the PCE-value; the second is the volume of 
mixed vehicles that will produce the same mean 
travel time (or the reciprocal velocity) as is pro­
duced by 600 basic vehicles (V). As the size of the 
vehicle increases and the velocity decreases, the 
PCE-value increases; values range from a minimum of 
-0. 23 for a short, fast vehicle to a maximum of 
13.25 for a long, slow vehicle. 

Of particular interest are the negative values of 
PCE in columns 1 and 3. Recall that the PCE-value 
represents the number of basic vehicles that are 
displaced by a nonbasic vehicle . For example, the 
truck lB.29 m (60 ft) long with a free-flow velocity 
of 40.23 krr/h (25 miles/hi has a PCE-value of 5.01 . 
The mixed traffic stream of 428. 2 vehicles/h has the 
same mean travel time as 600 basic vehicles. The 
mixed stream contains 42.82 trucks and 385.38 basic 
vehicles. The 42.82 trucks have displaced 214.62 
(600.00 - 385.3) basic vehicles. 
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Table 2. PCE-values by vehicle length and free-flow velocity, average travel time. 

Effective Length of Truck (m) 

6.10 7.62 9.14 
Free-Flow 
Velocity PCE· PCE· PCE-
(km/h) Value v Value v Value v 

56.33 -0.23 684.3 -0.08 672.4 0.08 660.9 
48.28 0.80 612.2 1.00 600.0 1.20 588.2 
40.23 2.75 510.7 3.03 498.7 3.31 487.2 
32.19 7.81 357.0 8.30 346.8 8.80 337.1 

13.72 18 .29 

PCE- PCE-
Value v Value 

0.54 628.6 1.01 
1.80 555.6 2.40 
4.16 455.8 5.01 

10 .28 311.2 11.76 

v 

599.4 
526.3 
428.2 
289.0 

22.86 

PCE­
Value 

1.48 
3.00 
5.86 

13.25 

v 

572.8 
500.0 
403.7 
269.7 

67 

Notes : It is assumed that p = 0. t 0, qB = 600 vehiclesfh; basic vehicle has effective length of 7.62 m and free-flow velocity of 48.28 km/h. I km/h = 0.6. mile/hi 1 m = 3.2 fl. 
V =volume of mixed vehicles that will produce same mean travel time (or reciprocal v~locity) as produced by 600 basic vehicles. 

Table 3. PCE-values by vehicle length and free-flow velocity, equal total travel time. 

Effective Length of Truck (m) 

6.10 7.62 9.14 13.72 18.29 22.86 
Free-Flow 
Velocity PCE- PCE- PCE- PCE- PCE- PCE-
(km/h) Value v Value v Value v Value v Value v Value v 

56.33 0.84 609.9 0.86 608. 7 0.88 607.4 0.94 603.7 1.00 599.9 1.06 596.2 
48.28 0.98 601.4 1.00 600.0 1.02 598.6 1.10 594.3 1.17 590.0 1.24 585.8 
40.23 1.17 589.9 1.20 588.2 1.23 586.6 1.32 581.7 1.40 576.8 1.49 571.8 
32.19 1.46 573 .4 1.50 571.4 1.54 569.5 1.64 563.7 1.75 557.9 1.87 552.I 

No tes : It is assumed that p = 0. 10, QB= 600 vehicles/h; basic vehicle has effective length of 7.62 m and free-now velocity of 48.28 km/h . 1 km /h = 0.6 mile/h; l m = 3.2 ft. 
V =volume of mixed vehicles that will produce same mean trave1 time (or reciprocal velo city) as produced by 600 basic vehicles. 

Table 4. PCE-values by vehicle length and free-flow velocity, average travel time. 

Effective Length of Truck (m) 

6.10 7.62 9.14 13.72 18 .29 22.86 
Free-Flow 
Velocity PCE- PCE- PCE- PCE- PCE- PCE-
(km/h) Value v Value v Vaine v Value v Value v Value v 

56.33 0.69 619.5 0.86 608.7 1.03 598.3 1.54 569.1 2.06 542.6 2.57 518.5 
48.28 0.80 61 2.2 1.00 600.0 1.20 588.2 1.80 555.6 2.40 526.3 3.00 500.0 
40.23 0.96 602.4 1.20 588.2 1.44 574.7 2.16 537.6 2.88 505.1 3.60 476.2 
32.19 1.20 588.2 1.50 571.4 1.80 555.6 2.70 512.8 3.60 476.2 4.50 444.4 

Notes: It is assumed that p and QB are varJable; basic vehicle has effective length of 7.62 m and free-now velocity of 48.2 B kmfh. 1 km/h = 0.6 mUe/h; m = 3.2 ft. 
V =volume of mixed vehicles that will produce same mean travel time (or reciprocal velocity) as produced by 600 basic vehicles. 

Conversely, the short (6.10-m) vehicle with a 
free-flow velocity of 56.33 krrv'h has a mixed traffic 
flow rate of 684.3. Of these vehicles, 68.43 are 
fast vehicles and 615 .87 basic vehicles. The pres­
ence of the 68.43 fast vehicles decreases the aver­
age travel time sufficiently that an extra 15 .87 
basic vehicles are added to the traffic (rather than 
displaced) 1 hence the PCE sign is negative. The 
ratio of added basic vehicles to nonbasic vehicles 
is 0.23 (15.87/68.43). If the number of basic ve­
hicles in the mixed stream, (1 - plqw is greater 
than the number of basic vehicles, q 8 , the PCE­
value will be negative. 

Table 3 is similar to Table 2 except that the 
criterion for comparable LOS values is that the 
total travel time for all vehicles over a length of 
highway be equal for the two traffic streams, 
T (q)B = T(q)M (k8 = kM). The range of PCE­
values is reduced but, again , increased PCE-values 
are associated with longer, slower vehicles. There 
are no negative PCE-values in Table 3, although, as 
is to be expected, there are PCE-values less than 
1.0. 

Table 4 is based on the criterion that Us = 
uMB. The PCE-values would be the same over all 
values of qB, but the value of qM in each cell 
is for the value q 8 = 600.0. 

DISCUSSION OF RESULTS 

Three er iter ia for defining WS have been consider­
ed. The first of these assumes equal mean travel 
time for two flows, mixed and basic vehicles. The 
introduction of slow-moving vehicles into the traf­
fic stream will reduce average speed even at very 
low flow rates. A substantial number of basic 
vehicles can be expected to produce the same average 
speed. As a consequence, (a) PCE-values are un­
defined at very low volumes, and (bl PCE-values de­
crease as volumes increase. 

It would be desirable to define PCE-values over 
all values of volume. It would also appear reason­
able that at low volumes large, slow vehicles would 
have a minimum effect on traffic flow but that as 
volume increased, there would be greater interaction 
between vehicles, so the PCE-values should be in­
creasing as volumes increase . Letting WS be de­
fined by u8 = uMB gives constant PCE-values over 
all volumes. 

The definition of LOS by the er iter ion of total 
travel time satisfies the difficulties noted above 
and is reconunended as a more desirable approach. In 
making this reconunendation it should be recalled 
that the traffic flow model used (Greenshields ') is 
a simple deterministic model that only partly repre-
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sents observed traffic flow, Only two categories of 
vehicles have been considered1 in reality an analy­
sis of PCE-values should be based on a model that 
considers three or more vehicle categories simul­
taneously. 

Despite the shortcomings noted above, it is felt 
that this analysis will provide some guidance to 
those doing research to determine PCE-values. 
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Discussion 
A.O. St. John 

Huber __ has performed a t imely_ s_ervice by __ examin1ng 
alternative bases for the passenger-car equivalent 
(PCE), The analyses detect undesirable characteris­
tics to be avoided and mandate a careful examination 
of definitions and concepts. This discussion pre­
sents alternative points of view, describes a few of 
the results from microscopic simulation models, and 
suggests additional factors to be considered in 
selecting bases for the PCE, 

At the most fundamental level, Huber adheres to 
past practice. The ideal or reference vehicle mix 
is 100 percent passenger cars, and speed or its in­
verse, travel time, are examined in several forms as 
best bases for equivalence between moving traffic 
streams. 

For the mixed traffic streams the paper analyzes 
speed in two forms, which differ significantly. In 
one form, the average speed is calculated with data 
for all vehicles in the stream1 the other form uses 
speed data for passenger cars only. The paper se­
lects the all-vehicle form as preferable because of 
the PCE characteristics estimated for it. I believe 
that the choice here should depend more strongly on 
the concept des ired for equivalence between traffic 
streams. For example, if the all-vehicle form is 
used, a steep sustained upgrade would be calculated 
to reduce service for a car-and-truck mix even if 
the car speeds were not appreciably depressed by the 
presence of low-speed trucks. Alternatively, if the 
car-only form is used, there is no direct measure of 
the speed depression expr ienced by trucks due to the 
upgrade, 

Several facets of the 1965 Highway Capacity Man­
ual (1) suggest that car-only data were meant to be 
used "for the mixed stream. Operating speed must 
have been selected for its sensitivity at low flow 
rates, a sensitivity that would be distorted by in­
cluding trucks. Also, the definition implies that 
operating speed is limited only by highway design 
speed and interactions with other vehicles. However, 
a passenger car is specified as the vehicle type 
only in the definition for free-flow operating speed. 

I agree with Huber's requirements that the defi­
nition for PCE and the PCE-values be well behaved 
over the range of variables. It is also preferable 
that the PCE-values not conflict with engineering 
intuition. However, I question Huber's preference 
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that the PCE for a truck be small at low flow rates 
and increase with flow rate when the percentage of 
trucks is held constant. 

A PCE that is essentially constant with flow rate 
is desirable for two reasons. First, the constant 
PCE economizes the field or model data needed and, 
second, constant PCE implies fundamental relation­
ships that do not change in form between the car­
only and mixed flows. As an example of the latter 
aspect, consider Figure 14, in which the operating 
speed versus flow rate is sketched for a mixed flow 
and for a flow of cars only. If the form of the 
operating-speed function is constant, the curves of 
Figure 14 will merge into the single curve of Figure 
15 when- the abscissa is normalized to volume/capac­
ity. The single, normalized curve is obtained only 
if the PCE is essentially constant over flow rate. 
The preservation of form in the single normalized 
curve is convenient computationally and conceptually, 

For currently defined PCE estimates there is evi­
dence both supporting and conflicting with the idea 
that PCE is constant over flow rate. The tables in 
the 1965 Highway Capacity Manual indicate only small 
changes in PCE between high and low service levels. 
An extensive collection of results from a micro­
scopic model of multilane flow (8,9) conformed with 
normalized curves exemplifed in Figure 15. Although 
PCE-values were not derived, normalized organization 
indicated that they would be essentially constant 
over flow rate. More recent results with the s ame 
model ( 10 l employed the free speeds observed under 
the 55-mile/h (89-krn/hl speed limit. These results 
reveal cases in which PCE-values would diminish at 
high flow rates: that is, speeds of cars are 
depressed by impeding vehicles at low and intermedi­
ate flow rates (PCE > ll but the approach to ca­
pacity is essentially unaffected (PCE = 1). 

Two considerations, absent in the paper, are 
given here to complete the set of important con-

Figure 14. Operating speed versus flow rate. 
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siderations. They are the field measurements and 
the nonlinear dependence of PCE-values on percentage 
of trucks. 

The bases for the PCE should lead to field mea­
surements that are feasible and economical. Operat­
ing speed exemplifies a measure that has desirable 
character is tics in equivalency but is difficult and 
expensive to measure in the field. Because it is not 
a central (average) measure, operating speed is at a 
disadvantage even in the analysis of results from 
models. 

The nonlinear relationship between the PCE and 
percentage of trucks indicated by most available 
data constitutes a problem. Tables in the 1965 
Highway Capacity Manual (1) and results from models 
(_!!,~,11) indicate that the PCE diminishes as the 
percentage of trucks increases. This is more than a 
computational inconvenience: it increases the field 
or model data required and complicates estimates for 
two or more types of impeding vehicles. A deriva­
tion (11) has been partly successful in establishing 
an analytical relationship between PCE and percent­
age of trucks. The results provide a measure that 
is invariant with percentage of trucks and a method 
for estimating the effects of two or more types of 
impeding vehicles. These possibilities should be 
considered in selecting the basis for PCE-values. 

In summary, I agree with the aims of Huber's 
paper and with part of the conclusions. I suggest 
that more attention be directed to the fundamental 
concepts of equivalence, that it is desirable for 
the PCE to be constant over flpw rate, and that ad­
ditional considerations should be included in the 
selection of bases for equivalency. Also, final 
decisions should be based on extensive field data or 
results from comprehensive models. This does not 
detract from the value of simple models, however, 
since they frequently point to alternatives other­
wise overlooked. 

Randy Machemehl 

The work by Huber is a significant contribution 
toward better characterization of the effects of 
commercial vehicles on traffic flow. The mathe­
matical relationships developed through his work are 
understandable and reasonable. When viewed as a 
conceptual framework for PCE computation, the work 
is both interesting and useful. Huber notes several 
key weaknesses in his recommendations for further 
study. 

These include the fact that only two vehicle 
categories--basic and nonbasic--are considered. 
Operational characteristics of the entire vehicle 
population and resulting effects on the traffic 
stream are known to vary widely. Recreational 
vehicles, for example, represent a vehicle class 
that generally has significantly different opera­
tional capabilities, and drivers of such vehicles 
often lack experience required to fully utilize the 
capabilities their vehicles possess. Variability in 
operational features of intracity-type commercial 
delivery vehicles versus over-the-road commercial 
trucks, local buses versus intercity commercial 
buses, and even small underpowered versus large pas­
senger cars represents additional examples of the 
need for more than two vehicle classes. Huber notes 
that the Federal Highway Administration, as part of 
the national highway cost-allocation study, is in 
the process of developing PCE-values for as many as 
15 categories of vehicles for four different roadway 
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classes. This effort should answer many questions 
regarding operational effects of the spectrum of ve­
hicle classes. 

The Greenshields model of traffic flow, which 
uses a linear relationship between density and 
velocity, is employed by Huber to develop interrela­
tionships among speed, density, and flow rate. This 
model probably is a good approximation for many den­
sity-velocity conditions. However, it may not be 
completely sufficient for the entire velocity-den­
sity range. A nonlinear relationship might very 
likely improve the validity of PCE estimates near 
boundary values. The deterministic nature of this 
model is also problematic. As noted ear lier, tre­
mendous variability among the driver-vehicle popula­
tion and their performance on various roadway types 
is indicative of the need for stochastic modeling. 
Characterization of this variability and its effect 
on traffic flow would likely be achieved most ef­
ficiently through use of stochastic representation. 

The analyses presented in Huber's paper represent 
a contribution that will be of value to those in­
vestigating PCE techniques. It is both direct and 
easily understood and Huber is to be commended for 
his efforts. 

Author's Closure 
I am indebted to Machemehl and St. John for their 
thoughtful reading and discussion of this paper. 

Machemehl is correct in pointing out that the 
modeling should be extended to permit analysis of 
several (more than two) categories of vehicles with­
in the mixed stream. Preliminary investigation has 
shown that this is possible if one continues to use 
the Greenshields model of traffic flow. Incorpora­
tion of stochastic modeling would require extensive 
computer simulation but should provide further in­
sight. 

As St. John has noted, one can only make intui­
tive analyses in establishing a basis for determina­
tion of PCE-values as discussed in the 1965 Highway 
Capacity Manual. This paper represents an attempt 
to examine the alternative bases for PCE-values. 

My preference that the PCE for a truck be small 
at low flow rates and increase with increased flow 
rates is predicated on the intuitive feeling that at 
low volumes there are few basic vehicles that can be 
influenced by a truck1 the greater time and distance 
spacing tends to m1n1m1ze intervehicular inter­
ference. As the flow rate increases, the opportun­
ity for interaction between basic vehicles and 
trucks is increased with a subsequent increase in 
PCE-values. 

I agree with St. John in his preference for a 
constant PCE-value because this will economize data 
requirements. His second contention, that a con­
stant PCE implies fundamental relationships that do 
not change in form, is illustrated by reference to 
Figure 14. Implicit to this relationship is a com­
mon free-flow speed at extremely low flow rates. My 
analysis differs by considering that the car and 
truck mix has a lesser free-flow speed (because of 
the slower trucks) as illustrated in Figure 6. It 
is only when one uses as a basis t(q)MB "' t(q)B 
that the analysis will be similar to that suggei:ted 
by St. John. (Conversion of the form given in 
Figure 13 to that given in Figure 14 is straight­
forward.) 

Again, I thank both discussants for their helpful 
comments. 
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Model for Calculating Safe Passing Distances on 
Two-Lane Rural Roads 

EDWARD B. LIEBERMAN 

A model describing the kinematics of vehicle trajectories during the passing 
maneuver on two-lane rural roads is presented. This model is based on the 
hypothesis that there exists a point in the passing maneuver that can be iden­
tified as a critical position. At this point, the decision to complete the passing 
maneuver will provide the same factor of safety relative to an oncoming ve­
hicle as will the decision to abort the maneuver. The model locates the critical 
position in terms of exogenous parameters. The results of a series of sensitivity 
studies conducted with the model are also presented. These results provide 
insight into those parameters that strongly influence the required sight dis· 
tances. It is shown that the current sight-distance specifications of the Ameri­
can Association of State Highway and Transportation Officials may be inade· 
quate from a safety standpoint, particularly for high-speed passing maneuvers 
and for passing vehicles that are low-powered subcompacts. 

The calculation of passing sight distance as pre­
sented in the Blue Book of the American Association 
of State Highway and Transportation Officials 
(AASHTO) (ll is based on several simplifying assump­
tions. In this paper we examine the kinematics of 
the passing maneuver in greater detail and offer 
another point of view. The results obtained with 
this new model are compared with those detailed in 
the Blue Book (1) ; the implications of these com­
parisons are then discussed. 

The benefits of an analytical model describing 
the passing maneuver on two-lane rural roads include 
the ability to identify those factors that play a 
role in determining safe passing sight distances. 
Furthermore, it is possible to conduct sensitivity 
studies to determine which of these factors are 
important relative to the others. 

With the changing composition of the traffic 
stream-- larger, faster, more powerful trucks mixing 
with smaller, lower, less powerful automobiles--such 
a model can be very useful in assessing the associ­
ated changes in safety margins provided by current 

sight-distance standards. It would also be possible 
to determine whether there is a need for changes in 
these standards or whether more positive forms of 
control are required to improve the safety charac­
teristics of two-lane rural roads. Clearly, any 
change in these standards could also affect rural 
road capacity as well as operating speed. 

OVERALL APPROACH 

When a vehicle traveling on a rural road desires to 
pass an impeding vehicle, the driver must assess a 
large number of factors in deciding whether to 
attempt a passing maneuver. This assessment is a 
continuous one that extends, after the initial 
decision is made, throughout the passing maneuver. 

This model is based on the hypothesis that there 
exists a point in the passing maneuver that can be 
identified as a critical position whenever an on­
coming vehicle is in view. This critical position 
is defined as follows: At the critical position, 
the decision by the passing vehicle to complete the 
pass will afford it the same clearance relative to 
the oncoming vehicle as will the decision to abort 
the pass. 

This implies that if a decision to abort the pass 
takes place downstream of the critical position 
(i.e., later in the passing maneuver), the clearance 
(and therefore the safety factor) relative to the 
oncoming vehicle will be less than if the passing 
vehicle completes the pass. The converse applies to 
a decision to complete the pass if made upstream of 
the critical position. 

The determination of this critical position is a 
central issue in the development of the model. The 
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critical position is defined in terms of the longi­
tudinal separation between the passing vehicle in 
the passing lane and the impeder vehicle in the 
normal lane. 

It should be noted that this hypothesis applies 
even in the absence of an oncoming vehicle. In this 
case, the oncoming vehicle is replaced by the need 
for the passing vehicle to return to its normal lane 
at the terminus of the passing zone or by the possi­
bility of the sudden appearance of an oncoming 
vehicle if the sight distance is limited. This 
paper addresses only the condition where the on­
coming vehicle is in viewi these other cases can be 
easily represented by suitable modification of the 
model. 

Given the definition of the critical position, 
the approach taken is to consider that the com­
plete/abort decision is made at this point in the 
maneuver. (This implies that the decision processes 
of motorists are accurate--an optimistic assump­
tion.) On th is bas is, it is possible to locate the 
critical position for any combination of vehicle 
operating conditions and to determine the required 
sight distances. 

Figure 1 is a schematic of the passing maneuver 
from the instant the critical position is attained 
(a) until the pass is completed (b) or aborted (c). 
A glossary of all terms used in Figure 1 and in the 
model formulation is given below: 

A = average acceleration by passer vehicle to 

Amax 

increase its speed from V to V + m 
(nv's2> , 
maximum acceleration achievable at zero 
speed (m/ s 2 ) , 

a = design value of abort maneuver decelera­
tion [m/(s•s)], 

c 

c 

clearance between passing and oncoming ve­
hicles at completion of successful passing 
maneuver (m) , 
clearance between passing and oncoming ve-

Figure 1. Passing scenarios. 
c -
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hicles at completion of aborted passing 
maneuver (m), 
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distance traveled by passer from start of 
passing maneuver to critical position (m), 
distance traveled by impeder vehicle 
while passer is moving to critical posi­
tion (m), 
distance traveled by impeder vehicle 
during successful passing maneuver from 
time critical position established (m), 
distance traveled by impeder vehicle 
during aborted passing maneuver from 
time critical position established (m), 
distance traveled by passing vehicle 
from critical position to its return to 
original lane during its successful pass­
ing maneuver (m) , 
distance traveled by passing vehicle 
from critical position to its return to 
original lane during its aborted pass­
ing maneuver (m), 
distance traversed by passer vehicle 
while accelerating (m), 
space headway between impeder and passing 
vehicles at start of passing maneuver (m), 
space headway between passer and impeder 
vehicles at instant passer returns to nor­
mal lane (m) (in general, G f G'), 
VP - V = speed difference, passing versus 
impeder vehicles, at critical position 
(nv's), 
sight distance (to oncoming vehicle) when 
passing vehicle is at critical position 
(m), 

distance traveled by oncoming vehicle 
from time critical position is attained to 
end of passing maneuver (m) , 
travel time from start of passing maneu­
ver to attainment of critical position (s), 
time for passing vehicle to return to its 
own lane from its critical position for 
completed passing maneuver (s), 

Vo - [:2:J 

-- -- -- ~ 

(a) Vehicles at the critical position. 
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Figure 2. Vehicle trajectories. Dietance 
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I 
I 

--+-
~--t-----+j Time I 

IV: Impeder (passed) Vehicle 
PV: Passer Vehicle 

T me 

t 

OV1 Oncoming Vehicle 

(a) Pass Completed 

time passer vehicle moves at speed Vp 
to reach the critical position (s), · 

t = time for passing vehicle to return to its 
own lane from its critical position for 
aborted passing maneuver (s) , 

S.D. 
v 

time passer vehicle spends accelerating 
to speed V + m (s), 
required sight distance (m), 
speed of impeder vehicle (m/s), 
speed of oncoming vehicle (11\/s) , 
speed of passing vehicle at its critical 
position (m/s), 
maximum speed achievable at zero accel­
eration (m/s), and 
distance that passing vehicle is down­
stream of impeder vehicle at critical posi­
tion (m). 

The formulation of the model proceeds in two 
parts, which are subsequently joined together: 

1. Description of the passing and abort maneuvers 
from the critical position to the completion of 
these maneuvers and 

2. Description of 
inception until the 
attained. 

DEVELOPMENT OF MODEL 

the passing maneuver from its 
critical position has been 

The trajectories of the vehicles of interest-­
passer, impeder, and oncomer--from the er itical 
position to the completion of the maneuver are shown 
in Figure 2. In Figure 2a, the passer completes the 
maneuveri in Figure 2b, the passing maneuver is 
aborted. It is assumed that the passer has attained 
passing speed (Vpl by the time the er itical posi­
tion is reached and that the impeder and oncoming 
vehicles travel at constant speeds, V and V0 , 

respectively. 
From Figure 2a it is seen that DJ + flc = Vt 

+ G. Here, 

0 3 =0/+m)t 

m =VP - V(speed difference) 

(b) Pass Aborted 

Substituting, we obtain 

0/ + m)t + Ac =Vt + G 

or 

From Figure 2b, it is seen that D3 
flc· Here, 

03 =0f+m)t-(l/2)at2 

Substitutinq, we obtain 

0/+m)i-(1/2)at2 =Vt-G-Ac 

or 

1/2ai2 =mt+ G + llc 

(1) 

vt G 

(2) 

The sight distance from the passer vehicle to the 
oncoming vehicle when the former is at the critical 
position is 

(3) 

By definition of critical position, C = c, Then, 
D3 + S0 63 + S0 • Subs ti tu ting and assum-
ing the oncoming vehicle speed to be V0 = V yields 

0f+m)t+Vt=0f+m)t-1/2at2 +Vt 

or 

(2V + m)(i - t) = (1/2) ai2 (4) 

Equating Equations 2 and 4 yields 

(2V + m)(i-t) =mt+ G +Ac (5) 

Substituting Equation 1 into Equation 5 yields 

t = t - (G/V) (6) 
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Substituting Equation 6 into Equation 4 and solving 
for t yields 

t = [2G(2V + m)/aV] y, (7) 

Solving Equations 7, 6, and l in that sequence 
yields the values of t, t, and /J.c, respectively. 
The calculation for the required sight distance from 
the critical position (Sci follows immediately 
from Equation 3: 

S0 = (2V + m)t + C (8) 

It is seen that, subject to reasonable assump­
tions, the critical position (/J.cl is independent 
of the sight distance (Sci but is dependent on the 
value of deceleration (a) that is acceptable to the 
motorist during any abort maneuver. 

Figure 3 depicts the vehicle deployments from the 
start of the passing maneuver to the attainment of 
the critical position. During this period, the 
passer vehicle accelerates from its initial speed, 
assumed to be that of the impeder ("flying" passes 

Figure 3. Start of passing maneuver. 
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are not considered here), until it attains its 
passing speed (Vpl before or at the critical 
position. 

This acceleration is a function of the vehicle 
speed, as shown in Figure 4. This function, in 
turn, depends on the type of vehicle, its weight-to­
horsepower ratio, and other factors. To simplify 
the formulation yet retain the dependence of accel­
eration on vehicle speed, we will use an average 
acceleration (A), calculated as follows: 

A= Amax{! - ((V + m/2)/V maxl} (9) 

It follows that the time to attain passing speed (V 
+ m) is 

<~ =m/A 
and 

dA. =Vt A.+ l/2AtA.2 = (m/A) [V + (m/2)] (10) 

After attaining its passing speed, Vp = V + m, 
the passer vehicle travels for t 1 s until it 

(a) Initial Position of Passer (p) and nassed ( i) Uehicles 

Figure 4. Dependence of vehicle 
acceleration on vehicle speed for 
specified vehicle type (level 
tangent). 
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ril 

v 
p 
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max v 

max 

" ' max 
Speed, v 



74 

reaches the critical position, 
travel time is Ti, then 

t 1 =T1 -tA: =T1 -(m/A) 

Thus, 

From Figure 3 it is seen that 

0 1 = G' + 0 1 +Ac 

Since the total 

(11) 

Equating these two expressions for D1 and 
recognizing that D1 = VT1 yields the following: 

dA:+(V+m) [T1 -(m/A)] =G' +VT1 +Ile 

Substituting Equation 10 and solving for Ti yields 

T1 = [(G'+ Ac)/m] + (m/2A) (12) 

Then 

0 1 =G' +VT1 +Ile (13) 

and the required sight distance is 

S.D. =01 +Sc (14) 

To solve th is system, the passer vehicle type 
must be specified in order to obtain Amax and 
Vmax• its operatin~ characteristics. With these 
values ascer tained , A may be found from Equation 9, 
then T1 from Equation 12, where Ac is provided 
from Equation l; the values of o1 and of S.D. 
follow immediately by using Equations 13 and 14, 
where Sc is provided by Equation 8. Note that the 
critical position (Acl is not dependent on the 
passer vehicle type and that the values of G and of 
G' depend on the vehicle speeds and lengths. 

It should be emphasized that a major difference 
between this model and the approach used to develop 
the AASHTO specifications is that both the aborted 
and the completed passing maneuver s are con side.red 
here. (The analysis ind icates that the abort time t 
always exceeds the passinq time as measured from the 
critical position--see Equation 6,) The need to 
provide safe sight distances for both passing op­
tions is self-evident. 

REPRESENTATIVE RESULTS 

This formulation was programmed on a TI-59 calcula­
tor and a parameter study was undertaken. 

Figure 5 displays the sensitivity of the critical 
position (Acl with respect to the acceptable 
abort deceleration (a) for three values. It is seen 
that this sensitivity increases with speed (V) for 
any speed difference (m). Note that the er itical 
position of the passing vehicle moves upstream of 
the impeder (i.e., Ac negative) as the speed 
difference (ml increases. To state it another way, 
the passer must decide earlier whether to abort, 
since the speed difference of the passer increases 
relative to that of the impeder. 

Of particular interest is the great sensitivity 
of Ac with respect to the acceptable abort 
deceleration (a). The more this rate of decelera­
tion decreases (which implies increased safety by 
virtue of easier vehicle handlinq and lower driver 
work load), the earlier the passer motorist must 
decide to abort. These relationships are intui­
tively satisfying. 

Figure 6 displays the sensitivity of the critical 
sight distance (Scl as measured from the er itical 
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position with respect to impeder speed (V), speed 
difference (m) , and acceptable deceleration (a) • 
These values correspond to standard automobiles and 
the assumption of a 1. 5-s headway for the calcula­
tion of the space headway (G). 

As expected, the required critical sight distance 
(S) increases with speed (V), Sc is relatively 
in~ensitive to the speed difference (m), other 
factors being equal. This reflects the impact of 
two opposing factors: Higher value of m impli~s 
lower time to complete the pass, but the passer is 
farther upstream of the impeder at the critical 
position (as shown in Figure 5): thus, a longer 
distance is required to complete the pass. 

Of particular interest is the sensitivity of Sc 
with acceptable abort deceleration (al. It is seen 
that the passing motorist must accept higher rates 
of deceleration in order to accept more passing 
opportunities when the available sight distance is 
limited, This sensitivity again demonstrates the 
need to consider the abort option when computing 
required sight distances. 

The total sight distance (S. D,) is used as a 
basis for designing rural-road passing zones, To 
produce representative values of required passing 
sight distance by applyin'iJ the model, a speed dif­
ference, m = 10 mph (16 .l km/h), is employed. (This 
value of m is used for the AASHTO specifications. l 
with this value of m, it is possible to estimate a 
reasonable value of abort deceleration (a), which 
provides computed passing sight distances that 
approximate the AASHTO sight-distance specifica­
tions. As shown in Figure 7, this value of accept­
able abort deceleration is approximately 12 ft/s 2 

(3,66 m/s 2 or O .37 s> over the range of speeds 
considered, 

Examination of Figure 7 reveals that the AASHTO 
specifications for required passing sight distances 
are reasonable and conservative for impeder speeds 
up to 45 mph ( 72 km/h) for the case of a standard 
automobile passing an automobile. These results 
reflect the lower speeds of impeder vehicles in the 
1940s when the empirical data supporting these 
specifications were gathered relative to speeds 
characteristic of today's traffic. 

Recent observations of traffic on rural roads 
confirm that trucks (which often act as impeders) 
frequently travel at speeds well in excess of 50 mph 
(80 km/h), As shown in Figure 7, the model predicts 
that the required passing sight distances at these 
higher speeds are substantially greater than those 
specified currently by AASHTO. 

It is necessary to consider the impact of the 
changing fleet composition characterized by smaller, 
low-powered automobiles and longer, high-powered 
trucks on the calculation of required passing sight 
distances. The model presented here permits the 
determination of required sight distances for dif­
ferent passing scenarios involving different types 
of vehicles. Specifically, the following passing 
scenarios are examined: 

Scenario 
1 
2 

3 
4 

Passing Vehicle 
Standard automobile 
Standard automobile 

Subcompact automobile 
Subcompact automobile 

Impeder Vehicle 
Automobile 
Trailer truck 

[65 ft long 
(19.5 kmll 

Automobile 
Trailer truck 

It is instructive to normalize all results with 
respect to the AASHTO specifications. In Figure 8, 
the horizontal axis represents the AASHTO specifica­
tions. Where the curves representing the results of 
this model extend above the axis, the AASHTO passing 
sight-distance specifications are inadequate: where 
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Figure 6. Sensitivity of critical positio!!. to im· 
peder speed, speed difference, and acceptable 
abort deceleration (standard-sized automobile). 
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Figure 6. Critical sight distance (S0 ) versus speed, speed difference, and abort deceleration. 
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Figure 7. Required sight 
distance. 

Figure 8. Assessment of 
AASHTO passing sight 
distance. 
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the curves are below this axis, the AASHTO specifi­
cations are satisfactory. 

Figure 8 compares the required sight distances 
estimated by this model for m • 10 mph and a = 12 
ft/s 2 with those specified by AASHTO for the four 
scenarios defined above. As indicated, subcompact 
automobiles require a longer sight distance than do 
standard automobiles. Also, longer sight distances 
are required when the impeder is a truck than when 
the impeder is an automobile, which reflects the 
longer distance the passer must travel when the 
impeder is a truck. 

The AASHTO specifications for passing sight 
distance are reasonable for speeds well below 44 mph 
(70 kll\l'h) but appear to be increasingly inadequate 
(i.e., unsafe) at higher speeds. This inadequacy is 
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more pronounced when the impeder is a truck or the 
passer is a subcompact automobile. As indicated in 
Figure 8, up to 1000 additional ft (300 km) of 
passing sight distance may be required relative to 
the current AASHTO specifications when the impeder 
vehicle is traveling at 55 mph (88 kll\l'h). These 
results have been confirmed by empirical observation 
(~-.11. 

SUMMARY AND CONCLUSIONS 

A formulation is presented that describes the pass­
ing maneuver on two-lane rural roads. A parameter 
study was undertaken that generated results descr ib­
ing the sensitivity of required passing sight dis­
tance with respect to the specified conditions. 
These results were compared with current AASHTO 
specifications for required passing sight distance. 
This comparisbn raises some questions concerning the 
adequacy of these AASHTO specifications when impeder 
speeds exceed 40 mph (64 knv'hl, particularly when 
subcompact automobiles and trucks are involved. 

Based on these results, a review of the AASHTO 
specifications appears to be justified, particularly 
since the size of automobiles is projected to be 
reduced over the next decade. More conservative 
sight-distance requirements should enhance the 
safety of traffic roads. The impact of more re­
strictive passing zone delineation on roadway capa­
city may well increase the need to upgrade roadway 
geometrics or to improve control of passing opera­
tions. This is a problem area that deserves further 
study. 
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Performance Characteristics of Coal-Hauling 

Trucks in Mountainous Terrain 
RONALD W. ECK, ABISHAI POLUS, AND KAI-CHU TSOU 

Objectives of the study were to analyze and evaluate speed characteristics of 
coal trucks on two-lane mountain highways and to identify and quantify 
traffic performance limitations related to heavy trucks. To accomplish these 
objectives, spot speed data were collected on three coal-haul roads in West 
Virginia and a simulation analysis was performed by using the geometric charac­
teristics of the same three sites as input. Upgrade and downgrade speed pro­
files were plotted for passenger cars and three classes of trucks. Truck speeds 
were significantly lower than passenger-car speeds on upgrades. On down­
grades, the speed difference was not so pronounced and depended on whether 
trucks used braking or lower gears to reduce speed. Although simulated truck 
speeds showed good agreement with field data, simulated passenger-car speeds 
were uniformly higher than field speeds. This was attributed to the narrow 
roadway and rough pavement condition of the study sites. Geometric delay 
was significantly greater than traffic delay. Both types of delay were q11anti­
fied for a variety of geometric am. flow conditions. Acceleration noise, 
another traffic-flow parameter, was used as a measure of accident potential 
and stability of flows. Acceleration noise increased as volume increased on 
both upgrades and downgrades. Upgrade acceleration noise was greater than 
downgrade noise. Several practical applications of the results and directions 
for future research were presented. 

The flow of traffic on mountain two-lane rural high­
ways is adversely affected by the nonuniform perfor­
mance capabilities of vehicles, These performance 
differences, particularly between loaded trucks and 
passenger vehicles, are most pronounced on steep up­
grades and downgrades. The influence on flow is 
twofold, First, the reduction of highway capacity 
is significant on grades since, in effect, trucks 
take up the space of a larger number of passenger 
cars on grades than they do on level sections. sec­
ond, because of poorer truck performance on grades, 
there is increased likelihood for traffic instabil­
ities, accident potential, and delays. This becomes 
even more noticeable with an increase in the propor­
tion of low-performance cars, which in turn in­
creases the variability both between and within 
vehicle groups. 

.lobst highways in West Virginia and throughout Ap­
palachia are narrow two-lane roads carrying signifi­
cant amounts of large coal-hauling trucks, which 
cause the effects mentioned above. As coal assumes 
a greater role as an energy source, local citizens, 
planners, and engineers are devoting increased at­
tention to evaluating the impacts of the growing 
number of coal trucks on the highway system. The 
study described in this paper examined the impact of 
coal trucks on traffic flow character is tics of 
two-lane rural highways. 

Two primary objectives, or stages, were estab­
lished for the study, The first objective was to 
analyze and evaluate speed characteristics of coal 
trucks on upgrades and downgrades and to compare the 
findings with those from previous research. The 
second objective was to identify and quantify other 
traffic performance limitations caused by or related 
to heavy trucks and to suggest possible measures to 
reduce these adverse effects, 

In order to accomplish the first objective, speed 
data were collected on sections of three coal-haul 
roads in West Virginia. For the second stage of the 
research, a simulation analysis was performed, the 
input for which was collected during the first stage, 

PREVIOUS STUDIES 

A few previous studies have been conducted on per-

formance limitations of coal or other heavy trucks 
on grades, although these limitations are widely ac­
cepted. Upgrade performance is primarily influenced 
by engine capabilities, specifically the ratio of 
weight to horsepower. This is suggested by the Pol­
icy on Geometric Design of Rural Highways (1) of the 
American Association of State Highway Officials 
(AASHO), which presents some speed-distance curves 
for upgrades based on an earlier flow study con­
ducted by Huff and Scrivner (2). The Arizona High­
way Department conducted another early study (3) on 
congestion caused by trucks on mountainous uPhill 
grades. It was concluded that the total delay was 
dependent on the topographical features of the indi­
vidual hill, the alignment, sight distance, roadway 
width, and percentage of grade. Walton and Lee (4) 
presented findings of a study in Texas where 
speed-distance curves were developed for a range of 
grade profiles: these were applicable to the evalua­
tion of the need for and design of climbing lanes 
for trucks. 

Downgrade performance is affected by a complexity 
of components, which may include the length and 
steepness of the grade as well as the previous and 
the following grades, sight distance, and driver 
skill and attitude. The AASHO guide (1) suggests 
that, compared with level operation, heavy vehicles 
on downgrades show an increase in speed for grades 
up to about 5 percent and a decrease in speed for 
grades of about 7 percent or steeper. A California 
study <2l dealt with downhill speeds of heavy vehi­
cles: no distinction was made between loaded and 
empty trucks. Analysis of field observations showed 
a distinct difference in the behavior of trucks on 
long downgrades as compared with that on shorter 
downgrades. For long grades, trucks were observed 
to slow down to a crawl and maintain that speed un­
til not far from the bottom of the grade. For 
short, steep grades, truck speeds were slower near 
the summit but increased uniformly down the grade. 
A more recent study (6) analyzed speed character­
istics of heavy vehicles on downgrades. It was 
found that loaded trucks reduce their speed consid­
erably at the beginning of a downgrade. The amount 
of reduction was shown to be related to the length 
and slope of the downgrade: the second variable con­
tributed exponentially to the increase in speed gra­
dient. 

Some studies have developed simulation models to 
study traffic flows. One such study on two-lane 
mountain highways conducted by the Midwest Research 
Institute <2> suggested a measure for rating grades 
by analyzing truck performance on grades with a sim­
ulation technique. st. John and Kobett (8) im­
proved and adjusted the simulation model to -dupli­
cate the characteristics of mixed (cars and trucks) 
flows on grades. Botha and May (9) used this same 
model to determine an optimum length and location of 
a climbing lane on a specific upgrade and to deter­
mine general guidelines for the most cost-effective 
location of climbing lanes when several upgrades are 
considered. It was determined that the travel-time 
benefit obtained from a climbing lane is most sensi­
tive to gradient. 

St. John's detailed model was adopted for use in 
the second stage of this study to examine the im­
pacts of coal trucks on flow on mountain two-lane 
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Table 1. Characteristics of three study sites in Preston 
County, West Virginia. Site 

No. 

I 

Average 
Site Slope• 
Location (%) 

WV-7, Cascade 5.10 
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Overall Peak- Trucks(%) 
Length Hour 
(m) Volume T1 Ti T3 

866 380 5.5 3.3 3.0 
2 WV-7, Kane's Creek 6.41 970 280 4.8 6.1 2.5 
3 WV-26, Kingwood 4.98 1150 250 3.2 6.9 1.6 

acomputed as weighted (by length) average of individual subsection slopes on each grade. 

Table 2. Truck characteristics used in study. 

Manufacturers' 
Suggested 
Avg Weight-

Avg to-Horsepower Avg 
Vehicle GVW Ratio Length 
Type Description (kg) (kg/hp) (m) 

T1 Single-unit truck, 21 000 95 10.7 
three axles or less 

Ti Single-unit truck, 28 000 165 10.7 
four axles 

T3 Trucks with five axles 36 000 170 16.7 
or more, including semi~ 
trailer combinations 

highway sections. The simulation model is described 
in detaii elsewhere 1,.§.i. 

DATA COLLECTION 

By using a radar device, spot speed observations 
were taken at five points on each of three sections 
of mountain roads in Preston County, West Virginia. 
Characteristics of the three study sections are pre­
sented in Table 11 the truck types shown will be de­
scribed below. These three sites were selected to 
be two-lane rural grades on a tangent section, where 
the approach roadway was approximately level. This 
was to permit study of traffic characteristics on 
upgrades and downgrades where speed was not limited 
by horizontal curvature. Other criteria in the se­
lection of sites were the presence of a significant 
number of coal trucks, proximity to West Virginia 
University, and close physical resemblance to one 
another in terms of design speed, pavement width, 
and shoulder width. 

Since heavily loaded trucks have significantly 
lower performance character is tics compared with emp­
ty trucks, they have the most severe impacts on 
traffic flow both in the upgrade and downgrade di­
rections. For the purpose of this study, it was de­
cided to examine mainly the loaded trucks, although 
comparisons were made with performance of other ve­
hicles, particularly passenger cars. The loaded 
trucks were primarily hauling coal, although some 
were carrying limestone and some were tank trucks 
transporting petroleum products. All trucks were 
classified according to number of axles, while the 
average gross vehicle weight (GVW), ratio of weight 
to horsepower, and average length were obtained from 
the literature , since time and resource constrain ts 
precluded field determination of these quantities. 
A summary of truck characteristics is presented in 
Table 2. 

FIELD SPEED CHARACTERISTICS 

The speed data collected were sorted by the three 
truck types described above in addition to passenger 
cars. Based on visual observations, it was con­
cluded that most of the fourand five-axle trucks 
(types T2 and T3) were coal-hauling vehicles 
originating at coal mines near the study sites and 

Figure 1. Field data collected at site 1, WV-7 near Cascade. 
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destined for a power plant or rail-loading facility. 
Figure l presents the mean spot speed profiles of 

the four types of vehicles for site l for upgrade 
and downgrade directions. At the foot of the grade 
(station A) the mean speed of the passenger car (P) 
was about 16 .1 km/h higher than those of all three 
classes of loaded trucks. There was no significant 
difference between truck speeds at station A, Table 
3 presents an analysis of speed differences for dif­
ferent vehicle types for the five stations at site 
1. A continuous decrease in speeds was noted for 
station C, from which a slight increase in speed was 
noted, At station E, located at the top of the up­
grade, the relative speed difference remained the 
same, although the single-unit four-axle trucks 
(T2l had the lowest mean speed. T2 speeds were 
significantly lower than those of passenger vehicles 
and five-axle trucks (T3l, as shown in Table 3. 
The four-axle trucks were found to have the lowest 
speed at the top of the grade on all three sites. 
The vast majority ot these trucks were coal-hauling 
trucks, and it is suspected that overloading was a 
prime reason for their relatively poor performance. 

Figure l also presents the mean speed profiles 
for downgrade vehicles at site l. For trucks, there 
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Table 3. Comparison of mean spaeds for different vehicle typas on site 1 upgrade. 

Station 

A B c 
Vehicle 
Type !-Statistic Significance• t-Statistic Significance• !-Statistic 

P1 vs T1 -4.867 + -4.085 + -5.927 
P1 vs T2 -12.315 + -13.010 + -11.821 
P1 vs Tl -6.695 + -4.268 + -8 .729 
T1 vs T2 0.900 0.445 1.866 
T2 vs Tl 0.951 0.347 0.120 

D 

Significance• !-Statistic 

+ -7.031 
+ -9.882 
+ -5.703 
+ 0.223 

0.742 

Significance• 

+ 
+ 
+ 

E 

!-Statistic 

--5.198 
-11.037 
-5 .816 

1.895 
1.655 

79 

Significance" 

+ 
+ 
+ 
+ 

8The plus sign means significant at the S percent leveli the minus sign means not significant at the s percent level. 

Figure 2. CDF of upgrade and downgrade mean spot spaeds at 
181ected points on site 2, WV·7, Kane's Creek. 
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was relatively little acceleration proceeding down­
grade. By the time the steepest part of the grade 
(station C) was reached, loaded-truck speeds were 
only about 3.2 knVh greater than speeds at the top 
of the grade. Passenger-car speeds, on the other 
hand, increased until the grade steepened signifi­
cantly. Prior to entrance of the -10 percent sec­
tion, braking reduoed vehicle speed slightly. At 
the bottom, loaded-truck speeds were essentially 
equal but about 11. 3 kll\/h slower than those of pas­
senger cars. The widest variation between passen­
ger-car and loaded-truck speeds occurred at this 
point. An analysis of speed differences similar to 
the one performed for the upqrade direction found 
that the differences between passenger cars and all 
types of loaded trucks were significant at the 5 
percent level. Difference s between T2 and the 
other two loaded-truck types were not significant 
for this downgrade or for site·s 2 and 3. 

Cumuiative density functions (CDFsl of mean spot 
speed for all three sites were examined. Figure 2 
presents typical examples of the CDFs for site 2, 
upgrade and downgrade directions, at stations A and 
E. It can be seen that the cumulative distributions 
followed the typical s-shaped curve. Slopes of the 
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curves were very steep at the entrances to the 
grades, which indicated uniform speeds within each 
vehicle category. However, on the grades them­
selves, the curves were flatter, which indicated 
more variable speeds as the grades affected vehicle 
performance. 

The downgrade CDFs portrayed relatively low vari­
ability in speeds between truck types. At most ob­
servation stations, loaded-truck curves tracked one 
another very closely. Passenger-car curves demon­
strated slightly higher speeds at all observation 
stations. This is what one would expect intui­
tively: i.e., passenger cars are fastest, followed 
by loaded trucks where drivers use both gears and 
brakes on relatively long and steep downgrades. 

SIMULATION SPEED RESULTS 

For further evaluation of coal-truck performance and 
impacts, a previously developed simulation model, 
which has been documented (81 and tested in I<ansas, 
was used. However, it was- necessary to check the 
validity of the model when applied to the narrow 
mountain roads of West Virginia. 

A preliminary validity test had been conducted in 
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a previous study in West Virginia (10), The study 
determined that the model's space mean speeds close­
ly resemble actual space mean speeds. Further 
checks were made by using a sensitivity analysis, a 
procedure in which the input data are altered to see 
what effect they have on the results. Changing 
model input data did in fact produce simulated traf­
fic situations that agreed with what would be ex­
pected intuitively. Since the model proved satis­
factory for further analysis, the previously col­
lected geometric and flow data were used as an input 
to the simulation model. Output from the model con­
tained several prominent results, These results are 
discussed in the next two sections of this paper. 

Figure 3 presents a typical example of mean field 
spot speeds versus mean simulation spot speeds as 
obtained for site 3. Two striking features may be 
observed. Simulation truck speeds and field truck 
speeds tended to be relatively similar without any 
major observable differences. This statement was 
valid for the other sites as well. Field and simu­
lation performances of passenger cars, however, were 
statistically different; the simulation results were 
significantly higher. There are at least two pos­
sible reasons for the phenomenon, The study-site 
roadways were narrow (about 2. 7-m lanes with almost 
no shoulders) and had rough surface& (due to fre­
quent patching). Both these factors could cause 
passenger-car speeds to be reduced below those pre­
dicted by the simulation model. However, truck 
speeds, since they were lower, were not so sensitive 
to these adverse geometric conditions. 

It is also possible that, due to downsizing, pas­
senger-car characteristics have changed since the 
simulation model was written in the late 1970s. The 
researchers observed a substantial number of 
four-cylinder subcompact cars on the study sec­
tions. These vehicles would be expected to perform 
more poorly than standard passenger cars on up­
grades. However, this does not explain the fact 
that field speeds were lower than simulated speeds 
on the downgrade. 

The second noticeable feature was the reduction 
in truck speeds versus the increase in passenger-car 
speeds, Th is phenomenon was attributed to a long 
horizontal curve located near the beginning of the 
grade. When the upgrade was encountered, truck 
speeds dropped off rapidly; loaded coal trucks 
(T2l were most affected, since their speeds drop­
ped about 24 k"1/h. Passenger cars, however, dis­
played some acceleration ability, which in fact in­
creased the instability in terms of rear-end colli­
sion hazard between passenger vehicles and trucks, 
Similar situations, in which a horizontal curve pre­
cedes a steep upgrade, may call for certain geomet­
ric measures such as provision of climbing lanes 
that will attract trucks and reduce flow hazard and 
friction between heavy vehicles and passenger cars. 

Findings of simulated speeds versus field speeds 
on downgrades for site 3 are also presented in Fig­
ure 3. Again, except for passenger vehicles, the 
similarities between the simulation model and the 
field data were noticeable. The reasoning here is 
similar to that discussed above where the narrow 
lanes and shoulders reduced passenger-car speeds 
considerably. 

TRAVEL-TIME DELAY 

When a passenger vehicle approaches a slower, 
heavier vehicle on an upgrade, it may or may not en­
counter some travel delay, depending on the geomet­
ric conditions and volume and speed of opposing 
traffic. When there is no opposing traffic in the 
adjacent lane and when the geometrics of the site, 
such as sight distance, are satisfactory, usually no 
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Figure 3. Field versus simulated mean speed profiles for different vehicle types 
at site 3, WV-26, Kingwood. 
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Figure 4. Speed profiles of simulated passenger cars delayed on site-1 
upgrade. 

Table 4. Geometric and travel-delay rates for site 1. 

Avg Traffic Delay 
Geometric Delay (s/km) 

Direction (s/km) 

.g_ 
:".', 
Q 

"' "' ::; 

of Hourly All Passenger 
Travel T, T2 TJ Volume Trucks Cars 

Upgrade 47.0 55.9 59.3 150 10.6 6.3 
200 12.0 8.2 
250 1.7 9.9 
300 1.0 12.0 

Downgrade I.I 0.3 0.1 150 2.8 2.2 
200 3.9 l.6 
250 2.1 2.2 
300 2.7 2.8 

110 

100 

90 

BO 

70 

60 

so 

40 

30 

20 

reduction in speed and no delay are detected. If, 
however, an opposing vehicle appears, the impeded 
vehicle has to reduce its speed and continue to 
trail the slower-moving trucks. The total time de­
lay rate in this study was defined as travel time 
per kilometer distance, whereas speed was reduced 
due to both roadway geometry and presence of other 
traffic. Delay due to traffic was obtained by sub­
tracting geometric delay from total time delay. 

The developnent and magnitude of this impedence 
are presented in Figure 4, which is based on the 
simulation model and demonstrates the sudden drop in 
speeds of originally free-flowing passenger cars as 
they encounter trucks on the upgrade and indicates 
their travel at slow speed behind the trucks. (In 
Figure 4, each curve represents a speed profile of 
one passenger car.) Further quantification of the 
delay data is presented in Table 4, where the geo­
metric and traffic components of the travel-time de­
lays are prebented both for the upgrade and the 
downgrade of site 1. The following conclusions can 
be drawn: (a) the upgrade delay, due to both geom­
etry and traffic, is considerably higher than the 
downgrade delay, regardless of traffic volume; (b) 
passenger-car traffic delay increases proportionally 
with volume; (c) passenger-car geometric delay is 
essentially zero for this site both for the upgrade 
and the downgrade; and (d) truck geometric delay is 
significant for the upgrade (47-59 s/km); downgrade 
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geometric delay does not seem to be significant at 
this site. Sites 2 and 3, however, present greater 
downgrade geometry delay--about 18 and 22 s/km, re­
spectively. This is attributable to steep sub­
sections on each grade that caused trucks to gear 
down to a crawl to preserve brakes on the grade. 

ACCELERATION NOISE ON GRADES 

The acceleration-noise concept has been used as a 
measure of accident potential and stability of flows 
and is defined (11) by the standard deviation of the 
driver •s acceleration about the mean acceleration 
over a given section of highway. The total acceler­
ation noise of a vehicle in traffic is a super­
position of its natural noise (the acceleration 
noise at level section and very low traffic volume) 
and its response to various geometric and flow con­
ditions. Table 5 presents the simulation findings 
of the acceleration noise for the three sites in 
both the upgrade and the downgrade directions. As 
would be expected, the acceleration noise generally 
increased with volume. As the traffic volume in­
creased from 150 to 300 vph, the acceleration noise 
increased by 22-56 percent for the upgrades; accel­
eration noise increased by 9-53 percent for the 
downgrades. The influence of the volume increase 
seemed to be less pronounced at site 1, where sec­
tion length was relatively short and the grade was 
not too steep. For site 2, where the grade was the 
longest and steepest, the volume increase generated 
the most instability. Another noticeable conclusion 
to be drawn is that the magnitude of the upgrade ac­
celeration noise was greater than the downgrade 
noise, which means that the upgrade disturbances to 
the stability of the flow were greater. One can 
note, however, that some noise above the normal 
level section noise was attributable to downgrades 
as well, which has been found (11 l to be on the or­
der of 0 .04 m/s2 • This was especially noticeable 
at sites 2 and 3, where trucks maintained crawl 
speed over part of the downgrade. 

CONCLUSIONS AND RECOMMENDATIONS 

This study analyzed speed and flow characteristics 
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Table 5. Acceleration noise for mixed vehicles for 
different flow conditions on three study sites 
(simulated resultsl. 

Site 

2 

3 

Noise 
Traffic (m/s2 )at 
Direction ISO vph 

Upgrade 0.349 
Downgrade 0.133 
Upgrade 0.306 
Downgrade 0.134 
Upgrade 0.287 
Downgrade 0.211 

Flow Rate (vph) 

200 

Noise Percent 
(m/s2 ) Increase3 

0.440 +25.8 
0.132 -0.0 
0.370 +20.8 
0 .435 +224.9 
0.328 +14.2 
0.235 +11.2 
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250 300 

Noise Percent Noise Percent 
(m/s2 ) Increase8 (m/s2 ) lncrease8 

0.386 +10.6 0.444 +27.2 
0.138 -4.1 0.145 +8.9 
0.610 +99.3 0.477 +55 .8 
0.237 +76.6 0.204 +52 .I 
0.345 +20.4 0.352 +22.6 
0.311 +47.1 0.324 +53.5 

a Relative to acceleration noise for 150 vph. 

of heavy vehicles and passenger cars on three 
two-lane mountain highway sites in West Virginia. 
The study was based on analysis of gathered field 
data as well as further evaluation of results ob­
tained by a simulation model calibrated with input 
geometric and flow data obtained at the study 
sites. Several conclusions drawn from this study 
will be discussed below. 

Heavy-truck speeds, such as those of coal trucks, 
were significantly lower than passenger-car speeds 
on upgrades. On down9r ades, the di ff er ence between 
heavy and li9ht trucks was not so pronounced as on 
upgrades. On downgrades with relatively steep sub­
sections, loaded trucks may reach crawl speed. Pas­
senger cars following such trucks can experience 
significant delay. 

Travel-time delay is composed of geometric delay 
caused by sharp curvature, steep grades, and inade­
quate pavement width and traffic delay caused by 
slow-moving vehicles where there are no opportuni­
ties to pass. The geometric delay on the West V ir­
g in ia mountain roads studied was significantly 
greater than the traffic delay. Traffic delay, how­
ever, was more significant for passenger cars than 
for trucks. Acceleration noise increased with vol­
ume increases on both upgrades and downgrades. The 
upgrade noise was greater than the downgrade noise. 

Al though sever al of the conclusions cited above 
are not new, the research results presented here are 
significant because they quantify the impact of 
trucks of the type used to haul coal on traffic flow 
on two-lane mountain roads. Results should be of 
particular interest to highway planners evaluating 
the transportation effects of proposed mine open­
ings, However, the data have wider applicability 
beyond coal transportation. For example, the infor­
mation could be used by highway engineers concerned 
with evaluating alternative highway improvements 
such as rerouting trucks, improved horizontal and 
vertical geometry, or the addition of ti::uck climbing 
lanes. 

Relative to truck climbing lanes, the research 
results have shown that consideration for introduc­
tion of climbing lanes on upgrades should include 
some additional factors beyond traffic volume and 
steepness and length of grade. such factors should 
include the horizontal alignment, particularly the 
presence of shai::p horizontal curves at or next to 
the bottom of the grade, and the sight distance . 

Climbing-lane er i ter ia have been based on ratios 
of truck weight to horsepower of 400 to l and a 
speed difference of 24 knv'h. According to weaver, 
Wootan, and Woods (1 2}, recent t r ends have consider­
ed weight/horsepowe;-ratios of 275 :l since truck en­
gine sizes have been increased with little increase 
in weight. However, such criteria probabiy will not 
be applicable in the future as engine performance is 
reduced to meet fuel constraints. studies like the 
one described in th is paper may be used to provide 
baseline data for analyzing the impact of these 

lower-performance trucks on traffic flow. In addi­
tion to the compatibility problems between different 
classes of vehicles, the data might be useful to ex­
amine problems created by performance limitations of 
a class of vehicles, e.g., automobiles, as the pro­
portion of lower-performance subcompact cars in­
creases. 

Results have also shown that the maintenance con­
ditions of rural highways, especially those that 
contain a relatively large volume of heavy trucks, 
can have a definite influence on traffic flow. 
Maintenance is important, not only to preserve the 
pavement from a structural standpoint but also to 
maintain a smooth and uniform flow, especially for 
passenger cars. 

Another general area in which the research re­
sults may be applied and in which addit i onal work is 
needed concerns the implications of geometric design 
on motor vehicle fuel consumption. There is a 
growing concern nationwide in identifying geometric 
design features and ways in which they can be al­
tered without adversely affecting safety or level of 
service. For example, this study bas indicated that 
geometric features such as .insufficient passing op­
portunities on two-lane rural highways, sharp hori­
zontal curves, or narrow roadways can cause speed 
changes. These design features affect motor vehicle 
fuel consumption, usually adversely, in the case of 
unnecessary speed changes. By combining specific 
vehicle fuel consumption data with geometric and 
traffic flow information, engineers and planners 
could estimate the energy impacts of different geo­
metric design alternatives. In this way, decision­
makers could give energy conservation as much or 
greater consideration as safety and travel time in 
the design and operation of the highway system. 

A final recommendation for further research is 
that additional field and simulation analyses be 
made under a greater variety of geometric condi­
tions, particularly on longer and steeper grades. 
More work is needed on the simulation model so that 
it portrays the mountain highways of Appalachia bet­
ter. Development of prediction models for such mea­
sures as accident rates, instability potentials, or 
delays based on geometric or volume character is tics 
of existing or proposed highways would be appropr f­
ate. In this regard, a previously mentioned study 
(6) developed a model of mean approach speed gradi­
ent incorporating length and slope of downgrade. 
The contribution of the average slope of the down­
grade was exponential in nature and its contribution 
to average approach speed gradient was more signifi­
cant than that of length of the downgrade. Speed 
gradients for the three downgrades examined in this 
study were plotted on a graphical presentation of 
the equation (not shown here). The points fit the 
previously developed model very well. Such good 
agreement suggests that further study of longer and 
steeper grades would be worthwhile. 
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