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Abridgment 

Optimal Speed Limit: A New Approach 

JAMES M. JONDROW, MARIANNE BOWES, AND ROBERT A. LEVY 

The private optimal speed for a driver and the optimal speed limit imposed by 
a government are two different things. An individual can determine his or her 
optimal driving speed by comparing the costs of increased speed (greater gaso­
line consumption and greater probability of an accident) with the benefits (re­
duced travel time). A driver's private optimum speed does not, however. take 
into account any damage that his or her extra speed may do to others. This is 
an external cost of speed, which provides a rationale for government regulation 
of highway speed. In this paper we present a method for calculating the optimal 
speed limit. It starts with the privately chosen speed and then adjusts it to ac­
count for external costs. One advantage of this method is that it is based on 
the driver's judgment about the value of his or her life rather than on an ex­
ternally imposed estimate. After deriving a formula for the optimal speed limit, 
we use it in a simple numerical example that provides (a) an estimate of the 
optimal speed limit; (bl an estimate of the cost per life saved of a suboptimal 
speed limit, which can be compared with the costs of other ways of saving 
lives; and (cl an understanding of the types of information needed to improve 
estimates of the optimum. 

In this paper we describe one rationale for govern­
ment regulation of driving speed--externalities: 
that is, the costs imposed by one motorist on oth­
ers. We also demonstrate that acceptance of this 
rationale leads to a method for calculating the op­
timum speed limit. As do all such calculations, our 
calculations depend on two uncertain parameters, the 
values of time and life. We show how to calculate 
the optimal speed limit without imposing outside 
judgments about these parameters. Someone's judg­
ment must be used: we use that of the individual 
driver, which is inferred from the drivers' behav­
ior. To demonstrate the methodology we make an il­
lustrative calculation of the optimal speed limit 
for one type of road, uncongested freeways. 

EXTERNAL I TY 

The method is based on a crucial distinction: be­
tween the optimal speed limit (imposed by a govern­
ment in the social interest) and the optimal speed 
for an individual driver. 

An individual determines his or her optimal driv­
ing speed based on the private or internal costs 
(increased fuel use and increased possibility of an 
accident) and benefits (reduced travel time) of 
driving faster. The driver takes no account of the 
damage his or her extra speed may do to others (the 
external cost of speed). Society, however, must 
consider all costs, internal plus external, which is 
the major rationale for a speed limit. 

ASSUMPTIONS 

The formula for the optimal speed limit is derived 
from a simple economic model of driver behavior. [A 
more detailed analysis is given elsewhere (!)]. The 
model uses the following major assumptions: 

1. A driver is rational: that is, given the nec­
essary information, he or she would drive at the op­
timal speed: 

2. The driver possesses the knowledge necessary 
to determine his or her private optimum speed or, at 
least, his or her knowledge is as good as the gov­
ernment's: and 

3. There is a single 
which implies that there is 
speeds among drivers. 

representative driver, 
no variation in optimum 

Deriving the Private Optimum Speed 

Figure 1 shows how the private and social optimum 
speeds are determined. The marginal benefit curve 
shows the benefit of increased speed. The equation 
for this curve is derived from the total benefit 'of 
trip time (which is negative because trip time is a 
cost) : 

Dollar benefit of trip time= -VT(D/S) 

where 

VT value of time ($/~), 

D trip distance, and 
S speed. 

(1) 

The marginal benefit of speed is the derivative of 
benefit with respect to S: 

Marginal benefit of speed= VTD/S2 (2) 

The curve that shows private marginal cost de­
pends on the cost of gasoline and the increased 
probability of an accident. The equation is given by 

Private marginal cost = [V Lb + PG c] D (3) 

where 

b 

the amount necessary 
for an increase in 
fatal accident: 

to compensate a driver 
the probability of a 

the increased probability , per mile, of a 
fatal accident as speed increases 1 mph: 
the price of gasol'ine: and 
the increase in gasoline use, per mile, as 
speed increases 1 mph. 

The private optimum is determined by the inter­
section of marginal benefit and marginal cost. 
Mathematically, this involves the equating of mar­
ginal benefit and cost and the solving of Equations 
1 and 2 for S. Sp, the optimum speed for an indi­
vidual driver, is the solution value of S: 

(4) 

The private optimum depends directly on the value of 
time and inversely on the value of life and gasoline 
price, as well as on the increased gasoline use and 
fatality rate per mile of speed. 

Deriving the Social Optimum Speed 

To obtain a formula for the social optimum requires 
adjusting the earlier formula for marginal cost to 
account for externalities. The total effect of an 
increase in a driver's speed on the fatality rate is 
b + b', where b' is the effect on other people and b 
is the effect on the driver. Then (shown as an up­
ward shift in marginal cost in Figure 1) marginal 
cost increases to PGDc + VLD(b + b'), and the 
optimal speed is reduced to 

(5) 
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Figure 1. Social and private optimum speed limits. 
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Table 1. Estimates of private and socially optimal speeds. 

Speed (mph) 

Value of Time Value of Life Private Social 
($/h) ($/life) Optimum Optimum 

5 100 000 60.8 60.3 
5 1 000 000 53.4 50.3 
5 10 000 000 29.4 24.9 

10 100 000 86.0 85.3 
10 174 256 85.0 83.8 
10 1 000 000 75.5 71.l 
10 10 000 000 41.5 35.2 
15 100 000 105.4 104.5 
15 1 000 000 92.5 87.0 
15 1716697 85.0 78.0 
15 10 000 000 50.9 43.2 
20 100 000 121.7 120.7 
20 1 000 000 106.8 100.5 
20 3 259 137 85.0 75.6 
20 10000000 58.8 49.9 

Numerically Calculating the Optimal Speed Limit 

We now have formulas for the private optimal speed 
and the optimal speed limit. To make numerical cal­
culations, we need values for the parameters. It is 
not too difficult to find data on gasoline prices or 
on the relations between driving speeds and fatality 
rates (2) and driving speed and gasoline mileage 
(.;!-il . -The value of time and the value of life, 
however, are uncertain. 

One strategy is to calculate the optimal private 
speed and the optimal social speed by using alter­
nate values for life and time, which leads to the 
results in Table 1. The social speed limit varies 
greatly within the table, from 30 mph to more than 
120 mph. To determine the optimal speed limit one 
would have to choose the most likely values for time 
and a life, a task that involves massive uncertainty. 

We propose an alternative method, one that avoids 
imposing the value of a life from outside the driv­
er's behavior. Our method uses the driver's private 
optimum (which we assume equals the average speed 
where there is no speed limit) and the other para­
meters to make inferences about the value drivers 
place on their own lives and to derive the optimal 
speed limit. 

To illustrate our method, suppose the private op­
timum speed is BS mph (roughly the actual, unre­
stricted speed on the German Autobahn). Our method 
involves restricting attention to the cases in Table 
1 that are consistent with a private optimum of BS 
(cases 10, lS, and 20) • Note the drastic reduction 
in the range of socially optimal speeds. Rather 
than assuming a value of life and then solving for 
the private and social optimum speeds, we assume a 
value for the private optimum and then solve for the 
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implied value of a life and social optimum. 

Application to the SS-mph Speed Limit 

This section applie.s our model to a current policy 
question, evaluation of the SS-mph speed limit. We 
can use our model not only to calculate the optimal 
speed limit, which does take account of highway 
deaths, but also to answer the question: What is 
the cost per life saved of imposing the SS-mph limit 
if this differs from the socially optimal speed 
limit? 

We answer this question in the following way. 
First, we compute the lifesaving cost of a subopti­
mal speed limit: the costs less the benefits, where 
the benefits exclude the value of saving lives. We 
then divide this figure by the number of lives saved. 

If the private optimum speed is 8S mph, the opti­
mal speed limit is 78 mph, and the value of a life 
is $1. 7 million (from Table 1), we find that the 
lifesaving cost of having a speed limit of SS mph 
rather than 78 mph is $3.2 million per life saved. 
[For the calculations, see elsewhere (1).] In our 
case, this not only exceeds the value- individuals 
place on their own lives ($1. 7 million) but also 
proves to be a more expensive way of saving lives 
than many other proposed lifesaving policies, for 
example, the installation of smoke alarms. 

SUMMARY 

We have developed a method for calculating the opti­
mal speed limit. The conclusions of our work can be 
stated as follows. 

To determine the optimal speed 
meters are of crucial importance: 
the absence of a speed limit and 
external costs to internal costs. 
data-collection efforts should be 

limit, two para­
(a) the speed in 
(b) the ratio of 
We conclude that 
focused on these 

two parameters, which would involve a major redirec­
tion of federal highway research. 

If our crude calculations are at all indicative, 
the optimal speed limit is above SS. Maintenance of 
the SS-mph limit is an expensive way to save lives. 

In our method, the value of a life does not di­
rectly enter the calculation of the optimal speed 
limit. The value of time enters with less impor­
tance than in usual calculations. In general, the 
information needed for the calculation is changed as 
well as the relative importance of different pieces 
of information. 

What we have presented is a highly simplified 
model, without precise parameter estimates. What is 
needed is a more sophisticated model with the same 
PmphnRPR--t:hP form A on PXt.Prn;; l ; t.; PR ;;nil t.hP ;;hi l; t.y 
to use the vast amount of information embodied in 
observed speeds. Also needed are the data (especi­
ally on externalities) to apply the model. 
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Economics of Bus Rehabilitation 

DOUGLASS. McLEOD 

The cost-effectiveness of bus rehabilitation versus new bus acquisition warrants 
close examination because of the rapid increase in the costs of new bus acquisi­
tion and the scarcity of financial resources for local transit systems. In 1980 
and 1981 the Florida Department of Transportation conducted a study of the 
economic feasibility and implementation of bus rehabilitation within Florida. 
This paper reflects the economic research and findings of that study, modified 
to incorporate the Urban Mass Transportation Administration's early 1981 
guidelines on bus rehabilitation. Economic analysis techniques are used to eval­
uate the cost-effectiveness of bus rehabilitation from national and local view­
points. A mainline economic analysis is developed with appropriate economic 
input values. The paper concludes that, from the viewpoint of national and 
local transit interests, bus rehabilitation is a cost-effective alternative to new 
bus acquisition. Local transit operators should consider providing additional 
funds beyond the required federal matching share. However, local transit 
operators should obtain substantial federal funding assistance before undertak­
ing a bus rehabilitation program. Because cost-effectiveness of bus rehabilita­
tion is dependent on economic input values, sensitivity analyses and general 
equations are presented so that local transit operators have the option to use 
values that more appropriately represent their particular situations. Short-term 
updating procedures are provided. 

The concept of bus rehabilitation is not new; to 
various extents, transit agencies have been rehabil­
itating buses for several years. However, due to 
the rapid increase in the costs of new bus acquisi­
tion, increasing vehicle requirements, and relative 
scarcity of financial resources for local transit 
systems, the cost-effectiveness of bus rehabilita­
tion warrants ciose examination. 

In part as a response to these factors, in Feb­
ruary 1980, the Urban Mass Transportation Adminis­
tration (UMTA) , issued a notice of proposed rule 
making (NPRM) to f inane ially a id comprehensive bus 
rehabilitation projects (1). In order to benefit 
from the rehabilitation pr~gram, the Florida Depart­
ment of Transportation (FOOT) initiated a feasibil­
ity study for bus rehabilitation in Florida (2). 
Concurrent with completion of the FOOT study, uMTA 
issued its final rule on bus rehabilitation policy 
and procedures in January 1981 (1_); however, with 
the change in federal administrations, this final 
rule was withdrawn and is being reassessed. The 
expressed purpose of withdrawing the rule was to 
make the bus rehabilitation program as flexible as 
possible by providing guidelines rather than a fixed 
rule. Nevertheless, the current administration be­
lieves that bus rehabilitation is a good concept, 
and UMTA is funding bus rehabilitation projects by 
using the "withdrawn final rule" as a guideline. 
This paper reflects the research and findings con­
ducted for the FOOT bus rehabilitation feasibility 
study <±lr based on UMTA's 1980 NPRM on bus rehabil­
itation (.!,) and modified as appropriate to incorpo­
rate UMTA's 1981 bus rehabilitation guidelines (1_). 

To determine appropriate levels of investment 
between the acquisition of new buses and rehabilita­
tion of existing buses, the following economic fac­
tors should be considered: 

1. Initial capital investment costs, 
2. Service lives, 
3. Salvage values, 
4. Operation and maintenance costs, and 
5. Appropriate discount rate. 

Consideration of the relative worth of a rehabili­
tated bus versus a new bus, which reflects qualita­
tive differences, may also be appropriate. 

In the following sections, UMTA's bus rehabilita-

tion guidelines are evaluated from an economic view­
point and mainline values are determined for the 
economic parameters listed above. National and 
local maximum acceptable bus rehabilitation costs 
are presented, sensitivity analyses of the economic 
parameters are performed, and short-term updating 
procedures are provided. 

ECONOMIC SUMMARY OF UMTA'S BUS REHABILITATION 
GUIDELINES 

Of the five key economic inputs needed to evaluate 
cost-effectiveness of bus rehabilitation versus new 
bus acquisition, only two inputs were addressed in 
the UMTA guidelines: initial capital investment 
costs and bus service lives. UMTA' s estimated cost 
of a new bus did not include the cost of a lift for 
the elderly and handicapped (], p. 9862). The cur­
rent new bus cost provided in the UMTA guidelines is 
$120 000; this cost will increase due to inflation. 

The need for structural improvements is UMTA' s 
primary basis for evaluating the feasibility of bus 
rehabilitation; however, as a general guideline, 
buses should be at least 12 years old or should have 
accumulated 500 000 miles (1_, pp. 9864-9865). No 
clear guidance is given as to the extended service 
life of a rehabilitated bus; however, the minimum 
extended service life of a rehabilitated bus is 5 
years, and examples of extended service lives of 5, 
8, and 10 years are cited (], p. 9862). 

In the NPRM (.!,, p. 9244), UMTA stated that its 
initial experience with bus rehabilitation indicated 
that the capital cost of bus rehabilitation should 
not exceed 50-60 percent of the cost of a new bus 
over a 12-year service life in order to ensure a 
worthwhile return on local and federal investments. 
UMTA used the 60-percent value as an input in the 
bus rehabilitation funding formula. Essentially, by 
introducing the 60-percent value, UMTA recognized 
the worth of a rehabilited bus as 60 percent of the 
worth of a new bus after accounting for different 
service lives. In the subsequent UMTA guidelines a 
70-percent value was used (}, p. 9864); however, the 
meaning of these values appears to have changed. In 
the latter document, the value was used as a funding 
cap to approximate the median cost of bus rehabili­
tation (1_, p. 9862). Nevertheless, by incorporating 
the 70-percent value in the guidelines, UMTA impli­
citly recognized the worth of a rehabilitated bus as 
70 percent of the worth of a new bus after account­
ing for different service lives. 

Salvage values for new and rehabilitated buses 
were not addressed in UMTA' s guidelines. In the 
NPRM, UMTA requested comments regarding operating 
costs of new versus rehabilitated buses; however, 
the subsequent guidelines did not provide operating 
and cost differentials. Discount rates were not 
considered in the UMTA documents. Thus, the guide­
lines implicitly assumed no salvage values, no dif­
ference between the operation and maintenance costs 
of new and rehabilitated buses, and a zero-percent 
discount rate. The key economic inputs used or im­
plied by the UMTA guidelines are summarized in Table 
1. 

The funding formula used by UMTA is, "The full 
cost of rehabilitation may not normally exceed sev­
enty percent (70%) of the average annual amortized 
value of a new bus (based on a 12-year life), multi­
plied by the number of years the bus life is pro-
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Table 1. Key economic input values of UMTA guidelines. 

Economic Input 

Initial capital cost 
New bus 
Rehabilitated bus 

Bus service life 
New 
Rehabilitated 

Bus salvage value 
New 
Rehabilitated 

Cost differential for operation and maintenance 
of rehabilitated versus new bus 

Discount rate 
Worth of rehabilitated versus new bus 

3Chang~s over time. bMinimum value. 

Value 

$120 ooo• 
$3 5 ooo-$70 ooo• 

12 years" 
5-10 years 

$0 
$0 
$0 

0 percent 
70 percent 

Table 2. Mainline bus rehabilitation economic input values and national 
analysis. 

Item 

New bus cost 
Bus service life 

New 
Rehabilitated 

Bus salvage value 
New 
Rehabilitated 

Cost differential for operation and maintenance 
of new bus versus rehabilitated bus 

Discount rate 
Worth of rehabilitated versus new bus 
Maximum acceptable rehabilitation cost 

Value 

$125 000 

12 years 
8 years 

$25 000 
$10 000 
$4 000/year 

10 percent 
80 percent 
$73 065 

jected to be extended" (~, p. 9864). For 5-, 8-, 
and 10-year extended rehabilitated bus service 
lives, UMTA would recognize maximum bus rehabilita­
tion costs as $35 000, $56 000, and $70 000, respec­
tively. 

UMTA regards bus rehabilitation projects as cap­
ital expenditures and, as in the acquisition of new 
buses, would participate on a funding-share basis of 
BO-percent federal, 20-p.ercent local (3, p. 9865) • 
For an 8-year extended service life,- UMTA would 
recognize a maximum bus rehabilitation cost of 
$56 000, of which $44 800 would be borne by UMTA and 
$11 200 by the local transit agency. UMTA would 
participate in additional costs of handicapped ac­
cessibility features and would consider participat­
ing in additional costs of new equipment (], p. 
9865). AnalyciB of thcce additional costs is beyond 
the scope of this paper. 

BASIC ECONOMIC INPUTS OF BUS REHABILITATION 

To evaluate the cost-effectiveness of bus rehabili­
tation versus new bus acquisition five key economic 
parameters should be considered. This section ad­
dresses these parameters, inflation, and other eco­
nomic considerations and presents justification for 
values used in the subsequent economic analysis. 
The values used for the mainline economic analysis 
are presented in Table 2. 

I nitial Capitai Investment Costs 

Based on the analysis conducted for FOOT, the esti­
mated average cost of new Advance Design Buses 
(ADBs) without lifts for the elderly and handicapped 
was $125 000 in the second quarter of 1980. This 
cost does not include delivery charges, local in­
spection, or other non-manufacturing-related costs. 
Thus, an estimate of $130 000, as well as UMTA's 
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figure of $120 000, is 
analysis. These new bus 
time due to inflation. 

used in the sensitivity 
costs will increase over 

Levels of rehabilitation and associated commer­
cial costs for Florida buses in the second quarter 
of 1980 are presented in the table below. 

Level 
1 

2 

3 

Degree of Rehabilitation 
Comprehensive rehabilitation with 

new engine and transmission 
Comprehensive rehabilitation with 

remanufactured engine and 
transmission 

Rehabilitation of parts as needed 

Estimated 
Cost ($) 
74 000 

64 000 

54 000 

No data are available regarding the projected cost 
of rehabilitating buses over time; however, the cost 
of rehabilitating buses will probably increase at 
approximately the same rate as the cost of new buses 
because of the similar work and materials involved. 

Service Lives 

The service life of a bus is its length of opera­
tion. With rehabilitation, a bus's service life can 
be extended. Generally, in Florida, UMTA' s 12-year 
criterion for a new bus will be met prior to the 
500 000-mile criterion; therefore, the 12-year cri­
terion is used throughout the remainder of this 
study. 

New Bus Service Life 

In response to UMTA' s NPRM, some northern transit 
operators stated that their buses' service lives 
were less than UMTA' s 12-year standard because of 
climate. Concern was also expressed that the buses 
of certain manufacturers have shorter service lives 
than others and that the service lives of new ADBs 
may not equal that of the older, new-look buses. 

In Florida, the 12-year standard appears reason­
able. Although heat causes greater strain on air 
conditioning units and corrosive effects are caused 
by the proximity of Florida's major urban areas to 
the ocean, Florida's buses do not encounter the ef­
fects of northern climates. Furthermore, more than 
30 percent of Florida's current bus fleet has been 
in use at least 12 years. A 12-year service life is 
used in the mainline economic analysis. For sensi­
tivity analysis, 10- and 15-year new bus service 
lives are also considered. 

Rehabilitated Bus Service Life 

In response to UMTA 's NPRM, leading bus rehabilita­
tion companies and transit experts stated that an 
8-yeai:: extended service life for rehabilitated buses 
was more reasonable than the 5-year value of ten il­
lustrated. A 10-year extended service life was also 
suggested as practical. In response, UMTA stated 
that use of the 5-year extended service life in the 
NPRM was for illustrative purposes only; in the sub­
sequent guidelines, extended service lives of up to 
10 years were illustrated. 

To extend the service life of a bus by at least 5 
years, a comprehensive rehabilitation process is 
required, including mechanical rebuilding, electr i­
cal work, and body work. In the FOOT study, three 
levels of bus rehabilitation were evaluated. The 
FOOT study concluded that a 5-year extended service 
life value may be appropriate for a level 3 program 
and an 8-year value appropriate for a level 2 pro­
gram. The difference in scope between levels 1 and 
2 was considered too insignificant to alter the ex­
tended service life of 8 years for a level 1 program. 
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Given the projected extended service lives and 
costs, a level 2 rehabilitation program was deemed 
the most cost effective. Thus, the FOOT economic 
analysis concentrated on a level 2 program with an 
8-year extended service life. Extended service 
lives of 5 and 10 years were analyzed in the sensi­
tivity analysis. 

Salvage Value 

Salvage value is the value of an investment that 
remains at the end of the study period. Although 
the service life of a new bus may be 12 years, a bus 
still has value at the end of that period. It can 
be resold, used for spare parts, or held for use in 
case of emergency. In 1980 the estimated salvage 
value of new buses after 12-15 years was $25 000, 
and the salvage value for rehabilitated buses was 
$10 000. A $20 000 value for rehabilitated buses 
and $0 value for both types of buses were also em­
ployed in the sensitivity analysis. 

Operation and Maintenance Costs 

Operation and maintenance costs as well as initial 
capital expenditures should be considered in eco­
nomic analyses of transportation projects. In fact, 
for transit-related projects, total operation and 
maintenance costs usually exceed initial capital 
costs. However, for the purpose of economic analy­
sis, the difference in costs rather than total costs 
is important. 

There is relatively limited experience and docu­
mentation on operation and maintenance costs of ADBs 
versus rehabilitated, new-look buses. Nevertheless, 
it is widely accepted that operation costs for 
lighter, new-look buses are less than for ADBs. 

,Available data reflect that the fuel efficiency of 
an ADB is 0.5-1.0 mile/gal less than for an air­
conditioned, new-look bus. Consider a 0.5-mile/gal 
decrease in fuel efficiency at 30 000 miles/year, 
with a fuel cost of $0. 90/gal; an ADB would then 
cost $963 more per year to operate than would an 
air-conditioned, new-look bus. 

Tires and brakes on new-look buses last longer. 
Because J the seating capacity of a new-look bus is 
10-12 percent greater than that of an ADB, transit 
agencies may need fewer buses to meet peak-hour 
transit demands. 

It is also widely accepted that maintenance costs 
for new-look buses are less than for ADBs, largely 
because new-look buses are less sophisticated and 
established maintenance techniques and controls 
exist. Maintenance labor costs are less because it 
is easier to replace parts and repair the buses and 
less training is needed. The cost of parts is less 
and brakes are easier to maintain. The new-look 
buses are reported to be more reliable. The Detroit 
Department of Transportation (DDOT) operates more 
than 200 ADBs and has rehabilitated 79 buses. DDOT 
reported that the annual preventive maintenance cost 
for an ADB exceeds that required for a rehabilitated 
bus by $3370/year. 

Even with limited experience and data for operat­
ing ADBs and rehabilitated buses, indications are 
that the ADB is more costly to operate and main­
tain. Based on the data presented in the preceding 
paragraphs and on level 2 rehabilitation specifica­
tions, an annual operating and maintenance differen­
tial of $4000 is a reasonable expectation ($3370 
DDOT maintenance differential and $963 fuel differ­
ential, rounded to $4000) • This value has been used 
for economic analysis. Savings of $0 and $2000/year 
are used for the sensitivity analysis. 

Discount Rate 

The discount rate allows economic analysts to bring 
back future benefits and costs to their present 

5 

worth. The discount rate represents the average 
rate of return on private investment, before taxes 
and after inflation. In many benefit/cost analyses, 
the value of the chosen discount rate is crucial. A 
high rate diminishes the present value of future 
benefits and costs; however, a low rate overstates 
these benefits and costs. Suggested values for the 
discount rate range from 4 to 15 percent. The 
guidelines for highway and bus-transit improvements 
adopted by the American Association of State Highway 
and Transportation Officials (AASHTO) recommend a 
4-percent discount rate <i>· The discount rate most 
widely used by federal agencies is 10 percent, as 
prescribed by the Executive Office of the President, 
U.S. Office of Management and Budget (5). UMTA has 
required use of the 10-percent rate in evaluating 
programs and projects subject to its jurisdiction. 

Although the discount rate is essential to eco­
nomic analyses, it is seldom used in accounting. 
The opportunity cost of capital (the discount rate) 
is not considered in depreciating i terns. In many 
ways UMTA's funding formula, which includes use of 
average annual amortized costs, more accurately rep­
resents an accounting analysis than an economic 
analysis. Implicit in UMTA' s guidelines is the use 
of a zero-percent discount rate, which results in an 
underestimation of the economic benefits of a bus 
rehabilitation program. 

The mainline economic analysis in this study em­
ploys a 10-percent discount rate to comply with the 
U.S. Office of Management and Budget's directive. 
However, strong cases can be made for lower discount 
rates. In the sensitivity analysis of this paper, 
0-, 4-, and 7-percent discount rates are considered. 

Inflation 

Although inflation may be of great concern to trans­
portation and other interests, general inflation 
should not be included in benefit/cost analyses be­
cause all benefits and costs are estimated in con­
stant dollars--the general purchasing power of the 
dollar at the time of decision. If, however, the 
cost of an i tern is increasing faster than the gen­
eral rate of inflation, it may be appropriate to 
take into account the difference between the i tern's 
inflation rate and the general inflation rate. 

In 1972, the average cost of a new bus was 
$40 500. By the end of the second quarter of 1980 
the average cost was $135 000, which represents an 
increase of 3-1/3 in the cost of a new bus. In the 
same period, the consumer price index nearly 
doubled; therefore, the cost of new buses increased 
considerably faster than did the U.S. general price 
level. 

The buses of 1972, 
with those of today. 

however, are not comparable 
The modern ADB is built to 

entirely new specifications, including special pro­
visions for the elderly and handicapped. In view of 
these changes, the increase in bus costs versus the 
twofold increase in the general price level appears 
less excessive. Nevertheless, data indicate that 
the cost of comparable buses has been increasing 
faster than the general rate of inflation. Not only 
has the cost of new buses increased at a faster rate 
than general inflation but so have fuel and mainte­
nance costs. The difference between transit's in­
creasing cost rate over time and general inflation 
can be approximately accounted by subtracting the 
difference from the standard discount rate. Al­
though subject to discrepancies between price trends 
of different transit costs, the lowering of the dis­
count rate is easy to use and will generally not 
distort economic results for a few years. Although 
the mainline economic analysis uses a 10-percent 
discount rate, it is reasonable to decrease the 
selected standard discount rate by no more than 5 
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percent to account for transit's real inflation 
rate. Discount rates of 0, 4, and 7 percent, as 
well as the 10-percent standard, are presented in 
the sensitivity analysis. 

All cost figures used in this analysis are based 
on 1980 second-quarter values. As stated previ­
ously, general inflation should not be included in 
an economic analysis: however, at the actual time of 
decision, the cost of a new, comparable bus will 
have risen. This change in cost should be con­
sidered at that future time in determining whether 
to rehabilitate a bus or to purchase a new one. For 
instance, a local transit operator may be consider­
ing rehabilitation of buses in December 1982, at 
which time new buses may cost 25 percent more than 
the estimate of $125 000 used in this analysis. To 
account for the change in prices, the local transit 
operation should increase its maximum acceptable 
rehabilitation cost (presented in this text) by 25 
percent. Although subject to increasing error, this 
procedure would be reasonably accurate in the short 
run. 

Rehabilitated Versus New Bus Worth 

UMTA' s funding formula implicitly assumes that, 
after accounting for differences in service lives, a 
rehabilitated bus is worth 70 percent (60 percent in 
the NPRM) of a new bus. Certainly, the more expen­
sive ADBs have qualities superior to new-look buses 
or they should not be produced. A good assumption 
of an ADB's minimum qualitative advantage over a 
new-look bus is the difference in cost. Data from 
1976 to 1980 indicate differences from 74 to 87 per­
cent, which gives an average of approximately 80 
percent. Thus, the value of a new-look bus could be 
roughly 80 percent of a new ADB. The mainline eco­
nomic analysis assumes that a rehabilitated bus is 
worth 80 percent of a new bus after consideration of 
service lives. Because the recognized worth of a 
rehabilitated bus in comparison with a new bus is 
such an important consideration, the sensitivity 
analysis includes 60-, 70-, and 100-percent values. 

MAXIMUM ACCEPTABLE BUS REHABILITATION COSTS 
BY USING BASIC ECONOMIC INPUTS 

By using the national maximum acceptable rehabilita­
tion cost general equation (Equation 1) and second­
quarter 1980 cost data, on a national basis, bus 
rehabilitation should be funded up to $73 065/bus 
(see Table 2) or at a level of approximately 58 per­
cent of the cost of a new bus. The level of $73 065 
is approximately 1. 3 times greater than the accept­
able rehabilitation level of $56 000 (for an 8-year 
extended service life) used in UMTA's guidelines and 
approximately 2. 8 times greater than the acceptable 
rehabilitation level illustrated in UMTA's bus reha­
bilitation NPRM. This indicates that, although UMTA 
is considerably closer to recogn1z1ng an optimum 
rehabilitation level, as illustrated by UMTA's ex­
amples, UMTA is not giving adequate recognition to 
the economic worth of bus rehabilitation. Further­
more, UMTA' s maximum acceptable rehabilitation cost 
of $56 000 for an 8-year extended bus service life 
does not reflect the cost to rehabilitate a bus: the 
commercial cost to rehabilitate a Florida bus was 
about $64 000. (If a 5-year extended service life 
were used, UMTA's recognized rehabilitation cost 
would be totally inadequate i for a 10-year extended 
service life, UMTA's recognized level may be ade­
quate.) Thus, this analysis lends further credence 
to the reasons that local transit operators have for 
allocating funds to bus rehabilitation with no or 
only partial UMTA participation. 

The general equation to determine the national 
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maximum acceptable rehabilitation cost is as follows: 

R = (N·WR/N - SN)+ OMN/R(pwf -d-slN) - Sn(pwf'-d-slN) 

- (N·WR/N - SR)(pwf'-d-slR)- OMN/R(pwf-d-slN-R) (pwf'-d-slR) 

+ [N·WR/N - (N·WR/N - SN)(sff-d-slN)(caf-d-slN-R)l (pwf'-d-slN) (!) 

where 

R = national maximum acceptable ini­
tial cost of rehabilitating a bus, 

N = initial cost of a new bus, 
WR/N worth of a rehabilitated bus ver-

sus a new bus, 
salvage value of a new bus, 
operation and maintenance cost 
differential between a new bus 
and a rehabilitated bus, 

(pwf-d-slN) = uniform series present-worth fac­
tor for a given discount rate for 
the service life of a new bus, 

(pwf'-d-slN) single payment present-worth fac-
tor fur a given discount rate for 
the service ljfe of a new bus, 

SR salvage value of a rehabilitated 
bus, 

(pwf'-d-slR) single payment present-worth fac­
tor for a given discount rate for 
the service life of a rehabili­
tated bus, 

(pwf-d-slN-R) uniform series present-worth fac­
tor for a given discount rate for 
the difference between new and 
rehabilitated buses' service 
lives, 

(sff-d-slN) uniform series sinking fund factor 
for a given discount rate for· 
seP1ice life of a new bus, and 

(caf-d-slN-R) ~ uniform series compound amount 
factor for a given discount rate 
for the difference between new 
and rehabilitated buses' service 
lives. 

The values in Tables 1, 2, and 3, and other val­
ues not shown, can be obtained through use of the 
equation. The equation is based on economic analy­
sis principles that incorporate present-worth con­
cepts. A computer program has been developed by 
Environmental Science and Engineering, Inc., to cal­
culate the maximum acceptable rehabilitation costs 
given appropriate economic input values. 

SENSITIVITY ANALYSIS OF ECONOMIC INPUT VALUES AND 
RESULTING EFFECTS ON NATIONAL MAXIMUM 
ACCEPTABLE REHABILITATION COSTS 

Although the inputs for the mainline economic analy­
sis are soundly based, other values can be j usti­
f ied. The following sensitivity analysis provides 
transit interests and others with the option to use 
other inputs in determining appropriate national 
maximum cost levels for bus rehabilitation. Table 3 
uses the mainline economic input values and varies 
these inputs one at a time. 

As can be seen from Table 3, most cases result in 
maximum acceptable rehabilitation cost levels above 
what UMTA may recognize (assumed to be $56 000) and 
the cost of level 2 rehabilitation ($64 000). Table 
3 also indicates inputs that have greatest impact on 
the national maximum acceptable rehabilitation 
cost. These inputs are the rehabilitated bus ser­
vice lives (cases 5 and 6), bus salvage values 
(cases 7 and 8), operation and maintenance costs 
(cases 9 and 10), and rehabilitated versus new bus 
worth (cases 14, 15, and 16). Although some of the 
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Table 3. Sensitivity analysis of mainline economic inputs on maximum acceptable rehabilitation costs. 

Operational and Percentage of 
Bus Service Life Bus Salvage Value Maintenance Cost Mainline 
(years) ($000s) Differential of Worth of Maximum Maximum 

New Bus New Versus Rehabilitated Acceptable Acceptable 
Cost Rehabili- Rehabili- Rehabilitated Bus Discount Versus New Rehabilitation Rehabilitation 

Case ($000s) New tated New tated ($/year) 

National 125 12 8 25 10 4000 
marnline 

l 120 12 8 25 10 4000 
2 130 12 8 25 10 4000 
3 125 10 8 25 10 4000 
4 125 15 8. 25 10 4000 
5 125 12 s 25 10 4000 
6 125 12 10 25 10 4000 
7 125 12 8 0 0 4000 
8 125 12 8 25 20 4000 
9 125 12 8 25 10 0 
10 125 12 8 25 10 2000 
11 125 12 8 25 10 4000 
12 125 12 8 25 10 4000 
13 125 12 8 25 10 4000 
14 125 12 8 25 10 4000 
15 125 12 8 25 10 4000 
16 125 12 8 25 10 4000 
173 105 12 s 0 0 0 
183 120 12 5 0 0 0 
193 120 12 8 0 0 0 
203 120 12 10 0 0 0 

3 UMTA examples. 

influence of the discount rate is masked in other 
variables, it had relatively little influence (cases 
11, 12, and 13). Due to the importance of these 
inputs, distinct sensitivity analyses are presented 
in the FOOT bus rehabilitation study (1_, appendix 
E). Those sensitivity analyses indicated that the 
cost-effectiveness of bus rehabilitation varies 
substantially depending on the assumptions made. 

MAXIMUM ACCEPTABLE REHABILITATION COSTS AND 
FUNDING LEVELS FOR LOCAL TRANSIT OPERATORS 

On a national basis, level 2 bus rehabilitation is a 
cost-effective alternative to the acquisition of new 
busesi however, UMTA will probably not recognize bus 
rehabilitation at an economically efficient level 
($73 065). Therefore, local transit interests may 
find it worthwhile to devote some additional funds 
for bus rehabilitation even without federal funding 
participation. 

For capital expenditure programs, UMTA contrib­
utes 80 percent and local transit operators contrib­
ute 20 percent of the cost. Similarly, when receiv­
ing money from salvage of a bus purchased with UMTA 
assistance, 80 percent returns to UMTA. Operation 
and maintenance costs are not based on the 80-20 
funding percentage formula. Although UMTA partici­
pates in funding up to 50 percent of bus operation 
and maintenance costs, actual funding is usually 
considerably less. In Florida the operation and 
maintenance percentages are approximately 33. 3 per­
cent for UMTA and 66.7 percent for the local transit 
operators. This difference in funding percentage is 
significant in determining maximum acceptable fund­
ing levels for UMTA and local transit operators. 

From a national viewpoint, the maximum acceptable 
rehabilitation cost ($73 065 for the mainline as­
sumptions) represents the maximum cost at which it 
is economically worthwhile to rehabilitate buses. 
If funding percentages of 80-20 were used for all 
initial capital costs, salvage values, and operation 
and maintenance costs, then the maximum amount local 
transit operators should pay for rehabilitation 
would be $0. 20 for every dollar of the maximum ac­
ceptable rehabilitation cost. For national mainline 

Rate(%) Bus(%) Cost($) Cost(%) 

10 80 73 065 

10 80 69 933 -4.3 
10 80 76 197 +4.3 
10 80 79 460 +8.8 
10 80 66 947 -8.4 
10 80 47 575 -34 .9 
10 80 86 430 +18.3 
10 80 99 637 -36.4 
10 80 77 730 +10.6 
10 80 51 725 -29.2 
10 80 62 395 -14.6 
0 80 67 000 -8.3 
4 80 69 775 -4.5 
7 80 71 540 -2.1 

10 60 53 491 -26.8 
10 70 63 278 -13.4 
10 100 92 639 +26.8 
0 60 26 250 -64.l 
0 70 35 000 -52.l 
0 70 56 000 -23.4 
0 70 70 000 -4 .2 

analysis purposes, this would amount to $14 613 
($ 73 065 x 0. 20) • However, in the case of opera­
tion and maintenance costs, for every dollar spent, 
local Florida transit operators on the average pay 
$0. 667 instead of $0. 20, which effectively alters 
the maximum acceptable rehabilitation costs for 
local transit operators. UMTA would recognize oper­
ation and maintenance costs, but these costs would 
not be as important as capital expenditure costs 
because of UMTA' s lower funding participation rate. 
Thus, the maximum acceptable rehabilitation cost 
from a national viewpoint is not the maximum accept­
able rehabilitation cost for UMTA and the local 
transit operators. Given the existing funding for­
mulas to maximize their funds, UMTA would recognize 
a value less than the national optimal level, and 
the local transit operators would recognize a higher 
value. 

Table 4 indicates local transit operator's maxi­
mum acceptable bus rehabilitation costs and corre­
sponding funding levels for dif feren~ recognized 
UMTA funding levels and operations and maintenance 
costs. The table values are obtained from the fol­
lowing general equations: 

U = 0.8A if A.,;; B, or U = 0.8B if A > B (2) 

and 

L = 0.2A + 0.2 (B - A - M) + XM (3) 

where 

U UMTA's share, 
A UMTA's recognized maximum rehabilitation cost, 
L local transit operator's share, 
B national maximum acceptable rehabilitation 

cost for a given operation and maintenance 
cost differential, 

X percentage of operation and maintenance costs 
borne by local transit operators, and 

M present worth of operation and maintenance 
cost differential. 

For example, assuming the 80-20 funding split for 
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New Versus 
Table 4. Local maximum 
acceptable rehabilitation 
costs and funding shares. 

Present Worth of Local Transit Local Maximum 
UMT A Recognized 
Maximum Rehabili­
tation Cost($) 

Operation and UMTA Operator's Maximum Acceptable 
Maintenance Costs Rehabilitation Rehabilitation Rehabilitation 

Case Differential($) Cost Share($) Cost Share($) Cost" ($) 

Mainline 
l 
2 
3 
4 
5 
6 
7 
8 

56 000 
56 000 
56 000 
35 000 
35 000 
3 5 000 
70 000 
70 000 
70 000 

21 34ob 
l 0 670c 

ad 
21 340 
10 670 

0 
21 340 
10 670 

0 

44 800 24 579 69 379 
44 800 17 462 62 262 
41 380 10 345 51 725 
28 000 24 579 52 579 
28 000 17 462 45 462 
28 000 LU 345 38 345 
56 000 24 579 80 579 
56 000 17 462 73 462 
41 380 10 345 51 725 

~ Vnlt tc is column 4 plu ~ catumn s. 
l • r e~c.ut worth of $4000/)'<:ar1 operation and maintenance cost differential for 1 O percent discount rate for 8-year rehabilitated bus service life. 

~Prc:um t worth of $2000/)' tl.i:H , operation :rnd maintenance cost differential for 10 percent discount rate for 8-year rehabilitated bus service life. 
Pr~:\t rit worth of $0/yc:u·, f1pc:n11ion and maintenance cost differential for JO percent discount rate for 8-year rehabilitated bus service life. 

capital investments, an UMTA recognized rehabilita­
tion cost of $56 000, the national mainline maximum 
acceptable rehabilitation cost of $73 065, 66.7 per­
cent of the operation and maintenance costs being 
borne by local transit operators, and an operation 
and maintenance cost differential of $4000/year be­
tween new and rehabilitated buses ($21 340 present 
worth) , the UMTA share becomes U = 0. 8 ($ 56 000) 
$44 800, and the local operator's share becomes: 

L = 0.2($56 000) + 0.2($73 065 - $56 000 - $21 340) 

+ (0.667)($21 340) = $11 200 - $855 + $14 234 = $24 579 (4) 

Thus, the maximum acceptable bus rehabilitation cost 
a local transit operator should accept is $69 379 
($44 800 plus $24 579) . 

As presented in Table 4, the maximum acceptable 
rehabili tat i on cost f or l ocal trans i t operators 
would be $69 379 for the mainline assumptions, of 
which $44 800 would be incurred by UMTA and $24 579 
by the local transit operators. Of the local oper­
ator's share of $24 579, $13 379 is in excess of 
federal funding assistance. In other words, it 
would be cost effective for local transit operators 
to spend up to an additional $13 379 without federal 
assistance. Note, however, that the maximum amount 
local transit operators should spend to rehabilitate 
a bus is $24 579. Thus, as long as federal funds 
are available for acquisition of new buses, local 
transit operators should not begin a bus rehabilita­
tion program without significant federal funding. 

The local maximum acceptable rehabilitation cost 
of $69 379 and the local cost share of $24 579 are 
55. 5 and 19. 7 percent of the cost of a new bus, re­
spectively. These percentages should remain nearly 
constant for the next few years. As an alternative 
to the procedure of updating rehabilitation costs, 
the percentage values of 55. 5 and 19. 7 can be used. 
For example, if the cost of a new bus without a lift 
is $160 000 in February 1983, then the maximum ac­
ceptable rehabilitation cost to local transit op­
erators would be $88 800 ($160 000 x 0. 555) and the 
maximum funding share would be $31 520 ($160 000 x 
0 .197). 

CONCLUSIONS 

Significant values presented in this paper are high­
lighted in the following list: 

1. $24 579 (maximum rehabilitation cost incurred 
by local transit operators), 

2. $56 000 (UMTA guidelines' maximum acceptable 

bus rehabilitation cost for an 8-year extended ser­
vice life) , 

3. $64 000 (level 2 rehabilitation cost), 
4. $69 379 (maximum acceptable rehabilitation 

cost incurred by local transit operators), and 
5. $73 065 (national maximum acceptable rehabil­

itation cost) • 

Based on the above values, from the national and 
local transit operators' viewpoints, bus rehabilita­
tion is a cost-effective alternative to acquisition 
of new buses. Furthermore, it may be desirable for 
local transit operators to provide additional local 
funds above their normal federal matching share be­
cause UMTA may not recognize an economically effi­
cient rehabilitation funding level and because of 
existing funding structures. Local transit opera­
tors, however, should not undertake a bus rehabili­
tation program without substantial federal assis­
tance. Although this paper presents a mainline 
economic analysis, the cost-effectiveness of bus 
rehabilitation is sensitive to economic input val­
ues. Local transit operators may wish to use values 
more appropriate for their particular situations. 
Guidelines are provided to perform these specific 
analyses. 
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Indirect and Spatial Impacts of Transportation Investment 

1n a Less-Developed Country 

A.G. HOBEi KA, G. BUDHU, AND T.K. TRAN 

The overall impacts, especially indirect and spatial impacts, are rarely incorpo· 
rated explicitly and evaluated quantitatively in transportation planning method· 
ologies used in less developed countries. Such planning strategies that are used 
have resulted in an overemphasis of high-volume facilities to the detriment 
not only to the growth of rural regions but also to unwanted urban inmigration. 
In this study an attempt is made through the methodology of system dynamics 
to explicitly account for the diffused impacts of a given investment policy on 
the rural region itself and on the nation as a whole (i.e., in terms of shifts in 
population). Guyana is used for the case study to evaluate the impacts of three 
investment alternatives: (a) do nothing, (b) investment in roads only, and (c) in­
vestment in roads, drainage, and irrigation. The traditional economic analyses 
of net present worth and benefits/costs ratio are undertaken. However, the ad­
ditional time-series information on production, income, unemployment, and 
migration provided by the modeling technique allowed for more astute decision­
making in rural investment projects. The roads, drainage, and irrigation alterna­
tive provided the best overall impacts and is therefore recommended for imple­
mentation. The expected net present worth of this strategy at 10 percent in­
terest rate is approximately G $13 million ($4.3 million U.S.) over a 20.year 
period. But even more important, it helps to reverse the severe urban inmigra­
tion over the analysis period-1980-2000. 

In most less-developed countries, the overall im­
pacts, especially indirect and spatial impacts, are 
rarely and not explicitly incorporated and quanti­
tatively evaluated in their transportation planning 
models. The premise of transportation planning has 
been that travel demand is repetitive and predict­
able and that the transport system should be de­
signed to meet this future demand. This strategy 
has resultec1 in an overemphasis on high-volume fa­
cilities to the detriment not only to the accessi­
bility and growth of the rural agricultural regions 
but also to unwanted rural outmigration. In addi­
tion, the resultant benefits due to high-volume fa­
cilities were disappointing (1), since- the concept 
of traffic volume (i.e., usei"s benefits) used for 
the evaluation was more relevant to the industrial­
ized countries that developed these methodologies. 
The value of passenger travel time saved and vehicle 
depreciation are questionable determinants of real 
benefits in countries that have high unemployment 
rates and low vehicles per capita. 

Moreover, investments (and their impacts) are 
treated as if they are spatially neutral in the 
sense that only the region where the investments are 
made is affected. Empirical evidence, however, has 
attested to two trends from transport (especially 
road investments) in low-economic-activity reg ions: 
(a) transport has significant noneconomic impacts 
(for example, interregional migration and acceler­
ated transfer of know how among others) and (b) 
transport is only one component (albeit a necessary 
one) for the development of a region. That is, 
transport-equal development is a misconception (1-4) . 

These findings have resulted in research;rs 
calling for a more comprehensive approach to the 
evaluation of transport investments. Odier (..?_), in 
his discussion of benefits, states that road con­
struction affects the nation as a whole and "efforts 
must be made to assess them as a whole, which result 
in the first place in the concept of the effects on 
national income, and in the second place in the cus­
tomary classification into direct and indirect ef­
fects." Harral (~) , of the World Bank, points out 
that 

The value of transport is measured by the degree 

to which it contributes to goals in other sectors 
of the economy, and that sound investment analy­
sis requires a greater awareness of the interre­
lationships between transportation and the other 
sectors it serves. 

Specifically then, the direct, indirect, and spa­
tial impacts of transportation and related agricul­
tural investments on the nation's production and 
shifts in population need to be evaluated if long­
term benefits are to be realized. The system­
dynamics methodology proposed in this paper has the 
capability to incorporate explicitly intrasectoral 
and intersectoral relations and feedback phenomena 
and thus may specifically address the above needs. 

OBJECTIVES OF THE STUDY 

There are definite linkages and feedback between the 
transport sector and the other main socioeconomic 
sectors in any region, and this feedback is even 
more pronounced, Hofmeier contends <2>, in poorly 
accessible agricultural based regions. This study 
intends to explicitly incorporate the transport 
activity (variable) in a comprehensive system model 
and to study the impacts of various investment 
strategies in transportation and related agricul­
tural inputs on the economy as a whole through the 
methodology of system dynamics. 

Specifically, the objectives are as follows: 

1. To develop computer simulation submodels for 
the main sectors of both the agricultural based 
region (directly impacted) and the urban region 
(spatially impacted) i 

2. To link the submodels to form a comprehensive 
model, thereby accounting for the intraregional and 
interregional relations and interactions of the 
different sectors of the economy; and 

3. To apply the model to Guyana, an agricultural 
based, less-developed country, as a tool for stra­
tegic transportation planning to determine primarily 
the indirect and spatial impacts of proposed invest­
ment strategies. 

SCOPE AND ORGANIZATION 

Conceptually, an agricultural based economy depends 
on accessibility and mobility; that is, if the de­
sired level of transport is not provided, the 
economy is likely to stagnate at a subsistance level 
and produce possible unwanted urban inmigration. 
Furthermore, a significant portion of a less­
developed country's funds, at times, comes from 
foreign agencies, which request detailed feasibility 
studies to justify the loans. Thus, the proposed 
methodology should provide explicitly, the answers 
to questions of rate of return and prioritization of 
investments, impacts on production, employment, in­
come, and migration, among others, for various pol­
icies. 

The conceptual model is presented, then the model 
is calibrated with data from Guyana, and used to 
evaluate the socioeconomic impacts of three invest­
ment strategies both at the rural (or directly im­
pacted) and the urban (or spatially impacted) re-
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Figure 1. Simplified block diagram showing link· 
ages of main sectors of economy. 
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gional levels. The direct impacts, i.e., road users 
savings due primarily to traffic flows,, will not be 
considered in the feasibility analysis but will be 
used to determine the geometric and structural char­
acteristics of the roadway facility to be con­
structed. This approach is taken because traffic 
flow per se is a poor surrogate to determine feasi­
bility in rural development projects. Changes in 
production and the contribution to national goals 
are the main determinants of socioeconomic feasi­
bility and implementation. The list below sum­
marizes typical goals, policies, and impacts of a 
transport investment strategy. 

1. Goals--increase rural income and decrease 
urban inmigration; 

2. Policies--do nothing (maintain status quo), 
invest in transport, or invest in transport, drain­
age, and irrigation; 

3. Direct rural impacts--traffic volumes, travel 
time, and vehicle depreciation; 

4. Indirect rural impacts--production, income, 
and employment; and 

5. Spatial urban impacts--Migration and traffic 
volumes. 

SYSTEM DYNAMICS METHODOLOGY IN PERSPECTIVE 

Traditional transportation planning approaches have 
not seriously attempted to quantify time lags (in 
the case of construction), feedback, and nonlinear 
behavior and spatial impacts that are invariably 
evident after project implementation. The system 
dynamics approach has the capability of not only 
using realistic statistical relations (linear and 
nonlinear) but also of incorporating causalities and 
feedback relations explicitly. 

Ever since the development of system dynamics by 
Forrester in 1958 (known as industrial dynamics), 
the methodology has been applied increasingly to a 
wide range of socioeconomic problems, as documented 
by Roberts (~). However, except for the work of 
Drew and others (~) , little use has been made of the 
methodology in the field of transportation planning 
for rural regions. 

The steps involved in undertaking system dynamics 
analysis are as follows: 

I V' • Unemployment 

I + 
' 

Transport 1 Demographic Economic 
Sector Sector Sector 

Road Fund I Population Businesses 
Road Miles Housing Industries 
Trucks 

I 
I H Land r-
' 

I y Average Daily 1--Accessibility 
Traffic 

1. Causal loop diagramming, 
2. Flow diagramming, and 
3. Conversion of the flow diagrams into sets of 

simultaneous difference equations. 

According to the theory of system dynamics, the re­
lation between two variables is positive if both of 
them vary in the same direction: otherwise it is 
negative. Usually a dynamic model is composed of 
many causal relations that often close on themselves 
to form feedback loops. The significance of a feed­
back loop is in the behavior that the system ex­
hibits. There are basically two types of behavior 
pattern that are of interest in a qualitative analy­
sis: explosive and asymptotic. An explosive growth 
pattern is exhibited by positive feedback structures 
and an asymptotic growth pattern is normally seen 
from negative feedback structures. Detailed infor­
mation on system dynamics can be found in Drew and 
others ( ~). 

DEVELOPMENT OF CAUSAL MODEL 

The hypothesis of the model formulation is that in­
VPRt.mPnt. iR nnt Rpnt.inl ly nPntrAl; thnt. iR, r'lP­
cisions taken in any of the regions (rural or urban) 
will eventually impact other regions of the coun­
try. The question is how far reaching and diffused 
would the impacts be? The degree of the spatial im­
pact will depend on the baseline socioeconomic cbar­
acter istics of the specific country under considera­
tion. That is, in countries where there are 
significant regional disparities (in terms of job 
opportunities and incomes) , there is a greater like­
lihood for shifts in population than in countries 
that have more equitable distributions of develop­
ment. However, most less-developed countries can be 
typified as agricultural based or rural economies, 
in which there are a few or only a single well­
developed urban center (generally the capital re­
gion), and the remainder of the nation experiences 
different levels of development as measured by popu­
lation density and socioeconomic infrastructure such 
as schools, electricity, transportation, drainage, 
and irrigation. Furthermore, the urbanized centers 
are generally the attractors of population because 
of their relatively higher income per capita, better 
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Table 1. Basic statistics for study region . 

Statistic 1970 1975 19808 1990" 

Rural 
Populationb 30 000- NA 30 000- NA 

35 000 35 000 
Per capita income (G$) 260 NA NA NA 
Total arable area 70 000 

(acres) 
Cultivated area (acres) 30 000 33 000 35 000 NA 
Collector and farm 150 175 200 NA 

roads (miles) 
Road expenditure (G$) 600 000 I 250 000 I 500 000 NA 

Urban 
Population 396 900 NA 516 500 708 800 
Jobs 95 514 NA 133 010 189 250 
Land area (acres) 193 000 

Note: G$3 = $1 U.S. (1982). 

~Projected values. 
Population for rural area given in ranges because of the difficulty in accounting for 

everyone in poorly accessible regions. 

social infrastructure, and perceived greater job 
prospects. 

Thus, the boundary of influence of the investment 
may be defined as the immediate region in which the 
investment is made and the regions that will pos­
sibly be affected by in- or out-migration as a re­
sult of the impacts of such investments. The 
boundary and the hypothesized socioeconomic charac­
teristics and interactions of the impacted regions 
are illustrated in Figure 1. 

The hypothesis of Figure l is that a poorly de­
veloped region (as measured by production level, 
income per capita, unemployment rate, and accessi­
bility) will loose population to more-developed re­
g ions of the country, and this migration to urban 
centers defines the impacted system boundary to be 
studied. 

The simplified block diagram shows the subdivi­
sion and main variables of the sectors of the im­
pacted regions that interact dynamically to produce 
the regional socioeconomic characteristics, such as 
unemployment rate, jobs, income per capita, and pro­
duction rate. It also implies that land availabil­
ity is a constraint on regional growth and output. 

The rural region (i.e., the region directly im­
pacted through investments) is conceptualized as 
having three main sectors. The demographic sector 
(whose main components are population and housing) 
affects unemployment (through the labor force) and 
land availability (through housing), respectively. 
The agricultural sector (whose main components are 
farmers, drainage and irrigation, arable land, mech­
anization, and agricultural technical inputs) im­
pacts production rate, yield per acre, job oppor­
tunities, and profitability. Finally, the transport 
sector (whose main variables are road funds, road 
network miles, and trucks) impacts regional accessi­
bility and after-production loss. 

The objective of the developed model is to in­
vestigate a strategy in transport and related in­
vestments in rural regions that provides the most 
beneficial indirect and spatial impacts. Further­
more, spatial impacts were defined as the shift in 
population due to differences in regional socio­
economic characteristics measured primarily by dif­
ferences in unemployment rates. Therefore, the main 
interest in the urban region (i.e., zones to which 
population is attracted) is its perceived employment 
characteristics. As sucti, the urban region is ag­
gregated into only the demographic and economic sec­
tors--the main determinants of unemployment rates. 
The demographic sector, whose main components are 
population and housing, determines the labor force 
and housing stock of the region. The economic sec-
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tor, whose main components are businesses and ser­
vices, determines the job opportunities of the re­
gion. Both sectors impact land availability and 
traffic generated. 

Figure 1 presented the simplified but definite 
linkages that exists between the major sectors of 
the economy. The important intersectoral impacts 
are recognized through the following variables: (a) 
agricultural land development rate, (b) after­
production loss, (c) agricultural jobs, (d) urban­
to-rural unemployment ratio, and (e) urban inmigra­
tion. The first three variables link the sectors of 
the investment region, and the last two variables 
link the rural region with the urban region, thus 
providing explicitly for the spatial impacts. 

The synthesized conceptual model of the impacted 
regions provides the framework for collection of the 
appropriate data base and the development of the 
quantitative mathematical model for the economic 
analyses of a given investment policy. 

CASE STUDY OF GUYANA 

Guyana, a nation in South America, is chosen for the 
case study because (a) it i.s typical of less­
developed countries in which accessibility is per­
ceived to be a main constraint to accelerated eco­
nomic growth; (b) large sums of money are annually 
allocated for the expansion of the transport sector; 
(c) the nation's professed economic destiny is in 
the development of the agricultural potentials; and 
(d) the data on Guyana were available for model val­
idation. 

Di r ectly I mpacted Rural Region 

The area of influence lies between the Essequibo and 
Pomeroon rivers, which are 40 miles apart. This 
boundary encompasses a potential arable land area of 
70 000 acres. There are 150 miles of collector and 
dirt farm roads that serve the current 30 000 acres 
of rice cultivation, which is the main economic ac­
tivity of the region. During the wet seasons (twice 
per year), these roads become impassable and seri­
ously affect the rice production and productivity of 
the region. 

Spatially Impacted Urban Region 

Georgetown is Guyana's hub. It holds a commanding 
position in regard to Guyana's social and economic 
activities. It is Guyana's political and cultural 
center and will undoubtedly remain the ma.in center 
of activities for the futui:e. Decisions taken in 
any region will affect Georgetown and its future 
socioeconomic activities. 

For the purpose of this study, the urban or spa­
tially impacted region is defined as the region that 
extends approximately 25 miles from the center of 
Georgetown (the capital of Guyana) along the At­
lantic Coast and the Demerara River. This region 
accounts for more than 50 percent of the total popu­
lation and production of the nation and is a net re­
ceipient of interregional migration. 

The basic information of the two regions is given 
in Table 1 (10). 

system Dynami c s Model' s Levels a nd Main Assumptions 

The behavior of a system is the outcome of the feed­
back loops that underlie the structure of the sys­
tem. Feedback loops govern actions and changes in 
the system from the simplest to the most complex. A 
feedback loop is a closed path that connects an ac­
tion to its effects on the surrounding conditions, 
and these resulting conditions in turn come back as 
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Table 2. Hierarchical order of 
model structure. Region 

Rural, Essequibo 
Coast• 

Sector Level 

Demographic Population 
Housing 
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Concept 

Births, deaths, migration, unemployment, and housing demand 
Depends on population and consumes land 

Agricultural Rice land cultivated Determines productions and jobs; affected by road accessibility 
Determine cultivation leve1 Farmers 

Drainage and irrigation 
Tractors and harvesters 
Road miles 

Affect cultivation intensity and yield 
Affect cultivation intensity 
Impacts of accessibility on land development 
Impacts of transportation on post production loss 
Financial constraint on road development 

Urban, 
Georgetown b 

Trucks 
Road fund 

Demographic Population 
Housing 

Economic Businesses, services and 

Distribution of population to urban zones 
Growth is constrained by land availability 
Determine employment and land use 

wharfs 

aDirectly impacted by investments. bSpatially impacted by migration. 

Table 3. Summary of model's main assumptions. 

Direction of 
Muitipiier infiuencing Variabies 1ntJuenced VanabJes JntJuences 

Urban immigration 
Rural housing construction 
Agricultural land availability 
Farmers availability 
Drainage and irrigation 
Husbandry 

Georgetown unemployment rate/rural unemployment rate 
Rural households/houses 

Rural migration +/-
Rural housing construction + 

Mechanization 

Road accessibility 
Road transport cost 
Fertilizer availability 

Rural land fraction occupied 
Farmers/land areas cultivated 
Rice land cultivated/water available 
Agricultural technicians/farmers 
Rice land/tractor 
Rice land/harvester 
Actual road density /desired road density 
Actual road density/desired road density 
Fertilizer inputs 

Georgetown civic land availability Georgetown civic land fraction occupied 

Urban labor force Labor force/jobs 

Table 4. Predicted and observed values of rural population, cultivation, and 
roads. 

Variable 1970 1975 19803 19903 

Population 
Model 35 000 34 500 32 800 36 000 
Observed 35 000 35 000 30 000-35 000 NA 
Difference(%) 1.5 6-8 

Cultivation 
Model (acres) 30 000 33 100 35 000 44 800 
Observed (acres) 30 000 33 000 35 000 NA 
Difference(%) <l <l 

Roads 
Model (miles) 150 171 198 284 
Observed (miles) 150 175 200 NA 
Diffrrenr.e (%) .-:! .-:! 

a Forecast values. 

information to influence further actions (11). Two 
kinds of variables dominate a feedback loop-- levels 
and rates. Levels are the accumulation ( integra­
tions) that describe the state or condition of a 
system at any point in time. Rates are flows that 
cause the level to change and are generally associ­
ated with policies or decisionmaking in the system. 

Before the mathematical model of a large ana com­
plex socioeconomic system is developed, it is first 
necessary to understand the behavior of the main 
components or levels of the system and then to link 
the components to form a representative model of the 
system. Table 2 gives a breakdown of the proposed 
rural transportation planning model (RURTRAN) in 
terms of (a) the regions represented, (b) the sec­
tors of the regions, (c) the main components or 
levels that underlie the structure and determine the 
behavior of the regions, and (d) the concepts and 

Rice land development rate +/-
Rice land development rate + 
Rice land development rate 
Yield per acre + 
Rice land development rate 
Yield per acre 
Rice land development rate + 
Farming cost of transport 
Yield per acre + 
Georgetown housing, business, and service +/-

structure construction 
Georgetown housing, business, and service + 

structure construction 

hypothesized phenomena represented by the main com­
ponents or levels. 

Twelve levels have been chosen to develop the 
rural region (i.e., the directly impacted investment 
region) , and five levels to represent the urban re­
gion (i.e., the spatially impacted region). The 
comprehensive model has a total of 277 simultaneous 
difference equations and its main assumptions are 
illustrated in Table 3. 

Model Calibration 

It is particularly important for a model this large, 
whose formulation is based on observed data, assump­
tions, and oonocptc drawn from demography, econom­
ics, agriculture, transportation and technology, to 
test the model's predictive ability over a sample 
period. 

Calibration was attempted as follows: a set of 
variables (over a 10-year period) whose characteris­
tics more or less determine the regional behavior 
were compared with the simulation output for the 
same period. Table 4 compares the model values and 
the observed values (data) for population, cultiva­
tion, and road miles. The differences between pre­
dicted and observed values are less than 10 percent 
and thus the model is accepted as adequately real­
istic. 

Analyses of Alternative Investment Strategies 

The traditional analyses that use benefits/costs and 
net present worth value will be undertaken because, 
for all intent and purpose, quantification in mone­
tary terms is still the single-most desirable and 
used indicator of the impacts of the investments. 
But benefits from production instead of traffic 
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Table 5. Results of economic analyses of three strategies. 

Strategy 

Do nothing 
Roads only 
Roads, drainage, 
and irrigation 

Present Worth (G$) 

Costs 

Roads 

15 925 400 
23 739 400 
23 739 400 

Drainage 
and 
Irrigation 

17 868 400 

Benefits 
(G$) 

23 692 400 
26 453 700 
55 121 500 

Net Present Worth 
(G$) 

7 767 000 
2714300 

13 513 700' 

13 

Benefit/Cost 
Ratio 

1.49 
1.12 
1.32' 

Notes: G$3 = $1 U.S. (1982). 
Results based on 20-year simulation at 10 percent annual interest rate and one crop per year. 

3Given guaranteed drainage and irrigation, double cropping per year will result in increased benefits (by a factor 
of 1.6 to 2). 

flows are evaluated for the given outlay. However, 
recognize also that the estimates of output are not 
based only on marginal reduction in transport 
costs. The development project, which embodies a 
variety of factors, is instead considered as remov­
ing a bottleneck to production so that discrete 
rather than marginal changes to production can 
occur. Thus, instead of a single numerical indi­
cator for the value of the project, a set of socio­
economic characteristics are used in the evaluation 
process. Final evaluation is based on the following 
factors: 

1. At the rural regional level-- impacts on pro­
duction and productivity; population, jobs, and un­
employment rate; and per capita income. 

2. At the urban regional level--impacts on urban 
inmigration (i.e., spatial impacts). 

The following alternatives were analyzed. 

Do Nothing 

In a real-world scenario, nations never really com­
pletely neglect their rural regions. Whereas the 
desired level of investment may not be forthcoming, 
cognizance is taken of the contribution of these 
rural regions to the national economy. Funds are 
generally allocated to at least maintain the status 
quo and in some cases to also provide for minimum 
expansion of the economic infrastructure. The 
Essequibo Coast (i.e., the rural region in the 
study) falls in the category of receiving some fund­
ing every year, as shown in Table 1, and an average 
of $1 million Guyana/year for funding was used for 
this scenario (note G $3 = $1 U.S.). Further, a 
mile of new road was estimated at G $100 000 and 
G $5000/mile for routine annual maintenance. For 
this alternative the calibrated model was simply 
simulated for 20 years to year 2000, and the output 
was analyzed. 

Investment in Roads 

Roads influence the intensiveness and extensiveness 
of socioeconomic activities in Guyana. Accessibil­
ity by roads is, therefore, perceived as the main 
bottleneck to the expansion of the agricultural base 
of the region. A sum of G $20 million was assumed 
for road funds and the model was simulated to the 
year 2000. 

Investments in Roads, Drainage, and Irrigation 

There is no doubt that road is the main catalyst to 
the initial expansion of an agricultural region, but 
sustained and continued growth and productivity de­
pend on other inputs of which dependable drainage 
and irrigation may be equally as important as 

roads. Simply put, dependable drainage and irriga­
tion not only complement the farming infrastructure 
but maximize the benefits derived from improved 
access due to roads. 

In this case the only modification made to the 
roads only alternative was the removal of the drain­
age and irrigation constraints and incorporation of 
the time lag needed to construct the increased 
drainage and irrigation capacity. 

Analyses of the Outputs of the Three Investment 
Alternatives 

Table 5 summarizes the results of the economic 
analyses (i.e., the impacts on product only) of the 
three investment strategies. All of the alterna­
tives satisfy the feasibility criteria of net pres­
ent worth and benefits/costs ratio. The do nothing 
performs best on benefit/cost ratio and roads, 
drainage, and irrigation performs best on the net 
present worth concept. 

Analyses of Other Indirect Impacts 

Table 6 provides a summary of the information on the 
main regional socioeconomic indicators at steady 
state (i.e., that point in time when the rural re­
gion's output stabilizes or further growth in pro­
duction depends on inputs other than land area 
farmed or such economic infrastructure as roads, 
drainage, and irrigation). A close examination of 
Table 6 reveals the following impacts. 

Within 10 and 13 years, respectively, the roads, 
drainage, and irrigation alternative and the roads 
only alternative sustain a population of 52 300. 
The do nothing case takes 20 years to sustain a much 
lower population of 48 000. 

The 25-percent unemployment under the do nothing 
alternative seems much better than the other two 
investment strategies. This, however, is because of 
heavy rural outmigration, as shown in the time se­
ries data and also that, within 10 years, Hi 100 
jobs are provided by the other investment policies. 
Only 15 500 jobs are provided by the do nothing al­
ternative in year 2000. 

The rural regional income per capita, a measure 
of improvement in standard of living, has risen to 
$443 from $357 in 1985--as much as 24 percent in a 
mere six years of the comprehensive investment 
strategy. 

Impacts on the Urban Region 

Spatial impacts, as hypothesized in this study, are 
due primarily to population movements. The inflow 
of people from the rural region increases urban pop­
ulation, labor force, and unemployment rates. It 
creates additional stresses on the urban socioeco­
nomic infrastructure of housing, schools, and trans-
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Table 6. Steady state values for main socioeconomic indicators. 

Roads, Drainage, 
Indicator Do Nothing Roads and Irrigation 

Steady 2000 or in 1993 or in 1990 or in JO 
20 years 13 years years 

Rural roads (miles) 324 350 330 
Rice land cultivated (acres) 51 800 53 300 53 000 
Gross regional income 14.8 15.l 20.0 
( G$000 OOOs) 

Population 48 000 52 300 53 200 
Gross income/capita (G$) 308 288 382 
Jobs 15 500 16 100 16 100 
Unemployment(%) 25 29 29 
Out migration (persons/year) -46 310 310 
Out migration in 1985 8 311 -624 -624 
(persons/year) 

Gross income/capita in 1985 357 375 443 
($) 

Note: G$3 = $1 U.S. (1982). 
3Transient state values for 1985. 

port. The overall urban inmigration rose from ap­
proximately 7000 persons in 1980 to approximately 
13 000 persons in 2000; but of real significance 
here is that the Essequibo region has contributed to 
less than 3 percent for both investment policies, as 
opposed to as much as 15 percent for the do nothing 
alternative. 

Figure 2 shows a trace of the behavior of migra­
tion over the analysis period from 1980 to 2000. 
The net effect of the do nothing alternative is that 
1146 persons leave the rural region. On the other 
hand, the investment policies result in a net inflow 
of 470 persons to the rural region. 

CONCLUSION AND RECOMMENDATIONS 

A planning procedure that can assess the total ef­
ficiency of alternative rural investment strategies 
would be most useful. The concept of total effi­
ciency is difficult to define and analyze. However, 
it must be faced if maximization of investment funds 
is to be realized. The system dynamics methodology 
and the developed model have the flexibility to in­
corporate indirect, spatial, and other possible im­
pacts due to transport and related investments in 
rural regions of less-developed countries. 

The additional information on income, unemploy­
ment rate, and rural outmigration, provided through 
the system dynamics approach, showed that the in­
vestment alternatives in roads only and roads, 
drainagP., 1m<'l irrigiltion provi<'lP.<'l thP. hP.st overall 
impacts. The latter was superior in all respects 
and is therefore recommended for implementation in 
Guyana. The expected net present worth of this 
strategy at 10-percent interest rate is approxi­
mately G $13 million over a 20-year period. It 
should sustain a rural population of 52 000 persons 
at an average income per capita of G $400 annually. 
Even more important, it helps to reverse the severe 
urban inmigration over the analysis period, from 
1980 to 2000. 
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Figure 2. Trace of migration over analysis period, 1980-2000. 
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Feasibility of Texas Highway Economic Evaluation Model 

for High-Occupancy Vehicle Projects 

JEFFREY L. MEMMOTT AND JESSE L. BUFFINGTON 

The increasing importance of improving the efficiency of transportation facili­
ties has resulted in the need fol a systematic economic model to evaluate those 
kinds of projects. An important category of projects includes high-occupancy 
vehicle (HOV) projects, which encourage higher vehicle occupancy rates by re­
stricting the use of some portion of the facility to some vehicle types or mini­
mum number of occupants. This paper examines the feasibility of using the 
Texas highway economic evaluation model (HEEM) to evaluate HOV projects 
and recommends changes to the current model in three major areas, including 
the assumptions used in the model, the user cost calculations, and the method 
of allocating corridor traffic to specific routes within the corridor. The assump­
tions of the model examined include the percentage of trucks, the occupancy 
rates, and the value of time. The calculations for vehicle operating costs, in­
cluding running costs and cycling costs, are examined, along with the vehicle 
types used in those calculations. The allocation of corridor traffic is an im­
portant aspect of evaluating HOV projects and other types of highway projects. 
The allocation method used in HEEM is compared with a method that mini­
mizes the total user costs. The method involves determining the allocation 
such that the marginal user costs for each route in the corridor are equal. 
User cost equations are presented that can be used to allocate corridor traffic 
for any number of routes within the corridor. The cost functions are based 
on the user cost calculations in HEEM. 

The near completion of the Interstate highway system 
and the increasing shortage of funds for future 
highway construction have caused state highway 
agencies to concentrate on upgrading and increasing 
the capacity of existing streets and highways. The 
projected shortage of funds has also forced the 
scaling down or deletion of many planned improve­
ments on new and existing facilities. As a result, 
it has become increasingly important for highway 
agencies to estimate potential user and nonuser 
benefits and costs accurately from planned highway 
projects. 

In recognition of this problem, the highway 
economic evaluation model (HEEM) was developed to 
measure the benefits and changes in mobility from a 
planned highway project. This paper examines a 
version of the model adapted for Texas and currently 
in use by the Texas State Department of Highways and 
Public Transportation (1). 

HEEM provides for a- streamlined and systematic 
approach for evaluating highway projects on a seg­
ment, route, or system basis in terms of a benefit/ 
cost ratio, called an economic measure (EM), and 
mobility measure. EM for each project is the ratio 
of the present value of the estimated user benefits 
to the estimated construction costs. The user 
benefits are the sum of time savings, vehicle op­
erating cost savings, and accident cost savings less 
the added (incremental) maintenance costs. Mobility 
is measured in terms of average daily speed for both 
the do-nothing and construct alternatives. 

HEEM requires a relatively small amount of input 
data, including characteristics of existing and 
proposed highways, construction dates and costs, 
corridor traffic (current and projected) , and key 
assumptions that the model provides but can be 
modified for a specific project evaluation if neces­
sary. Table 1 (2) lists the current values of those 
key assumptions for Texas. 

HEEM provides 33 different highway types that can 
be evaluated in the moael along with the relevant 
specifications of speed, volume [average daily 
traffic (ADT)], cycles, accidents, and maintenance 
costs for each highway type. The model also pro-

vides the mathematical relations to calculate the 
user costs and EM. No knowledge of the relations 
are required to run the model. 

Unfortunately, REEM does not estimate a highway 
project's effect on air pollution as does other 
currently used procedures (3,4). Also, the model 
does not- provide for the evaluation of fuel consump­
tion and bus or other transit projects (as opposed 
to highway projects) as do procedures presented in 
the new American Association of State Highway and 
Transportation Officials (AASHTO) Redbook (~) • 

As a result, projects that increase the effi­
ciency of existing capacity, including priority 
treatment to high-occupancy vehicles (HOVs) , cannot 
be evaluated by using HEEM. HOV projects have been 
receiving considerable attention in recent years and 
it is therefore of interest to consider modifying 
HEEM so that a systematic economic evaluation of HOV 
projects could be accomplished. Three major areas 
must be addressed in modifying REEM to evaluate HOV 
projects. The first area is the appropriateness of 
the key assumptions (default values if not changed 
for specific projects) presented in Table 1 as they 
apply to HOV projects. The second area is the 
underlying user cost relation and the third area is 
the allocation procedure for allocating future 
projected traffic routes within the corridor. 

ASSUMPTIONS OF MODEL 

Buffington and others (_§_) examine each one of the 
key assumptions from HEEM in detail. One assumption 
is especially important in evaluating HOV projects, 
namely the percentage of trucks and a related issue, 
the occupancy rate. 

A single statewide average percentage of trucks 
is assumed in HEEM for separating corridor traffic 
into two vehicle types, passenger cars and trucks. 
It is unclear what supporting evidence was used in 
arriving at the 8 percent statewide average and if 
the truck category includes pickup and panel trucks. 

Table 2 presents data based on a selected random 
sample of 326 highway sections scattered over Texas 
and indicates that 8 percent is too low for a state­
wide average. These data compare favorably with 
national data, compiled by the U.S. Department of 
Transportation, as given in Table 3 (1,). A related 
problem, evident in Table 3, is the wide variability 
in the proportion of single-unit trucks and multi­
unit trucks among highway types and location. 

These problems are especially critical in evalu­
ating HOV projects since the use of certain lanes 
are typically restricted to certain types of vehi­
cles or vehicles that require a minimum number of 
occupants. A single statewide average would clearly 
be inappropriate. Instead, each highway project and 
each route evaluated in that project should be 
assigned a locally determined percentage of trucks, 
with single-unit trucks and multi-unit trucks sepa­
rate. In the absence of a valid local estimate, 
estimates in Tables 2 and 3 could be used for con­
ventional projects, and data from other HOV proj­
ects, such as the data reported by D. Baugh and 
Associates (]) could be used in the evaluation of 
HOV projects. 
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Table 1. HEEM's key assumptions for Texas. 

Assumption Description Assumed Value in 1981 

Truck percen !age Percentage of commercial truck traffic in typical 
traffic flow 

Varies by facility default 8 percent 

Value of time Value of time lost due to congestion or circuitous 
travel 

Automobile Average passengers per automobile at 1.3 persons/ $0.15 /vehicle min 

Truck 
Rate of inflation 
Construction cost-escalation rate 

vehicle 
Average commercial truck 
Long-term rate of general inflation 
Long-term rate of construction cost escalation 

including inflation and the effects of higher 
environmental and design standards 

$0.28/vehicle min 
8 percent 
8 percent 

Discount rate Minimum anticipated annual return of user bene­
fits on dollars invested in highway construction 
projects 

20 percent 

Diversion route speed Speed assigned to traffic diverted from a corridor 
that has reached capacity 

Rural 
Urban 

Table 2. Percentage of trucks on Texas highways by road system and location. 

Location 

Rural Urban All 

Road Percent No. Percent No. Percent No. 

Interstate highw·ay 23.33 24 10.84 3 21.91 27 
Loop highway 2.27 I l l.25 4 9.56 5 
U.S. highway 17.68 116 2 .86 1 17.55 117 
State highway 15.26 56 10.37 1 15.50 57 
Farm-to-market 10.68 121 0 10.68 121 

road 
All 14.99 317 9.73 9 14.85 326 

Note: Table is based on 1975 data collected from the Texas State Department of High-
ways and Publk Transportation Roadway InformaUon System f'iJe. Data excludes 
pickup and panel trucks. 

Not only must the distribution of vehicles be 
estimated with a reasonable degree of accuracy, but 
in order to calculate user time costs, the average 
number of occupants in each vehicle must also be 
estimated accurately. HEEM assumes an occupancy 
rate of 1.3 persons/car and 1 person/truck. The 
table below (9) gives vehicle occupancy rates for 
buses and passenger cars that operate in rural and 
urban areas. Transit buses are assumed to operate 
only in cities that have a population of at least 
300 000. 

Vehicle Type 
and Location 
Passenger car 

All trips including work 
and intercity trips 

Intercity trips 
Bus 

Transit 
Intercity 

Occupancy Rate (persons/ 
vehicle) 

2.2 

2.9 

9.0 
20.0 

Peak 
Hour 

1. 6 

18.0 

Practical 
Maximu m 

3.5 

25.0 

30.0 

The assumed occupancy rate for passenger cars in 
HEEM is acceptable only for urban peak hours, espe­
cially since HEEM's calculations include nonpeak 
hours. 

The occupancy rate in evaluations of HOV projects 
is especially important because one of the goals of 
such projects is to induce persons to use higher-oc­
cupancy modes of travel, including buses, vans, and 
carpools. The occupancy rates in HEEM cannot cur­
rently be adjusted except indirectly through the 
value of time assumption, which is assumed to be the 
same for all routes in the corridor being evaluated. 

25 mph 
15 mph 

Table 3. Percentage distribution of national vehicle miles of travel by type of 
vehicle, highway type, and location. 

Main Local Urban All 
Type of Rural Rural Streets Roads 
Vehicle (%) (%) (%) (%) 

Car 70.7 82.6 83.5 78.9 
Bus 0.4 0.8 0.3 0.4 
Single-unit truck" 19.I 15.5 14.8 16 ,4 
Combination truck 9.8 I.I 1.4 4.3 

alncludes panel and pkkup trucks. 

A constant occupancy rate is generally not appropri­
ate for HOV project evaluationsi therefore, HEEM 
should be modified to accept variable occupancy 
rates based on local estimates when available, 
otherwise estimates such as those in the table above 
could be used. Memmott and Buffington (!_Q) provide 
some recommended occupancy rates for various HOV 
projects. 

The occupancy rate affects user costs principally 
through the value of time calculations. Since time 
savings usually account for the greatest portion of 
user savings that result from a highway improvement, 
the assumed unit values of time used in calculating 
time savings is of utmost importance. 

Initially, HEEM assumed, in 1975 dollars, a value 
of time of 9 cents/vehicle-min (assuming 1. 3 per­
sons/vehicle) for the average automobile and 18 
cents/vehicle-min (assuming one driver and consider­
ing the value of equipment) for the average commer­
cial truck. The assumed automobile value of time is 
almost identical to that recommended by Buffington 
and McFarland (j_) as well as by Thomas (11) and 
Lisco (12), when adjusted to 1975 prices. Also, this 
value is near the upper end of the range of values 
recommended in the AASHTO Redhook (~). Therefore, 
after updating, HEEM's assumed value of time for 
automobiles is acceptable for time savings calcula­
tions if the amount of time saved, income level of 
occupants, or purpose of trip are not taken in 
account. 

HEEM' s initially assumed value of truck time is 
almost the same as that recommended by Buffington 
and McFarland (4) as well as by Adkins (13) for 
heavy multi-unit trucks. An average value of 16 
cents/vehicle-min, as given in the table below, 
would be more representative of the average commer­
cial truck. The distribution of average trucks is 
assumed to be 34. 7 percent single-unit trucks and 
65.3 percent multi-unit trucks. 
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Value of Time in 1975 
(¢/vehicle-min) 

~ 

Single-Unit 
Truck 

Multi-unit 
Truck 

Avg 
Truck 

AASHTO Redbook (_~) 

TTI study (_!) 
11.5 
13.4 

13.0 
lB.O 

12."5 
16.4 

The AASHTO Redbook (_~) recommends slightly lower 
values of truck time, based on a study by Wilbur 
Smith and Associates (14). 

Since the values of time recommended by Buffing­
ton and McFarland (_!) are based on truck and driver 
costs that prevail in the Southwest, a weighted 
average value of 16 cents/vehicle-min in 1975 prices 
would be preferred for evaluations of Texas highway 
projects. However, a superior method would be to 
treat each truck type separately, which would elimi­
nate the necessity of calculating a weighted aver­
age. HEEM is not currently capable of incorporating 
additional vehicle types. 

HEEM assumes a single value of time for cars. 
However, there is evidence in the literature to 
indicate that the value of time for passenger cars 
and buses varies with the amount of time saved per 
trip, family income, and the purpose of the trip 
(_?.,15,1§_). Thomas and Thompson (15) pioneered the 
research in this area in the late 1960s by using a 
revealed behavior approach. Their findings are based 
on a survey of motorists at sites in 10 states who 
faced a choice of a faster toll road or a slower 
free road. The v alue of time was based on how much 
money motorists were willing to pay in tolls to save 
a certain amount of time. They concluded that the 
value of time saved is a function of trip time 
saved, the motorist's family income, and trip pur­
pose. 

The AASHTO Redbook (5) gives a procedure for 
using the findings of Thomas and Thompson. Table 4 
is based on that procedure, which divides both the 
amount of time saved and trip purpose into three 
different categories. As Table 4 shows, values of 
time can vary widely among the different categories 
and a single value of time may not be appropriate 
when these factors may differ significantly for 
different routes or over time for a single route. 

USER COST CALCULATIONS 

HEEM calculates user costs for time costs, accident 
costs, and vehicle operating costs. Operating costs 
are broken down into two categories, namely, running 
costs and cycling or speed change costs. The run­
ning costs, updated to March 1975, are based on 

Table 4. Value of time as a function of time saved and trip 
type. 

Time Saved 

Low time savings, 
0-5 min 

17 

those by Winfrey ( lB) and the AASHTO Redbook (_~) . 
The cycling costs are based on those used by Winfrey. 

Figure l depicts the cost curves. The running 
costs for speeds below 25 mph are calculated by 
using a different equation than the running costs 
above 25 mph. There is a slight discontinuity at 25 
mph as a result. The cycling cost equations esti­
mate the cost of 10-mph cycles as a function of 
initial speed. This is as a linear function of 
average traffic volume by highway type and number of 
lanes. Cycling costs and average speeds can be 
adjusted for technical performance factors, such as 
shoulder and lane width, vertical alignment, and 
percentage of trucks. 

Comparison of these operating costs to other 
estimates presents some difficulty because running 
costs and cycling are not generally separated in the 
same fashion as in HEEM. However, assuming 5.4 
cycles/vehicle mile, HEEM's operating costs are 
roughly similar to AASHTO Redbook (5) costs for 
speeds below 25 mph. For speeds above 25 mph REEM 
unit costs are more similar to operating costs 
recommended by Buffington and McFarland (_!) • The 
cycling cost component accounts for most of the 
difference in the combined costs generated from 
these data sources, which indicates the need for new 
cycling data, compiled for different highway types 
and traffic conditions, in order to estimate vehicle 
operating costs accurately. 

Another problem is the limited vehicle types used 
in REEM. The operating costs for all truck types 
are calculated on the basis of one truck type, 
assumed to be the multi-unit type. Difference in 
the operating costs of single-unit trucks and multi­
unit trucks is considerable, especially at lower 
speeds. This becomes pertinent in calculating bus 
operating costs for HOV projects. One solution 
would be to use a weighted average of operating 
costs based on the distribution of trucks. However, 
the assumption of one set of weighted average unit 
costs for statewide use will yield vehicle operating 
cost estimates of varying accuracy. A superior 
method would be to revise HEEM to handle more vehi­
cle t ypes. The accuracy of the user cost calcula­
tions would improve and it would give the flexi­
bility of handling unusual vehicle distributions, 
which is typically the case in HOV projects. 

ALLOCATION OF CORRIDOR TRAFFIC 

One of the most critical factors i n HOV projects is 
the vehicle use of the restricted lanes. HEEM uses 
as an input the projected corridor ADT for a pro-

Value of Time per Percentage of Average 
Trip Type Traveler Hour ($)3 Hourly Family Incomeb 

Work 0.47 6.3 
Personal business 0.01 0.1 
Social-recreational 0.05 0.7 
Weighted avg 0.18c 2.4 

Medium time savings, Work 2.42 32.5 
5-15 min Personal business 1.12 15.0 

Social-recreational 0.87 11.7 
Weighted avg l.47c 19.7 

High time savings, Work 4.06 54.5 
15-20 min Personal business 4.31 57.9 

Social-recreational 2.24 30.1 
Weighted avg 3.54c 47.5 

3
0ri)tinal vRIUO$ in Thomas and ThomJ)10n ti:JK)rt (I 5) et.re upcl!ucd to 1975 va luc.i by using the U.S. consumer 
~~~~. -

bau-"d on 20-80 \\l'Orkill8 hOUTf./fVQr rot thci .St s soo tl\'cna.~ In co nu:: or Cho $14 000-$17 000 range or S7.4S/h. 
U.!iC theso prn:cnBl1u• IQ .iu.ljllttl nluc::i or I Imo rnc·tor5i propgrlfonntcly \\ihen trvcrage family income: nrc 
IOC'Gted out:i ldc lhe $14000-$11 000 rttngo, 

CAJrlvcd at by wei9J11ing individual "llluas of time by trip purpose by followinft t>Crconu!g<1 of cdp distributfon 
(l?): work trips ::: 36.7 perCtttl t, p1mmnal business trips= 40.8 percent, ind socl11 l·r"c-ret1tlonal trjps = 
22.S percent. 
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Figure 1. Vehicle operating cost-speed relation by vehicle type used in HEEM. 
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jected year and then calculates the projected ADT 
for each year up to the projected year by using 
either a constant growth rate or declining growth 
rate formula (~). The conidor traffic for each 
year is then allocated to the existing route, alter­
nate route (if specified), and any excess is di­
verted to an unspecified circuitous route. The same 
allocation process is then repeated for the proposed 
route, the existing route (if it is not built over), 
an alternate route (if specified), and any excess is 
again diverted. 

HEEM uses a very simple method to allocate corri­
dor traff ic--the route that has the highest ADT 
capacity receives all the traffic up to its conges­
tion point or breakpoint, as it is referred to in 
the guide to HEEM (1). The breakpoint varies for 
most routes, but is is about 50 per-cent of capacity 
ADT on city 'itre&tii and about 75 p&rc&nt on rural 
streets. For rural divided highways and freeways 
the percentage is about 60 percent, compared with 
about 65 percent for urban expressways and freeways. 

After the breakpoint for the highest capacity 
route is reached, all unallocated corridor traffic 
is then allocated to the next highest capacity route 
up to its breakpoint. This process continues until 
all routes being examined in the corr id or have been 
allocated traffic up to the breakpoint. Traffic is 
then allocated to the highest capacity route up to 
its capacity, and the process continues in the same 
order as before until all routes have been allocated 
traffic to their capacities. Any additional unallo­
cated traffic is then placed on the diverted route, 
which is severely penalized with an extremely low 
diversion speed of 15 mph in urban areas and 25 mph 
in rural areas. 

It would be unlikely that this method would 
approximate actual traffic allocation. It would be 
especially unrealistic for HOV projects where the 
typical experience has been underuse of the HOV 
lanes compared with the unrestricted lanes (_§.) • 
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The problem is how to allocate corridor traffic 
to approximate actual allocation within the limita­
tions of REEM' s input data. Several sophisticated 
traffic demand models can be used to predict the 
traffic allocation given a projected corridor traf­
fic, but the data requirements to calibrate the 
models are too large and expensive to be used regu­
larly in evaluating highway projects and are cer­
tainly outside the capability of REEM • 

Another approach to the traffic allocation prob­
lem is to examine user costs. A basic axiom of 
microeconomic theory is that individuals seek to 
maximize utility. In reference to the use of trans­
portation facilities in general, that would be 
equivalent to minimizing user costs. Most traffic 
demand models seek to minimize time or distance, but 
they are just components of user costs. In general, 
each motorist will choose the route and mode of 
travel that will minimize the perceived or expected 
individual user costs. 

The problem is in accurately specifying the cost 
Lu11ctio(1S for each potential motorist. in t.he corri­
dor, which is clearly impossible. However, REEM 
does provide average user cost functions that could 
be useful in approximating traffic allocation if the 
distribution of individual cost functions are fairly 
normally distributed. The reason for this is that 
persons on either end of the distribution will tend 
to be insensitive to changes in the average user 
costs for alternative routes. The allocation will 
be determined at the margin by motorists who are 
indifferent as to which route to choose, and, if 
those motorists are near the mean of the distribu­
tion, then an average cost function may approximate 
the allocation process. 

Total user cost of corridor traffic is defined as 
the sum cf user costs for each route in the corridor, 

n 

TC= 1; C;(Y;) 
i=J 

where 

TC total corridor user cost; 
Ci total user cost for route i for a given 

ADT, Yi; 
Yi average daily traffic volume along route i; 

and 
n = number of routes in the corridor. 

(I) 

Total corridor traffic equals the sum of the traffic 
for each route; therefore, 

T= LY; (2) 
i=J 

Forming the Lagrangean, 

L=l;C;(y;)H(T-Ly;) (3) 
i= I i= I 

where X is the Lagrangean multiplier. 
Then, if we minimize L with respect to each of 

the Yi and eliminate the X, 

C;' (y;) = C/ (yj) ro1 all i 1 j (4) 

where Ci' (Yi) is the marginal cost for i. 
In order to minimize total user cost, the margi­

nal cost for each route must be equal. For a given 
corridor traffic volume, an equilibrium will occur 
where the marginal motorist is indifferent as to 
which route in the corridor to take. 

REEM' s user cost equations are not all smooth, 
continuous functions. Therefore, approximations are 
required in order to adapt this allocation technique 
to REEM. 

The speed-volume relation in REEM is estimated 
with two straight lines, one running from the ini-
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Figure 2. Approximation of speed-volume relation . 
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tial speed at O ADT to the breakpoint. The second 
line runs from the breakpoint to the point where the 
facility reaches capacity. The following function 
provides a good approximation to the relation, 

f(y) = C - e•yb (5) 

where 

ADT, y 
f (y) 

b 
speed (mph) for a given traffic volume y, 
[ln(C - E) - ln(C - D)]/(lnA - lnB), 

a = 
A 
B 
c 
D 
E 

ln(C - E) - blnA, 
capacity ADT, 
breakpoint ADT, 
beginning speed (mph), 
breakpoint speed (mph) , and 
capacity speed (mph) • 

Figure 2 compares the approximation by using 
Equation 5 with HEEM's speed-volume relation for two 
representative highway types. 

As shown in Figure 1, the running costs are 
discontinuous at 25 mph. These equations can be 
approximated closely by using the following formu­
las, which are in terms of dollars per 1000 vehicle 
miles in January 1975 prices, 

Re= 194.3964 + 3.4337f(y) - 0.01926f(y)2 - 61.75851nf(y) (6a) 

R1 = 413 .2859 + 4.31590kf(y) + 0.00947(kf(y)] 2 - l 19.7313ln(kf(y)] (6b) 

where 

Rc • automobile running costs, 
Rt truck running costs, and 

k avg speed of trucks/avg speed of cars, for a 
given traffic volume y. 

Yearly running costs (RN) are 

RN= (365 · L · y/1000) ((1 - r)Rc + rRtl (7) 

where r is the percentage of trucks and L is the 
length in miles of route. 

The cycling costs per 1000 cycles in January 1975 
prices (depicted in Figure 1) are calculated by 
using the following formulas: 

CYc = 3.9499 - [13.8413/f(y)] cars (8a) 

CY1 =47.2458 - (428 .1 98 /kf(y)] trucks (8b) 

The number of cycles per vehicle mile is given as, 

NCY = (F+ G(y)]/tpf · N (9) 

where 

tpf technical performance factor used to adjust 

N 
F 

speed and cycling costs for abnormal 
conditions (0 < tpf ~ 1), 
number of lanes, 
0.238 997 G = 0.000 183 for freeways and 
divided highways, 

F 5.1959 G = 0.000 190 for four-lane undivided 
highways, and 

F 2.2732 G = 0.000 355 for two-lane undivided 
highways. 

For metered freeways, the number of cycles is 
assumed to stop rising at 3 .1 cycles/vehicle mile, 
so the number or cycles for metered freeways can be 
approximated with 

NCY m = (F + cy + dy 3 }'tpf · N (10) 

where 

(11) 

and 

(12) 

The yearly cycling costs (TCY) are then calculated, 

TCY = (365 · L · y/1000) (NCY) ((1 - r)CYc + rCYiJ (13) 

The total operating costs (TOC) are the sum of the 
running costs and the cycling costs, 

TOC=RN+TCY (14) 

Time costs (VT) are calculated as, 

VT= (21 900 · L · y/f(y)) ((1 - r)(OCc)(Tc) + (r/k)(OC,)(T1)] (15) 

where 

occ = car occupancy rate, 
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Acc ident costs (AC) are one given as, 

AC = [365 · L · y · H/(10 6
) · sf] [I + (Jy/1000)] 

where 

H mean cost per accident, 

(16) 

I intercept term for accident rate per million 
vehicle miles, 

J slope term for accident rate per million 
vehicle miles as a function of ADT 
(thousands), and 

sf safety factor used to adjust accident rate 
for abnormal conditions, such as shoulder 
and lane width. 

Total user costs (TC) are the sum of operating 
costs, time costs, and accident costs, 
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(17) 

The shape of some representative total user cost 
functions is depicted in Figure 3. These curves are 
based on the 1975 default values for HEEM and the 
user cost functions presented above. 

The marginal cost functions per person (MC) can 
be obtained by taking the derivitive of the total 
cost functions (Equation 17) with respect to the ADT 
volume and dividing by the weighted occupancy rate. 

MC= (dTC/dy) · { !/[(! - r) OCc + rOCiJ} (1 8) 

The marginal cost functions are sufficiently complex 
that an analytical solution is generally not possi­
ble; however , a solution can be obtained through 
iteration techniques, wh i ch can easily be performed 
in a computer program such as HEEM. Memmott and 
Buffington (.!.2_) give the marginal cost functions for 
the total cost functions, presented above, as well 
as a method for programming the allocation process 
by µsing marginal user cost functions. Figure 4 
presents the marginal cost functions for the total 
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Figure 5. Comparison of HEEM allocation method 
with marginal cost-allocation method for a contraflow 
lane. 
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The marginal cost-allocation method is an equi­
librium model, where the marginal costs for the last 
motorist on each highway in the corridor are equal. 
This would involve selection of the level of margi­
nal cost such that ADTs for each highway in the 
corridor sum to the corridor ADT. 

Figure 5 gives an example of the marginal cost 
allocation compared with the current HEEM allocation 
method. In this example traffic must be allocated 
between only two highways, a contraflow lane and a 
metered urban freeway. HEEM first would allocate 
all traffic to the metered freeway up to 140 000 
ADT, then all additional traffic would be allocated 
to the contraflow lane up to 18 750 ADT, and this 
would continue until both reach their capacity. 

The marginal cost allocation gives a much more 
uniform allocation, with the contraflow lane not 
being used until traffic on the metered freeway 
reaches about 120 000 ADT, then traffic allocates 
proportionately between the contraflow lane and the 
other freeway lanes until the unrestricted lanes 
reach capacity. This allocation would be much 
closer to what would be expected in actual applica­
tion. 

Another important aspect of the marginal cost-al­
location method is that its usefulness extends 
beyond the evaluation of HOV lanes. It could be 
used in a great variety of highway projects where 
future traffic volumes must be allocated between two 
or more highway facilities. If relevant user costs 
are specified correctly, then this method should 
provide a reasonably good approximation of corridor 
allocation. It is certainly superior to using only 
travel time as the relevant variable, which is the 
method used in most other models, such as the Fed­
eral Highway Administration's highway investment 
analysis package (HIAP) (~) • 

CONCLUSION 

Several modifications should be undertaken 
to modify HEEM to analyze HOV projects, 
the following: 

in order 
including 

1. In the absence of a specific project estimate, 
the percentage of trucks default value should vary 
for relevant highway characteristics rather than by 
using one statewide averagei 
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2. A variable occupancy rate for each corridor 
route should be added to the input datai 

3. The number of vehicle types should be in­
creased to improve the accuracy of the estimates for 
time savings and vehicle operating costsi 

4. The value of time parameter should vary to 
account for trip time savings, family income, and 
trip purpose; 

5. Vehicle operating costs should be updated to 
reflect actual expenses more accuratelyi and 

6. The marginal cost-allocation method should be 
used to allocate corridor traffic volume. 

The use of marginal user cost functions to allocate 
traffic has the potential to give a reasonably 
accurate estimate of future demand for a highway 
facility. Of course this method is sensitive to the 
specifications of the cost functions and the assumed 
values of the parameters, but it does not require 
the amount of data other methods require. The 
calculations are relatively simple and derived from 
minimizing user costs. 

The marginal cost-allocation method is especially 
valuable in, but not limited to, evaluating HOV 
projects because the use of the facility is of 
critical importance. This method, along with other 
changes recommended for HEEM . in this paper, should 
give government agencies a fairly reliable economic 
model to use in evaluating HOV and other highway 
projects. 

Several other areas of the current HEEM model 
could possibly be improved, but these are outside 
the scope of the paper. These other areas are 
covered in detail by Buffington and others (6). 
However, HEEM provides a solid framework to use -in 
looking at the desirability of a particular highway 
project and, as improvements are made over time, it 
should provide a reliable systematic method for 
evaluating not only conventional highway construc­
tion projects but also the increasingly important 
HOV projects and related methods to increase the 
efficiency of transportation facilities. 
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Impact of Highway Improvements on Property Values 

1n Washington State 

RAYMOND B. PALMQUIST 

The purpose of the study is to examine the effects of major highways on the 
value of surrounding properties. The study applied several tested theoretical 
techniques to a data base derived from 9359 sales records and interviews with 
owners of homes and businesses. In each of five study areas, hedonic pricing 
techniques, with all variables kept constant except those under examination, 
produced a quality-adjusted price index. This index for the years during which 
a highway was opened was then compared with an index for a comparable area 
not affected by highway change. Owners' perceptions concerning highway im· 
pacts, gained from 383 interviews, were also analyzed. Improved access to 
residential areas provided by highway construction resulted in property appre­
ciation 15-17 percent greater than comparable properties that lacked such 
access advantage. Even where highest noise level readings occurred, accessi· 
bility-induced property appreciation more than offset noise-induced deprecia· 
tion. Highway noise had little effect on commercial, industrial, or residential 
properties greater than 600 ft from the highway. Extensive care ensured 
accuracy and data reliability. For example, each property sale was investigated 
to exclude any invalid transactions or sales where extensive improvements 

might influence appreciation. Validity to the 95 percent confidence level 
was the norm for hedonic regressions and related statistical computations. 
The results provide an accurate, reliable method for predicting the potential 
access benefits and noise costs in terms of relative changes in property value. 
This evidence will provide facts for detailed discussion during project planning. 

The purpose of this study is to measure the effects 
of limited-access highways on property values. 
Transportation improvements of all kinds are being 
evaluated more carefully than ever during the plan­
ning stages. This attention to detail is well jus­
tified because the implications of such projects 
transcend the engineering disciplines and have en-
11ironmental, social, and economic effects of major 
importance. In the economic area, one of the im-
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Figure 1. Location of study areas. 
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pacts that is of great concern to the public is the 
effect of a highway on property values. This im­
portant issue arises in the preparation of the en­
vironmental impact statement and in the public dis­
cussions characteristic of our open planning pro­
cess. Comparisons of beneficial and adverse effects 
require their quantification in terms of effects on 
property values. A major objective of this study is 
to isolate the factors of improved accessibility and 
of highway-generated noise from the myriad of fac­
tors that influence property values. Several theo­
retical developments allow refinement of previous 
studies and validation of their results . Reference 
is made to the studies by Anderson and Wise (1), 
Boyce and others (2), Gamble and others (3), Langley 
(!,2_l, Nelson (~),-and Vaughn and Huckins (2J. The 
research was designed to apply new theoretical tech­
niques yet overcome difficulties noted in previous 
investigations. 

OVERVIEW 

This study analyzed the effects of a highway on the 
values of surrounding properties. Analysis of more 
than 9350 property sales provided real estate price 
trends in areas where a highway was constructed. 
These trends were then compared with those in sim­
ilar areas that did not experience highway changes. 
A total of 383 in-depth interviews were conducted 
with residents of residential areas and business 
operators in a commercial and industrial study area 
(see Figure 1). 

Where improvement in the accessibility of an area 
was substantial, property values appreciated signif­
icantly more rapidly. In Kingsgate, Interstate 405 
resulted in a 12 percent appreciation; in the north 
King County study the appreciation that resulted 
from I-5 was 15 percent. In both areas, most resi­
dents used the highways for commuting to work and 
realized significant time savings. On the other 
hand, in Puyallup, few of the residents used WA-512 
for commuting, so there was little or no effect of 
highway benefits on property values. 

Unfortunately, some of the houses closest to the 
highways also suffer some negative effects because 
of adverse environmental influences. Highway noise 
levels caused a partly offsetting decrease in prop­
erty values for those houses closest to the high-
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way. This effect increased as the noise level in­
creased above that in the surrounding neighborhood. 
The magnitude of this effect ranged from 0 to 7. 2 
percent in the areas studied, depending on the noise 
level and the character of the neighborhood in­
volved. As incomes increase, people are willing to 
pay more for quiet surroundings and thus noise dam­
ages increase. 

The net effect of these adverse and beneficial 
influences was positive for the areas where both 
effects could be quantified. This means that all 
houses in the areas appreciated because of the high­
way, but those closest to the highway did not appre­
ciate to the same degree. A related study was done 
on the length of time involved in selling properties 
next to the highway and those further removed. 
There was no statistically significant difference in 
the amount of time houses were on the market prior 
to sale in the two locations. 

In a study of commercial and industrial property, 
values were found to have appreciated "almost 17 per­
cent more than in a control area that was not i.n­
f luenced by highway change. Interviews in this area 
showed that the managers of the firms in the area 
were, for the most part, well aware of the benefits 
provided by the highway. The owners of land in the 
area tended to underestimate the appreciation in 
property values due to the highway. 

Interviews were also carried out in residential 
areas. In general, residents' perceptions of both 
the benefits and adverse effects of the highway were 
fairly accurate. However, those people who live 
closest to the highway were not as aware of benefi­
cial effects of the highway, and these people also 
estimated that the negative effect of noise on prop­
erty values was almost twice as large as it actually 
was. 

METHODOLOGY 

Two courses of action are available to determine any 
beneficial access effects from a highway. It is 
possible to carry out a cross-sectional study of 
residences in significantly different locations and 
relate the various property values to some measure 
of the accessibility of the location. The alterna­
tive is to examine time-series data of property val­
ues in a particular area for a number of years, be-
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fore and after a highway is opened, and compare the 
trends with those in an area that is relatively un­
affected by changes in the highway system during the 
same period. 

The former method requires a measure of accessi­
bility such as the percentage of employment within a 
given travel time to the central business district 
(CBDj as postulated by many urban models. This is a 
reasonable measure of accessibility only where all 
employment is in the CBD. For more realistic urban 
areas, it is necessary to use more complex measure­
ments of accessibility that take into account the 
attractiveness between various zones as well as the 
travel costs between these zones. Because of the 
large area that must be included in studies of this 
type, expense may rule out studies of individual 
houses and force studies of census tracts. Finally, 
the necessary measurements of accessibility are 
generally only available at wide intervals, and this 
makes prediction of the accessibility effects of a 
particular highway improvement difficult. 

The ~lternativ~ method, which was selected for 
this study, examines the time pattern of property 
values based on hedonic pricing. This technique 
evaluates quality changes in products by separating 
a commodity into its various characteristics and 
studying the contribution of each characteristic to 
the object's value. Dummy variables, variables that 
take a value of one in a particular year and zero 
otherwise, are the key to developing hedonic regres­
sions that span several years. The use of data on 
individual houses makes possible the simultaneous 
consideration of localized adverse highway effects 
such as noise or air pollution. Not only just the 
final effect on property values is observed but also 
the pattern of change before the values again sta­
bilize. Finally, this method examines property val­
ues in the period before the highway is opened. 
This allows the researcher to check the specifica­
tion of the mode 1 before the major change of the 
highway was introduced and to see if anticipation of 
the highway's opening caused property value to in­
crease. 

There are numerous different cau8es of property 
value changes when a highway is constructed. These 
various effects can work in opposite directions and 
can occur over different areas and times. In this 
study the beneficial effects are measured by examin­
ing the trends in property value in the affected 
area over a 10-year period starting considerably 
before the highway's opening. These trends are then 
compared with a general residential real estate 
index for comparable property, or an index in a con­
trol area, to discover any differcnccc, The trcndc 
within the study area are first established by using 
multiple regressions to separate the value of a 
house into the value of the various components of 
that house. Onc::e this is done, it is possible to 
establish the price trends when all the characteris­
tics of a house are kept constant. Thus, price is a 
function of these characteristics, and multiple­
regression techniques are used to find the effect 
that changing one feature has on price when all 
other aspects of the property are held constant. 

The accuracy of the price measurements developed 
by this method depends on the accuracy of the speci­
fication of the regression equation that establishes 
the component prices. The specification used in 
this study avoids several problems that have ham­
pered some recent studies. Nonetheless, it was de­
sirable to check the specification of the regression 
equation by comparing the measurements generated 
with those created by a different method. Such an 
alternative method was provided by examining repeat 
sales on the same houses. By this means the various 
characteristics other than depreciation were con-
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stant, and the pure price changes could be mea­
sured. The results of the analysis of repeat sales 
were then compared with the prior measurements to 
ensure their reliability for the study area. Both 
of these were then compared with a control real es­
tate price index to see if the highway had influ­
enced the values of nearby homes. An improvement in 
accessibility due to the new highway was reflected 
in an increase in property values. A substantial 
increase in accessibility for the area raised prop­
erty values by 12-15 percent. 

A less desirable effect on property values is 
created by adverse highway influences that may af­
fect certain houses. Noise is the most important of 
such adverse effects. Noise monitoring was done 
throughout the study areas. By using these data, 
hedonic regressions revealed that property values 
were hurt by noise. An alternative means of esti­
mating property value damages without noise measure­
ment is carried out by using more easily collected 
data on distance and elevation with respect to the 
highway and vegetative cover. t.'lleycn:.ive errects on 
property values must be compared with the positive 
effects of improved accessibility to discover the 
net effect. 

A number of criteria were used to select the 
residential study areas. Areas that have a large 
number of houses in close proximity to a limited­
access highway were considered essential for this 
study to enable assessment of any negative environ­
mental effects. Also, it was desired that the 
houses be distributed so that they extended back 
from the highways about 1 mile. By using such 
areas, some houses are adjacent to the highway and 
others are sufficiently removed that they experience 
no negative effects but do enjoy the benefits of 
accessibility. To increase the reliability of the 
regressions, the houses should be single-family 
dwellings and relatively homogeneous. The houses 
should not be influenced by nonhighway negative 
environmental effects. The highways should have 
been opened fairly recently but should have been 
open long enough to allow property values to reach 
equilibrium. The study area should lie within a 
single political jurisdiction to avoid possible fis­
cal differences that may affect property values. 

Kingsgate Study Area 

The first study area selected, Kingsgate in King 
County, is located on the east side of Lake Washing­
ton across from Seattle, just north of the communi­
ties of Kirkland and Redmond and just south of 
Bothell. It is traversed by I-405, which was opened 
to traffic in this area toward the end of 1970. The 
direct distance of the houses from the nearest lane 
of traffic on I-405 ranges from a minimum of less 
than 100 ft to a maximum of 5900 ft. There is an 
interchange at the north boundary of the study area 
and another just south of the south study area 
boundary. The minimum street distance of a house 
from the nearest interchange is 2000 ft and the max­
imum distance is 11 000 ft. The gently rolling ter­
rain varies a little more than 200 ft in elevation 
but with no undevelopable steep slopes. Some of the 
houses are completely exposed to the highway, and 
others are screened by trees. The area is predomi­
nantly occupied by single-family dwellings in the 
middle to upper-middle price range. The oldest 
houses in the platted areas studied were build in 
1962. The major building expansion was begun in 
1965. The Kingsgate data were collected from the 
following sources: (a) excise tax records, (bl 
assessor's records, (c) direct measurement, and (d) 
published indexes. 
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Excise Tax Records 

In King County there is an excellent source of in­
formation on sales prices and dates since the 1-
percent excise tax on real estate transactions is 
cross-indexed by location. Crucial information on 
prices and dates of sales was obtained from the 
excise tax affidavits that indicate the seller's 
payment of the 1-percent excise tax on all real 
estate transactions in Washington. This excise tax 
was established in 1951, so the affidavits were 
available for all relevant sales. The affidavits 
record not only the price and date of the sale but 
also the type of deed involved and the parties to 
the sale. This information assisted in restricting 
the sales obtained to those that were representative 
of the value of the property. This was done by 
eliminating all sales where the conveyance was 
neither a warranty deed nor a real estate contract. 
Sales between parties with the same last name were 
also eliminated. All valid sales between 1962 and 
July 1976 were obtained. This provided a data base 
of 4785 sales for the analysis that follows. The 
mean price in 1967 dollars was $23 012 with a range 
from $11 064 to $33 728. 

Assessor's Records 

Data collection centered around the real property 
records of the county assessor's office. For each 
piece of property, county assessor's records contain 
an extensive description of the lot and house. As 
explained earlier, a priori expectation dictate many 
of the variables to be collected here. These in­
clude the areas on the various floors, the year 
built, and the number of bathrooms. For others of 
the variables shown, the question was whether or not 
they were relevant in this particular area. Empiri­
cal evidence was used to make this decision. The 
qualitative variables were made amenable to the re­
gression analysis by transformation into dummy vari­
ables. In addition, the assessor's records contain 
information on the sales that had taken place on 
each particular piece of property. The remaining 
data were collected directly through the use of 
assessor's maps and visits to the site. 

Direct Measurement 

Various attributes determined from the assessor's 
maps included the following: 

1. The distance to the highway measured from the 
center of the lot to the nearest lane of traffic, 

2. Interchange and other important distances, 
3. Elevation with respect to the highway, 
4. The presence of trees between the house and 

the highway, and 
5. Whether or not the house was in a plat that 

provided swimming pools and recreation facilities in 
return for mandatory dues. 

Thirty noise-monitoring stations were selected to 
provide a representative sampling for the area. 
Readings were taken at various distances from the 
highway, at different elevations with respect to the 
highway, and with varying vegetation covers. At 
least three readings were taken at each station dur­
ing peak traffic hours. The mean of these readings 
was then recorded on assessor's maps and used to 
construct contour lines to represent equal noise 
levels. This allowed the determination of the noise 
level within 2.5 dB(A) at the center of each of the 
lots. 

Published Indexes 

The final group of variables represent temporal ef-
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fects on pr ices. The consumer pr ice index is de­
rived by the U.S. Bureau of Labor Statistics to rep­
resent the trend in prices of all consumption goods 
for urban wage earners and clerical workers. The 
other price indexes are published by the Seattle 
Real Estate Research Committee (SRERC) and represent 
real estate price trends within the Seattle-Everett 
standard metropolitan statistical area, defined by 
the U. s. Bureau of the Census, and also within the 
more limited area on the east side of Lake Washing­
ton. Finally, the date of the opening of the Totem 
Lake Shopping Center was included because many resi­
dents expressed the belief that this factor had in­
fluenced their property values. 

The data on prices, sales dates, and property 
characteristics were used to develop real estate 
price indexes for the study areas to measure access 
benefits. To assess the impact of the highway on 
property values, it was necessary to know the gen­
eral trend in real estate prices during these 
years. Within King County SRERC computes price in­
dexes for single-family residential properties in 
various areas. The SRERC index for properties on 
the eastside of Lake Washington was most comparable 
for the Kingsgate area--approximately the same dis­
tance from Seattle and the same age. 

Data Analysis 

The primary method of analysis used on the collected 
data involved regressions. This technique required 
selection of the variables that make a significant 
contribution to explaining the observed market 
pr ices. Variables such as the various floor areas 
and the age of the houses were selected on theoreti­
cal grounds. The empirical work later substantiated 
these choices. For other variables the choice was 
made empirically. Where the coefficient of the var­
iable was not significantly different from zero, it 
was not included. 

After the opening of I-405, the properties af­
fected by the freeway appreciated in value at a con­
siderably faster pace than did the average of other 
properties on the eastside of Lake Washington. Be­
tween the opening of the highway and 1975 the houses 
in the study area appreciated by an average of 12 
percent more than did houses elsewhere on the east­
side. (Tests show this to be best expressed as a 
percentage of the house value rather than an abso­
lute amount that applies to all houses.) The full 
effect of the highway did not seem to take place im­
mediately, but property values increased over sev­
eral years. Also, increases in property value do 
not seem to anticipate the opening of the highway. 

North .King County Study Area 

The second study area bordered I-5 north of 
Seattle. This relatively homogeneous lower-middle 
class neighborhood contains homes that are an aver­
age of 25 years old. I-5, which in this section has 
six through lanes with two more lanes in connection 
with exits or entrances, was opened in late 1965. 
Thus, most of the houses were built before the high­
way location was announced. 

Although there is some undeveloped land in the 
area, the study was restricted to platted land with 
single-family residences. Highway access is pro­
vided at either end of the study area and at a mid­
point NE 175 Street. As in Kingsgate, the terrain 
is gently rolling with less than 200 ft of elevation 
difference. 

All valid sales beginning in 1958 and continuing 
through 1976 were collected. These yielded a data 
base of 2823 observations. Similar techniques were 
used to measure property value trends for this study 
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area. SRERC has an index that represents real es­
tate trends in north Seattle, north King County, and 
southern Snohomish County. This control index rep­
resents the general location and type of homes in 
the study area. 

After the highway opened, homes near the highway 
appreciated considerably more rapidly than did those 
represented by the control index. Resale values 
dipped between 1969 and 1973. This aberration is 
easily accounted for because these are the years of 
the Boeing Company reductions in employment. Many 
Boeing Company workers choose to live in Kingsgate 
and in the north King County area because these 
locations are central between Everett and Renton, 
where the company has plants. 

Such houses command a premium because of the 
accessibility that the highway affords. When Boeing 
cut its employment by well over half and there were 
substantial secondary employment cuts, many of the 
residents of such areas were forced to sell, and the 
premium for accessibility was reduced. After the 
slump the differential was reestablished. The dif­
ferential, with the exception of the years of the 
downturn, appears to have been about a 15 percent 
appreciation because of the accessibility benefits. 
This appreciation does not appear to have taken 
place on the announcement of the highway but rather 
on the opening of the highway. The improvement in 
accessibility in this area was comparable to that in 
the Kingsgate area. The same destinations to the 
north and south are available, and similar time sav­
ings are allowed by the highway. It is encouraging 
that the results in the two areas are quite close. 

Seokane Study Area 

Another study area was selected along I-90 through 
Spokane. Here a major urban freeway passes through 
an area of older houses that were built long before 
the highway was opened. The average age of the 
houses is 50 years, but the highway was only opened 
in early 1959 to carry the traffic that had previ­
ously used Sprague Avenue. This was only one of a 
number of changes that may have affected property 
values in this area over the years. Nonetheless, 
this area of lower-class homes provided an increased 
range of socioeconomic neighborhoods being studied. 
A total of 745 observations were available for the 
study of negative proximity effects. The absence of 
a control index prevented analysis of access bene­
fits for the Spokane area. 

Puyallup Study Area 

The final residential study area to be discussed is 
located in the southeast corner of Puyallup, where 
WA-512 has recently been built. Much of this area 
is still relatively undeveloped, with farm land or 
small residential acreages scattered among the more 
densely developed residential areas. The northwest 
part of the study area is older and more uniformly 
developed than the rest of the study area. WA-512 
is a limited-access four-lane highway that was 
opened in December 1973. One of the main reasons 
for the study was to examine whether or not the 
houses located to the southeast of the highway ap­
preciated more slowly because they had been isolated 
from the main part of the city. This was a concern 
that was frequently expressed prior to the construc­
tion of the highway. 

Data were collected for sales that took place 
between 1965 and 1976. This provided a data base of 
838 sales. In the Puyallup study area the property 
value trends derived were compared with a countywide 
index based on mean sales prices and with the trends 
in a control area in Puyallup. Both techniques in-
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dicated that, although study area properties may 
have appreciated slightly more rapidly than the con­
trol indexes, there was no statistically significant 
difference. This coincides with the interview data 
where few of the residents indicated that they used 
WA-512 to commute to work. Because the time savings 
for residents would thus be small, it is not sur­
prising that the property value effects were not 
large. 

Access Benefits 

The results from these study areas seem to indicate 
that improvements in accessibility and time-savinqs 
can be reflected in residential property values. 
However, the magnitude of this effect depends on the 
magnitude of the improvement in accessibility, es­
pecially with respect to work trips. Where the im­
provement was substantial, such as when I-405 or I-5 
were opened, property values increased by 12 percent 
or more. But when few of the residents saved time 
in their commuting trips, as with WA-512, property 
values appreciate little, if at all, because of the 
highway . In making forecasts of the effect of a 
change in the highway system, the accessibility im­
provement must be estimated. The forecast could 
then be estimated as equal to that in the study area 
with a comparable improvement or as an interpolation 
of the results in two study areas if the improvement 
lies between that in the two study areas. 

Noise Damages 

In addition to the access benefits described above, 
the residential studies also allowed estimation of 
any negative proximity effects. The measured noise 
levels were used to assign a noise reading to each 
house as described above. The effect of this noise 
on property values was then isolated from the ef­
fects of other differences in properties. There was 
sufficient noise data to obtain this estimate for 
Kingsgate, North King County, and Spokane. In 
Kingsgate the 12-percent appreciation due to acces­
sibility improvement more than offsets the 7.2-
percent reduction due to noise at the noisiest 
houses. 

Tests indicated that in each of the study areas 
the effect of noise was best expressed as a percent­
age of the value of the home rather than a fixed, 
absolute amount. In addition, tests were performed 
to examine whether or not a given increase in noise 
had the same effect at different noise levels. The 
A-weighted decibel scale was designed to approximate 
human perception of noise, but it is possible that 
it might not approximate the level of annoyance 
caused by that noise. Alternative forms for the 
noise variable were tried, but the linear form 
proved superior in all three study areas. 

It might be expected that wealthier individuals 
would be willing to pay more for quiet in their res­
idences. The studies confirm this, because not only 
are the damages a percentage of the value of the 
house, but also the magnitudes of the percentages 
increase with increasing income (see table below) • 
The result of this study could be used to forecast 
the effect in an area where a new highway was pro-
posed. 

rwg Reduction 
for Each 2.5 Highest 
dB(A) Increase Noise Avg Reduction 
in Noise Above Reading from Highest 

Stud~ Area Ambient (%) [dB(A)] Readin2 (%) 
Kingsgate 1. 20 70 7.2 
North King 0.75 75 6.0 

County 
Spokane 0.20 80 2.0 
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Several other factors were tested for 
relations to distance from the highway, 
the following: 

l. Length of time on the market, 
2. Sales terms, and 

possible 
including 

3. Greater than average decline in sales price 
during downturns in the real estate cycle. 

Careful analysis of data obtained from multiple 
listing records provided no evidence of any effects 
of the highway on adjoining properties taking the 
form of changes in price or of longer periods on the 
market. 

Commercial and I ndustrial Study Area 

The effects of a highway on property values in a 
commercial or industrial area were also studied. It 
was much more difficult to find acceptable study 
areas for several reasons. First, commercial and 
industrial establishments generally have such defi­
nite transportation requirements that it is almost 
impossible to find such areas where access is not 
good. This makes it difficult to find a study area 
that predated the construction of a highway. 

It is also necessary to control for the differ­
ence in the structures on the land to isolate the 
highway effects. Specification of the regression 
equation is considerably more difficult than in the 
residential case. The data on characteristics are 
difficult to obtain due to considerations of confi­
dentiality. The selected alternative was to find an 
area where there was a mixture of commercial and 
industrial establishments and vacant land. This 
portion of the study could then examine trends in 
undeveloped land prices without considering struc­
tural characteristics. Interviews with established 
firms obtained the owners' perceptions of the effect 
of the highway. However, selection of study area 
sites remained difficult because this mixture of 
vacant and developed land is uncommon in commercial 
and industrial areas. A final problem is the lack 
of commercial and industrial real estate price in­
dexes to serve as a control. For this reason, an 
actual control area was necessary. Unfortunately, 
to be useful a similar mixture of undeveloped anil 
developed land was required. Also, the control area 
had to be similar to the study area in location and 
character. 

The study area that seemed to meet these restric­
tive conditions best was in Bellevue, east of 
I-405. This section of I-405 was opened in June 
1972, but commercial and industrial establishments 
were already in the study area at this time. The 
study area contains a business park, numerous auto­
mobile dealers, and other extensive commercial de­
velopment. Safeway and Coca-Cola are the two larg­
est establishments in the area in terms of both area 
and dollar volume. Most of the manufacturing busi­
nesses are located in the northern part of the study 
area. Much of the northwest portion of the study 
area is served by several railroad sidings to the 
Burlington Northern line. A substantial amount of 
vacant land remains throughout the area. 

The control area selected was further south along 
I-90. This Interstate highway provides transporta­
tion access to the area, but there were no major 
changes in the highway during the perioo studied. 
The control area is similar in character, with small 
shopping centers, light industry, and vacant land. 

Due to the restrictions of confidentiality on 
assessor's records, data on the prices and dates of 
property sales were collected from the monthly pub­
lications of Monitor Real Estate Corporation of 
Seattle. Monitor records all sales in King County 
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for which the legally required excise tax is paid. 
Sales are classified by type of zoning and vacant or 
nonvacant land. All sales of vacant land within the 
study and control areas between 1965 and 1977, in­
clusive, were collected. This provided 268 observa­
tions. Zoning information was obtained from the 
Bellevue Planning Department, and land areas and 
access information were obtained from assessor's 
maps. A majority of the land was zoned for either 
manufacturing or for retail and wholesale use, al­
though three other general classifications accounted 
for approximately 20 percent of the sales. There 
was a wide range of land areas from about 20 000 
ft 2 to more than 650 000 ft 2 • 

After controlling for parcel size, zoning, rail­
road and street access, and the year of the sale, 
the properties in the study area were shown to have 
appreciated significantly more than those in the 
control area after the highway was opened. In fact, 
the differential was 16.7 percent. The improved 
access for incoming goods and customers for the com­
mercial establishments and incoming and outgoing 
gooas for manufacturers and warehousing provides the 
motivation for the firms' location here. This re­
sults in the appreciation of property values. Noise 
did not appear to have any adverse effects on these 
properties. As before, in using these results for 
forecasting the effects of a new highway on property 
values, one must consider the degree of accessibil­
ity improvement that is anticipated. 

Surveys 

Another phase of the study involved personal inter­
views with the residents to discover their percep­
tions of the beneficial and adverse effects of hav­
ing a major highway located nearby. Perceived 
effects were then compared with those revealed by 
the real estate market. 

These interviews were conducted in person by a 
team of interviewers. This method was selected to 
obtain the desired high return rate and to ensure 
hearing the opinions of those residents who were 
disgruntled with the highway. It was desirable to 
have any residents present who commute to work and, 
where possible, to have both husband and wife pres­
ent. For these reasons, a majority of the inter­
views were conducted on weekends and at night. At­
tempts were made to interview at least one adult in 
every house that abutted the highway and in a sample 
of houses more removed from the highway. 

The first set of interviews was done in the 
Kingsgate area, where 240 interviews we"re conducted, 
114 at abutting properties. The major portion of 
the interviews concerned potential beneficial and 
adverse effects of the highway on the residence. 
The first questions of this part referred to the 
awareness of highway benefits. The distribution of 
responses to the general question, "Are there bene­
fits to you from having a highway nearby?" was quite 
revealing. In the impact area within 600 ft of the 
highway the interviewers explained that this ques­
tion referred to benefits from having the highway in 
the area and not necessarily from having it within 
600 ft. In spite of this clarification, impact zone 
residents reported benefits less frequently than did 
those who lived in the study zone more than 600 ft 
from the highway. In the impact zone, 82. 5 percent 
thought there were benefits, which seems to be a 
substantial proportion until it is compared with the 
study zone, where 99.2 percent mentioned benefits. 
Since the locations of work and distance to highway 
access did not differ substantially between the 
areas, it appears that the same benefits were pres­
ent for the two groups. Yet, the adverse effects in 
the impact zone were preventing approximately one-
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Table 1. Residents' overall rating of freeway based on living conditions. 

Rating 

Very good 
Good 
Neutral 
Bad 
Very bad 
Percentage 
of sample 

fifth of 
benefits. 

Study Zone 
(n= 126) 

Impact Zone 
(n= 114) 

Total Sample 
(n= 240) 

No. Percent No. Percent No. Percent 

62 49.2 11 9.6 73 30.4 
52 41.3 47 41.2 99 41.3 
II 8.7 33 28.9 44 18.3 

1 0.8 21 18.4 22 9.2 
0 0.0 2 1.8 2 0.8 

53 47 100 

those interviewed from being aware of such 

The next questions in the interview concerned 
perceived adverse effects. The questioning was 
divided into two parts. First, people were asked 
which adverse effects, if any, they noticed, and 
then they ranked t:he import;inGI'> of thl'>BI'> l'>ffl'>cts, 
For this part of the interview no suggestions of 
possible effects were made by the interviewers. 
Second, the respondents were asked to evaluate the 
importance of effects suggested by the interviewer. 
Questioning here concerned the effects both inside 
and outside the dwelling. 

Noise was the one adverse effect mentioned exten­
sively. Within the impact zone, approximately 
three-fourths of those interviewed cited noise as 
the most-important adverse effect. Those further 
removed from the highway in the study area still 
mentioned noise in one-fourth of the cases. Air 
pollution was the other problem mentioned with the 
next greatest frequency, but noise was mentioned 
almost 10 times as often. 

The questions to this point only revealed which 
effects were mentioned and not the relative severity 
of the problems. The next part of the interviews 
sought relative evaluations of the different ef­
fects. The first point about these responses is 
that the highway seems to have few adverse effects 
for those residents more than 600 ft from the high­
way, which agrees with the noise-monitoring results 
reported earlier. Only one respondent found any of 
the effects annoying inside the home. Less than 16 
percent even notice the noise, and they did not find 
it annoying. Outside the home the results were com­
parable except for noise where about 5 percent now 
found the noise annoying. Thus, the measure of the 
adverse effects used earlier in this study appears 
to coincide fairly well with the responses. 

The responses in the impact zone were perhaps 
surprising in that many people did not find the ef­
fects annoying. Inside the houses only about 5 per­
cent of the residents found effects other than noise 
to be annoying or objectionable. Within the house, 
16. 7 percent found the noise annoying and 3. 5 per­
cent found it objectionable. Most respondents found 
the effects other than noise "not noticeable" and 
noise "noticeable but not annoying". Outside the 
home the effects were more important. The noise was 
annoying or objectionable to 35 .1 percent of those 
interviewed, and 7 percent felt that way about air 
pollution. The other effects were perceived to be 
the same as those indoors. 

The interviews then had the residents evaluate 
the beneficial and adverse effects together to find 
an overall rating of the highway's effect on their 
living conditions. For the entire sample the median 
and the mean of the responses were in the category 
good. In the study area the most common response 
was very good; however, the mean was half way be­
tween very good and good. In the impact area the 
most common response was good, but the mean was be-
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tween good and neutral. There is a statistically 
significant correlation between measured noise level 
and overall highway rating, so noise is an important 
factor in people's evaluation of the highway. It is 
of special interest that those people who bought 
their houses without knowing of the highway plans 
rate the highway significantly worse (bad was the 
most frequent answer) than did those people in the 
impact zone who bought their houses knowing of the 
plans (see Table 1). 

The part of the interviews that related most 
closely to the main body of this research concerned 
the perceived effects of the highway on property 
values. In the study zone, 46.8 percent thought 
that the highway had increased their property values 
compared with what they thought would have happened 
if the highway had not been constructed. No effect 
was expressed by 37.4 percent, and less than 2 per­
cent thought that property values had been decreased 
by the highway. In the impact zone, 36 percent 
thought values had been hurt, 31. 6 percent thought 
there was no effect, 19.3 perr;lent werl'> unGl'>rtain, 
and only 13. 2 percent thought values had increased. 
Next, the residents were asked if they could esti­
mate the dollar value of these property value ef­
fects. Only about two-thirds expressed their opin­
ions, but this was a high enough response rate to 
allow some generalizations. The residents believed 
that the damages were approximately twice as large 
as those found in actual sales. This indicates that 
in evaluating highway impacts it is important to 
consider not only the anticipated actual effects on 
property values but also the anticipated perceptions 
of those effects. 

Interviews were also conducted with the residents 
of the Puyallup study area. In many respects the 
results were comparable to the results in Kings­
gate. Noise was considered to be by far the most 
significant adverse effect, and once again people's 
ratings of the adverse effects correlated well with 
the actual noise readings. However, few of the 
people interviewed used WA-512 to commute to work. 
Thus, the evaluation of the benefits of the highway 
was significantly lower than in Kingsgate. This 
fact also lowered the overall ratings of the highway 
in Puyallup. 

As part of the Bellevue commercial and industrial 
study, the managers of a representative sampling of 
business firms were interviewed. A majority of the 
interviews were at retail establishments, but inter­
views were also conducted with all the large whole­
sale and manufacturing establishments. A majority 
of the firms chose to locate in the area because of 
transportation availability or customer accessibil­
ity. More than 72 percent of those interviewed 
thought that I-405 helped customer accessibility, 
and 45 percent thought it improved goods accessibil­
ity for their firm. More than 65 percent stated 
that highway use had increased the gross sales of 
the firm, and 55 percent thought that the highway 
also resulted in lower operating costs. A signifi­
cant number of firms (27.6 percent) indicated that 
they would not have chosen to locate in the area if 
I-405 had not been in existence. The overall rating 
of the highway was between good and very good, and a 
majority of the firms thought that the effect had 
been major. 

To examine people's perceptions of the effect of 
the highway on property values, interviews were also 
conducted with the owners of the vacant land in the 
area. Half of these individuals thought that I-405 
had influenced the value of the property. Al though 
there was great uncertainty as to the magnitude of 
this effect, the estimates averaged 7.5 percent, 
which underestimates the actual effect estimated 
from real estate sales. These individuals thought 
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that the increases could be attributed for the most 
part to improved customer and employee accessibility. 

APPLICATIONS 

Possible applications of these results are many. 
The most-important use is in connection with impact 
statements and public involvement programs. This 
application provided the original motivation for the 
study. The results of this study have quantified 
the property value effects of a limited-access high­
way. This information can be used for generally 
assessing property value effects in similar loca­
tions when a highway is constructed. The effects on 
property value are a great source of public con­
cern. This evidence will provide facts for detailed 
discussions on this topic. 

There has been interest in partly financing high­
way construction by capturing part of the accessi­
bility benefits through property taxes. The prop­
erty value effects are caused by the user benefits 
from the highway and do not represent an additional 
benefit. If existing taxes on highway users are at 
an appropriate level, then an additional tax on 
property is not called for. If additional taxes are 
indicated, they could take either form with similar 
long-run effects. · A related point is that care must 
be used in applying the results of the benefit side 
of this study to benefit/cost analyses. Double­
counting would result if user benefits were fully 
evaluated and property value effects were added. 

These same considerations do not apply to the 
adverse property value effects of noise. Noise rep­
resents an externality that must be considered in 
benefit/cost analysis in order to make efficient 
decisions. The distributional effects of these ex­
ternalities might also provide a basis for the pay­
ment of compensation to the residents affected. 
Such compensation should be paid to the house owners 
at the time of the highway effects origination but 
not to those who purchase the house after the ef­
fects take place. Currently, the Federal Highway 
Administration requires that controls such as noise 
barriers be used to reduce highway noise to 70 dB(A) 
in residential areas unless exceptions a're granted. 
This study might be used to show that, in some 
cases, compensation would prove less costly than the 
construction of noise-abatement devices. 

Finally, this study might prove useful in making 
decisions between various transportation modes. 
Such a choice between modes must be based on all of 
the effects of the construction of each mode. 
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Some Conventional and Not-So-Conventional 

Views of Congestion 
A.O. PEARMAN AND K.J. BUTTON 

The purpose of this paper is to explore the extent to which the conventional 
treatment of highway congestion, as developed in the economic analysis of 
road pricing, provides an acceptable theoretical or practical foundation for 
policy. The conventional theory is first outlined, and it is emphasised that, 
although it is probably technically sound, it relates to highly abstract circum· 
stances. The main body of the paper then develops two themes. First, a 
number of arguments are put forward that imply that, in quantitative if not 
qualitative terms, the conventional analysis of congestion seems unlikely to 

provide an adequate basis for the proper formulation of policy. Second, 
some reasons for regarding congestion as an effective allocative mechanism 
in its own right are given. Although the arguments in the paper are not de· 
veloped sufficiently far to reach firm conclusions of an operational kind, 
there are clear indications that traffic management and related policies aimed 
at securing efficient use of existing highway facilities should proceed with 
care when valuing congestion savings and when assessing optimal congestion 
levels. 
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A great deal of money continues to be spent to re­
lieve traffic congestion. A great deal of time is 
spent in traveling in congested conditions. Where 
does the appropriate balance lie? It is all too 
easy, certainly for the layperson, and maybe even 
for the professional, to accept the conventional 
wisdom that congestion is bad, and that it is un­
questionably the task of transport planners to elim­
inate it. Recent concern on both sides of the At­
lantic about securing better use of existing 
transport infrastructure through traffic management 
and related policies has highlighted the issue, but 
perhaps not adequately. 

We queue in congested conditions in shops and 
banks. We wait for a library book to be returned 
rather than buy it. We wait for state hospital 
treatment as an alternative to paying the fees as­
sociated with the private sector. Has society got 
it wrong everywhere? Clearly not--and nearly all 
professional transport planners will possess a de­
gree of familiarity with the main arguments that un­
derlie the determination of the correct level of 
congestion that should be permitted on a highway 
facility . 

However, what we hope to demonstrate is that the 
conventional wisdom of urban traffic congestion is 
nothing like as firmly founded as a textbook famil­
iarity with the topic might imply. We express some 
doubts about the theoretical basis of the conven­
tional argument, and even more about the value of 
its implications as a guide to policymaking in the 
real world. Congestion, indeed, may even have posi­
tive advantages as a device for helping to dis tr ib­
ute scarce resources among different sections of 
society. 

The aim of the final section of the paper is to 
assess the implications of the previous sections, 
It cannot offer a neat conclusion, but it does sug­
gest that, although we understand a little about the 
way in which we should try to determine the extent 
to which society should tolerate congestion on its 
urban highways, we do not know enough to be sure 
that we have the right balance between expenditure 
of money on the one hand and expenditure of time of 
the other. 

CONVENTIONAL WISDOM 

Economic analysis of traffic congestion has been un­
dertaken in a number of ways. One approach, as for 
example by Mohring (1), Kraus and others (_~), and 
Wheaton (3), has it; foundations in conventional 
economic theory. It is a largely algebraic applica­
tion of the theory of consumer behavior to circum­
stances that are broadly consistent with those found 
on congested urban roads. A second approach, which 
differs more in emphasis than final form from the 
first, is characteristically graphical in its mode 
of thought, starts from a physical description of 
the development of congestion as traffic volumes in­
crease, and only becomes an economic analysis when 
the time and other resource conuni tments consequent 
on tripmaking are aggregated into a measure of trip­
generalized cost. For the most part, the second of 
the two approaches has received the greater exposure 
in the professional literature, and certainly in 
student textbooks, and it is this that we take as 
our starting point. 

Early thinking on the economics of road traffic 
congestion is described by Pigou (4) and Knight (5), 
but the principal impetus to more -recent work stems 
from the contributions of Walters (~-.!!_) and Beckman 
and others (~). The account that follows draws par­
ticularly on the descriptions given by Else (10) and 
Johnson (11). Conventionally, the analysis is based 
on a number of rather restrictive assumptions, the 
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result of which is a tractable problem, but one 
whose solution, it will be seen later, is not neces­
sarily very valuable. The assumptions are as fol­
lows: 

1. A homogeneous traffic flow moving in a uni­
form direction, 

2 . A single road with only one entry and exit 
point, 

3. Resource allocation considered only with ref­
erence to the road itself (i.e., ignoring interac­
tions with other sectors of the economy), and 

4. A demand for the use of road space expressed 
as a demand for a number of vehicles to emerge per 
time period, with instantaneous adjustment of den­
sity over the whole road so that density is uniform 
at every point. 

If we let 

F • flow (vehicles emerging from the road/min), 
o density (averaqe vehicles/mile at a given 

time), 
s speed (miles/min attained over the road) , 
T = time (journey time for any vehicle), and 
L = length of the road (miles) • 

Then the following relations hold, 

T = f(D) 

F = [D/f(D)] L 

T = g(F) 

Equation 1 states that T 
[T m f (D) J, as illustrated in 
1, with f' (D) > O, f'' (D) 
totic to Dmax• reflecting a 
yond which movement along the 

(1) 

(2) 

(3) 

(4) 

(5) 

will depend on D 
Quadrant I of Figure 
> O, and f (D) asymp­
maximum density, be­
road sizes up entire-

ly. At low levels of density, travel time is almost 
independent of density. 

In equilibrium, the flow of traffic that emerges 
from the road (F) is equal to the product of traffic 
density and speed (Equation 2), speed in turn being 
defined by Equation 3. A combining of Equations 1, 
2, and 3 enables flow to be expressed as a constant 
(L) multiplied by a ratio [D/f(D)], which in graph­
ical terms is simply the slope, measured relative to 
the vertical axis, of a ray from the origin to any 
point on the f(D) curve in Quadrant I. This ratio 
is clearly at a maximum when the ray is tangential 
to f (D) (D = o1) , and is zero when either D = 0 or 
as D tends to Dmax' Graphically, Quadrant II in 
Figure 1 constructs the relation between (D/F(D) l 
and D and Quadrant III shows the linear relation 
(Equation 4) between the density/flow ratio and flow 
itself. 

The final step in developing the conventional, 
backward-bending relation between flow and travel 
time involves, algebraically, substitution of Equa­
tion 1 and its inverse into Equation 4. Graphically 
this can be achieved by noting that any technically 
feasible flow (F2) in Quadrant III can be associ­
ated with two separate travel times (T2' and 
T2 • ') in Quadrant I, via the relation depicted in 
Quadrant II. Thus, the backward-bending relation 
T = g(F) in Quadrant IV can be constructed. 

Thus far, the relations discussed are noneconom­
ic, based on the physical characteristics of the 
road in question and the observed behavior of travel 
times as traffic density increases. However, to de-
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Figure 1. Derivation of time·flow relation . 
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termine what flow of traffic will in fact be the 
output of the road, economic concepts are intro­
duced. First, it is posited that travel cost will 
be a continuous, monotonically increasing function 
of journey time. This is meant to reflect the fact 
that travel time itself has an opportunity cost (a 
value) and that costs of travel such as fuel con­
sumption and engine wear will also generally be 
greater as densities increase and speeds fall. 

As a consequence, it is possible to reconstruct 
the rel Jtion shown in Quadrant IV as a similarly 
shaped relation between travel cost and flow (Figure 
2). T,1is may now be regarded as an average private 
cost C'urve. For any given value of flow, it shows 
the crsts that accrue to the individual of being one 
component of the flow of traffic. In fact , for any 
given flow, one of two possible cost figures will 
arise, either one on the lower part of the curve 
(AB) or one on the upper part (BC) • This rather 
counterintuitive possibility is explained as fol-
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lows. Normally, as more traffic seeks to use the 
road, flow increases and so does cost (points in the 
range AB correspond to such situations). However, 
the strength of demand for use of the road space can 
be sufficiently great that density exceeds the den­
sity corresponding to maximum possible flow (D1). 
In this case density is such that speeds decrease 
more than proportionately, and a flow less than the 
maximum results on the high cost portion (BC), of 
the cost-flow curve, the higher costs following from 
the greater time and resource costs associated with 
congested travel. 

In formal terms, demand can be represented by a 
downward-sloping curve (JK) , which implies that as 
the costs of travel fall, more people seek to trav­
el. Thus, on which part of the cost-flow curve 
equilibrium is established depends on the precise 
posit i on of the demand curve. 

Given this formalization of the interaction be­
tween the demand for use of a road and its cost-flow 
characteristics, a number of questions convention­
ally follow. The first asks whether the volume of 
traffic that will choose to use the road is the cor­
rect one. The conventional answer is no. Assuming 
that the road can be viewed in isolation, economic 
efficiency in the use of resources requires that it 
is the intersection of JK with the marginal social 
cost curve and not the average private cost curve 
that should determine the appropriate level of road 
use. Some controversy exists over the definition of 
a marginal cost curve, as will be discussed later, 
but whatever attitude is taken in this latter re­
spect, it can be concluded that, without the imposi­
tion of some structure of taxes, an incorrect level 
of traffic flow will in general result. This, com­
bined with the personal frustrations of time spent 
waiting in traffic queues, leads to the conventional 
wisdom that congestion is a bad thing, which at 
least in some crude evaluations of the problem ought 
to be eliminated. This is another question that 
will be raised again later. 

Finally, there is the problem of investment. 
Distortions in the market for the use of a service 
are likely to induce distorted responses in invest­
ment decisionmaking. Borins (12) and Wheaton (~) 

explore this topic, which is also one considered 
later. 

DOUBTS CONCERNING CONVENTIONAL WISDOM 

The conventional exposition of urban traffic conges­
tion has been questioned both as a theoret i cal con­
struct and, less directly, as a consequence of 
doubts about the validity of policy implications 
drawn from analysis based on that theory. This sec­
tion will explore both aspects, starting with the 
empirical. Later some arguments will be put forward 
concerning possible advantages that stem from the 
presence of urban traffic congestion. 

In considering the policy arguments that have de­
veloped from society's awareness of the disbenefits 
of increasing congestion over time, it is important 
to be clear about the scope of debate. In the pre­
vious section the assumptions adopted ensured that 
we were dealing with just a single type of road 
user, and that the costs cons i dered were only those 
imposed by and on the road users themselves. Thus, 
no account was taken, for example, of the distinc­
tion between private and public transport nor that 
between the transport of passengers and goods. Al­
so, the pollution effects of congestion were ig­
nored, insofar a s they impinged on anybody other 
than road users at the time of their travel. None 
of the wider effects that congestion might impose on 
society through influence on ind us trial location or 
urban structure were brought within the purview of 
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the analysis either. To follow through, all the 
possible arguments on such issues must remain out­
side the scope of a short paper such as this. 

There are problems enough merely within the range 
of consideration implied by the implementation of 
the policy implications of the conventional argu­
ments. The remainder of this section will be devel­
oped largely on that basis. It concentrates on the 
points concerned with making better use of an urban 
road network of roughly the same scale as is already 
available for passenger transport. This amounts to 
the implementation of policies to shift cars from 
the places and times where congestion is currently 
excessive. 

Under congested conditions, any tendency on the 
part of motorists to underestimate their own real 
costs of motoring or the costs they impose on others 
will encourage an excess of car use. In theoretical 
terms it is then very straightforward to argue that 
a tax given by MN in Figure 2, which will reduce 
traffic to the socially optimal level, should be im­
posed. In practice, however, such textbook conven­
tional wisdom soon begins to lose some of its ap­
peal. Even ignoring all the points raised in the 
previous paragraph, there are still difficulties. 
First, traffic conditions in urban areas vary widely 
according to time and location. The introduction of 
a flexible taxation system seems at present if not 
impossible, unlikely. Ignoring licensing and other 
rather coarse schemes such as that imposed in Singa­
pore (13), the only flexible alternative appears to 
be some sort of vehicle-based metering scheme, pre­
sumably backed by modern computer technology, of the 
kind discussed, for example by Roth (14, chapter 5). 

However, a scheme on those lines immediately 
highlights that a divergence between social and pri­
vate costs is only a necessary and not a sufficient 
condition for the introduction of traffic limitation 
policies of the type under discussion. The running 
costs of such a scheme would be not inconsiderable 
and must, of course, be set against any savings in 
resource costs as a result of changes in patterns of 
car use (15). Economic costs are also likely to 
arise from"-trips previously made by car that are now 
suppressed or diverted to other modes. A commuter 
who a·rrives at work early may not effectively use 
the time between arrival and the conventional start­
ing time. Also, it may very well be that the costs 
imposed by extra use of public transport in the peak 
hours alone would be considerably in excess of fares 
charged and so diminish the net benefits of any road 
pricing scheme. 

The balance of costs and benefits in a road 
pr1c1ng scheme determines its desirability. The 
danger in the conventional textbook presentation of 
the argument is that, in the interests of clarity, 
it tends to relegate the very difficult task of per­
forming the balancing calculations to a secondary 
role, which leaves the case for pricing as all too 
easy to accept as a basis for policy, no matter how 
actually implemented. For example, the financial 
support of public transport as a second-best ap­
proach to proper pr icing is by no means self-evi­
dently desirable, either as an alternative to the 
do-nothing alternative or to any other traffic-re­
distr ibution mechanism. 

Evidence on the magnitude of potential benefits 
from traffic limitation is variable. Some early 
studies suggested considerable potential but made 
over-optimistic assumptions about potential traffic 
speeds in even a congestion-free urban environment 
(16, pp. 57-60). Present thinking, at least in the 
United Kingdom, is that only benefits of moderate 
size (say tens of millions of pounds per year, 
rather than the hundreds of millions considered 
earlier) might be available. In such circumstances, 
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the costs side of the cost/benefit analysis needs 
detailed consideration--a blanket case for road 
pricing does not appear to exist. 

Furthermore, one of the principal components of 
the benefit element in congestion pricing is the 
time saved by allowing faster journeys. But, such 
calculations assume that time savings, independent 
of their size, may be evaluated at the same unit 
rate. That this is the case is by no means clear. 
A recent study on the value of time ( 17) considered 
in some detail the question of the evaluation of 
small time savings. Some empirical evidence (18-20) 
appears to suggest that constant marginal valuations 
of travel time savings cannot be supported, but this 
has been disputed (21). The main arguments in sup­
port of nonconstant marginal valuation are that (a) 
small time savings may not even be perceived by the 
beneficiaries and (b) even if perceived, they may 
not be of as much use as larger time savings. Cer­
tainly both of these arguments are intuitively 
plausible, and, on balance, the conclusion of Voor­
hees and others (17) is that there is no theoretical 
reason to assume constant marginal values of time. 
Whether over a reasonable range valuation is approx­
imately constant is an empirical question that does 
not appear to have been tackled. The correct evalu­
ation of time savings is a matter that reaches be­
yond the topic of urban highway congestion. Never­
theless, the doubts that surround it again serve to 
undermine the conventional argument that the removal 
of congestion is clearly a good thing. 

In addition to the empirical doubts about the 
support for policies aimed at removing congestion, 
questions have also been aimed at the theoretical 
basis of the conventional argument. In a recent 
paper, Else (10) suggested that the conventional 
analysis incorrectly defines the marginal social 
cost curve. Instead of considering the marginal 
social cost of an extra vehicle per unit of time to 
the traffic flow, what should be considered is the 
marginal cost of adding an extra vehicle to the road 
or, equivalently, the cost of adding to traffic den­
sity. Adoption of this approach suggests that the 
optimal flow will be greater than that yielded by 
the conventional analysis. It also follows from 
Else's approach that an optimum position on the 
backward-sloping part of the cost curve can be at­
tained. 

How well founded Else's criticisms are is at 
present a matter of controversy. Nash (22) has ar­
gued that they are for the most part unjustified, 
and that the redefinition of marginal social cost 
relative to numbers of vehicles rather than flow 
cannot be acceptable within the conventional 
theoretical framework of economics since all demands 
relate to flows, not stocks. Following this argu­
ment through supports the conventional position that 
a social optimum with flow at greater than the maxi­
mum is unattainable, and thus it seems that Nash has 
reestablished the authority of the conventional wis­
dom in this case. 

One point, however, where Else's paper does make 
a valid criticism of established modeling procedures 
relates to the costs imposed by congestion on fol­
lowing traffic, outside the time period for which 
the basic analysis is undertaken. The concentration 
of conventional analysis on a steady state with no 
recognition of variability in levels of congestion 
is clearly highly abstract. Moreover, it incorrect­
ly suggests a single optimal level of taxation. By 
adopting a more dynamically oriented approach, Else 
is able to show, in some simple cases, that the pat­
tern of optimal congestion taxes should vary through 
the congested period, because a rise in peak traffic 
densities, through increasing the length of the con­
gested period, causes delays to off-peak traffic. 
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Thus, the desirable tax structure is one that has a 
high level of taxation at the start of the heavy 
traffic period, which gradually declines as it pro­
ceeds. 

Else is not the first person to criticize the 
conventional analysis of congestion for too easily 
suggesting solutions on the basis of too narrow a 
definition of the problems. Apart from the question 
of overflows into other time periods, there are also 
spatial overflows. The conventional analysis is al­
ways presented in terms of a single link but, from 
very early on, this was recognized as dangerous. 
Walters (]) presented a model that considered high­
way networks, although he recognized that, at that 
time, empirical progress with the model was impossi­
ble. This was followed by a later paper (31_). More 
recently, and more practically, Wigan and Bamford 
(.£!) have investigated the effects of network struc­
ture on the benefits derivable from road pricing. 
The recent United Kingdom government paper (16) on 
Transport Policy warned, 

The relationship between traffic speeds and vol­
umes, and the extent to which other traffic not 
subject to the traffic limitation measures re­
sponds to improved travel conditions, will depend 
on the particular traffic situation in individual 
towns. Generalisation on the proportionate re­
duction in traffic volumes required to produce 
any given congestion savings is therefore un­
wise. Wherever possible project and policy ap­
praisals should be based on a transportation 
study model which simulates the complex interac­
tions between traffic volumes and traffic condi­
tions. 

Finally, note that doubts about the practical 
value of the straightforward conventional theory as 
a guide to controlling the use of congested highway 
facilities must inevitably spill over into doubts 
about investment decisions designed to alleviate 
congestion. A number of authors (_l, 12, 25) have 
developed models that show that, in circumstances 
broadly similar to those analyzed previously, the 
quantity and timing of investment will be incorrect 
when based on the responses of motorists paying the 
average private cost rather than the marginal social 
cost of their road use in congested conditions. 

If cost/benefit analysis is used as the invest­
ment criterion, in conjunction with average cost 
pricing, Wheaton (3) argues that investment in roads 
will be greater th~n it should be, because a second­
best investment criterion should be used with a non­
optimal pricing policy. Without this, what results 
is that less of the cost of road use is paid through 
congestion (time) and more is paid in money terms 
(investment). This conclusion is based on the 
standard steady-state model. 

Henderson (25), in a paper that concentrated more 
on the timing Of journey.s, and so moved outside the 
conventional framework, suggested that the optimal 
level of investment was lower in the taxed than in 
the untaxed case, more as a result of peak-spread­
ing. In similar vein, Borin's paper (12) shows that 
the absence of marginal cost pr icing will tend to 
bring forward the timing of investment programs, all 
other things being equal. Although the general 
qualitative thrust of all these papers is perhaps 
not undermined by some of the worries expressed 
earlier about the circumscribed range of models con­
ventionally used, clearly their importance from a 
policy point of view is more open to doubt once the 
real effectiveness of introducing marginal cost 
pricing is questioned. 

SOME ADVANTAGES OF CONGESTION AS A 
METHOD OF RESOURCE ALLOCATION 
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The tenor of the two previous sections has been such 
as to question the theoretical and particularly the 
empirical basis for the conventional view that the 
elimination of traffic congestion is a goal unques­
tionably worthy of pursuit. There is, however, a 
school of thought that goes further and puts forward 
the view that congestion is a positively helpful way 
of dealing with a resource-allocation problem. 

One set of arguments that suggests some virtue in 
the presence of congestion is given by Nichols and 
others (.££.) and Smolensky and others C~.2.l • The an­
alogy is drawn between congestion and queueing and 
it is suggested that, since queueing can be seen as 
a useful allocative mechanism, congestion can be al­
so. Queueing essentially requires the consumer to 
provide an input of time as well as of money to ob­
tain the good concerned. By implication, people 
queueing in banks or shops find it preferable to 
wait rather than, in the long term, to pay higher 
prices to expand service facilities to a scale that 
would effectively remove waiting. 

The position is that in such circumstances queue­
ing acts as a form of product differentiation, rec­
ognizing that the value of time to individual con­
sumers varies. By offering a range of money-price, 
time-price combinations to consumers, welfare may 
potentially be increased by allowing each individual 
to choose his or her preferred combination. But it 
is by no means clear that this argument can help a 
great deal with the analy~is of typical urban traf­
fic congestion. The reason for this is that, where 
there is room for only one facility (a road whose 
congestion characteristics at any moment are shared 
by all users), only a single price-time combination 
can be offered. To provide different combinations 
at different times sidesteps the issue, as the ser­
vices involved are now no longer the same, and, in 
any case, many people have little prospect of being 
significantly flexible in the timing of their demand 
for transport services. Only if there are parallel 
facilities offering essentially the same service 
could this argument by accepted. 

A second set of arguments in favor of congestion 
having a role in the allocative process has a basis 
in the equity issue. Pricing through congestion of 
roads is seen as a way of achieving a more accept­
able distribution of income. Sharp (20) discussed 
this issue, and more recently Richardson <±1!.l has 
argued that conventional road pricing is very likely 
to be regressive between motorists (i.e., will serve 
further to distort the dfstr ibution of income away 
from one where all have equal incomes). Even when 
all road users are taken into account, when it is 
probable that there would be some benefit to low-in­
come travelers, it is still not clear that the over­
all effect would be progressive, since it is likely 
to consist of losses by the middle-income group set 
against gains to those at the two extremes of the 
income spectrum. The formal apparatus of welfare 
economics does not provide a mechanism for assessing 
such a balance, apart from the empirical difficul­
ties of quantifying the magnitudes involved. 

A latter set of arguments that states ·that the 
regressive effects of road pricing is that pricing 
through congestion is likely to be progressive. 
Time, it is suggested, is distributed more equally 
than earned income. Thus, the opportunity cost of 
time (and thus willingness to queue) may be lower 
for those with lower wages, or no wages. Conse­
quently, time prices act similarly to a tax that is 
proportional to wages. Thus, queueing can serve to 
vary the total subsidy involved in the provision of 
a public good by income class. Provided that the 
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loss that results from queueing is less than the 
cost of administering an equivalent means test, con­
gestion provides an efficient means of attaining an 
equity objective. Matters are not quite so 
straightforward, however. Barzel (30) demonstrates 
that, if income elasticity is high -;nd price elas­
ticity is low, it becomes less likely that the poor 
will be prepared to pay by waiting. At the extreme, 
this suggests that subsidizing, say, opera, is high­
ly unlikely to have progressive results. For roads 
the position is less clear--we again have an essen­
tially empirical issue that hinges on the relative 
magnitudes involved in each case. 

SUMMARY 

The intention of this paper has been to raise some 
doubts about the extent to which the control of con­
gestion is understood, not as an engineering prob­
lem, but as a socioeconomic one concerned with 
making the most appropriate use of scarce resources. 

Despite some doubts, the basic theory, as applied 
to a highly simplified situation, seems to be tech­
nically correct. What is much less clear, however, 
is the extent to which the acceptance of this analy­
sis as a basis for policymaking in the real world is 
justified. Even if, qualitatively, its implications 
are correct, there are significant quantitative un­
certainties. Given that governments, local and na­
tional, are still pouring considerable sums of 
money, both through subsidies and investment, into 
the relief of congestion, it is desirable to change 
this state of affairs. There seems to be ample 
scope for the transport economist, the transport 
planner, and the transport engineer to contribute to 
a debate that has a long and, in places, d istin­
guished pedigree, but where the outcome is as yet 
considerably outstripped by the importance and com­
plexity of the problems that must be solved. 
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Abridgment 

Modeling Dilemma of Intercity Bus Transportation 

DONALD L. DEAN 

The operating strategies employed by intercity bus carriers to serve rural com­
munities have remained an enigma to those attempting to model the bus in­
dustry. Intercity bus transportation has been a blending of local transit and 
trunkline corridor services. Economic and demand-based models generally lack 
sufficient detail for investigating service along specific routes. City-pair and 
rural transit models have each addressed only a part of intercity bus transpor­
tation. Models that bridge the gulf that separates local from trunkline services 
will probably employ some understanding of supplier strategies to describe bus 
service levels at intermediate rural locations. 

The intercity bus transportation network in the 
United States is unique among public transportation 
modes. It serves not only the major urban centers 
but also many thousands of rural towm1 and hamlets 
in every part of the country. Service levels at 
cities and travel needs of intermediate rural com­
munities have been integrated by carrier management 
strategies. The result has been a regulated sub­
system that exhibits a balance of resources and de­
mands. 

LEGACY OF REGULATION 

A significant product of the regulatory environment 
has been the institutionalization of internal cross 
subsidies by using profitable services and routes to 
offset losses incurred on those routes that bear 
little passenger traffic. In this way many rural 
routes have been preserved where local travel demand 
alone has not supported service. 

Infusion of direct governmental subsidies into 
the rural transit systems over the past two decades 
has generally not gone to aid intercity bus trans­
portation. Recently some states have begun to offer 
direct assistance to private intercity carriers-­
operating subsidies, bus acquisitions, and station 
improvements. To the extent that direct subsidies 
have relieved private carriers of supporting unprof­
itable routes, the delicate regulated balance main­
tained through cross subsidies has possibly heen 
disturbed. States need to engage in detailed plan­
ning efforts that will guide prudent use of any di­
rect subsidies to the intercity bus system. Whereas 
the regulatory perspective has sought balance on a 
systemwide basis, policies of direct subsidization 
will likely be on a specific route-by-route basis. 

NEED FOR BETTER MODELING 

The lack of effective modeling of intercity bus 
transportation to date is remarkable when we con­
sider that more than 300 million trips are taken 
annually by intercity bus riders in the United 
States (1). Federal corridor studies have focused 
on long-distance movements between large metropol­
itan areas, usually in a multimodal context, and 
small, intermediate service points are overlooked. 
State and local planners have, on the other hand, 
generally studied city transit problems and small 
isolated rural systems. The interregional traffic 
movements have remained separated from local trans­
portation analyses, possibly as a reflection of the 
effects of strong jurisdictional boundaries and spe­
cific funding restrictions. 

The intercity bus transportation network relies 
on rural passengers and package express from small 
communities. Although the route network ties to­
gether the major cities and capitals of the country, 

more than 30 percent of the system users are be­
lieved to be rural residents (l:_) • Knowledge of 
rural service levels offered by intercity bus car­
riers is especially important when evaluating the 
potential for additional bus service or the likely 
impacts of discontinued service. 

Service to small communities can require substan­
tial route deviation from the most direct path be­
tween metropolitan hubs. Any i,ncreases in distance, 
in turn, impose additional operating costs and cre­
ate delays for long-distance travelers. Since 1973, 
the prices of fuel and labor have increased at rates 
that outpace increases in revenues (2). If this 
trend continues, more rural places will either lose 
service or be served less frequently as carriers try 
to trim costs. 

Determinations of appropriate intercity bus ser­
vice levels are made in adversary proceedings before 
a regulatory body. They are based, in large part, 
on (a) the financial health of the carrier over the 
entire system and (b) the intensity of local opin­
ion. Quantitative measures of carrier operating 
strategies would be helpful in defining the relation 
of service frequency to local conditions. In con­
trast, regulatory commission hearings are often ac­
companied by emotional rancor and legal manipula­
tions. Objective analysis of a carrier's rural 
service patterns would be useful in evaluating 
levels of service. 

Unfortunately, the rural service strategies of 
individual intercity bus carriers are not well known 
nor are they easily quantified. Many service de­
cisions are apparently derived from the gut feelings 
of company officers. This intuitive approach is one 
that can be understood only after many years of 
operating experience. Although the method may suf­
fice the needs of individual companies on an ad hoc 
basis, it offers little in assisting transportation 
planners and regulatory professionals to understand 
carrier rural service strategies. 

Designers of public transportation systems in 
rural areas should strive to work in harmony with 
existing regulated intercity transportation ser­
vices. Doing this could avoid duplicative new pub­
lic investments by seeking maximum social benefit 
through use of transportation services already in 
place. Overall, a better understanding of the work­
ings of private providers of intercity public trans­
portation could contribute toward effective alloca­
tion of limited public resources and would likely 
produce higher levels of service at lower cost. The 
programmatic impact could be reflected at the local, 
state, and federal levels of government. 

Shortcomings of Previou~ Studies 

Conventional modeling approaches have not been very 
successful in describing or predicting intercity bus 
services. Perhaps this failure has been due to the 
complex superposition of local and long-distance 
travel, as well as the local service aberrations 
that result from the regulatory process. Previous 
investigations of intercity transportation have 
generally used a demand-based projection of travel 
needs or employed a distributive technique (e.g., 
modal split analysis) to prorate estimated corridor 
traffic among competing modes. 

However, demand for intercity public transporta-



36 

tion in rural communities is often too low to sup­
port regular and frequent service. An extensive 
network of high-quality roadways and near-universal 
ownership of private automobiles have taken a toll 
on rural public transportation systems. Demand 
levels for bus travel have dropped so low in many 
rural markets that they are no longer economical to 
serve. The cost of operating an intercity coach may 
require an average load of 12-18 passengers just to 
break even. 

Rural loads are typically far below this level. 
It is not surprising that Greyhound Lines claims it 
operates at a loss on at least 67 percent of its 
route miles (.!!_,2_). However, the rural routes must 
be viewed in the context of the total system and are 
beneficial to the carrier if they contribute to 
overall system profitability. Thus, factors other 
than rural route loads must be examined to ade­
quately explain the observed service levels at in­
termediate service points. 

Problems of Economic Approaches 

It is possible to analyze the intercity bus industry 
by employing economic concepts (l_) • However, this 
type of analysis is not specific or direct enough to 
be applied at the individual route level of analysis 
needed at intermediate rural locations. Revenues 
and costs, for example, have been generally aggre­
gated and used as a systemwide measure of perfor­
mance (_!). 

Aggregated statistics do not permit identifica­
tion of specific profitable and unprofitable 
routes. They also tend to obscure the location and 
presence of cross subsidies. A recent staff study 
by the Interstate Commerce Commission (2) concluded, 
but only through indirect means, that- · "cross sub­
sidization exists within the industry". The picture 
is complicated because revenues and costs associated 
with charter, regular route, package express, and 
special services have been difficult to segregate 
from each other. These other bus services have be­
come other possible sources of cross subsidization. 

Clues to finding profitable and unprofitable 
routes might lie in the review of actual route load 
factors. Such information is usually considered 
proprietary, and carriers are often reluctant to 
divulge it except when in their self-interest to do 
so, as before administrative law proceedings of reg­
ulatory bodies. It would generally be inconclusive 
to make any determination of profitability at the 
route or service point level of analysis in cases of 
feeder traffic, heavy package express use, empty 
long-haul seats, or cross subsidization. Further­
more, costs, fares, and quantities of service are 
likely not to be determined by local market condi­
tions but rather to be a reflection of overall sys­
tem performance as weighed in the regulatory arena. 
For all of these reasons, it has become apparent 
that techniques associated with economics of the 
fir'll have only limited application at the route and 
ser7ice point level of analysis of an intercity bus 
system. 

Eleva.tor Principle of Demand 

Local demand for service is a poor indicator of the 
frequency of intercity bus service. Many rural 
places produce few passengers yet receive daily ser­
vice. For meeting occasional demands en route, 
buses generally have sufficient unused seating to 
accommodate those who may desire service. 

Because of the fixed size of the bus, unused ca­
pacity through intermediate points may be unavoid­
able and caused by what some in the industry call 
the elevator principle (~). The analogy simply re-
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lates a declining load factor, often observed when a 
bus leaves an urbanized area and heads cross­
country, to what happens with an elevator in a tall 
building when it loads at the ground floor and dis­
charges persons floor-by-floor as it ascends. Lower 
load factors create room for those persons that 
board at intermediate points. Of course, the re­
verse effect is noted as buses approach urbanized 
areas (or the elevator descends to the ground floor). 

At rural service points, demand is likely to be 
unknown prior to bus arrival. However, through ex­
perience, carriers have learned the times, days, 
seasons, and directions of heavy loadings and can 
dispatch extra bus sections accordingly. For ex­
ample, the number of trunkline bus-miles operated in 
California by Greyhound Lines during 1979 exceeded 
the scheduled bus-miles (as shown in timetables) by 
60 percent <2·2> , which reflects heavy use of extra­
section buses. 

CITY-PAIR AND RURAL TRANSIT MODELS 

The literature is replete with examples of city-pair 
demand modeling, ranging from direct applications of 
gravity principles to the sophisticated incorpora­
tion of specific travel attributes. For rural 
areas, by contrast, transit demand has often been 
estimated in the form of aggregate system use and 
based on demographic data to produce average trip 
rates per capita. Recent work by Burkhardt and Lago 
(_lQ) introduced a level-of-service factor to the de­

mand analysis for specific rural routes. 
Unfortunately, neither the city-pair models nor 

the rural transit models have been adequate to fur­
nish good estimates of intercity bus service at 
rural intermediate service points. City-pair models 
have focused only oil la;:ge;: cities and metropolitan 
centers. Rarely have they included towns under 2500 
population. In California, for example, the median 
population of all towns served by intercity bus is 
1100 persons. Intermodal comparisons that have in­
cluded commercial air carriers have tended to ex­
clude places under 10 000 population. Although 
omission of small places has permitted satisfactory 
demand projections to be made for air travel (11), 
intercity bus trips have been poorly represented. 
Perhaps this weak performance of city-pair models 
can be partly explained in the overlooking of short 
local trips and the amount of traffic contributed by 
rural intermediate service points. 

Rural transit models have suffered at the other 
extreme and have not been able to incorporate long­
distance trunkline bus traffic. They have been too 
lucalizetl with emphasis on small service networks, 
with little or no reference to the intercity bus 
system. 

In summary, the need exists for new approaches in 
modeling those rural transportation services now 
provided by the intercity bus industry. Supply fac­
tors, as well as demand factors, are important to an 
understanding of an industry that can serve rural 
America and larger cities at the same time (.!l_). 

The need for highest use of every available trans­
portation resource is evident now as never before. 
Concerns about energy costs and availability and 
reductions in federal operating assistance give new 
emphasis to understanding and using the private sec­
tor and the intercity bus industry for meeting the 
future needs of rural mobility. 
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Intercity Bus Riders in Texas 
THOMAS URBANIK II, PATTI BASS, ANO KENNETH MARSHALL 

This paper includes summary information obtained from an on-board intercity 
bus survey performed in selected locations throughout Texas. The purpose of 
the survey was to gain insight into the socioeconomic and travel characteristics 
of intercity bus passengers in Texas. The survey instrument was also designed 
to collect data on general attitudes concerning service and fares and to identify 
the features of the existing service that are most important in generating rider· 
ship. The first section of this paper presents the major findings of the on·board 
survey. Then the results are presented of a comparison between the results of 
this on·board survey and the results of an on-board survey conducted in 
Michigan in 1977. The most significant findings of the user survey were that 
mean trip length was longer than generally reported, that users are generally 
satisfied with current service, and that Texas intercity bus riders do not appear 
to be significantly different from those in other parts of the United States. A 
large portion (28 percent) of intercity bus riders do not have an automobile 
available for the trip. Trips are made infrequently (the median is 3 times/year). 
The most significant trip purpose is to visit friends (38 percent). Any improve­
ment in service should focus on safety, on-time performance, and comfort. 

The Texas State Department of Highways and Public 
Transportation, with funding from the Federal High­
way Administration, contracted with the Texas Trans­
portation Institute to conduct an extensive study of 
the intercity bus industry. The study was prompted 
by interest expressed by operators in the state. 
This paper reports the results of a portion of the 
study that concerned an on-board survey. . 

Although some information existed concerning in­
tercity bus riders (1-4), there is reason to believe 
that intercity bus ~iders in Texas might have some 
unique characteristics. The reason for this belief 
is the generally healthier condition of the inter­
city bus industry in the Southwest (_~). For this 
reason, it was decided to undertake an on-board 
study of bus passengers. 

Since other on-board studies had been undertaken 
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<!•!•~rllr it was also decided that a somewhat more 
extensive questionnaire would be used. The size of 
the questionnaire selected was both sides of one 
page. This length was thought to be brief enough to 
elicit a good response and also allow for the inclu­
sion of some attitudinal questions not included in 
any previous survey. Both English and Spanish ver­
sions of the survey instrument were used because of 
the significant number of Spanish-speaking residents 
in the state. 

A stratified sampling frame was selected because 
of regional differences within the state. [Previous 
studies (1,2,8) indicated that low-income persons 
are a sig;;-ifi;ant part of intercity bus ridership.] 
The border area of the state is economically poorer 
than the rest of the state. Based on county eco­
nomic characteristics, one region includes those 
counties along the border identified as having a 
lower economic base. The remaining counties were 
roughly divided in half. 

Within each region survey points were further 
segmented by small [nonstandard metropolitan statis­
tical areas (SMSAs)], medium (SMSAs less than l mil­
lion) and large (SMSAs greater than 1 million) 
cities. Texas has approximately 1000 potential 
survey points, but only 25 points are in the medium 
or large category. The number of survey points in 
each strata are given in the table below. 

Surve::i::: Points 
Small Medium Large 

Region ~ £.!!y_ ~ 
North-east 4 2 l 
North-west 2 2 0 
South-west 2 1 1 
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Figure 6. Mode of travel from bus station. 

70 

60 

50 

... 
c 

40 cu 
u 
L 
cu 

0.. 

30 

2Ll 

10 

cu V> L 
a. c e: >< " cu 
"0 "' "' co .s::: 

"" ~ 3: .... ... 
cu >, 0 cu 0 ... 

-" V> > 
u 

.5 
u ·-,.., 

0.. .0 

Figure 7. Trip purpose. 
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categories--those that have a choice of mode of 
travel and those that are captive and have no al­
ternative mode of travel available. Passengers were 
asked how they would have made this trip if inter­
city bus service were not available. The responses 
are shown in Figure B. 

Forty-seven percent of the riders responded that 
they would have ridden with someone else or driven 
themselves. Twenty-five percent stated that they 
would have made the trip by airplane. This may have 
been the choice of those passengers making long 
trips, as 25 percent of the riders surveyed were 
traveling more than 600 miles. Seventeen percent of 
the riders stated they would not have made the trip 
if bus service had not been available . 

Further analysis of data from those stating that 
they would not make the trip if intercity bus ser­
vice was not available indicated that 45 percent 
owned a car that was available for the trip. Thus, 
the loss of bus service would appear to leave only a 
small number of persons without an alternative mode 
of travel. 

Number of Intercity Bus Trips in Past Year 

Figure 9 illustrates the number of bus trips made by 
the respondents within the past year. For this sur­
vey a round trip was counted as two trips. As indi-
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Figure 8. Alternative travel mode. 
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Figure 9. Number of intercity bus trips made by passengers in past year . 
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cated, 50 percent of the users had ridden three 
times or less and 85 percent had ridden fewer than 
10 times. 

As previously mentioned, almost 50 percent of the 
riders stated that the purpose of their trip was to 
visit friends or relatives for vacation or for a 
medical appointment. These trips are generally not 
made frequently. Thus, this may be the reason for 
the low number of trips made by bus in the past year. 

Trip Length 

Passengers were asked the orig i n and destination of 
their trips. From this information the length of 
each trip was calculated. Figure 10 shows the dis­
tribution of trip lengths for the passengers sur­
veyed. Approximately 41 percent of the trips were 
less than 200 miles in length. However, 25 percent 
of the trips were more than 600 miles in length, and 
the average trip length was 498 miles. 

The average trip length for intercity bus travel 
on a national level is reported to be 125 miles 
(~) • However, there is reason to believe that the 
average trip length is actually longer than this due 
to the over counting of passengers ( 10) • Thus, the 
longer average trip found in Texas may not be as 
much of an anomoly as it appears. 
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Figure 10. Intercity bus trip length. 50 
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Figure 11. Passenger,attitudes toward increased fares. 
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Table 1. Relative importance of various intercity bus features to users. 

Feature 

Safety at bus station and on bus 
Leaving and arriving on time 
Leg room and comfortable seats 
Availability and cost of gasoline 
Having express bus service 
Frequency of intercity bus service 
Bus fare 
Speed of bus trip 
Cost of owning car 
Location of bus station 
Riding in new modern bus 
Local city bus transportation at destination 
Food service at bus station 
Availability of air or train service 
Automobile parking near bus station 

Overall 
Rating' 

4.44 
4.38 
4.32 
4 .13 
4.09 
4.05 
3.98 
3.92 
3.90 
3.87 
3.80 
3.67 
3.64 
3.41 
3.31 

Signincance 
Lcvclb 

Most 

Intermediate 

Least 

"Each feature was rated on a scale of 1 (not important} to 5 (very important). 
bTo assess statistically significant differences In tho responses, a Duncan" multiple 

range test for variable rank was performed to identify significantly different 
means. The responses fell into the three general significance levels shown in the 
table. 

General Attitudes 

The survey asked certain questions designed to iden­
tify attitudes concerning intercity bus service and 
fares and to identify those features that were im­
portant to users in their decision to use intercity 
bus service. 

Service and Fares 

Questions were asked concerning satisfaction with 
the existing bus service and attitudes toward the 
cost of the service. The response to the question 
"How would you rate your satisfaction with intercity 
bus service overall?" is sununarized in the table 
below. As indicated, the overwhelming majority 

thought that the existing service is satisfactory. 
In fact, only 5 percent of the respondents were not 
pleased with the current service. 

Level of Satisfaction 
Very satisfactory 
Satisfactory 
Not satisfactory 
No opinion 

Response 
(n = 1024) (%) 
41. 8 
47.6 
5.4 
5.2 

Figure 11 shows the results of the questions con­
cerning how much more users would be willing to pay 
for existing service and for improved service. Most 
riders surveyed indicated that they would be willing 
to pay a little more for both the existing service 
(51 percent), and for improved service (66 per­
cent) • Only a small number of persons would be 
willing to pay a lot more for either existing or 
improved service. 

Important and Unimportant Features of 
Intercity Bus Service 

This study attempted to identify those features of 
existing intercity bus service that were most im­
portant to the users in their decision to use the 
service. In essence, an attempt was made to docu­
ment those features of intercity bus travel that 
should be emphasized in the planning and operation 
of the service. 

The survey included the following statement: "A 
number of different factors are important in decid­
ing to use intercity bus service. Please circle the 
number that best explains how important the follow­
ing features are to you in deciding to use the in­
tercity bus." Following that, 15 intercity bus fea­
tures were listed; the user rated each on a scale of 
l (not important) to 5 (very important). These 
results are sununar ized in Table l. The three most 
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significant faetors are within the control of op­
erators. 

To test for statistically significant differences 
in the responses, a Duncan's multiple range test for 
variable rank was performed to identify signifi­
cantly different means. The Duncan method is a re­
finement of the protected least significant differ­
e nce crite r ion for comparing ranked means on a 
pairwise basis. The Duncan method provides a rea­
sonable tradeoff between type 1 and type 2 errors. 

COMPARISON WITH MICHIGAN SURVEY 

In order to ascertain whether Texas intercity bus 
riders or trips have any unique characteristics, the 
results of the survey were compared with the results 
of a 1977 on-board survey conducted in Michigan 
(_!). The survey results were compared by using the 
Kolmogorov-Smirnov test (11), which is a nonpara­
metric test for differences between two cumulative 
distributions. The two-sample test analyses the 
hypothesis that the two independent samples come 
from identical continuous distributions. The test 
is sensitive to population differences with respect 
to location, dispersion, or skewness. 

The Texas on-board survey was compared with eight 
questions from the Michigan survey. Questions con­
cerning age, sex, occupation, vehicle ownership, 
mode of arrival at the bus station , mode of de­
parture from the bus station, trip purpose, and the 
number of intercity bus trips made in the past year 
were compared. All comparisons were made at a level 
of significance of a = 0.05. If the null hypothe­
sis was rejected, evidence was sufficient to con­
clude that the samples are drawn from different pop­
ulations . As given in the table below, the null 
hypothesis was only rejected for occupation. 

Question 
Age 
Sex 
Occupation 
Vehicle ownership 
Mode of arrival 
Mode of departure 
Trip purpose 
No. of trips 

Sampl e Population 
Identical 
x 
x 

x 
x 
x 
x 
x 

Different 

x 

Note that the conclusion that occupations are 
different is dependent on the need to equate two 
different classification schemes. The differences 
between the two samples could be solely the result 
of the classification scheme. Therefore, the con­
clusion concerning differences in occupations is 
tenuous. 

SUMMARY AND CONCLUSIONS 

The most notable finding concerning intercity bus 
riders is that the average trip length is nearly 500 
miles. This is significantly longer than generally 
reported elsewhere. The difference appears to be 
due to the way ridership data are reported by indi­
vidual companies. 
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The on-board survey ind i cated that 89 percent of 
the users were satisfied with the service. Improve­
ment of service for existing riders would, there­
fore, not be likely to result in increased rider­
ship. Features of intercity bus service most 
important to users included safety, being on time , 
and comfort. User attributes were not shown to be 
different for riders in Texas and Michigan . The 
most significant attribute of intercity bus riders 
is their lack of an available automobile with which 
to make the trip. 
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