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Prediction of Channel Bed Grade Changes at 

Highway Stream Crossings 

SCOTT A. BROWN 

Changes in channel bed-level elevation associated with channel aggradation 
and degradation have been found to be a significant cause of hydraulic 
problems at bridges. Numerous techniques for evaluating the impact of these 
grade changes, from simple, qualitative geomorphi~ principles to complex, 
fully developed, computer models, are available in the literature. These tech­
niques represent a wide range of levels of analysis data needs, difficulty of ap­
plication, time requirements, and costs. The number of techniques available 
and the variety in their levels of accuracy emphasize the need to base grade­
change prediction.s on more than one technique or model. An appropriate 
procedure starts with general observations and the evaluation of geomorphic 
principles and relations to establish the cause and direction of the change and 
is then built on by applying some of the simpler quantitative techniques. From 
this base, one or more of the levels of mathematical modeling can be applied. 
The level of sophistication used in the modeling process should be based on 
the physical processes causing the grade change, the economic importance of 
the particular crossing, and available time. manpower, and financial resources. 

A recent study by Brice and others (,!) of counter­
measures for hydraulic problems at bridges revealed 
that a primary cause of hydraulic problems at high­
way crossing sites is a change in the base level of 
the river. Changes in channel bed level can be de­
scribed by three interrelated phenomena: local 
scour, general scour, and aggradation-degradation 
(changes in channel grade). This paper deals with 
the prediction of changes in channel bed level due 
to aggradation and degradation. 

The terms aggradation and degradation have been 
defined in a variety of ways. The differences in 
the definitions come from defining the limits of the 
perspective used to view the river in time and 
space. In this paper, aggradation and degradation 
are considered to be changes in stream-bed elevation 
resulting from a change in channel gradient over an 
extended reach of a river. Aggradation results in a 
general rising of the channel bed, and degradation 
results in a general lowering of the channel bed, 
The time period involved ranges from days and months 
to years. The change in channel gradient can be 
caused by natural factors and events or by human 
activities. Natural causes include channel cutoffs, 
alluvial fan development, tectonic activity, land­
slides, and climatic changes. Human activities in­
clude land use changes, construction activities, 
channelization, floodplain clearing, streambed min­
ing, and damming and reservoir regulation. The 
length of reach affected by the change in gradient 
can range from several hundred feet to hundreds of 
miles and is defined by the location of channel bed­
level controls both upstream and downstream of the 
activity causing the change. 

TECHNIQUES FOR EVALUA'l'ING MAGNITUDE OF 
GRADE CHANGES 

Grade changes in river systems can be predicted 
through the use of various levels of analysis, from 
simple to extremely complex. The simplest tech­
niques involve the application of mathematical 
statements of geomorphic principles, and the most 
complex techniques require analysis of entire drain­
age systems by using detailed computer modeling of 
water and sediment transport processes. However, 
the majority of highway crossing design situations 
do not initially justify the application of ex­
tremely complex computer models. Therefore, a less-

complex, intermediate range of prediction techniques 
is presented here, including geomorphic and basic 
engineering relations as well as some simpler model­
ing techniques. 

Before the various techniques available are de­
scribed, it is important to point out that the pre­
diction of grade changes should never be based 
solely on one prediction technique or model. The 
art of predicting grade changes is not an exact sci­
ence. The most reliable results can be obtained by 
applying several techniques and tempering the quan­
titative results with engineering judgment and ex­
perience. 

Geomorphic and Engineering Relations 

Useful geomorphic and engineering relations include 
Lane's relation (2), hydraulic geometry relations, 
incipient motion considerations, analysis of changes 
in bed material volume, and engineering relations 
developed for specific applications. 

Lane's Relation 

Analysis of actual grade changes is based on the 
concept of equilibrium. The most widely known geo­
morphic relation embodying the equilibrium concept 
is Lane's principle: 

QS-Q.Dso (1) 

where 

Q water discharges, 
s channel slope, 

Qs sediment discharge, and 
D5o median sediment size. 

Equation l can be used to qualitatively predict 
channel response to modifications within the water­
sediment regime of a channel. Application of Equa­
tion l has been documented by Richardson and others 
(_l). 

Although Lane's relation produces only quali ta­
ti ve results, its use is an important initial step 
in analyzing channel response. The technique indi­
cates the direction of a grade change and the poten­
tial severity of a given problem. 

Hydraulic Geometry Relations 

Relations describing the geometric shape of regime 
channels have been developed by numerous investiga­
tors (_!-~). These relations denote proportionali­
ties between bankfull or dominant discharge, sedi­
ment transport, and channel geometry. 

Leopold and Maddock (_!) have shown that in a 
drainage basin the types of hydraulic geometry rela­
tions that can be defined are those that relate 
channel width (W), depth (v), velocity (V), slope 
(S), and sediment load (Qsl to the variation of 
discharge (Q) at a station and those that relate 
these parameters to the change in mean annual or 
bankfull flow in the downstream direction. The 
regime formulas describing these relations are given 
in the following equations: 



~ -

2 

W_,.Qb (2) 

Yo~ cf (3) 

v- (j" (4) 

Os"< Qi (5) 

s~Qz (6) 

Table 1 gives mean values for the exponents b, f, 
m, j, and z as reported by Leopold and others <1>. 
Also included are theoretical values developed at 
Coluradu State Univer!lity (CSU) • The vcl! lation 
among the values reported can be explained by dif­
ferences in the physiographic characteristics of the 
regions in which the exponents were evaluated. Fac­
tors important_ Io_ the_ mor:pholog ic development of 
stream networks include local geology, hydrology, 
type and density of vegetation, type and depth of 
valley alluvium, and controlling valley slope. 

It is important that the appropriate exponent be 
used in applying the proportionalities in Equations 
2-6. This can be done by using the exponents in 
Table l developed for the physiographic region that 
most closelv resembles the reqion of interest. An 
alternative technique would be to develop new ex­
ponents based on information from watersheds in the 
same physiographic region as the stream system of 
interest. The second technique would provide the 
most reliable information. 

An example of the application of hydraulic geom­
etry relations can be found in Chapter 8 of the 
report by Richardson and others (.2_) • 

Incipient Motion Considerations 

Before soils can be transported through a system, 
some critical condition must be reached above which 
sediment motion will occur. This incipient motion 
condition is reached when the forces 
acting on the grain of sediment have attained a 
value that, if increased even slightly, will move 
the particle. Under these er i tic al conditions, or 
at incipient motion, the hydrodynamic forces acting 
on the grain are just balanced by the resisting 
forces of the particle. 

For noncohesive channel bed material, the begin­
ning of motion is known to be a function of the 
Shields parameter; which can be represented as 

where 

'c 
Ys and Y 

critical boundary shear stressi 
specific weights of sediment and 
water, respectivelyi and 
characteristic diameter of the 
sediment particle. 

Table 1. Values of exponents in equations for hydraulic geometry of rivers. 

At Station 

Location b m 

Avg values for mid west United States 0.26 0.40 0.34 
Brandywine Creek, Pennsylvania 0.04 0.41 0.55 
Ephemeral streams in semiarid United States 0.29 0.36 0.34 
Appalachian streams 
Avg of 158 U.S. gauging stations 0.12 0.45 0.43 
Ten gauging stations on Rhine River 0.13 0.41 0.43 
Theoretical values (Colorado State University) 0.26 0.46 0.30 

(7) 

2 .5 
2.2 
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The Shields parameter has been found to be approxi­
mately equal to 0.047 in situations where the flow 
boundary layer is fully turbulent. Theoretically, 
fully turbulent boundary flow occurs at shear 
Reynolds numbers larger than 400. This condition is 
satisfied by most river-flow situations. 

Incipient motion considerations can be used ef­
fectively to calculate the limiting slope of a de­
grading channel bed. An example of such a calcula­
tion is provided in Chapter 8 of the report by 
Richardson and others (.2_). 

Potential Change in Bed Material Volume 

Another technique available for estimating the mag­
nitude of potential grade changes is an analysis of 
the potential change in bed material volume in the 
vicinity Qf the crossing. This technique in_volves 
analysis of the transport capabilities of upstream 
reaches as well as those within the local reach of 
interest. 

The analysis consists of applying sediment con­
tinuity to the reach of interest. To maintain con­
tinuity, the following equation must be satisfied: 

D.V0 = [D.t/(1 - A)] (Q.0 - Q.;) (8) 

where 

6V0 sediment volume change within the reach, 
6t time increment under consideration, 

A bed material porosity, 
Qs0 sediment transport rate out of the reach, 

and 
Qsi sediment transport rate into the reach. 

The sediment continuity equation is applied with 
the aid of an appropriate sediment transport equa­
tion and an annual flow duration curve or other flow 
hydrograph. The choice of an appropriate sediment 

tics of the bed material in the reach of interest. 
The annual flow duration curve or other flow hydro­
graph can be constructed from stream-flow records. 

The technique can be based on an annual flow 
hydrograph, a single storm hydrograph, or both. If 
qverage annual flows are anticipated to have the 
most significant impact on grade changes, an annual 
flow duration curve should be used for the analy-
sis. If the major problem is anticipated to come 
from a single storm event or a series of storm 
events, the design storm flow hydrograph should be 
used for the analysis. In many cases, it is diffi­
cult to anticipate the type of flow event that will 
have the most impact on channel grade. In these 
cases, both flow events should be analyzed. 

Applying the sediment continuity equation pre­
sented above requires the following steps: 

l. Divide the flow hydrograph (annual or single 
event) into incremental time stepsi 

Downstream (bankfull or near annual 
flow) 

'Z b m 

0 .5 0.4 0.1 0.8 -0.49 
0.05 0.42 0.45 0.05 -1.07 

0.5 0.3 0.2 1.3 -0.95 
0.55 0.36 0.09 

0.00 0.46 0.46 0.08 -0.46 
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2. With the channel geometry and bed material 
size gradation as input, compute the transported 
volume within each reach for each time interval (by 
using an appropriate sediment transport equation) 1 

3. Apply the sediment continuity equation at 
each time step to compute the volume of material 
eroded during the time step1 

4. Sum all tJ.V0 's to find the total volume of 
material deposited or eroded during the time span of 
interest1 and 

5. Estimate a depth of deposition or erosion 
based on channel geometry and typical bed material 
porosity. 

This technique provides an estimate of the mag­
nitude of an aggradation or degradation problem at a 
local site on an annual or single-storm-event 
basis. It is not intended to provide a final esti­
mate of the base level of the channel at the site. 
Such an estimate requires repeated application of 
the procedure over longer time spans and adjustments 
in channel slope and other hydraulic and geometric 
parameters at each step. Thie type of analysis is 
better suited for use with a digital computer and 
will be discussed later. 

The technique described provides a relatively 
quick method of estimating the magnitude of an 
aggradation-degradation problem. It can be used to 
estimate changes in channel grade at a crossing and 
provide useful information for establishing the mag­
nitude of a required maintenance program. It can 
also be used to evaluate quickly the relative impor­
tance of single storm events and average annual flow 
hydrographs to the grade change problem. An example 
application of this technique is presented by Brown, 
McQuivey, and Keefer (10, Appendix C). 

Engineering Relations Developed for 
Specific Situations 

In addition to the techniques already presented, 
there are a number of prediction techniques avail­
able that are based on assumptions that make them 
applicable only to specific cases. Time will not be 
taken here to explain these techniques in detail. 
They are described in the references cited below: 

Problem 
Degradation downstream 

of dams 
Aggradation upstream of 

dams 
Aggradation in streams 

from overloading 

Mathematical Modeling 

Reference 
Komura and Simons (11) 
Mostafa (12) 
Bruk and Milorodov (13) 
Garde and Swamee (l!l 
Soni (15) and others 

Modeling techniques encompass sediment and flow 
routing computations over an extended reach of 
river. Sediment transport models range from methods 
that use hand calculation procedures aided by the 
use of small computers to fully developed dynamic 
models capable of handling unsteady, nonuniform flow 
routing and sediment routing by size fraction. Al­
though this last model type could theoretically give 
excellent results, the data input requirements make 
it impractical to apply in many cases. 

An analysis of typical highway-related aggra­
dation-degradation problems and a review of avail­
able modeling techniques have revealed that most. 
highway design situations do not require extremely 
complex models (10). In fact, a significant number 
of hydraulic problems at highway crossings occur on 
small- to medium-sized channels (less than 500 ft 
wide) (.!) , and a large number of these are in the 
SO- to 300-ft range. These channels can often be 
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analyzed by using hand and/or computer-aided compu­
tation techniques or some of the simpler, fully com­
puterized models. 

An approach to modeling aggradation-degradation 
problems is presented below. Several levels of 
analyses found to be applicable to typical highway 
design situations are included in the discussion. 

Background Data and Analysis 

The development of an appropriate transport model 
requires a significant amount of background data and 
analysis before the actual profile analysis can be 
conducted. Background information inc_ludes locating 
channel controls, defining subreaches, collecting 
the hydraulic and geometric input, defining an ap­
propriate flow event, establishing sediment boundary 
conditions, and selecting an appropriate time step 
for the analysis. 

The first step in developing a system model is to 
locate the channel controls with respect to the par­
ticular aggradation or degradation problem. This 
defines the affected reach of the river and deter­
mines the extent of the river that should be in­
cluded in the model. Channel controls can be either 
natural or man-made. Natural controls include out­
crops of bedrock, heavily armored channel condi­
tions, clay plugs, buried vegetation, fixed or con­
trolled water surface levels, and, in some cases, 
tributary junctions. Most hydraulic structures 
built on rivers represent man-made controls. Typi­
cal examples include dams, weirs, spillways, free 
overfalls, underflow gates, sluice gates, culvert 
crossings, and some bridge crossings. Submerged 
pipelines can also act as controls. 

With the controls established, the reach of in­
terest is divided into subsections. The criterion 
for selecting the subsections is uniformity among 
hydraulic and geometric properties. These proper­
ties include channel slope, channel geometry, bed 
profiles, channel roughness, and bed material char­
acteristics. The number of subsections or sub­
reaches used depends on the degree of variance in 
the above parameters as well as the level of ac­
curacy required in the results. Theoretically, the 
number used could range from one into the hundreds 1 
however, increasing the number of subsections in­
creases the number of computations required. Sub­
reaches should be selected to provide the accuracy 
required by using the least number of sections. It 
is reconunended that, if more than five subreaches 
are required, a digital computer be used for at 
least some of the computational steps. 

The next step is to obtain the average hydraulic 
and geometric properties for the subreaches. These 
data include average channel geometry, reach lengths 
and slopes (defining the bed profile), estimates of 
channel roughness, bed material size distributions, 
and an approximate voids ratio for the bed mate­
rial. The required precision of the input data will 
depend on the level of sophistication of the model 
being developed as well as the desired accuracy of 
the results. For example, channel geometry could be 
obtained in several ways. It could be estimated 
from site inspections, measured by using modern sur­
veying techniques at one location per reach, or de­
termined by surveying several locations within a 
reach and then averaging the resulting sections to 
get a section characteristic of the reach. Simi­
larly, various levels of analysis could be used to 
obtain other required information. 

The channel profile is then given in terms of 
(n + 1) bed elevations as shown in Figure 1. The 
flX 's shown in the figure do not have to be equal, 
but for best results they should not vary by more 
than 35 percent. 
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Figure 1. Division of reach into finite elements. 

Another input requirement for aggradation-
degradation models is the selection of a flow event 
on which to base the grade-change prediction. The 
flow event chosen could be a single design storm, an 
annual flow duration curve, a series of syntheti­
cally generated annual flow hydrographs, or some 
other "average" discharge condition. The selection 
of an appropriate flow event is based on the hy­
draulic conditions that most influence the grade 
change. Often, several flow conditions must be 
evaluated to determine which will have the greatest 
impact. 

Model boundary conditions must also be estab­
lished. Sediment transport loads entering the model 
at the upstream control and other influent locations 
(at tributaries or other point load sources) must be 
estimated. Sediment loads entering the model at the 
upstream end can be computed by using an appropriate 
transport equation and assuming that the volume of 
material ti:ansported into the r each is equal to the 
capacity of the upstream reaches to transport sedi­
ment. If some other condition is known to exist, 
the sediment transport loads must be estimated by 
other methods. 

The last step in setting up the model is to se­
lect an appropriate time interval (/It) over which 
tc compute incramantwl chwnga:; in the chwnn~l bad 
profile. The time interval selected does not have 
to remain the same for all steps; in fact, it is 
best to increase the /It with each computational 
step because degradation and aggradation processes 
proceed most rapidly in the period immediately after 
the initiation of the grade change. If digital com­
puter techniques are being used, however, the time 
steps should be equal in length. The value of /It 
used depends on the type and cause of the grade­
change problem as well as the hydraulic and geo­
metric characteristics of the river system. The 
initial time interval is based on trial estimates of 
the initial grade-change rate. Subsequent changes 
in /It at each step of the process are based on the 
actual rate of change documented in the preceding 
step. Consideration must also be given to the time 
steps in the discharge hydrograph to be used in the 
analysis. 

Once the model is set up, the repetitive steps in 
computing the new profile can be started. This in­
volves evaluating backwater conditions within the 
reach, computing sediment transport rates, and ap­
plying sediment continuity within each reach of each 
time step. As with other parts of the model setup, 
various levels of sophistication can be applied to 
each of the components involved. 

Backwater Computation 

Backwater profiles can be estimated by using normal 
depth consideration or calculated by using step 
backwater techniques. For the simplest applica­
tions, these computations could be made by hand. 
However, they can be easily programmed for repeti­
tive use. 
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Normal depth can be calculated by using the 
Manning equation (given here in metric units) : 

Q = (1.0/n) AR2/3 g1/2 

where 

n Manning resistance parameter, 
A flow area, and 
R hydraulic radius. 

(9) 

The equation for trapezoidal channels can be ex­
pressed as 

Q = (1.0/n) ( [(zy2 + by)513s112]/ { [b + 27(1+z)112]213}) (10) 

where z equals side slope (horizontal to vertical) 
and b equals bottom width. Either of these equa­
tions can be solved for y in terms of the other 
known parameters by a trial-and-error method. 

Step backwater techniques have been covered in 
many texts ( 3, 16, 17) • The calculations can be per­
formed by hand 0r programmed for computer solution. 

For complex situations that involve many bridges, 
culverts, and long reaches of river, it is often 
necessary to use a developed computer program such 
as the U.S. Army Corps of Engineers HEC-2 or others 
(18) to compute a water surface profile. The use of 
such a model is the only way to analyze large sys­
tems efficiently. 

Each of the backwater techniques discussed is 
based on rigid boundary hydraulics, and care must be 
used in applying them to analyze alluvial systems. 
To account for the change in geometry produced in 
alluvial systems, the channel boundary must be ad­
justed during each time step to account for the com­
puted aggradation and/or degradation. A technique 
developed by Chang and Hill (19) can be used to ad­
just the channel geometry, or aggradation and degra­
dation volumes can be distributed uniformly across 
the channel. 

Sediment Transport 

The second step involved in computing the new pro­
file is to evaluate the sediment transport along the 
channel within each subreach. Many transport equa­
tions are available, ranging in complexity from 
those that require simple graphical procedures (20) 
to those that require many calculations (2li. Nu­
merous texts cover the development of sediment 
transport relations; included among these are re­
ports by Simons and Senturk i22) and the American 
Society of Civil Engineers (ASCE) Task Conunittee 
<Bl. In most cases, the development of sediment 
transport relations is based on specific bed mate­
rial types (sand, gravel, cobble, or cohesive clays) 
and transport mechanisms (wash load, bed load, sus­
pended load, or total bed material load). There­
fore, it is important that bed material type and 
transport mechanism be considered in choosing an 
appropriate transport equation. 

Brown, McQuivey, and Keefer (10), Simons and 
Senturk (22), and the ASCE Task Committee (24) pro­
vide comparisons of available transport relations. 
Table 2 illustrates the applicability of some of 
these relations to various conditions. The rela­
tions presented do not constitute a complete list of 
available equations. 

Sediment Continuity 

Once the sediment transport rates are established 
for each subreach, the following sediment continuity 
equation can be applied over segments of the channel 
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Table 2. Applicability of sediment transport relations. 

Material 

Sand 

Gravel and cobble 

Cohesive 

Method 

Einstein 
Modified Einstein 
Colby 
Schoklitsch 

Schoklitsch 
Meyer-Peter, Muller 

Ariathurai, Krone/ 
Parthenaides 

Wash Load 

x 
Measured or estimated 

Measured or estimated 

for the given time interval to determine the amount 
of aggradation or degradation: 

[1/(1 - X)J (aq./ax) = caz/at) 

where 

qs sediment transport rate per unit width, 
x channel distance, and 
z elevation. 

(11) 

Equation 11 is applied for each section, starting 
with the section between cross section (n + 1) and n 
in Figure 1. In the figure, the hatched area repre­
sents the volume to be eroded, which is (1/2) • 
AZ(n) • Ax. According to Equation 11, this 
equals the difference in sediment load at (n + 1) 
and n times the time interval At and times a coef­
ficient converting weight into corresponding vol­
ume. The resulting equation is solved for Z(n), 
which produces 

L'-.Z(n)=-2·{[g.(n+1)-g.(n)]/t-.x} ·Lit (12) 

The result is negative in the case of degradation 
and positive in the case of aggradation. 

A similar procedure is then applied to the next 
section, which yields 

L'-.Z(n - 1) = L'-.Z(n)- 2 {[q.(n)- q.(n - l)] /t-.x} (13) 

and so on until the AZ' s of all cross sections are 
determined. The geometry of all cross sections is 
then adjusted to reflect the degradation or aggrada­
tion. A new profile is determined by adding AZ to 
the previous z. 

The procedure described is repeated until the 
limits of the final equilibrium profile are ap­
proached. Because of the asymptotic nature of grade 
changes, it becomes evident that the final profile 
is being reached when successive AZ' s become 
small. This final equilibrium profile can be evalu­
ated separately by using the incipient motion cri­
teria discussed earlier. 

Several parts of the above procedures can easily 
be programmed on calculators or small computers. 
They include the sediment transport equation, the 
hydraulic properties of cross sections, normal depth 
or backwater computations, and the sediment conti­
nuity equation. Small programs for each of these 
procedures would greatly reduce the number of indi­
vidual computations required and would therefore re­
duce the time required to apply the technique. 

Fully Computerized Models 

A number of fully computerized mathematical models 
dealing with sediment transport have been published 
in recent years. These models are based on the 
modeling concepts discussed above. Three models are 

Bed Material Load 

Suspended 

x 
x 
x 

x 

Bed Load 

x 
x 
x 
x 
x 
x 

Total Load 

x 
x 

representative of the types currently available. 
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Thomas and Prashuhn (25) present a sediment model 
coupled with a step backwater calculation. This re­
sults in a fairly inexpensive computational proce­
dure and can be used over long periods by assuming a 
series of steady-state discharges (say, mean 
monthly). Chang and Hill (19,26) use a similar 
steady-state analysis. However, their model incor­
porates procedures to evaluate sediment transport 
through channel bends and to distribute scour and 
deposition across the cross section based on rela­
tive tractive force. The Chen-Simons model was de­
veloped at CSU and is one of a variety of models 
available there. The Chen-Simons model consists of 
a linear, implicit, finite-difference flow model 
coupled with a sediment transport model. This is a 
sophisticated technique but one that provides a high 
degree of accuracy. 

LEVEL OF ANALYSIS 

The cost of any engineering analysis is a function 
of the level of effort, which in turn depends on the 
accuracy required, the time available, and the 
analysis techniques used in reaching the solution. 
Techniques for estimating the magnitude of grade 
changes, ranging in complexity from simple geo­
morphic principles to complex computer models, have 
been discussed. Generally, the more complicated the 
analysis technique, the more accurate the solution 
becomes; however, the time, application difficulty, 
and associated costs also increase. 

Because time, manpower, and money are always lim­
ited, decisions must be made regarding the degree of 
complexity needed to evaluate a given situation. 
According to Overton and Meadows (28) , if a highly 
complex mathematical representation of the system 
under study is made, the risk of not representing 
the system will be minimized but the difficulty of 
obtaining a meaningful solution will be maximized. 
Many data will be required, and programming effort 
and computer time will be significant. Furthermore, 
the resource constraints of time, money, and man­
power may be exceeded. 

On the other hand, if a greatly simplified solu­
tion technique is used, the risk of not representing 
the physical system will be maximized but the diff i­
culty in obtaining a solution will be minimized ; 
Figure 2 shows the general concept of "trade-offs" 
involved in considering the complexity of the solu­
tion technique. 

The application of all analytic procedures re­
quires trained personnel to evaluate and interpret 
the results. Geomorphic concepts do not require 
extensive mathematical or computer analysis; how­
ever, they do require a very well-founded knowledge 
of the significant physical processes. Engineering 
relations and mathematical models can be used as 
"black box• calculations by support personnel. How-
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Figure 2. Model comp!exity trade-offs. 

RISK OF NOT 
.,.,,,, REPRESENTING 

THE SYSTEM 

DIFFICULTY IN 
OBTAINING A 
SOLUTION 

COMPLEXITY OF TECHNIQUE 

ever, the design engineer must provide the proper 
input and be capable of interpreting the output. 

The choice of an appropriate level of analysis 
must oe oasea on ava1.Lao.Le time, manpower, ana f i­
nancial resources. These are influenced heavily by 
the economic importance of a particular highway 
crossing as determined through risk analysis (~-

31). It is also important to consider the governing 
physical processes and the sensitivity of system 
response at each site in determining an appropriate 
level of analysis. 

CONCLUSIONS 

Changes in channel bed-level elevation caused by 
aggradation and degradation processes have been 
found to be a significant cause of hydraulic prob­
lems at highway stream crossings. The number, vari­
ety, and level of analysis of the techniques avail­
able for predicting grade changes emphasize the 
uncertainty involved in calculations of sediment 
transport. It is important that grade-change pre­
dictions be based on more than one prediction tech­
nique or model and that the quantitative results be 
tempered by engineering judgment and experience. An 
appropriate solution procedure starts with the eval­
uation of geomorphic principles and relations (such 
as Lane's relation) to establish the cause and di­
rection of the grade change. This can be built on 
by applying quantitative geomorphic and engineering 
relations (incipient motion considerations, change 
in bed material volume, etc.) as well as relations 
developed for specific grade-change problems. At 
this point a decision must be made to determine the 
level of analysis desired for additional work based 
on available time, manpower, and financial resources 
as well as risk considerations. Based on this deci­
sion, one or more levels of mathematical modeling 
can be applied. 
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Abridgment 

Stream Channel Grade Changes and Their 

Effects on Highway Crossings 

STEPHEN ARNE GILJE 

Stream channel degradation and aggradation are significant hydraulic problems 
at river crossings. Degradation is lowering of the streambed, independent of 
scour caused by obstructions or constrictions. Rapid or long-term degradation 
is usually due to a significant change in normal sediment-transport relations. 
Aggradation is stream infilling and occurs when more sediment is supplied to a 
stream than the stream is capable of transporting. Problems caused by stream 
degradation are far more common than those caused by aggradation. If actions 
are to be taken to protect a highway crossing against grade changes, early rec­
ognition of these hazards is imperative. Techniques for determining whether 
a crossing is experiencing degradation or aggradation are observation of stream 
characteristics (geomorphology), anticipation of gradation changes based on 
watershed activities, and measurement of pertinent stream dimensions. Streams 
in areas of high sediment yield are most prone to grade changes. Severe grade 
changes are often due to human intervention in natural stream processes. The 
problems associated with degradation and aggradation warrant special attention 
because protective measures effective against local hydraulic hazards are inef­
fective for protection against grade changes. 

Degradation is lowering of a stream channel caused 
by a significant change in normal sediment-transport 
relations. It is independent of scour created by 
isolated obstructions or constrictions. Aggradation 
occurs when more sediment is supplied to a stream 
than the stream is capable of transporting. To deal 
with grade changes, it is necessary to understand 
what causes them and how to recognize their features. 

The processes of streambed grade changes have 
been defined differently by various authors (.!_-1.l • 
The differences in definition stem from differences 
in the limitations on temporal and spatial perspec­
tive; as a result, grade changes are sometimes con­
fused with scour and fill. 

The pervasive nature of grade changes is often 
described in terms of a long time and great dis­
tance. This is an accurate description of many case 
studies but fosters the misconception that all grade 
changes progress similarly. When basic stream­
forming factors are altered, the stream response is 
to change channel geometry. The direction of 
change, whether vertical or lateral; the rate, 
whether in seconds or in decades; and the distance 

affected, whether in meters or kilometers, is dic­
tated by the physics of the situation involved. 
Degradation or aggradation that is significant 
enough to be of engineering concern is caused by 
major changes in the river environment. 

HIGHWAY PROBLEMS DUE TO GRADE CHANGES 

The extent of stream degradation and aggradation in 
the United States is demonstrated by a 1978 Federal 
Highway Administration (FHWA) research study <!>· 
Data from 224 sites that were experiencing various 
hydraulic problems were assembled and carefully 
analyzed. Thirty-nine of these sites (17.4 percent) 
had undergone changes in streambed elevation. 

Degradation is the lowering of a stream channel; 
therefore, a problem at crossings is the exposure of 
footings, pilings, and foundations (see Figure 1). 
Undermining of channel banks or highway fill results 
in failure of bridge approaches, revetment, and 
other countermeasures. Undermining of channel banks 
causes general stream instability and exacerbates 
debris problems (5). Channel instability is often a 
clue to future degradation problems; on the other 
hand, some instability problems (channel cutoffs) 
result in degradation. Degradation alters crossing 
conditions so that hydraulic hazards that under de­
sign conditions pose no significant threat to the 
integrity of crossings become critical. For ex­
ample, local scour considered acceptable under de­
sign conditions could cause bridge failure when 
superimposed on a degraded channel. 

Aggradation--general infilling of a stream 
channel--causes a reduction in the flow area avail­
able at crossings (see Figure 2). In extreme cases, 
the flow area is less than that necessary for design 
discharges, which results in overtopping of the 
roadway or bridge deck. During flooding enough hor­
izontal or turning movement can occur to cause 
bridge damage. Aggradation increases stream insta­
bility because excessive sediment carried by an ag-
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grading stream is prone to deposit in point and 
lateral bars. As these bars grow, stream sinuosity 
increases and flow is redirected into stream banks 
(located on the outside of meander bends across and 
slightly downstream from point bars) • The most 
dramatic--and, fortunately, uncommon--aggradation 
ha:i:ard occurs when a stream is filled sufficiently 
to cause floodwater to overflow streambanks and seek 
a new channel. In evaluating grade problems nation­
wide, it was found that for each aggradation hazard 
identified there were three degradation hazards 
identified 131. 

In the evaluation of highway problems, more than 

Figure 1. Degradation and resulting channel erosion at Middle Creek crossing 
of 1-80 near Lincoln, Nebraska. 

Figure 2. Aggradation on Badwater Creek at US-20 near .Shoshoni, Wyoming. 

Figure 3. Degradation due to gravel mining upstream and downstream on 
Amite River at LA-37 near Grangeville, Louisiana. 
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80 percent of serious grade changes were caused by 
human int ervent ion i n nat ur al s tream p r ocesses (3). 
In fact, it was difficult to isolate severe gr'ide 
changes that were caused naturally and were unaf­
fected by human activities. 

Recurrent gravel mining or dredging, reservoir­
regulated flows. and land use changes can have con­
tinuing effects (see Figure 3). This is in contrast 
to natural and other human-induced causes, the ef­
fects of which are most severe following the impact 
but diminish thereafter <2l • The magnitude of the 
impact is easily underestimated, as is the stream 
distance affected. Many streams have degraded more 
than 5 m ( 8). Grade changes have pco9ressell many 
kilometers ;n smal l streams and hundreds of kilo­
meters on ma j or rivers. 

EARLY RECOGNITION OF DEGRADATION AND AGGRADATION 

Technique s that c an r eadily be applied to determi ne 
whether a crossing is experiencing a grade change 
are observation of stream character is tics (geomor­
phology) , prediction of a grade change based on 
watershed activities , and measurement of pertinent 
stream dimensions. Evaluation should be based on 
experience with the stream in question, analysis of 
aerial photographs taken at different times over as 
long a period as possible, and field investiga­
tions. Hydraulic hazards can be recognized by draw­
ing on experience with crossings elsewhere on the 
stream or on streams of a similar nature. A signif­
icant change in t:he chaLacte:r of a st:ream--a change 
of any type--is often the first signal that a per­
vasive hydr a ulic hazard is i mmine nt (see Figure 4). 
Aerial photographs can be used to analyze long 
reaches at different periods in the past. Klingman 
(9) discusses the use of aerial photography in high­
way design. All stream sites should be evaluated in 
the field after review of maps and aerial photo­
graphs. 

Observation of Stream Characteristics 

Degradation and aggradation are opposites. Because 
degradation is a more common problem, the emphasis 
here is on the characteristics of degrading streams. 

Direct observation of degradation in the early 
stages is difficult under perennial flow condi­
tions. In addition, the dynamic nature of streams 
normally creates channel fluctuation; which OC'n he 
mistaken for a progressive change. It is commonly 
easier to recognize the geomorphic effects of a 
degrading channel in the early stages than the bed 
change itself. An exception to this guideline is 
when degradation occurs as a headcut or sharp. A 
headcut is recognized as a local high slope area on 
a stream and in many cases is exhibited as rapid~ u1 

falls. This type of degradation is more common on 
small, ephemeral, or intermittent streams that have 
channels composed of relatively cohesive bed mate­
rial or armor. Headcuts are uncommon on larger 
perennial streams or streams with erodible beds. 

Degradation can occur solely as downcutting 
(minor degradation where banks are resistant, well­
vegetated, reveted, or in very small streams), as 
downcutting resulting in bank slumping (moderate 
degradation and cohesive bank materials) , or as 
downcutting associated with severe bank erosion. 
All of these stream aspects are observable in aerial 
photographs or, as shown in Figure 5, in the field 
(note in the figure the slumping of the banks, the 
erosion on the convex section o f the meander, and 
the toppled tree in the background). 

Bank erosion on both sides of a meander, disap­
pearance of lateral or midchannel bars , and exposure 
of unvegetated banks that are norma lly cove r ed ind i -

--
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cate degradation. Evidences of degradation that can 
be seen in aerial photographs are slumping and scal­
loping of channel banks, an increase in vegetative 
debris, trees overhanging the channel, and excessive 
bank erosion without resultant downstream growth of 
point bars. Streambed armoring is indicative of 
potential degradation. If the armor layer is 
breached during a flood, degradation may be rapid. 
Streams with high sediment yields have been shown to 
be more prone to degradation. 

Figure 4. Degradation on Homochitto River at US-61 crossing near Doloroso, 
Mississippi, resulting in severe impact on lateral stability (indicated by change 
in stream form at right of photograph). 

Figure 5. Severe bank erosion caused by degradation on Perry Creek at 1-55 
near Grenada, Mississippi. 

Figure 6. Aggradation on Yellowstone River in Yellowstone National Park, 
illustrated by deposition at confluences and culverts. 
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Degradation can often be subtle on a mainstream. 
It is normal for some streams to be incised and 
exhibit bank erosion at bends and some armoring. In 
these cases, evaluation of small tributaries will 
indicate how deep the stream may have degraded. Be­
cause tributaries are higher-slope streams that 
carry less perennial flow, they maintain irregulari­
ties longer. Their banks and beds may also be com­
posed of more resistant material than the main­
stream, and the influence of vegetative controls is 
greater for small streams. If a tributary has an 
abrupt change in slope at its junction with a main­
stream or if it contains headcuts, this indicates 
recent degradation. While the floodplain is being 
evaluated, the elevation of abandoned meanders and 
overflow channels should be documented. The age of 
these features can be estimated by the growth of 
vegetation and sedimentation characteristics. If 
these features are considerably higher than the 
present streambed (taking into consideration infill­
ing due to silting and flood stages), the difference 
in elevation is indicative of degradation. 

Aggradation is easier to evaluate than degrada­
tion because depositional features are usually ob­
vious and can develop longer and more fully before 
they pose a danger to crossings. Aggradation can 
occur on any type of stream and is common in bedrock 
or mountainous streams. The first sign of aggrada­
tion is often accelerated growth of point bars as 
well as deposition elsewhere. A shift from a mean­
dering to a braided pattern is indicative of aggra­
dation Ill . Aggradation is most active wherever 
there is a change of slope or in areas of back­
water. Therefore, the first signs of aggradation 
are often at confluences, behind culverts, and at 
bridges (see Figure 6). The growth of natural 
levees and the occurrence of more frequent bank 
overtopping during moderate floods indicate stream 
aggradation. 

PREDICTION OF GRADE CHANGES BASED ON WATERSHED 
ACTIVITIES 

Dramatic examples of degradation and aggradation 
have been documented by Lane (8). These cases were 
caused by mining in the river - channel, landslides, 
dams, and water diversion. Dams, channelization 
projects, gravel mines, and flow diversion projects 
are easy to spot in aerial photographs. However, 
establishing the connection between impacts and ob­
served geomorphic characteristics is more diffi­
cult. The occurrence of an activity within a water­
shed does not necessarily mean that grade changes 
will occur. The extent of the activity and the 
stability and flow history of the stream are signif­
icant factors that determine final effects (10). 
Case histories illustrating the types of grade prob­
lems that result from different watershed activities 
have been documented, as have methods for calculat­
ing the extent of grade change <1.1!>· 

MEASUREMENT OF STREAM PROPERTIES 

The most direct method for evaluating a grade change 
is measurement from a fixed object (i.e. , a bridge 
deck) to the streambed. Progressive and continual 
trends in bed elevations over an extended time 
period indicate a grade change. Original bridge 
design plans often take note of the distance from 
the bridge deck to the streambed at the time of con­
struction. Comparison of the results of a quick 
field measurement with these existing data is useful 
to establish whether a change has occurred. 

Engineers should be careful to avoid the measure­
ment of local effects. Streams, as part of their 
natural character, have streambeds that fluctuate up 
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and down. Engineers should also avoid comparing bed 
elevations that result from high flows with those of 
a dry period. Repeated measurements from different 
positions across the stream will yield the best re­
sults for comparative purposes. 

Analysis of stream cross sections and longitudi­
nal profiles can be used to determine the effects of 
grade changes. Comparisons of cross sections mea­
sured in the past with those taken later can be used 
to show whether the river has incised or risen (11). 

If it is feasible to measure the profile of the 
stream along its length, these data are very useful 
(7). Measurements will identify hard points or 
base-level controls within the channel. Stream pro­
files drawn for stable streams are often concave 
upward. A stream profile concave downward is in­
dicative of a degrading channel <!,12). In addi­
tion, stage-discharge relations reflect changes in 
bed elevation and can be used to indicate progres­
sive degradation or aggradation. 

CONCLUSIONS 

Degradation or aggradation severe enough to be of 
significance to river engineering is not occurring 
on every stream nationwide. However, approximately 
one-fifth of the hydraulic hazards that are severe 
in nature are due to grade changes. Most of these 
incidences can be traced directly to an obvious 
cause: channelization, streambed mining, or a dam. 
Hydraulic engineers should be aware of the potential 
consequences of a significant change in the use or 
control of a stream. When such an impact is made on 
a stream with crossings in place, highway engineers 
should inspect the stream and crossings annually. 

Degradation problems are far more common than 
aggradation problems. Streams carrying large sedi­
ment loads are more prone to problems. Methods of 
evaluating and calculating degradation or aggrada­
tion, as well as an evaluation of countermeasures 
for hydraulic problems caused by grade changes. are 
presented in the literature <l•!>· 
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Assessment of Commonly Used Methods of 
Estimating Flood Frequency 

DONALD W. NEWTON AND JANET C. HERRIN 

A study made to determine what are likely to be the most accurate and consis­
tent procedures for determining peak flood flow frequencies for ungaged water­
sheds in the Tennessee Valley region is described. The study was based on in­
formation developed during a pilot test, which is currently the most compre­
hensive and objective method available of examining the performance of com­
monly used procedures for estimating peak flow frequencies at ungaged loca­
tions. Test results showed significant differences in performance when proce­
dures were evaluated by using the criteria of accuracy, reproducibility, and 
practicality. Although the pilot test evaluation was limited to the Midwest and 
Northwest, it is concluded that the observed differences in performance result 
from fundamental differences in procedure formulation that can be expected 
to occur in the Tennessee Valley and in other regions as well. The most ac­
curate and reproducible procedures evaluated were found to be regression-based 
proced11res in which prediction equations are calibrated to flood-frequency 

determinations at gaged locations by using statistical estimating procedures. 
The most obvious reasons for this superior performance are the definition of 
the parameters and the formulation of the prediction equation. The procedures 
that performed best (a) used parameters that were well-defined and could be 
consistently determined, (b) were formulated so that the flood-frequency esti­
mates were not sensitive to parameter variations, and (c) were calibrated to a 
large number of gage records in a relatively small, well-defined hydrologic 
region. 

A common problem for hydrologists is estimation of 
peak flow frequencies at locations for which there 
are few or no flood records--ungaged locations. The 
different procedures in common use often provide 
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different estimates at the same site. Furthermore, 
estimates made by different hydrologists using the 
same procedure will often vary. 

An interagency Work Group of the Hydrology Com­
mittee of the Water Resources Council was assigned 
the task of developing national guidelines for de­
fining peak flow frequencies at ungaged, unregulated 
stream locations. The Work Group found that the 
lack of agreement about the most commonly used pro­
cedures precluded developing a national guide with­
out first obtaining objective information about pro­
cedure performance. A nationwide test was proposed 
that would provide an objective, authoritative means 
of discriminating between procedures by using the 
criteria of accuracy, reproducibility, and practi­
cality. The scale of such a test presented problems 
of experimental design, quality control, and manage­
ment. Consequently, a pilot test was conducted to 
evaluate the feasibility of a nationwide test and to 
provide information to design and implement it. 

The pilot test currently provides the most com­
prehensive, objective examination available of the 
performance of commonly used procedures for estimat­
ing peak flow frequencies at ungaged, unregulated 
locations under field conditions. Test results show 
that it is possible to detect differences in proce­
dure performance. The pilot test provides the in­
formation necessary to design and conduct a nation­
wide test from which procedures can be objectively 
selected for inclusion in a national guide. 

The scope and quality of the pilot test were be­
lieved inadequate to permit the definitive conclu­
sions necessary to write a national guide (_!., p. 
7). However, the pilot test data were found to pro­
vide valuable information for the practicing hydrol­
ogist who must select or develop procedures to esti­
mate peak flow frequencies at ungaged locations. 

The focus of the pilot test and Work Group analy­
ses was examination of the feasibility of a nation­
wide test and, if the test were feasible, develop­
ment of its design and implementation. This paper 
evaluates two questions: 

1. What produced the differences in procedure 
performance observed in the pilot test? 

2. Do these differences reflect inherent dif­
ferences in procedure performance? 

This evaluation was undertaken as a first step in 
selecting and designing improved flood-frequency 
estimating procedures for the Tennessee Valley 
region. 

In this paper, the pilot test is described in 
sufficient detail to provide an understanding of the 
data base and to summarize the Work Group analyses 
relating to differences in procedure performance. A 
complete description of the pilot test, including 
the data and its analyses, is contained in the Work 
Group report (_!.). 

PROCEDURE CLASSIFICATION 

The Work Group adopted a classification scheme for 
categorizing procedures basea on the assumptions 
made and methods used for estimating peak flow fre­
quencies (_!., Chapter II). The scheme included eight 
categories: 

1. Statistical estimation of peak flows for a 
given exceedance probability, 

2. Statistical estimation of moments, 
3. Index flood, 
4. Transfer methods, 
5. Empirical equations, 
6. Single storm event, 
7. Multiple discrete events, and 

11 

8. Continuous record. 

To evaluate procedure performance, we divided the 
eight categories into two groups: (a) those that 
involve transferring an estimate from a gaged to an 
ungaged site (categories 1-4) and (b) those that are 
based on the rain-runoff process (categories 5-8). 
The only transfer methods tested were regression­
based procedures in categories 1 and 3. Thus, the 
terms "regression-based" and "rain-runoff" proce­
dures are used for convenience in this paper. It is 
of interest that the Work Group found hydrologists 
about equally divided in their preference for 
regression-based or rain-runoff procedures for 
estimating flow frequency (_!., Chapter III) • 

PILOT TEST 

The pilot test consisted of five independent esti­
mates of peak flow frequency for the 1-, 10-, and 
SO-percent-chance floods at 70 sites (42 in the Mid­
west and 28 in the Northwest) made by using as many 
as 10 different procedures. Test sites were re­
stricted to watersheds with negligible man-made 
effects and with a gaged streamflow record of 20 or 
more years. Drainage areas varied from 0.08 to 943 
miles•. 

The procedures selected for testing are identi­
fied in Table 1 (_!., Table V-1, pp. 28-29) • These 
were selected based on availability and currency of 
procedure, frequency of use, representativeness of 
procedure category, and applicability to the test 
sites. Procedures in categories 4, 7, and 8 were 
excluded from the pilot test because of the limited 
resources for testing. In tests of two complex 
watershed modeling procedures in category 6, Soil 
Conservation Service (SCS) Technical Release (TR) 20 
and U.S. Army Corps of Engineers HEC-1, it was as­
sumed that no site data were available for calibrat­
ing the procedures. However, some regional data 
were supplied for calibration in a number of the 
HEC-1 applications. 

About 200 persons participated in the test. Es­
timates were made based on the assumption that no 
site data were available. Each tester was given a 
procedure package and a resource package. The pro­
cedure package provided instructions for conducting 
the test, a description of the procedure, and a rec­
ord sheet for documenting answers, input parameters 
used in the solution, and information about the 
tester's years of experience, prior use of the pro­
cedure, and whether a field visit was made. The 
resource package provided topographic maps, aerial 
photographs, soils data, and rain data needed to 
apply the procedures. 

Of 1784 procedure applications made, 1505 were 
included in the Work Group's statistical analyses. 
Table 2 (1, Table V-6, p. 47) gives the watershed­
procedure test matrix. It excludes 140 applications 
of the Snowmelt procedure, 75 applications of the 
Reich procedure (.!.2_) in the Nor thwest, 10 applica­
tions of the Index Flood procedure, and 54 procedure 
applications made without resource packages. Four 
procedures (260 applications) were applied outside 
the intended range of application to evaluate their 
performance under such conditions. These are also 
identified in Table 2. Our graphical comparisons 
and those of the Work Group and our analyses of data 
effects on conclusions are based on the 1245 remain­
ing applications. 

CRITERIA FOR COMPARISON 

The criteria for evaluating procedures were ac­
curacy, reproducibility, and practicality. The 
standard used to evaluate aocuracy was the log-
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Table 1. Procedures selected for testing. 

Procedure 
Category Type No. Procedure 

Fletcher (1) Statistical estimation of 
Qp 

2 
4 
1 

U.S. Army Corps of Engineers Snowmelt (3) 
U.S. Geological Survey State Equations (:!_=2_) 

3 Index flood estimation 5 

Empirical equations 6 

U.S. Geological Survey Index Flood (!Q-!l) 

Rational method @) 
3 Reich (!2.) 

6 Single storm event, ram 9 Soil Conservation Service Technicai Release 20 (20) 
frequency proportional 7 
to runoff frequency 8 

JO 

Soil Conservation Service Technical Release 55 (TI, Appendix D, Charts) 
Soil Conservation Service Technical Release 55 (21, Chapter 5, Graph) 
U.S. Army Corps of Engineers HEC-.1 (22 ) -

Table 2. Watershed·procedure test matrix. 

Drainage No. of Procedure Replicates 
Area No. of 

Location (miles2 ) Sites 2 3 s G 

Midwest 0-3 8 40 40 40 40 
3-10 8 40 40 40 403 

1050 8 40 40 403 40 
50-100 10 50 so• 50 
> 100 8 40 40 

Northwest 0-3 5 2oh 25 25 
3-IO 5 l Sb 25 25• 
10-50 5 ioh 25 25 
50-100 8 25b 403 40 
> 100 5 JS _!_Cf 

70 290 285 i20 210 TIO otal 

Pearson Type III flood-frequency estimate (.!., Ap­
pendix 2) at the site based on the available stream 
gage record (gage estimate) • 

Accuracy is a measure of the closeness of the 
fluVU-frequ~nt.;y ~sLima.L~ t.0 th~ standard. The cri­
terion variable selected to numerically represent 
accuracy in the statistical analyses was bias. It 
was defined as the difference between the mean of 
the flood-frequency estimates for a watershed and 
procedure and the gage estimate, standardized by 
dividing by the gage estimate. Reproducibility is 
the ability of different people to get the same re­
sult at a site by using the same procedure. The 
criterion variable use d in the analysis ':!as the 
standard deviation of the flood-frequency estimates 
for a watershed and procedure, standardized by di­
v1a1ng by cne square root of cne gage estimate. 
Acr.uracy i.s me;,1<11red ;igainst the gage estimate and 
reproducibility against the performance of other 
testers. Practicality is a user decision that in­
volves balancing the effort involved and the study 
requirements. The time in hours required to apply 
the procedure was used to represent practicality 
because it is the factor of major importance. 

PERFORMANCE COMPARISONS 

The box plots shown in Figure 1 (.!., Figure VIII-4, 
p. 84) provide · a graphical comparison of procedure 
performance in estimating the !-percent-chance 
flood. Each box plot shows the distribution of in­
dividual estimates for a given procedure expressed 
as a percentage deviation from the gage estimate . 
The height of the box defines the 25th and 75th per­
centiles. The median and mean are shown by solid 
and dashed lines, respectively. The 10th and 90th 
percentiles and the minimum and maximum values are 
shown by lines. The width of the box is a function 
of the sample size, and the sample size is given 
inside the box. Procedures are identified by number. 

7 8 9 JO Total 

40 40 240 
40 15 15 230 
403 20 20 240 

IS 15 180 
IO 10 JOU 

25 25 120 
25 15 I5 120 
25 3 IO 10 105 

10 10 125 
10 10 45 

65 i95 iOS 105 i505 

The plots show that for the pilot test there were 
differences in procedure performance. These dif­
ferences were found to be similar for each probabil­
ity of exceedance. These same differences are evi-
"" - _ , --• - - ___ _ _ ... -- -- - ~ - --- -- ! - ____ , ___ ... _,5 1-. - - "- '- -
Ut::lll. WIJt!Jl pLUL; t::UULt:' lJt::L.LVLlllcllll,;t:: .i.b t:: V Cl..L.UOl.t::U u y l.. llll::: 

criterion variables of bias, shown in Figure 2 <.!., 
Figure VIII-7, p. 88), and reproducibility, shown in 
Figure 3 (1, Figure VIII-8, p. 89). Note that bias 
is an aver°ige watershed value in contrast to Figure 
1, which compares individual estimates. 

Figure 4 (!, Figure VIII-9, p. 90) shows the time 
required to apply the procedures. As expected, 
there is a distinct difference in the times required 
to obtain results by using the simple estimating 
procedures 1-8 and the more complex watershed model­
ing procedures 9 and 10. 

Statistical analyses of che aata made by using 
both analysis of variance (ANOVA) and multivariate 
analysis of variance (MANOVA) techniques showed that 
there were statistically significant differences in 
procedure performance (1, pp. 87-99). 

EFFECTS OF TEST DESIGN FACTORS 

The pilot test was designed to evaluate the var ia­
tion in procedure performance with respect to water­
shed size, exceedance probability, region, and use 
of a procedure beyond its intended range. Also 
evaluated were the effects of variations in the gage 
estimate, the unbalanced nature of the experimental 
design, the use of average watershed values rather 
than individual values of bias, and the method of 
standardization. 

The ANOVA and MANOVA results changed slightly 
with these factors, but conclusions about the rela­
tive performance of the procedures were not al­
tered. As expected, the time required to apply a 
procedure increased with increasing watershed area 
(.!., pp. 99-112). 

--



Transportation Research Record 896 

Filiure 1. PercenUge deviation from gage estimate: total analysis. 
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Figure 3. Total analysis: reproducibility. 
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DATA QUALITY EFFECTS 

The following aspects of the quality of pilot test 
data were identified as having the potential to 
alter conclusions about procedure performance: (a) 
computational errors, (b) tester experience, (c) 
frequency of tester use of the procedure, (d) tester 
knowledge of the region, (e) a field visit by the 
tester, and (f) testing of regression-based proce­
dures against the stations used to develop the pro­
cedures. Because the potential effects of these 
factors were different for the regression and rain­
runoff procedures, the two types of procedures are 
discussed separately. 

The statistical analyses by the work Group were 
performed with unedited data. Only obvious coding 
errors and keypunch or other transcription errors 
were corrected. In the analysis of the data set, 50 
extreme values identified as being in error were 
excluded (about 3 percent of the data base). These 
extreme values included errors in parameter deter­
mination as well as errors in solving the equa­
tions. This analysis did not change the conclusions 
from those obtained in analyzing the unedited data 
<.!,pp. 114 and 265). 

Regression-Based Procedu res 

Errors in estimating parameters and computational 
errors in solving the flow estimating equations, 
given the parameters, can be anticipated in dealing 
with as many numbers as were involved in the pilot 
test. The U.S. Geological Survey (USGS) State Equa­
tions and the Fletcher procedure can be checked 
rather simply for computational errors since there 
is a unique, direct solution for each set of param­
eters. These procedures were computerized and 
solved by using input parameters provided by the 
testers. 

Nine percent of the 290 USGS State Equation ap­
plications and 11 percent of the 285 Fletcher appli­
cations were found to be in error. An error was 
considered to be a difference of at least 10 percent 
from the computer solution. These errors did not 
significantly affect the bias criterion (1, p. 113) 
and thus would not change conclusions about proce­
dure performance. The USGS Index Flood methods were 
not checked, but there is no reason to believe that 
the error rate would be any different than for the 
USGS State Equations or the Fletcher procedure. 

As shown in Figures 5 and 6, the performance of 
the USGS State Equations (procedure 1) and the 
Fletcher procedure (procedure 2) did not change sig­
nificantly with experience. Average percentage de­
viation did increase with experience, but this was 
evidently due to a few unusually large estimates, as 
shown by the median values. It should be noted that 
the question about experience asked for "years of 
hydrologic experience". It did not specifically ask 
for years of experience in making flood-frequency 
estimates for ungaged watersheds. 

As Table 3 (1, Table VIII-1, p. 79) indicates, 
the size of the test was such that persons unfamil­
iar with the procedure or the region and who did not 
visit the s i te did much of the testing. The pilot 
test was not specifically designed to evaluate the 
effect of tester background or field visits on pro­
cedure performance. However, this information was 
collected. Testers whose background met the follow­
ing set of conditions were identified: 

Factor 
Hydrologic ex­

perience 
(years) 

9!.!Ll 
>2 

~ ~ 
>2 >2 

Factor 
Knowledge of 

region 
Frequency of 

use of pro­
cedure 

Case 1 
Some, much 

Occasionally, 
frequently 

15 

Case 2 ~ 

None Some, 
much 

Occasionally, Never 
frequently 

Case 1 identifies the tester who is potentially 
the most proficient--who has more than 2 years' ex­
perience, uses the procedure at least occasionally, 
and has at least some knowledge of the region. Case 
2 identifies the tester who lacks only a knowledge 
of the region to be proficient. Case 3 isolates the 
frequency-of-use factor. The effect of a field 
visit was not investigated because only about 6 per­
cent of the testers who applied the regression-based 
procedures made one. In addition, in these proce­
dures it was not believed that a field visit would 
significantly affect the flow-frequency estimates. 

To obtain information about the potential effects 
of tester background, flow-frequency estimates made 
by testers using the USGS State Equations were 
grouped as follows: 

1. All testers, 
2. Testers who met case 1 conditions and all 

other testers on the same watersheds, 
3. Testers who met case 2 conditions and those 

testers on the same watersheds who met case 1 condi­
tions, and 

4. Testers who met case 3 conditions and those 
testers on the same watersheds who met case 1 con­
ditions. 

The box plots shown in Figure 7 compare the esti­
mates for testers using the USGS State Equations. 
The number of watersheds for which the comparison 
can be made is shown. For example, there were 4 7 
watersheds where at least one tester met case 1 con­
ditions. On these 47 watersheds, 74 testers met the 
three case 1 conditions and 161 did not meet at 
least one of the conditions. There were 44 water­
sheds where at least one tester met case 2 condi­
tions. On these 44 watersheds, 77 testers met case 
2 conditions and 52 met case 1 conditions. 

Comparisons within each case, between cases, and 
with the total analysis show no dramatic change in 
overall procedure performance between the poten­
tially most proficient testers and the other 
groups. It is concluded that the results achieved 
by using the USGS State Equations are not improved 
by knowledge of the region or frequency of use of 
the procedure. This is as expected because all 
judgments are explicitly incorporated into the pa­
rameters of the equation . Although the Fletcher and 
Index Flood methods were not evaluated, the same re­
sults could be expected with those procedures. 

The regression-based procedures were tested 
against gaging stations that were used to develop 
the prediction equations. This could affect bias 
but it would not affect reproducibility and applica­
tion time because they are not compared with the 
gage estimate. The number of pilot test sites in a 
given state or region represented a small percentage 
of the stations used to develop the equations and 
thus was not expected to have a significant influ­
ence on a particular equation. The regression equa­
tions for Illinois and Ohio were recomputed without 
the watersheds used in the pilot test. New flow­
frequency estimates were made by using watershed 
characteristics supplied by the tester. The conclu­
sion was that the bias criterion variable and pro­
cedure comparisons in the pilot test were not af­
fected by this factor (.!, p. 118) • 
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Figure 5. Tester experience: procedure 1. 
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Rain-Runoff Procedures 

The rational formula estimates were checked for com­
putational errors as were the USGS State Equations 
and the Fletcher procedure. Only 7 perce nt of the 
130 applications were found to be in error. - These 
errors did not signif i cantl y affect the bias cri­
terion (1, p. 113). 

It was more difficult to check the two TR-55 pro­
cedures because their application requires tester 
judgment. The pro bl ems ass oc i a ted with testing 
these procedures were subjectively evaluated by a 

Table 3. Tester background information related to use of various procedures. 

Testers(%) 

Category I and 3 
Procedures 

Factor 2 

Hydrologic experience (years) 
0-2 22 24 
2-5 22 23 
5-10 17 14 
>10 39 39 

Knowledge of region 
None 68 70 
Some 27 27 
Much 5 3 

Frequency of use of procedure 
Never 40 80 
Occasionally 38 19 
Frequently 22 I 

Field inspection 
No 94 94 
Yes 6 6 

Note: Based on 1505 appticat1ons. 

Figure 7. Other tester information: procedure 1. 
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71 63 65 
24 32 32 
s s 3 

57 92 SS 
39 8 39 
4 0 6 

93 93 94 
7 7 6 

CASE! CASE II 

"44 WATERSHEDS" 

18 
25 
12 
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69 
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58 
37 

5 

97 
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person familiar with the procedures. This evalua­
tion was based on a detailed examination of 65 ap­
plications of the TR-55 Charts procedure and 195 
applications of the TR-55 Graph procedure to deter­
mine the 1-percent-chance flood. For this evalua­
tion, input parameters given on the test record 
sheets were used to reconstruct the testers' peak 
estimates. 

Two types of errors were identified: mathemati­
cal errors and improper use of the procedure. A 
result was classified as a mathematical error if the 
tester estimate could not be reconstructed within 5 

Category 6 
Procedures 

8 9 10 

20 21 12 
19 27 26 
16 20 23 
45 32 39 

63 68 68 
33 26 27 

4 6 s 

59 68 60 
29 23 34 
12 9 6 

91 82 84 
9 18 16 

CASEI CASE Ill 

"11 WATERSHEDS" 

Avg 

22 
22 
16 
40 

68 
28 
4 

62 
30 
8 

92 
8 

MAX 

90% 

75% 
MEAN 
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percent. The results of this error analysis are as 
follows (,!, pp. 113 and 114) : 

Problem 
Procedures applied "correctly" 
Shape factor applied "incorrectly" 
Rainfall not converted to runoff 
Multiple, mathematical, or other 

procedural errors 

T-55 
Charts 
ill._ 
45 
22 
13 
20 

T-55 
Graph 
ill_ 
73 

5 
8 

14 

The box plots shown in Figure 8, which we devel­
oped, compare the applicable estimates for the 
1-percent-chance flood obtained by using the TR-55 
Charts (procedure 7) and the TR-55 Graph (procedure 
8) for (a) the total analysis, (b) the procedure 
when applied correctly, and (c) the various incor­
rect applications identified by the Work Group. 
Surprisingly, procedure performance is not signifi­
cantly different for the three different groups. 

The other rain-runoff procedures, Reich, TR-20, 
and HEC-1, were not checked for computational errors. 

As shown by the analyses in Figures 9-11, the 
performance of the rational and two TR-55 procedures 
varied somewhat with experience. The overall per­
formance of the best-performing experience groups, 
however, was still relatively poor when compared 
with the USGS State Equations (procedure 1) and 
Index Flood methods (procedure 5) (Figure 1) . 

Because of the judgments involved in applying the 
rain-runoff procedures, it would be expected that 
the tester's familiarity with a procedure and knowl­
adg~ of tha ragicn and whether or not a field visit 
was made would have an impact on flow-frequency es­
timates. The same method was used to evaluate the 
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impacts of these factors on the results obtained 
with the rational formula and the two TR-55 proce­
dures as was used for the USGS State Equations. The 
results are shown in Figures 12-14. Comparisons 
within each case, between cases, and with the total 
analysis show no dramatic change in overall proce­
dure performance between the proficient testers and 
other groups. It is concluded that the flood­
frequency estimates made with these procedures under 
the pilot test conditions were not significantly 
improved by knowledge of the region or familiarity 
with the procedure. The effect of a field visit on 
procedure performance was not evaluated because so 
few testers made such a visit. 

Because the samples are small, the above compari­
sons were made by using all tester applications of 
these rain-runoff procedures. This included appli­
cations of the rational formula and the TR-55 Graph 
on watersheds outside the intended range of applica­
bility and applications identified as incorrect. 
The following comparisons and reasoning supported 
use of all of the data. The same comparisons were 
made by using only those watersheds within the in­
tended range of applicability of the rational for­
mula and the TR-55 Graph. No difference was found. 
The relation betwe .. n 1:4'!,.tPr lcnnwl '"'l<J".' nf th".' 'l'P.-55 

procedures and their correct application as identi­
fied by the Work Group was examined. It showed that 
the percentage of correct and incorrect applications 
was about the same regardless of the tester knowl­
edge of the procedure. As discussed earlier, proce­
dure per-formance was found to be not significantly 
different between procedure applications identified 
as correct or incorrect by the work group. 

It is concluded that, for both the regression and 
rain-runoff procedures, the differences in procedure 

Figure 8. Total analysis versus correct analysis versus incorrect analysis: procedures 7 and 8. 
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figure 9. Tester experience: procedure 6. 

w 
t--
..:{ 
:::!: 
i== 
(/) 
w 
w 
(!) 
..:{ 
(!) I'!! 
:::!: 
0 0 a: 
u. 
z 
0 

~ 
~ 
c 
t--z w 
u 
a: w 
a.. 

-100 
TOTAL <2 

ANALYSIS 

Figure 10. Tester experience: procedure 7. 
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Figure 11. Tester experience: procedure 8. 
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Figure 13. Other tester information: procedure 7. 
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Figure 14. Other tester information: procedure 8. 
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Figure 15. Procedure performance versus parameter variability: USGS State Equations (Illinois). 
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performance identified in the pilot test are not the 
r a:;ult cf data quality affects wnd c.::n be c~pccted 

to occur in practice in the Northwest and Midwest . 

SOURCE OF PERFORMANCE DIFFERENCES 

Having concluded that the differences in procedure 
performance identified by the pilot test are real, 
the next step is to identify what produced these 
differences and to deter mine whether the differences 
could be e~pected to occur in other regions o f t h'? 
country. The difference in performance could result 
from variations in the parameter estimates used to 
make ~ne ~iow determinations , t he sensitiv ity of 
flow determinations to parameter variability, and 
the basic assumptions inherent in procedure formu­
lation. 

Parameter Variability 

The variability in the input parameter estimates 
provided by the testers was examined for all proce­
dures tested except TR-20 (procedure 9) and HEC-1 
(procedure 10). The coefficient of variation (stan­
dard deviation divided by the mean) based on the 
five parameter replicates for each watershed was 
used for parameter comparison. Parameter variabil­
ity was found to vary generally according to the 
skill and judgment needed to estimate the param­
eter. Four parameter groups were identified. These 
were, in order of increasing variability, (a) those 
read directly from a map, graph, or table: (b) those 
measured from a topographic map; (c) those that were 
a combination of other parameters; and (d) those 
that required tester knowledge and judgment. There 
were variations within a group, depending on how 
explicitly a parameter and its determination were 

defined. For instance, variability in drainage area 
determinations, a '.'!ell-known and well-defined param­
eter measured from maps, was as low as some param­
eters read directly from a map, such as rainfall 
intensity for a given duration. 

Adjustment factors were also used in some proce­
dures. Their impact on flow-frequency estimates 
depended on both their variability and whether the 
tester used the adjustment. In the pilot test, it 
was not possible to be sure whether the adjustment 
factors were used i n the solutionsi since t~i s i n­
formation was not specifically requested. Conse­
quently, potential variation in procedure perfor­
mance introduced by the adjustment factor s could not 
be completely defined. Only the variation in the 
parameter itself was known. 

A more complete discussion of the parameter vari­
ability is presented in the Work Group report (.!, 
pp. 122-124 and Appendix 9). For this discussion, 
the question is whether the differences in procedure 
performance identified in the pilot test resulted, 
at least in part, from parameter variability. 

Procedure Performance Compared with 
Parameter Va r i ability 

Figures 15-19 combine, in one graph, the box plots 
of procedure performance--percentage deviation from 
the gage estimate, bias, and reproducibility--and 
parameter variability for five procedures. These 
five procedures were selected because they are fre­
quently used and afford a comparison among different 
types of procedure formulation. The USGS State 
Equations included a number of different equations 
that use a variety of parameters. Illinois was 
selected for the comparisons of Figure 15 because it 
provided the largest sample with common parameters. 

--
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Figure 16. Procedure performance versus parameter variability: Fletcher procedure. 
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Figure 17. Procedure performance versus parameter variability: rational method. 
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The other procedures, Fletcher (Figure 16), rational 
(Figure 17), TR-55 Charts (Figure 18), and TR-55 
Graph (Figure 19) , use the same parameters and ad­
justment factors for all situations. 

It is concluded that, as expected, procedure per­
formance is related to parameter variability. In 
general, the procedures that performed best used 
parameters that could be determined by different 
people relatively consistently. A notable exception 
is the Fletcher procedure (Figure 16) , for which 
parameter variability is low and reproducibility is 
good but bias and overall performance are among the 
poorest of all procedures tested. 

Sensitivity Analysis 

The impact of parameter variability on flow esti­
mates, and thus procedure performance, depends on 
the form of the prediction equation. When the equa­
tion is a product of parameters, there is a direct 
relation between the parameter change and flow 
change, which is a function of the parameter expo­
nent. The percentage change in the flow estimate is 
approximately equal to the product of the percentage 
change in the parameter and its exponent, ragardless 
of the parameter value. In the rational formula all 
exponents are unity; thus, a 10 percent change in 
either C, i, or A will produce a 10 percent change 
in the flow estimate. In the case of the USGS State 
Equations, where the parameters are raised to a 
fractional power--for example, 0.7--a 10 percent 
parameter change will produce about a 7 percent 
change in the flow estimate. 

In some procedures, the peak flow is a complex 
function of several parameters. For example, in the 
TR-55 Charts procedure the peak flow, in cubic feet 
per second per inch of runoff (qp) , is graphically 
defined as a function of the curve number (CN) , 
drainage area (A) , and average watershed slope (S) 
< .~ .. Q). In such cases, there is not a direct relation 
between the parameter change and flow change. The 
percentage change in the flow estimate depends on 
the parameter value as well as the percentage change 
in the parameter. With the TR-55 Charts procedure, 
a 10 percent increase in a curve number of 70 and 80 
on a 1000-acre, moderately sloped watershed produces 
a 19 and 28 percent increase in qp, r espectively. 

Tables 4-8 provide the results of our sensitivity 
analyses, which show the percentage change in the 
1-percent-chance flood for a parameter change of 
±10 percent. For those parameters not directly 
related to peak flow, sensitivity was defined in 
terms of a minimum, average, and maximum. The per­
centage changes in the flow estimate were calculated 
for a ±10 percent change across the range of pa­
rameter values encountered in the pilot test. The 
percentage changes in the flow estimate, both posi­
tive and negative, were then arrayed and the mini­
mum, average, and maximum were selected. 

An indication of the parameter variation en-

Table 4. Sensitivity analysis: USGS State Equations (Illinois). 

25 

countered in the pilot test is also given in Tables 
4-8. The percentage deviation of each parameter 
value from the watershed mean was determined, and 
all positive (increase) and negative (decrease) per­
centage deviations were then arrayed separately. 
The median values are the median of all positive 
percentage deviations and the median of all negative 
percentage deviations for the parameter. The maxi­
mum values are the maximum positive percentage devi­
ation and maximum negative percentage deviation for 
the parameter. The change in the 1-percent-chance 
flood for a parameter change of ±25 percent is 
given in parentheses for those parameters whose 
median deviation in the pilot test was greater than 
±10 percent. 

A comparison of the sensitivity analyses in 
Tables 4-8 with the performance comparisons of Fig­
ures 15-19 helps in understanding variations in pro­
cedure performance. For instance, in the Fletcher 
procedure (Figure 16) the difference in elevation 
parameter showed medium variability (,!, pp. 327-
329). Flow determinations for zone 13, however, are 
not generally sensitive to this parameter (Table 5), 
so reproducibility is relatively good. Another pro­
cedure in which large parameter variability does not 
produce a commensurately poor reproducibility is the 
procedure that uses TR-55 Charts (Figure 18). Aver­
age watershed slope (S) showed high variability (1, 
pp. 324-325) , but the flow determinations are not 
highly sensitive to this parameter (Table 7). Thus, 
the impact of the average watershed slope variabil­
ity on flow determination is diminished. On the 
other hand, small changes in the curve number (CN), 
a consistently determined parameter (.!,, pp. 340) , 
produce relatively large changes in flow estimates. 

It is concluded that the differences in procedure 
performance observed in the pilot test result, at 
least in part, from the interrelation between param­
eter variability and the formulation of the predic­
tion equation. 

Assumptions 

The regression-based procedures use statistical es­
timating procedures to relate flood peaks of se­
lected frequencies directly to watershed and cli­
matic variables. The rain-runoff procedures model 
the rain-runoff process in order to estimate a flood 
peak of a selected frequency. The pilot test re­
sults, as they relate to these two approaches, are 
discussed separately. 

Regression-Based Procedures 

The regression-based procedures are prediction equa­
tions calibrated to flood-frequency determinations 
at gaged locations by using statistical estimating 
procedures. Consequently, if the statistical esti­
mating procedures are appropriately used and the 
parameters are well-defined, the resulting equations 

Parameter Variation Encountered in Pilot Test• (%) 

Parameter 

Area (A) 
Main channel slope (S) 
Rainfall intensity index (I) 
Regional factor (AF) 

Change in Q0.Dl (%) 

I 0% Increase 
in Parameter 

7.5 
5.0 (l 2.7)b 

36.0 
10.0 

Note: Oo.01 ~ I S2A 0.762 SO.SIS (I - 2.S)0.386 AF. 

I 0% Decrease 
in Parameter 

-7.7 
-5.3 (-13.8)b 

-40.0 
-10.0 

Median 

Decrease 

-1 
-15 

-0.4 
0 

Increase 

2 
8 
0.5 
0 

Maximum 

Decrease 

-44 
-89 
-3 
-5 

8 Deviation from watershed mean. bPerccntage change in 1-pcrcent-chance discharge for ±25 percent change in parameter. 

Increase 

48 
75 

3 
21 
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would be expected to produce accurate and repro­
ducible estimates within the range of data used in 
the calibration. 

The difference in accuracy between the USGS State 

Equations and the Fletcher procedure provides one of 
the most useful insights afforded by the pilot 
test. Both are regression-based procedures. The 
standard error of estimate for the Fletcher proce-

Table 5. Sensitivity analysis: Fletcher procedure. 

Parameter Variation Encountered in Pilot Test" (%) 
Change in Oo.01 (%) 

Median Maximum 
l 0% Increase I 0% Decrease 

Parameter in Parameter in Parameter Decrease Increase Decrease Increase 

Area (A) 6.8 -7.0 -1 2 -43 48 
Iso· Erodent factor ( R) 9.0 -9.0 -1 I -15 51 
Difference in elevation (DH) 0.1 (0.2)b -0.I (0.3)b -10 6 -96 47 
Storage correction multiplier 10.0 -10.0 
(Sc) 

Storage (S) -I.I I.I 0 0 0 53 

Note: Oo.01 = t.64 iiA:n9, iio.10 = 6.18 ll SA0.666 94 R0.874 34 DHo.010 23 Sc, and Sc= f(S). 

8 Deviation from watershed mean. bPercentage change in 1-percent-chance discharge for ±25 percent change in parameter, 

Table 6. Sensitivity analysis: rational method. 

Parameter Variation Encountered in Pilot Test" (%) 
Change in Q0 .oi (%) 

Median Maximum 
I 0% Increase I 0% Decrease 

Parameter in Parameter in Parameter Decrease Increase Decrease Increase 

Runoff coefficient (C) 10 (25)b -10 (-25)b -13 13 -53 41 
Area (A) 10 -10 
100-year rainfail intensity (i) IO (25)b -10 (-25)b 

-1 I -38 49 
-22 23 - 84 170 

Time of concentration (Tc) 
(-15)b (23)b Min -6 7 

Avg -7 (-I 7)b 9 (26)b 
Max -8 (-18)b 10 (29)b 

-46 16 -97 277 

Length (L) 
Min -3 5 
Avg -6 7 
Max -8 8 

Slope (S) 
Min 2 -2 
Avg 3 -3 
Max 4 -5 

Notes: Q = CiA, i = f(Tc), and Tc= 0.000 13L O.?? S-O.JSS 
Min, uvg, and max refer to minimum, average, and maximum percentage changes in 1-percent-chance flood across range of parameter 

values encountered in pilot test. 

a Deviation from watershed mean. bPercentage change in 1-percent-chance discharge for ±25 percent change in parameter. 

Table 7. Sensitivity analysis: TR-65 Charts. 

Parameter Variation Encountered in Pilot Test3 (%) 
Change in Oo.01 (%) 

Median Maximum 
1 0% Increase 10% Decrease 

Parameter in Parameter in Parameter Decrease Increase Decrease Increase 

24·h storm rainfall (P2411) 
Min 15 -10 
Avg 25 -20 -I -23 7 
Max 80 -40 

Curve number (CN) 
Min 20 -25 
Avg so -40 -4 4 -18 10 
Max 95 -75 

Area (A) 
Min 5 -6 
Avg 6 -7 -3 2 -38 49 
Max 8 -8 

Average watershed slope (S) 
(4)b (-6)b Min 2 -2 

Avg 3 (8)b -4 (-lO)b -28 25 -100 242 
Max 4 (9)b -5 (-12)b 

Notes: q = Qp · Q ·SF· adjustment fa Olo ... , Qp = f(P2411, CN, A, S) (Figure D·2), Q = f(P2411' CN) (Table 2-1), and SF= f(S) (Table E·l). 
Adjustment factors include po nd ing and swampy area factor (Table E2, E3, or E4) and watershed shape factor. 

Min, avg, and max refer to minimum, average, and maximum percentage changes in 1-percent-chance flood across range of parameters encoun­
tered in pilot test. 

aDeviation from watershed mean. bPercentage change in 1-percent-chance discharge for ±25 percent change in parameter. 
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Tabla 8. Serllitivity analysis: TR-65 Graph. 

Parameter Variations Encountered in Pilot Test• (%) 
Change in Oo.ot (%) 

Median Maximum 
10% Increase 10% Decrease 

Parameter in Parameter in Parameter Decrease Increase Decrease Increase 

Area (A) JO - 10 -2 -38 48 
24-h storm rainfall (P2411) 

Min 15 -10 
Avg 25 -20 -2 2 -43 15 
Max 80 -40 

Olrve number (CN) 
Min 12 -12 
Avg 30 -30 -3 4 -19 22 
Max 75 -60 

nme of concentration (tel 
(-8)b (l l)b Min -3 4 

Avg -6 (-14)b 7 (19)b 
Max -8 (-16)b 8 (14)b 

-48 51 -90 226 

Travel length (L) 
Min -3 4 
Avg -6 7 
Max -8 8 

Average flow velocity (Y8 vg) 
4 -4 Min 

Avg 6 -7 
Max 7 -8 

Watercourse slope (S) 
Min 2 -3 
Avg 3 -4 
Max 4 -5 

Notes: q = Qp . A . Q; Qp = f(P2q1J, CN, tel (Figure S-2) ; te = L/ V.,1, whe<e Yavg = f(S) ( Figure 3-l): and Q = f(P2411 • CN) (T• ble 2-1) . 
Min, avg, and max refer 10 minimum, avenge, and maximum pcrc.t-ntage chans e:s fn J ·percenr-ehance flood across ra.n_s,o or parameter values 

encountered in pilot tMt. 

8 Deviation from watershed mean. bPercentage change Jn 1-percent-chance discharge for ±25 percent change in parameter. 

Table 9. Formulations of USGS State Equations and 
Fletcher procedure. Item 

Hood-frequency analysis 

USGS State Equations Fletcher Procedure 

Annual peak flow record length (years) 
Last data year 

Log-Pearson Type III 
;;. 6 
1971-1975 
Natural-flow streams 
Regression analysis 
1-12/state 
149-450/state• 
37-152 

Four-parameter polynomial 
;;. 20 
1968 

Stream condition 
Equation formulation 
Hydrologic zones 

Natural-flow streams 
Regression analysis 

Number of gaging stations 
24 nationwide and Puerto Rico 
500 nationwide and Puerto Rico 
20 Avg gage density per zone 

Standard error of estimate (%) 9-150 15-42 

8 Includes synthetic estimates in one state developed from rainfall-runoff model. 

dure is equal to or less than that for the USGS 
State Equations in most locations. The major dif­
ferences are (a) the gage density used in the formu­
lation, (b) the delineation of hydrologic zones, and 
(c) the method of defining flood probabilities from 
the gage records. 

Table 9 provides a comparison of the formulations 
of the USGS State Equations and the Fletcher proce­
dure <l, Appendix 1). It is concluded that differ­
ences in gage density and the delineation of hydro­
logic zones are the most important factors in the 
difference in procedure performance. The Fletcher 
procedure divides the nation into 24 large zones 
with about 20 gages/zone, whereas the USGS State 
Equations have several zones in most states and at 
least 37 gages/zone. 

The flood-frequency estimate used to calibrate 
the Fletcher procedure was different from both that 
used to calibrate the USGS State Equations or Index 
Flood methods and that used by the work Group to 
evaluate procedure performance. The Work Group 
analyses showed that conclusions about procedure 
performance were not altered by definition of the 
gage estimate over a fairly wide range of values Cl, 
p. 111). This, however, is not the same as evalu­
ating the effects on procedure performance of vary­
ing the gage estimate used to calibrate the proce-

dure. Fletcher used a curve-fitting procedure that 
should not vary markedly from the log-Pearson proce­
dure used by the USGS at low frequencies. The 
Fletcher procedure performed the same at all fre­
quencies. Therefore, it is concluded that the fit­
ting procedure had 1i ttle effect on the performance 
of the Fletcher procedure. 

Regression-based procedures perform relatively 
well, given an adequate data base. The pilot test 
data illustrate this point, but it is not possible 
to relate prediction accuracy to size of data base. 
Gage density criteria would depend on the range of 
conditions over which the equations would apply, the 
homogeneity of the zone, and the quality of the data 
used to develop the equations. The comparison be­
tween the standard error of estimate of the Fletcher 
procedure and USGS State Equations and their perfor­
mance in the pilot test highlights the importance of 
understanding the difference between standard error 
of estimate and standard error of prediction. 

Rain-Runoff Procedures 

The assumptions inherent in the rain-runoff proce­
dures tested are that (a) the translation of rain­
fall to precipitation excess is correctly modeled, 
(b) the precipitation excess is correctly translated 
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into a discharge hydrograph, and (c) the computed 
peak discharge frequency is equal to the rain or 
storm frequency used in the computation. 

It would be expected that flood-frequency esti­
mates made by using the rain-runoff approach would 
increase in accuracy with increased accuracy of the 
watershed and climate modeling. The pilot test did 
not address this issue. The most sophisticated 
rain-runoff procedures are those in categories 7 and 
8, which were not tested. The watershed models of 
procedures in these categories are normally cali­
brated to site data. The assumption of rain or 
storm frequency equaling flood frequency is removed 
by calculating a flood-frequency curve at the site, 
using observed or simulated storm rainfall to com­
pute a record of maximum annual flood peaks. All of 
the rain-runoff procedures tested were empirical 
equations or single-storm~event procedures that used 
broadly based regional relations to define the 
watershed model and rain-runoff process. The ef­
fects of improvement in watershed modeling could 
have been compared if the watershed models in the 
TR-20 and HEC-1 procedures had been calibrated to 
site data. 

The effect of the increasing sophistication of 
watershed modeling is partly addressed by comparing 

-- • .I -. _ .. ~- __ .__ IL..\ L1... - _ .... e'r' 
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Charts, TR-55 Graph, and Reich procedures; and (c) 
the TR-20 and HEC-1 procedures. In effect, model 
sophistication increases from the rational to the 
more complex modeling procedures of TR-20 and 
HEC-1. Performance, however, did not change mark­
edly, as shown by Figures 1-3. Thus, in our j udg­
ment, the use of more complex models to simply esti­
mate peak flow frequencies is not warranted unless 
the accuracy achieved exceeds that of the other pro­
cedures tested when the watershed models are cali­
brated to site or regional data. 

The question of whether a computed flow frequency 
is equal to the rain or storm frequency used in the 
computation is not new. It is an interesting issue 
that has attracted the attention of hydrologists for 
some time. One recent paper on this subject (23) 
concluded that a flood peak of a given frequency can 
be predicted from rainfall of the same frequency 
only if the correct antecedent moisture is used in 
calculating the runoff. One simple technique that 
can be used to evaluate the assumption is to compute 
a unit hydrograph based on gage records and use it 
to translate runoff from a storm of a given fre­
quency into a flood hydrograph. The flood peaks for 
storms of selected frequency can be compared with 
the flood peak frequency curve determined from the 
gage record. This approach, in effect, separates 
the watershed modeling and storm assumptions of the 
category 6 procedures. We have tried this approach 
on a limited number of watersheds and found that the 
frequency curves computed from the storm rainfall 
and the gage record did not match. It is therefore 
concluded that the assumption that the computed peak 
discharge frequency equaled the rain or storm fre­
quency used in the computation probably accounted, 
in part, for the poor performance of the rain-runoff 
procedures. 

All rain-runoff procedures tested depended on 
broadly based regional relations to define the 
watershed response function. None had been devel­
oped by using all available data in a well-defined 
hydrologic region and the statistical techniques 
that are used in the regression-based procedures. 
It is concluded that parameter variability and sen­
sitivity were so great that they overshadowed any 
potential accuracy of the rain-runoff approach to 
provide reliable estimates of peak flow frequen­
cies. It would be interesting to see whether a 
rain-runoff estimating procedure based on a well-
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calibrated watershed response function that in turn 
was related to flood frequencies by using an appro­
priate climatic variable would perform better than 
the present regression-based procedures. 

The rain-runoff procedures that were tested did 
not perform well, as shown by Figures 1-3. It is 
not possible to determine from the pilot test re­
sults how much wa·S due to parameter variability and 
sensitivity and how much was due to the assumptions 
inherent in the procedures. The accuracy of the 
more sophisticated models of categories 7 and 8 and 
the TR-20 and HEC-1 procedures when calibrated to 
site data was not determined. All of these more 
sophisticated procedures (in ·most applications) re­
quire some gage data for calibration and consider­
able effort in application, as shown by Figure 4. 
Even if these procedures proved more accurate, their 
use would be restricted to those situations where 
the extra effort was warranted, such as where 
greater accuracy was desirable or modeling was 
needed to evaluate watershed changes or to design 
structures. 

REGIONAL DIFFERENCES 

An important remaining question is whether the dif-
,r_ -- - -- - - - J -- - - - - - - - ~ - - - - - .. - • .. • • ... • ... • • • 
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pilot test reflect inherent differences that can be 
anticipated in the Tennessee Valley region or else­
where in the nation. The pilot test showed only a 
slight tendency toward regional differences in two 
widely different regions. the Northwest and Midwest 
(,!, Figures VIII-16 and VIII-17, pp. 106 and 107). 
The conclusions about procedure performance did not 
vary between the two regions (1, p. 105). This sug­
gests that the conclusions are applicable to other 
regions. In addition, all of the procedures are 
calibrated to a particular region. The regression 
procedures are developed for specific hydrologic 
zones. The rain-runoff procedures use regional 
rainfall or storm data and, in the case of the TR-55 
procedures, watershed soils and cover data. 

It is concluded that the differences in perfor­
mance result from procedure formulation. Thus, 
these same differences can be expected wherever the 
gage density for the regression-based procedure 
exceeds that used in the Fletcher formulation and 
approaches that used in the USGS State Equations. 

The senior author has been making peak flow fre­
quency estimates in the Tennessee Valley region for 
more than 25 years. During this time, a variety of 
procedures have been tried, including those in the 
pilot test applicable to the region except TR-20 and 
HEC-1. Although extensive formal comparisons were 
not made, the pilot test results are compatible with 
the author's experience and the many informal com­
parisons that have bP.P.n madP.. 

SUMMARY AND CONCLUSIONS 

The objective of this study was to determine what 
are likely to be the most accurate and consistent 
procedures for determining peak flood-flow frequen­
cies for ungaged watersheds in the Tennessee Valley 
region. This study was based on information devel­
oped during a pilot test conducted by the Work Group 
of the Hydrology Committee of the Water Resources 
Council. The pilot test is currently the most com­
prehensive and objective examination available of 
the performance of commonly used procedures for es­
timating peak flow frequencies at ungaged loca­
tions. Test results showed that there were signifi­
cant differences in performance when procedures were 
evaluated by using the criteria of accuracy, repro­
ducibility, and practicality. Although the pilot 
test evaluation was limitea to the Midwest and 

--
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Northwest, it is concluded that the observed dif­
ferences in performance result from fundamental dif­
ferences in procedure formulation that can be ex­
pected to occur in the Tennessee Valley and in other 
regions as well. 

The USGS State Equations and Index Flood methods 
were found to be the most accurate and reproducible 
procedures evaluated. These are regression-based 
procedures in which prediction equations are cali­
brated to flood-frequency determinations at gaged 
locations by using statistical estimating proce­
dures. The most obvious reason for this superior 
performance is in the definition of the parameters 
and the formulation of the prediction equation. The 
procedures that performed best (a) used parameters 
that were well-defined and could be consistently 
determined, (b) were formulated so that the flood­
f requency estimates were not sensitive to parameter 
variations, and (c) were calibrated to a large num­
ber of gage records in a relatively small, well­
defined hydrologic region. 

Based on the conclusions of this paper, the fol­
lowing criteria are recommended for evaluating an 
existing procedure or developing an improved proce­
dure for use in a particular region: 

1. The procedures (prediction equations) should 
be developed by using statistical regression and 
have low standard errors of estimate. They should 
be calibrated to flood-frequency estimates at gaged 
locations made by using procedures recommended by 
the Water Resources Council. This process should be 
followed for any category of procedure--regression 
or rain-runoff. 

2. Although it is not possible to define an ac­
ceptable gage density from the available data, it is 
clear that equations should be developed for well­
defined hydrologic zones with a gage density on the 
same order of magnitude as the USGS State Equa­
tions. Specific gage density criteria would depend 
on the range of conditions over which the equations 
would apply, the homogeneity within the zone, and 
the quality of the data used to develop the equa­
tions. 

3. The parameters used in the prediction equa­
tions need to be uniquely defined and consistently 
measurable. Factors that require user judgments 
that cannot be consistently applied by a variety of 
users should be avoided. 

4. Unless complex watershed modeling can be 
shown to improve accuracy, an application time of 
about 3 h should be sufficient when the objective is 
simply to estimate the peak discharge of a given 
frequency at a particular location. 

The following additional comments and recommenda­
tions are offered: 

1. Because of the effort involved, the use of 
the more complex single-storm-event watershed model­
ing procedures needs to be justified by special 
study requirements. 

2. The accuracy of the complex watershed model­
ing procedures when the watershed model has been 
calibrated to site data needs to be evaluated. 

3. Procedures in categories 7 and B should be 
tested as recommended by the Work Group. These are 
the most sophisticated of the rain-runoff proce­
dures, and their potential accuracy needs to be de­
fined. 

4. It would be interesting to evaluate rain­
runoff procedures that have been developed by a two­
step process involving the calibration of watershed 
models to regional gage data, which, in turn, are 
calibrated to observed frequency curves by using 
climatic parameters. 
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5. Improved procedures are needed. Even with 
the best-performing procedures, only about 50 per­
cent of the estimates were within ±25 percent of 
the gage estimate. 

6. The full test recommended by the work Group 
(1, Chapter IX) is needed to provide an authorita­
tive basis for procedure selection for a national 
guide. The benefits of such testing and the result­
ing guide would exceed the testing costs by a con­
siderable margin. 

None of these conclusions, conunents, or recom­
mendations appear to be particularly startling. It 
is believed that a thorough literature search would 
identify papers supporting most of them. What is 
different is that, for the first time, there has 
been relatively extensive, although limited, testing 
of procedure performance under conditions approach­
ing those encountered in practice. This permits a 
more objective comparison and evaluation of pro­
cedure performance. 
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Magnitude and Frequency of Urban Floods 1n 

the United States 

V.B. SAUER, W.O. THOMAS, JR., V.A. STRICKER, AND K.V. WILSON 

A nationwide study of flood magnitude and frequency in urban areas was mada 
for the purpose of reviewing available literature, compiling an urban flood data 
bue, and developing methods of Htimating urban flood-flow characteri•tiC1 in 
ungaged areas. The literature review contains synopses of 128 recent publica· 
tions related to urban flood flow. A data base of 269 gaged basins in 56 cities 
and 31 states, including Hawaii, contains a wide variety of topographic and 
dimatic characteristics, land use variables, indices of urbanization, and flood­
frequency estimates. Regression equations were developed that provided un­
biased estimates of urban flood discharges for ungaged sites for recurrence in· 
tervals of 2, 5, 10, 25, 50, 100, and 500 years. Of primary importance in these 
equations is an independent estimate of the equivalent rural discharge for the 
ungaged basin. The equations essentially adjust the equivalent rural discharge 
to an urban condition. The primary adjustment factor, or index of urbanize· 
tion, is the basin development factor. This factor is a measure of the extent of 
development of the drainage system in the basin and includes evaluations of 
storm drains (sewers), channel improvements, and curb-and-gutter streets. It 
offers a simple and effective way of accounting for drainage development and 
runoff response in urban areas. Other parameters in the equations include size 
of drainage area, channel slope, rainfall intensity, lake and reservoir storage, im­
pervious area, and basin lag time. 

With urban growth and development, there is an ever­
increasing need for flood information and estimating 
techniques for use in areas where little or no data 
exist. In 1978, the Federal Highway Administration 

(FHWA) provided funds to the U.S. Geological Survey 
to make a nationwide study of urban flood fre­
quency. The purposes of the study are to (a) review 
literature on urban flood studies; (b) compile a 
nationwide data base of flood-frequency character­
istics, topographic and climatic characteristics, 
land use variables, and indices of urbanization for 
as many urbanized watersheds as possible; and (c) 
analyze the data for the purpose of defining esti­
mating techniques that can be used in ungaged urban 
areas. This paper briefly describes the results of 
the study. A more detailed description of the study 
is provided elsewhere (.!_) • 

LITERATURE REVIEW 

The first phase of the study was to search the 
available literature and compile a bibliography of 
reports that describe urban runoff, primarily those 
reports that relate to the magnitude and frequency 
of peak discharge. Shortly after the start of this 
review, it was learned that a similar literature 
review was being done by the Agricultural Research 

--
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Figure 1. Metropolitan areas induded in study of nationwide urban flood frequency. 

HAWAII 

Service (ARS) of the U.S. Department of Agriculture: 
thereafter, the Geological Survey and ARS worked 
together and combined their reviews into a joint 
publication. The published report (~) contains syn­
opses of 128 recent publications for urban flood­
flow frequency. 

DATA BASE 

The second phase of the study was the compilation of 
a comprehensive data base for drainage basins af­
fected by urbanization. Information obtained from 
the district offices of the Geological Survey re­
vealed that almost 600 urbanized watersheds with at 
least three years of runoff data were available na­
tionwide. Sites were selected for this study ac­
cording to the following criteria: 

1. The watersheds had to have at least 15 per­
cent of their drainage area covered with commercial, 
industrial, or residential development. 

2. Reliable flood-frequency data had to be 
available for the watershed. These could be based 
on actual peak flow records, if records were avail­
able for 10 or more years, or on synthesized data, 
if such data were based on a rainfall-runoff model 
specifically calibrated by using actual flood and 
rainfall data for that basin. 

3. The period of actual flood data, or the pe­
riod of calibration for synthesized data, was a pe­
riod of relatively constant urbanization. This was 
the most difficult criterion to meet, and in some 
cases only part of a long record could be used. As 
a general guideline, "relatively constant urbaniza­
tion" was defined as a change in development of less 
than 50 percent during the period of record. 

An appraisal of all available watersheds resulted 
in a final list of 269 watersheds that met the se­
lection criteria. These watersheds represent a 
broad spectrum of hydrologic conditions and metro­
politan areas, from the East Coast to the West Coast 

SCALE 

100 300 

200 
MILES 

400 

f<IAMTFORD (2) 
ROCKLAND COUNTY (1) 

N E W YORK (1) 
NEWARK (4) 
TRENTON (1) 
PH ILADELPHIA (7) 
WILMINGTON ( l) 
HAR RISBURG (1) 
BALTIMORE (4) 
WASHINGTON 

(l 2) 

and Hawaii. Watersheds are included for 31 states 
and 56 cities or metropolitan areas. Figure 1 shows 
the geographic distribution of the metropolitan 
areas. 

The data compiled for each urban watershed in­
clude a comprehensive list of topographic and cli­
matic variables, land use variables, indices of 
urbanization, and flood-frequency estimates. The 
data base is not provided in this paper due to space 
limitations, but a major part of the data base is 
presented in the report by Sauer, Thomas, Stricker, 
and Wilson (!_) • 

Several parameters were evaluated for each basin 
in an attempt to measure the degree to which a basin 
has been urbanized. Among the parameters evaluated 
are the percentage of the basin occupied by impervi­
ous surfaces, population and population density de­
termined from U.S. Bureau of the Census data for 
1970, and the basin response time or lag time. 

The most significant index of urbanization was a 
basin development factor (BDF) that provides a mea­
sure of the efficiency of the drainage system. This 
parameter, which proved to be highly significant in 
the regression equations, can be easily determined 
from drainage maps and field inspections of the 
drainage basin. The basin is first subdivided into 
thirds and within each third four aspects of the 
drainage system are evaluated and assigned a code. 
The four aspects are (a) channel improvements, (b) 
channel linings, (c) storm drains or sewers, and (d) 
curb-and-gutter streets. The code is assigned one 
if the aspect is present in at least 50 percent of 
that third of the basin and zer.o if it is present in 
less than 50 percent. The maximum value of BDF for 
a fully developed drainage system would be 12. 
Guidelines for determining the various drainage sys­
tem codes are described more fully by Sauer, Thomas, 
Stricker, and Wilson (!_). 

Two primary sets of flood-frequency estimates, in 
cubic feet per second, for selected recurrence in­
tervals, were defined for each station. One set 
represents an estimated flood-frequency relation for 
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Table 1. Regression equations. 

Standard Error of Regression 

Type Equation R2 Log Units Avg(%) 

Seven parameter UQ2 = 2.35Ao.41sL0·17 (Rl2 + 3)2·04(ST + 8)-0·65 (13 -BDF)-0·32 1A0·15 RQ2o.47 

UQ5 = 2.70A 0·35SL 0·16 (RI2 + 3)1.86 (ST + 8r0·59 (13 - BDFr0·31 IA O.ll RQ50.S4 

UQlO = 2.99A0·32 sL0·15(RI2 + 3)1·75 (ST + 8r0·57 (13 -BDFr0·301A0·09 RQlo0·58 

UQ25 = 2.78A 0·31 SL0·15 (RI2 + 3)t.76(ST + 8)-0·55 (13 - BDF)-0·29 JA o.o7 RQ25°·60 

UQ50 = 2.67 A Q.2
9SL 0·15 (RI2 + 3)1.74(ST + 8r0·53(13 - BDFr0·28JA 0·06 RQ50o.62 

UQl 00 = 2.50A0·29 SL 0·15(RI2 + 3)t.76(ST + 8)-0·52 (13 - BDF)-0·28 JA 0·06 RQI00°·63 

UQSOO = 2.27 A 0·29 SL 0 ·16(RI2 + 3)1.86 (ST + sr0 ·54 (13 - BDF)-0 ·27 IA o.osRQ50o0 ·63 

0.93 
0.93 
0.93 
0.93 
0.92 
0.92 
U./V 

0.1630 ±38 
0.1584 ±37 
0.1618 ±38 
0.1705 ±40 
0.1774 ±42 
0.1860 ±44 
0.2071 ±49 

Three parameter UQ2 = 13.2A0·21 (13 - BDF)-0.43RQ2o.73 

UQ5 = I 0.6A 0·17 ( 13 - BDF)-o.39 RQ5°·78 

UQlO = 9.51A0·16 (13 - BDFr0·36 RQI00.79 
UQ25 = 8.68A0·15(13 - BDFr0·34 RQ25o.so 
UQ50 = 8.04A 0·15(13 - BDFr0·32 RQ5o0·81 

UQIOO = 7.70A0·15 (13 -BDFr0·32 RQI000.82 
UQ500 = 7.47 A 0·16(13 - BDFr0·30 RQ50o0·82 

the urbanized basin during a period of constant 
urbanization, and the other represents the estimated 
relation for an equivalent rural basin. Flood-

each study basin were estimated from the applicable 
Geological Survey statewide flood-frequency re­
ports. For each station, peak discharge was esti­
mated for the 2-, S-, 10-, 2S-, SO-, 100-, and 500-
year recurrence intervals by using log-Pearson Type 
III procedures as recommended by the Water Resources 
Council (,1) • 

ESTIMATING PROCEDURES FOR UNGAGED URBAN SITES 

The third phase of the study was to relate urban 
flood maqnitude and frequency to watershed charac­
teristics so that flood magnitude and frequency 
could be estimated for ungaged watersheds. Many 
attempts were made to derive a practical, easy-to­
use method, most of which involved multiple linear 
regression of several dependent and independent var­
iables. This paper describes the more significant 
results. The three sets of estimating equations arP. 
referred to as the seven-parameter, three-parameter, 
and seven-parameter alternative estimating equations. 

Seven-Parameter Estimatinq Equations 

Peak discharges for the 2-, s-, 10-, 2S-, SO-, 100-, 
and SOO-year urban floods were related to seven in­
dependent variables by multiple linear regression 
techniques as shown by the equations given in Table 
1. The significant variables account for the effect 
of basin size (A) , channel slope (SL) , basin rain­
fall (RI2), basin storage (ST), man-made changes to 
the drainage system (BDF) , and impervious surfaces 
(IA). Regional runoff variations are accounted for 
in the equations through the use of the equivalent 
rural peak discharge (RQ). With regard to suita­
bility and accuracy, these equations provide a good 
method for estimating the effects of urban i zation on 
magnitude and frequency of peak discharge. From the 
269 sites available for analysis, SS were omitted 
because of known detention storage, 10 were omitted 
because detention storage effects were uncertain, 
and S were omitted because of missing data. There­
fore, the equations are derived by using 199 sites. 

The most significant variable in each of the 
equations is the equivalent rural discharge (RQ) , 
which provides the key for explaining geographic 
variations of runoff experienced in various parts of 
the United States. Consequently, the equations can 
be used in urban areas throughout the United States 

0.91 0.1797 ±43 
0.92 0.1705 ±40 
0.92 0.1720 ±41 
0.92 0.1802 ±43 
0.91 0.1865 ±44 
0.91 0.1949 ±46 
0.89 0.2170 ±52 

with no expected geographic bias. As noted earlier, 
the equivalent rural discharge is estimated by using 
the applicable Geological Survey statewide flood-

The second most significant variable is the basin 
development factor (BDF). This variable is somewhat 
subjective but seems very effective in explaining 
variations of urban peak discharges. BDF is used on 
a reverse scale ( 13 - BDF) in the equations because 
it was found that this greatly improved the linear­
ity of the equation and reduced the standard error. 

Contributing drainage area (Ai was the third most 
significant variable in all equations. The high 
degree of significance of A implies that a given 
amount of urbanization will affect small basins dif­
ferently than large basins. The other variables, 
slope (SL) , rainfall intensity (RI2) , storage (ST), 
and impervious area (IA) , were all much less signif­
icant than KIJ, tsu~· , and A., but overa.L.L orrered 
enough improvement to warrant inclusion in the equa­
tions. SL is limited to an upper value of 70 ft/ 
mile. For channels with slopes greater than 70 
ft/mile, a value of 70 was used. This limitation 
was found to be effective in reducing the standard 
error of regression and is logical in that very 
steep slopes may not cause significant increases in 
peak discharge. 

Three-Parameter Estimating Equations 

Dropping the least significant variables from the 
seven-parameter equations increases the standard 
error of regression but also greatly reduces the 
amount of data and effort required for application. 
The three-parameter equations given in Table 1, 
which include only the independent variables RQ, 
BDF, and A, can be used to estimate urban peak dis­
charges for ungaged sites. These equations were 
based on the same 199 sites used to derive the 
seven-parameter equations. 

Seven-Parameter Alternative Estimating Equations 

A third set of estimating equations, the seven­
parameter alternative equations, was developed by 
including lag time (LT) as an independent variable. 
The alternative equations differ from the seven­
parameter equations discussed earlier in that LT 
replaces storage (ST) as an independent variable. 
The standard errors of regression for these equa­
tions are less than for the seven-parameter equa­
tions, but this resulted because only 164 sites were 
used for calibration. The reduction in standard 
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error was shown to be a function of the number of 
stations by using the same independent variable as 
in the seven-parameter equations in computing re­
gression equations for the 164 stations. The 
shorter-record crest-stage stations with larger 
time-sampling errors were deleted from the 164 sta­
tion equations, which probably contributed to the 
lower standard error. 

The seven-parameter alternative equations are 
more difficult to apply than the equations in Table 
1 because the variable LT is not easily determined 
and requires access to both rainfall and runoff 
hydrograph data applicable to the basin. The alter­
native equations have not been reproduced for this 
paper but are available in the report by Sauer, 
Thomas, Stricker, and Wilson <.!>. 

Limitations of Significant Variables 

The effective or usable range of basin and climatic 
variables to be used in the estimating equations 
described in this paper is given below: 

Variable Min Max 
A (miles 2 ) 0.2 loO 
SL (ft/mile) 3.0 70 
RI2 (in) 0.2 2.8 
ST (%) 0 11 
BDF 0 12 
IA (%) 3.0 50 
LT (h) 0.2 45 

If values outside these ranges are used, the stan­
dard error may be considerably higher than for sites 
where all variables are within the specified range. 
The maximum value of SL for use in the equations is 
70 ft/mile, although numerous watersheds used in 
this study had SL values up to 500 ft/mile. 

Ef fects of Detent i on Sto rage 

If temporary in-channel storage, or detention stor­
age, is significant, it will tend to reduce peak 
discharges. The estimating equations defined by 
this study were calibrated without including those 
stations known to be affected by temporary detention 
storage and therefore represent conditions rela­
tively free of the effects of detention storage. 
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The reconunended way to determine the effect of de­
tention storage in a specific watershed is through 
the use of reservoir and channel routing techniques, 
which is beyond the scope of this study. 
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Comparison of Prediction Methods for Soil Erosion from 

Highway Construction Sites 

ARTHUR C. MILLER, WILLIAM J. VEON, AND RONALD A. CHADDERTON 

The disturbance of land by construction is almost invariably accompanied by 
sudden, sometimes drastic increases in the potential for soil erosion. The 
amount of sediment eroded and delivered to a stream should be minimized 
within practical economic limits. Prediction methods for soil erosion from 
highway construction sites are compared. All but one of the methods, a new 
rational method, are currently being used to predict soil erosion. The accuracy 
of the methods varied from 55 to 85 percent based on a mean error analysis. 
The best predictive method determined from the data analyzed was a new 
rational method. 

The disturbance of land by construction is almost 
always accompanied by sudden, sometimes drastic in­
creases in soil erosion. Erosion controls should be 
selected through a process of comparing the costs of 
controls at each site with the environmental, eco­
nomic, and other benefits or forgone damages to be 
obtained in the local region. The first step in 
such a process, of course, should be the prediction 
of quantities of material to be eroded. 
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Figure 1. Location of highway con­
struction sites. 
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Engineers must be able to predict the potential 
amount of sediment eroded from construction sites 
before they can intelligently design and implement 
erosion control measures. The intent of this paper 
is to critique and evaluate some of the sediment 
erosion prediction methods currently in use. 

PREDICTING SOIL EROSION 

There are four levels or sophh1tication that can be 
used to determine sediment yield: 

1. Level 1 relations are prediction equations 
developed from regression analysis with average 
parametric values for input variables. The rational 
formula for determining runoff is such an equation, 
and the universal soil loss equation (USLE) for pre­
dicting sediment yield, developed by Wischmeier and 
Smith (.!), is another. 

2. Level 2 relations are similar to those in 
level 1, but thP. methods combine potential erosion 
with a routing procedure (delivery ratio) to predict 
the amount of sediment entering the stream system. 
The delivery ratios are typically developed by using 
regression analysis with measured data. An example 
of level 2 would be the Younkin equation presented 
in a later section of this paper. 

3. Level 3 relations incorporate the unit hydro­
graph theory in hydrology and are appropriately 
called unit-sediment-graph (USG) methods. Many of 
the assumptions in the derivation of the unit hydro­
graph apply to the USG. The advantage of the USG is 
that it can be used in water-quality modeling where 
concentration of sediment is a significant indicator 
of pollution. 

4. Level 4 uses a combination of equations to 
solve the dynamic soil erosion process. Many causal 
factors affect soil erosion. A particle is first 
detached from the surrounding soil by the impact of 
the rainfall energy or by the erosive properties of 
the overland flow. Once the soil particle has been 
detached, it is transported over the construction 
site by rainfall-runoff. The sediment is finally 
delivered to the stream system, where it may or may 
not pose an ecological problem. The methods that 
constitute level 4 all attempt to model analytically 
each of the important steps in the erosion process. 

,~~ 
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\.\. 
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Methods developed by Meyer and Wischmeier (2) and 
Simons and Li (1,) are good examples of this moileling. 

This paper concentrates only on the level 2 rela­
tions. The relations of level 1 are toe simple to 
predict soil loss accuratelyi there are currently 
few or no data available to calibrate the prediction 
equations of levels 3 and 4 adequately, even though 
with combined research these procedures will be more 
usable in the near future and will be inherently 
superior to the level 2 relations described here for 
rP.~RonR in ~n~ition to their dimen9ional con9ietency~ 

ANALYSIS OF EXISTING PREDICTIVE METHODS 

This analysis involves six existing relations for 
estimating consttuction sediment yield and one rela­
tion developed specifically for this study. The 
various equation terms and methods of determination 
are defined only once as each is first introduced in 
the analysis. Although the existing equation fac­
tors and coefficients were supposedly fixed by their 
original authors, modifications were made in some 
cases to achieve better results. When modifications 
were necessary, 80 percent of the total data was 
used in the calibration process, which left 20 per­
cent of the data for testing and calculating the 
resulting relaLiou. 

SITE DESCRIPTIONS 

The U.S. Geological Survey, in cooperation with the 
Pennsylvania Department of Transportation (DOT), has 
collected rainfall, stream-flow, suspended sediment, 
and turbidity data at several Pennsylvania sites 
downstream from highway construction (see Figure 
1). One site, located near Enola in Cumberland 
County, consisted of five small adjacent drainage 
basins. Another site, located near Lightstreet in 
Columbia County, consisted of two subareas. The 
third site, located in the Buttonwood-Liberty area 
of Lycoming and Tioga Counties, consisted of four 
subbasins. All drainage areas were gaged for a min­
imum of 2.5 continuous years. Figure 1 shows the 
locations of the sites and their proximities to the 
larger urban centers of the state (_!). 



Transportation Research Record 896 

Table 1. Comparison of error param· 
Error eters and equation significance terms 

for seven equations considered. Equation Avg 
Error 

No. Name (%) 

la Younkin 510 
2a Scott Run 499 
3a USLE I 638 
4a USLE 2 500 
Sb USLE3 282 
6 USLE4 282 
7 Rational model 119 

DATA DESCRIPTION 

The U. S. Geological Survey provided basic precipita­
tion, stream-flow, sediment, and turbidity data for 
the various study areas. The precipitation informa­
tion was obtained in the form of cumulative rainfall 
amount versus time plots as recorded by graphic ana­
log rain gages. The stream-flow data were obtained 
in the form of water stage versus time plots as 
recorded by continuous strip-chart recorders. Per­
tinent stream-flow rating curves were also available 
so that the water stage values could be transformed 
into discharge values. Finally, plots of suspended 
sediment concentration versus time were obtained. 
The Geological Survey used automatic pendulum sam­
plers to collect the sediment samples during 
storms. Samples were taken at predetermined time 
increments, usually every 15 min, and later they 
were analyzed to determine the sediment concentra­
tions . Between storms, suspended sediment samples 
were collected intermittently by hand with U.S. DH-
48 samplers. In addition to the hydrologic data, 
detailed construction data were incorporated into 
the data base. 

DATA MANAGEMENT 

Hydrologic data for about 25 years for the seven 
study areas (for both control and construction peri­
ods) were processed by the personnel of the Pennsyl­
vania State University Hydrology Laboratory. The 
initial step in collapsing the data to usable form 
was isolating the "good" storm events. (A storm was 
defined, for this study, as the occurrence of at 
least 0.10 in of rainfall with a separation time of 
at least 5 h from any other rainfall event.) The 
events were then ranked according to the quality of 
the respective suspended sediment graphs, and only 
data that were considered consistent were used in 
the analysis (5). 

All of the data were reduced and put on magne.tic 
tape. The digitized information was then trans­
ferred to four sets, one each for precipitation, 
stream-flow, sediment, and construction information 
for each rainfall event. 

EQUATIONS 

Younkin 

Younkin (~) developed the following equation to pre­
dict the suspended sediment loads in streams caused 
specifically by uncontrolled, rainfall-induced ero­
sion from highway construction sites in Pennsylvania: 

(1) 

where 

SYT • total sediment yield (tons), 
Cy equation constant with a value between 

95 Percent-
of-Data Avg 
Error(%) 

219 
166 
132 
193 
98 
98 
74 
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Median Portion of Estimate Significance 
Error in Error by at Least 
(%) I 00 Percent (%) R2 F/F* 

83 33 0.45 51.6/3.00 
91 35 
73 29 0.61 220/3.84 
76 28 0.002 0.27/3.92 
68 25 0.37 33.2/3.07 
68 25 0.37 33.2/3.07 
55 22 0.84 I 56/2.45 

O .129 and 0 .153 for the watersheds Younkin 
studied, 
rainfall-erosion index on a per storm basis, 
area under highway construction (acres), 
average depth of highway cut and fill (yd), 
and 

PL proximity factor. 

Cy reflected the overland transport factors of 
slope gradient and natural gradient and natural 
ground cover as well as the erodibility of the basin 
soils. D was used to express the slope length and 
gradient of the exposed construction area. Rs, 
the rainfall factor, and Ac• the exposed-area 
term, were taken to be measures of the soil detach­
ment phase of soil erosion. Finally, PL repre­
sented the overland transport phase of the erosion 
process. It was defined as the ratio of the surface 
area between the upslope side of the construction 
area and the nearest stream to the total area ex­
posed by construction up to the time of the storm in 
question. 

For this study, Younkin' s equation was modified 
by using regression analysis on the data base previ­
ously described. The parameters that Younkin orig­
inally defined were not changed, but the coeffi­
cients were calibrated to the new data. The result­
ing equation was as follows: 

(l a) 

Equation la, though admittedly much different, was 
found to be statistically better than Equation 1 and 
was used in the comparisons presented in Table 1. 

Scott Run 

Guy, Vice, and Ferguson (7) studied the effects of 
highway construction on th; sediment load carried by 
Scott Run in Fairfax, Virginia . After continued 
analysis, they concluded that the most accurate 
relation between causal factors and measured sus­
pended sediment discharge was 

where 

(2) 

suspended sediment discharge or sediment 
yield (tons) , 

QST mean storm-event sediment transport rate 
(tons/day/acre of highway construction), 

TR duration of storm runoff (days) , and 
Ks 2 mean seasonal erodibility factor. 

Equation 2 was recalibrated by using the new data 
base and the resulting equation became 

(2a) 
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Modified USLE l 

A representative version of Williams' modified USLE 
<!l, assumed to have applicability to highway and 
other types of construction sites, was taken in this 
study to be 

(3) 

where 

a,b coefficients with values of 95 and 0.56, 
respectively, in Williams' study; 

Q volume of direct runoff (acre-ft): 
qp peak flow rate (ft'/s); · 

average soil erodibility factor for the con­
struction site at the time of the storm 
(tons/acre/unit of erosion index); and 

LSc average slope length factor and slope gradi­
ent factor for the construction site at the 
time of the storm (L is the ratio of soil 
loss from a specific field slope length to 
that from a 72.6-ft length for the same 
soil type and percentage slope, and S is 
the ratio of soil loss from a specific 
field gradient to that from a 9 percent 
slope). 

Equation 3 was calibrated for the data. The a and 
b coefficients were evaluated by a simple least­
squares regression analysis that related the depen-

dent variable (SYT/KcLScl to the independent variable 
(Qxqp). A log-log transformation to linearize the 
model was necessary prior to the application of the 
regression routine~ rrhe modified eq1Jatio:o hec~me 

(3a) 

Note that the a coefficient was calibrated to be 
0.10 versus Williams' reported coefficient of 9~. 

The reason for this difference is the site depen­
dency of regression equations. However, the b coef­
ficient does offset the a value, and the difference 
is not as significant as it might appear. 

Modified USLE 2 

Holberger and Truett (_~) adapted the USLE to the 
estimation of sediment yields from construction 
sites. To do this, they empirically fitted factors 
to the equation to account for the effects of inter­
vening terrain between the construction area and the 
point of sediment measurement in a nearby water­
course. One factor was the average distance from 
the foot of the exposed area to the nearest peren­
nial system, and the other parameter was the per­
centage of the drainage basin undergoing construc­
tion. The Hol herger and Tnu">t.t. P']ll"t inn tnnk thP 
following form: 

(4) 

where d, e, and f are constants and Do is a factor, 
considered to be a sediment "loading function" or 
delivery ratio term, that accounts for the effects 
of intervening terrain between the construction area 
and the point of interest in a nearby receptor 
stream. Equation 4 was calibrated for the data to be 

Values of d and e = l and f 
cient of 0.10, were needed. 

Modified USLE 3 

(4a) 

0.13, plus a coeffi-

The USLE 3 and USLE 4 relations are both gross 
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erosion-delivery ratio equations. USLE 3, the u.s. 
Soil Conservation Service version of the original 
USLE applicable to construction areas, is defined as 

A= RKcl.Sc (5) 

where A is the average annual soil loss in tons per 
acre per year and all other parameters are evaluated 
on an annual basis. However, in this study the USLE 
parameters were analyzed on a per storm basis in the 
form 

(Sa) 

and the corresponding estimated construction sedi­
ment yield values for each storm were computed from 
the following equation: 

where DR is the delivery ratio based on the USLE 
equation. 

Modified USLE 4 

Clyde and others (.!.Q.l substituted an erosion control 
fr1C"'!tor (UMl fnr th,:. f"'rn!' ~nit m~n~nPmPnt f~~f-nr~ in 

the origin~l USLE so that they co~ld estimate soil 
loss from highway construction sites. The VM term 
described the effects of all erosion control mea­
sures that could be implemented for the soil surface 
as well as chemical treatments. The parameter did 
not, however, encompass the effects of structures 
such as berms, ditches, or ponds. The equation was 
of the following form: 

(6) 

A relation between the computed delivery ratios 
and appropriate causal factors was needed to define 
the DR term in Equation 5b. Only factors related to 
the construction site were considerell. Ther.efote, 
the hydrologic and physical parameters analyzed with 
respect to prediction of delivery ratios for the 
construction sites were total direct runoff; runoff 
duration; maximum 30-min rainfall intensity; sea­
sonal relative rainfall factor: effective precipita­
tion factor: peak flow rate; Williams' direct runoff 
peak flow rate term (Qxqpl : ave rage stream flow: 
total construction area, cleared and grubbeil area: 
area devoted to earth-moving activities: area de­
voted to final grading: total exposed construction 
area: percentage of area devoted to different con­
struction activities: average depth of cut and fill: 
total overland flow area outside of, but directly 
draining from, the construction site; average slope 
of· overland flow area; average overland flow dis­
tance between the construction site and the receiv­
ing stream: and month of occurrence of the event. 

The various parameters were logarithmically 
transformed so that a linear relation could be ob­
tained via multiple linear regression analysis. The 
most suitable combination of independent causal var­
iables with respect to the dependent delivery ratio 
was given by 

(6a) 

where Ao is the off-site overland flow area in acres. 

Rational Model 

A rational model was constructed in the form of a 
gross-erosion/delivery-ratio relation. The gross­
erosion part of the equation provided a measure of 
the expected total soil detachment and erosion 
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within the highway construction right-of-way with 
reference to the toe of the cut and/or fill slopes. 
The delivery part of the equation provided a measure 
of the portion of the total erosion actually trans­
ported to the stream. The proposed equation took 
the following form: 

where a, b, c, d, and e are constants and 

M rainfall parameter, 
P seasonal parameter, 
U runoff parameter, and 
V proximity patameter. 

(7) 

The soil erodibility term (Kc) , average percentage 

slope cS~) , and slope (~) of the construction area 
and the proximity parameter were not fitted with 
coefficients because each of these factors had only 
three different values since the data were collected 
on only three distinct construction sites. 

The data variation for these variables was not 
considered to be significant. However, the terms 
themselves were considered to be important and nec­
essary in any sediment yield prediction equation and 
were thus incorporated into the dependent variable 
parameter of the proposed least-squares multiple 
regression relation. 

The various factors composing Equation 7 were 
chosen to represent specific effects in the soil 
erosion process. The rainfall parameter is a mea­
sure of the power of a storm to detach soil parti-
cles. The Kc parameter is a measure of the suscepti­
bility of a soi l to detachment and eros i on. The 
(S 1/L 1 ) ratio (topographic factor) is assumed to be a 
measure of the susceptibility of the reshaped high­
way right-of-way slopes to erosion in addition to 
being a measure of the sediment transport capabili­
ties. The exposed construction area is a measure of 
the maximum possible erosion. The seasonal factor 
is a measure of the general variation to be expected 
in meteorological conditions, the seasonal variation 
in soil moisture, and the seasonal variation in 
available runoff. The runoff factor is a measure of 
the transport capabilities of the storm runoff. 
Finally, the proximity factor is assumed to be a 
measure of the effects of the intervening terrain 
between the construction site and the point of sedi­
ment measurement. 

All of the parameters considered in Equation 7 
are rational indicators of the various components of 
the soil erosion/sediment delivery process. The ac­
tual proportionalities of the factors with respect 
to sediment yield, as indicated in the equation, are 
also rational from the standpoint of expected ten­
dencies. That is, higher soil erodibility values, 
s·teeper slope gradients, greater quantities of rain­
fall and runoff in the form of larger values of the 
rainfall and runoff factors, and larger exposed 
areas should all tend to be associated with greater 
quantities of soil erosion and sediment yield. By 
definition and actual derivation, higher soil erodi­
bility values are synonymous with those soils that 
are more susceptible to erosion. Steeper slope 
gradients will act to accelerate the flow of runoff 
water more than flatter slope gradients; and thus, 
besides detachment of soil by raindrop impact, the 
faster-flowing waters will detach or erode addi­
tional soil particles. Greater quantities of rain­
fall and runoff will potentially provide for greater 
detachment and transport of soil particles . Fi­
nally, larger areas of exposed soil should naturally 
tend to allow for larger quantities of sediment 
yield. 
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On the other hand, larger slope lengths should be 
associated with smaller quantities of soil erosion 
and sediment yield. The larger the slope length, 
given the same quantity of runoff and the same slope 
gradient, the greater should be the potential for 
deposition due mainly to the loss of energy (fric­
tion loss) as the runoff water flows down the 
slope. Loss of energy que to friction or turbulence 
or any other means can be translated directly into 
less energy available for keeping soil particles in 
suspension and, consequently, a greater chance for 
deposition. 

The proportionality of the proximity factor with 
respect to sediment yield will vary depending on 
which of the possible proximity terms is con­
sidered. The total overland flow area outside of, 
but directly draining, the construction site (Ao) 
and the average overland flow distance between the 
construction site and the receiving stream (Do) 
should be expected to be inversely proportional to 
sediment yield. That is, larger values of Ao and Do 
should be associated with smaller quantities of sed­
iment yield for the same reason as given above for 
slope length. However, the average slope of the 
off-site overland flow area (So) should be expected 
to be directly proportional to sediment yield in 
that steeper slopes should allow a larger portion of 
the total suspended sediment to reach the stream, 
all other conditions being the same. The purpose of 
the seasonal factor in Equation 7 is to act as an 
adjustment variable (i.e., the parameter is used as 
a fitting coefficient) to account for a portion of 
the variation in the measured sediment yield data 
that the combination of the other factors could not 
otherwise account for. Thus, its relation to sedi­
ment yield, whether it be directly or inversely pro­
portional, should be solely dictated by the way in 
which the factor can best reduce the remaining vari­
ability in the data once the other variables in the 
equation are considered. 

Values for the Equation 7 coefficients (a, b, c, 
d, and e) were determined by a least-squares multi­
ple regression analysis . As indicated previously, the 
Kc, s~. L~ . a nd v fac t o rs were i ncorporated into 
the dependen t variable , which t ook the following 
form (prior to logarithmic transformation): 

DV= [(SYT)(Lb)(V)]/[(Kc)(Sb)J (8) 

with the V variable represented by Ao or Do. The V 
variable was transferred to the denominator of Equa­
tion 8 when it was represented by the So factor. 
The independent variables were, then, the logarith­
mically transformed versions of the AE, M, P, and 
U parameters. 

DISCUSSION OF RESULTS 

As anticipated, the rational model proved to be the 
best or most consistent estimator of sediment yield 
at highway construction sites. The six existing 
techniques for estimating sediment yield were gen­
erally found to be less adaptable to the available 
data. This was most likely due to the necessary use 
of average values in defining the physical parame­
ters associated wi.th the construction sites. Even 
though each of the six existing equations was recal­
ibrated to allow the equation coefficients to adjust 
to the use of the maximum average values, the re­
sults were, overall, less than impressive . 

As mentioned previously, the rational model was 
composed of a combination of factors that repre­
sented the effects of various physical properties 
and hydrologic phenomena with regard to the soil 
erosion process and that together seemed to explain 
the process most reasonably. Each of the other six 
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existing equations was deficient in one or more of 
the parameters considered to be important. The 
Younkin equation was composed of a rainfall factor, 
an affected-area term, a slope parameter, and a 
proximity factor but was missing a runoff term, a 
soil erodibility parameter, a slope length factor, 
and a seasonal term when compared with Equation 7. 
The Younkin Cy coefficient was reported to reflect 
the overland transport factors of slope gradient and 
natural cover as well as the erodibility of the 
basin soils i however, it could also be interpreted 
to reflect the overland transport terms of the slope 
gradient and natural ground cover. The Younkin 
equation is still deficient in three parameters that 
are believed to be significant in explaining the 
soil erosion process. 

The Scott Run equation (Equation 2) was composed 
of a runoff parameter, a time duration factor, an 
affected-area term, and a seasonal factor but was 
deficient in a rainfall parameter, a slope gradient 
term, a slope length factor, a proximity term, and a 
soil erodibility parameter. Although the Scott Run 
seasonal factor was reported to be a seasonal erodi­
bili ty term, it really is not in the strictest sense 
but is a factor that more heavily weighted those 

tities of sediment were measured. 
The modified USLE 1 (Equation 3) was composed of 

a runoff factor, a soil erodibility term, and a 
slope-gradient/slope-length parameter. The relation 
was missing a rainfall factor, an affected-area 
term, a seasonal parameter, and a proximity term. 
Although the runoff factor was reported to have ade­
quately replaced both the rainfall parameters and 
the need for a delivery ratio sediment yield via the 
original USLE, it is considered to be incomplete in 
totally representing the hydro logic aspects of the 
detachment and transport process, The runoff term 
should be interpreted as being representative of the 
major portion of the transport phase and the runoff 
or scour portion of the detachment phase but not 
also representative of the rainfall impact portion 
of the detachment and transport phases. The impact 
of raindrops on the soil surface loosens the upper 
soil particles, making them susceptible to easier 
entrainment by runoff waters at the beginning of the 
storm. Since the soil particles are already loos­
ened, less runoff energy is needed for scour and 
more is available for transport. Once runoff is 
fully established in the form of sheet flow, the 
raindrop impact energy is no longer totally expended 
in loosening soil particles, but some (or all) is 
imparted onto the sheet flow, depending on depth of 
flow and momentum of raindrops, which increases the 
available energy for transport and for scour. Thus, 
it seemed appropriate to consider a separate rain­
fall term that solely represented the rainfall 
energy. 

The modified USLE 2 (Equation 4) was composed of 
a rainfall factor, a soil erodibility term, a slope 
gradient parameter, a slope length factor, a prox­
imity term, and, indirectly, an affected-area pa­
rameter but was deficient in a runoff factor and a 
seasonal term when compared with Equation 7. The 
runoff factor was found to be the most significant 
of all predictor terms, and so exclusion of the 
parameter should and did lead to less-than-accept­
able results. 

USLE 3 and USLE 4 (Equations 5 and 6) were both 
composed of a rainfall factor, a runoff parameter, a 
soil erodibility term, a slope gradient factor, a 
slope length parameter, a proximity factor, and, in­
directly, an a£fected-area term. USLE 4, in addi­
tion, had an erosion control factor that could not 
be evaluated in this study but could become a sig­
nificant factor in future research, reflecting high-
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way right~of-way soil surface condition. Therefore, 
only the seasonal parameter was missing from either 
of the equations when they were compared with Equa­
tion 7. Although the seasonal factor was the least 
significant of the force-fit model terms, its pur­
pose was to act as an adjustment parameter in "fine­
tuning" the equation. Thus, its exclusion, although 
not an overly serious omission, was reflected in the 
predictive power of the equation. 

The rational model equation (Equation 7) not only 
was considered to be the most complete and rational 
of the equations analyzed but also proved to be the 
best relation to use in estimating measured con­
struction sediment yield. Table l gives the various 
error parameters and significance data for each of 
the seven equations analyzed. The superiority of 
Equation 7 can be clearly established in Table l if 
comparison is made among the error parameters and 
the R 2 values. Only in the F/F* category did the 
force-fit model not provide the most significant 
values. Nevertheless, the F and F* values indicated 
that the relation was highly significant at the 95 
percent confidence level. 

CONCLUSIONS 

Six existing equations used by engineers to predict 
soil loss from highway construction sites were com­
pared with a seventh method developed with data 
gathered from three highway construction sites in 
Pennsylvania. The accuracy of all the equations is 
best illustrated in Table l by the average error 
prediction (column 1). The smallest average error 
is 119 percent and the largest is more than 600 per­
cent. How good or bad are these errors? It really 
depends on how the result is intended to be used. 
There is nothing really wrong with the accuracy of 
these equations as long as the user is aware of the 
possible errors and the limits of the methods. In 
time, as additional data are gathered, level 3 and 
level 4 equations will become verified and ii: is 
hoped that they will eventually be implemented in 
most design situations. 
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Drainage Control Through Vegetation and 

Soil Management 

EDWARD J. KENT, SHAWL. YU, AND DAVID C. WYANT 

A procedure is developed that promotes the use of soil infiltration capacity and 
available soil profile storage in the design of highway drainage systems. By con­
sidering a design volume represented by the soil profile storage, the dependence 
on constructed runoff detention basins or other drainage structures can be re­
duced. This design volume is selected as the antecedent available storage in the 
soil that produces the T-year runoff from the T-year design rainfall. Data re­
quirements of the overall methodology are commonly available soils, vegeta­
tion, and climatic parameters. The influence of antecedent moisture on the 
relation between rainfall and runoff frequency was tested by using 5 years of 
daily soil moisture and hourly rainfall and 10 years of hourly runoff data from 
the Calhoun Experimental Forest near Union, South Carolina. Equations that 
estimate the design antecedent moisture and its associated storage for ungaged 
sites are developed. Vegetation and soil management techniques that increase 
the volume of soil profile storage and soil infiltration capacity are reviewed. In 
addition, the Calhoun soil moisture data are fitted to frequency distributions to 
assess the risk involved in using soils-based drainage designs. 

Traditional drainage design is usually based on 
(a) an estimate of peak design storm runoff for a 
given area and (bl man-made facilities that can 
accommodate and transport these peak flows away from 
developed sites. In recent years, however, the 
trend has shifted toward using on-site or source 
control to reduce flow rates leaving developed areas 
and thus prevent increased risk of downstream flood­
ing. This change in philosophy has resulted in part 
from the excessive cost of building detention facil­
ities but mostly from the growing concern over the 
effects of storm runoff downstream. 

Engineers who design urban drainage systems often 
choose to use paved, open drainage channels and curb 
and gutter because of their high efficiency and sta­
bility in transporting runoff. Unfortunately, the 
efficiency that makes paved channels and curb and 
gutter desirable for removing runoff can cause det­
rimental effects downstream, including increased 
potential for flooding, erosion of natural water­
ways, and sediment pollution. Consequently, grassed 
roadside ditches or swales, infiltration pits and 
trenches, and porous pavements have been suggested 
for use in urban drainage design. All of these 
facilities rely on the use of soil infiltration 
capacity and soil profile storage to reduce the vol­
ume of storm runoff. This paper concentrates on the 
development of a methodology that allows the water 
storage capabilities of the soil profile to be ex­
plicitly included in the design of on-site drainage 
systems for handling storm water. 

RAINFALL FREQUENCY VERSUS RUNOFF FREQUENCY 

In the design of facilities for managing storm 
water, it is common practice to assume that the peak 

discharge from some selected design storm has the 
same return period as the rainfall depth in some 
"critical" duration. However, numerous studies of 
watersheds have concluded that the return frequency 
of runoff produced by a given storm is not fixed but 
varies over a wide range and depends on antecedent 
conditions in the catchment <1> . 

The runoff response on natural watersheds is 
highly sensitive to antecedent soil moisture or sur­
rogate measures of wetness, such as five-day ante­
cedent precipitation. This means that the proper 
selection of antecedent moisture is necessary to 
produce the desired T-year design runoff from the 
T-year rainfall. In a study of the density function 
of the difference between gross rainfall and the 
antecedent soil moisture deficit, Beran and Sut­
cliffe (2) concluded that for a given location and 
season the mean soil moisture deficit produces the 
rainfall excess of T-year return period from the 
rainfall of the same return p~riod. 

In critiquing a paper by r.arson and Reich (3), 
Laurenson a<'ldressed t he question, When the design 
storm-loss-rate unit hydrograph method of flood 
estimation is being used, what loss rate should be 
selected to produce equality of rainfall and runoff 
recurrence interval? He suggested that the correct 
value is the median of all values of loss rate that 
have been derived for the catchment. 

CURRENT DESIGN PROCEDURE 

Current drainage design practices can' be summarized 
as follows: 

l. Postdevelopment site conditions, such as 
slope, vegetation, and replacement of disturbed 
soils, are planned and minor attention is given to 
hydrologic impacts. 

2. The runoff hydrograph or peak flow produced 
by some design rainfal l of return f requency Tr is 
calcula t ed. Antecedent soil moisture cond itions are 
arbitrarily set, maybe at saturation, to yield a 
conservative runoff hydrograph of peak-flow estimate. 

3. If no runoff restriction is in force, then 
outlet pipes from the site are sized to carry the 
predicted peak flow CQpl • If restr.ictions are in 
force and they are e xcee.ded by O.p• then a deten­
tion str ucture with a controlled outlet must be 
sized so that Qmax allowed by the restrictions is 
not exceeded. 
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Figure 1. Flowchart of proposed drainage design procedure. 
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PROPOSED APPROACH 

Two major changes in the current drainage design 
procedure are proposed. First, vegetation and soils 
management techniques are to be used to maintain or 
improve postdevelopment opportunity for on-site 
storage of storm water in the natural soil profile. 
This action will reduce postdevelopment runoff vol­
umes and flow rates. Second, the design antecedent 
moisture and its associated storage will be calcu­
lated based on the soils and vegetation of the 
catchment, and they will be the proper moisture to 
produce the T-year flood from the T-year rainfall. 
Figure l shows these modifications in the context of 
the total drainage design procedure. 

The findings of Beran and Sutcliffe (l) and 
others indicate that the seasonal, or perhaps an­
nual, mean value of antecedent moisture should be 
selected to produce a runoff peak with a recurrence 
interval approximately equal to that of the design 
rainfall. The validity of their results was first 
investigated by using data collected for a forested 
watershed in South Carolina. 
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WATERSHED DESCRIPTION AND DATA BASE 

The data used in this study were collected at the 
Calhoun Experimental Forest in South Carolina. A 
detailed description of the project is given by Metz 
and Douglass (_!) • 

One of the catchments studied in the Calhoun 
project, referred to here as catchment 3, was se­
lected for this investigation because data on ante­
cedent soil moisture, peak stream flow, and rainfall 
were all available for it. The catchment had an 
area of 21. 6 acres and was covered wH.h a 20- to 
26-year-old stand of loblolly pine. No soil mois­
ture data were collected on the catchment, but it 
was located within 2 miles of instrumented pine 
plots that had very similar soils, cover, and rain­
fall. Antecedent soil moisture on the catchment was 
therefore assumed to be equal to that recorded for 
the instrumented loblolly pine plot. The daily soil 
moisture record extended from May 1950 through March 
1956. 

Hourly rainfall data were available for the pe­
riod 1950-1961 from rain gages located in the Cal­
houn Exper !mental Forest. Information on the fre­
quency of rainfall for the site was found in a 
technical memorandum of the National Oceanic and 
Atmospl'ler1c Aam1n1strat1on (5) ana was aJ.so aer.er­
mined from 23 years of records for a recording gage 
at nearby Lockhart, South Carolina. 

Instantaneous flow records for runoff from catch­
ment 3 were available for the 10-year period from 
1951 to 1961. 

The antecedent soil moisture values showed a 
strong seasonal trend under all cover conditions at 
the experimental plots. High moisture levels were 
observed in winter, when gentle storms of long dura­
tion are common and evapotranspiration rates are 
low. These are contrasted with summer conditions, 
when convectional storms of short duration and high 
intensity predominate and evapotranspiration rates 
are greatly increased by plant activity and high 
temperatures. Seasonal antecedent moisture histo­
grams for barren, broomsedge, and loblolly pine 
plots are shown in Figure 2. Two seasons were as­
sumed: summer, lasting from May l through October 
14, and winter, from October 15 through April 30 
each year. The histograms also indicate the sea­

sonal mean antecedent moisture (EMCal for each cover 
type. 

Results for barren and broomsedge plots are in­
cluded to show how, within a season, the frequency 
of dry antecedent conditions is increased with the 
increasing evapotranspiration capabilities of the 
cover type. Approximate maximum or potential rates 
of evapotranspiration (ETp) under the three cover 
types sbown in Figure 2 are given below: 

Cover 
Forest 
Grass 
Barren 

ETp (in/day) 
0.20-0.30 
0.15-0.25 
0.10 

ANALYSIS OF RAINFALL VERSUS RUNOFF FREQUENCY 

Rainfall Frequency 

Based on a duration of l h, which corresponds 
closely to the time of concentration of the water­
shed, the rainfall intensities for various recur­
rence intervals were obtained from the work of 
Frederick and others (5). Point rainfall values 
were selected because of- the small size of catchment 
3, 

Stream-Flow Frequency 

The 10-year stream-flow record restricted the fre-
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Figure 2. Seasonal antecedent soil moisture histograms for various cover types at Calhoun Experimental Forest: {a) barren, October 1950 through December 1954; 
(b) broomsedge, Octobar 1950 through April 1955; and {cl loblolly pine, October 1950 through April 1955. 
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Table 1. Rainfall var11.11 runoff frequency relations for catchment 3. 

One-Hour 
Storm Peak F1ow Maximum 
No. Date (ft3 /s) Rain (in) To (years) 

I 12-20-51 4.55 0.40 1.4 
2 3-3-52 8.86 0.50 2.6 
3 3-24-52 3.42 0.20 1.2 
4 2-15-53 3.41 0.30 1.2 
5 2-20-53 2.91 0.40 I.I 
6 1-16-54 8.77 0.80 2.6 
7 3-31-54 3.76 0.10 1.3 
8 2-6-55 4.21 0.35 1.3 
9 4-14-55 5.38 0.25 1.6 

JO 3-16-56 6.60 0 .25 1.9 
II 7-7-52 0.58 2.05 <<1.0 
12 6-19-54 0.04 I.SO <<1.0 
13 7-14-54 0.002 1.60 <<1.0 
14 8-14-55 0.27 1.85 <<1.0 
15 3-29-60 12.52 0.95 4.2 
16 3-30-60 21 :20 1.30 21.0 
17 7-20-59 1.74 I.SO I.I 
18 6-20-60 0.23 1.95 << 1.0 
19 9-21-60 15.80 2.15 3.7 

TR (years) 

<<1.0 
<<1.0 
<<J.0 
<<1.0 
<<1.0 

<1.0 
<<1.0 
<<1.0 
<<1.0 
<<1.0 

3.0 
1.5 
1.4 
2.1 
1.0 
1.2 
1.5 
2.5 
8.0 

TRw (years) 

I.I 
1.2 
J.0 
1.0 
I.I 
3.0 
1.0 
!.() 

1.0 
1.0 

6 
33 
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EMC0 -EMC0 
(in in upper 
66 in) 

-2.62 
1.55 
4.79 

-0.62 
2.68 
1.45 
4.81 
2.38 
0.78 
3.81 

Note: To= annual pc11k rlanoff recurtoncc luh:rval, TR= annual 1-h rain recurrence interval, TRW= winter season J·h rain recu1Tence interval, 
and (EMCa - • 1.Ca) = antecedenf mollture differential. 

quency C1ne1iy~.i~ i.u Lt::::\;u1.1.crn:•.; 

or less. Frequency analyses were performed on the 
annual peaks by using the log-Pearson Type III 
analysis. 

11.nio l ysis 

The objective of the analysis of rainfall versus 
runoff frequency was to compare the recurrence in­
terval of runoff with the recurrence interval of 
rainfall for selected storm events on catchment 3. 
The events initially selected for analysis were 
those that prnilnr.f>d runoff peaks of at least one­
year recurrence interval. Estimates of the peak­
flow frequency for the selected events were based on 
analysis of the annual peaks. 

Data were available on 12 winter storm events 
that met the previously mentioned criteria for the 
peak-flow recurrence interval, and antecedent mois­
ture data were available for 10 of these. The re­
sults for these 12 storms are given in Table l 
(storms 1-10 and 15-16). It is readily apparent 
that each of the rainstorms had recurrence intervals 
less than the floods they produced. In addition, 
the results suggest that using the T-year rainfall 
in drainage design calculations may produce a flood 
peak with a recurrence interval greater than T, 
which would lead to overdesign. 

Because all of these events occurred in the 
winter season, it was decided to select some summer 
event& for analysis. Sl"Vl"n r11infl'tll f>Vents of at 
least one-year recurrence interval were selected. 
The results are given in Table 1 (storms 11-14 and 
17-19). For each of these storms, the assumption of 
equivalence of rainfall and runoff return frequency 
is rejected. This time, each of the rainfall events 
had a recurrence interval greater than that of the 
runoff peak it produced. For example, storm 19, 
with an 8-year recurrence interval, produced a run­
off peak with a recurrence interval of less than 4 
years. 

The lack of equivalence of rainfall and runoff 
peak recurrence interval results from the seasonal 
nature of both rainfall intensity and antecedent 
moisture in catchment 3. 

The occurrence of lower antecedent moisture 
levels in summer than in winter is shown in Figure 
2. The information on rainfall and runoff peak fre­
quency was derived from annual maximums and does not 

intensity or runoff peaks. 
All of the high-runoff events in Table l occurred 

in the winter, as did 9 out of 10 observed annual 
peaks at catchment 3. A check of the stream-flow 
records at a U.S. Geological Survey gaging station 
on nearby Fairforest Creek revealed that 31 of 39 
recorded annual peaks occurred in winter. These 
facts suggest that for catchment 3 the flood fre­
quency based on annual peaks is equivalent to the 
winter season flood frequency. 

In the last column of Table 1 the antecedent 
moisture differential for each storm is expressed as 
the difference between the antecedent moisture 

(EMCa) and the winter season mean (EMCal for a lob­
lolly pine area (19.22 in). 

Given that the peak flows occur in winter, the 
designer needs to know what recurrence interval of 
rainfall will produce the T-year (winter season) 
design runoff. Beran and Sutcliffe (~) found that 
for a given location and season the mean antecedent 
moisture produces equivalence between 'l'o and 
TR. Theic results were teated for catchmenf 3 by 
compu ting the 1-h rainf;al l frequP.ncv for ·the winter 
season. This was accomplished by using 23 winter 
seasons of rainfall recorded at nearby Lockhart. 
The frequency curve for 1-h winter storms (based on 
NOAA data) is shown in Figure 3. 

Winter season recurrence intervals for the winter 
storm events are given in Table 1. There is now a 
close relation between the winter v11l11f>R of Tn and 
the values of T0 • 

The analysis described above seems to verify the 
findings of Beran and Sutcliffe. The difference 
between rainfall and runoff peak recurrence interval 
for the 12 winter storms was reduced through the use 
of seasonal rather than annual frequency analysis. 
The last column of Table 1 indicates that the ante­
cedent moisture did not differ more than 30 percent 
from the seasonal mean of 19.22 in for any of the 12 
winter storms. The mean antecedent moisture appears 
to be a reasonable design assumption for producing 
the T-year runoff from the T-year rainfall, but ad­
ditional storms on other catchments must be analyzed 
to further verify such an assumption. 

Design Implications 

The preceding analysis of rainfall, runoff peaks, 
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figu~a. 3. Rainhll frequency curve for 1 ·h winter season maximum storms at 
Lockart, South Carolina: 1951-1974. 
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and antecedent moisture on catchment 3 may be trans­
lated into the following general procedure for 
drainage design. 

1. Analyze runoff data for the catchment region 
to determine whether runoff peaks occur mostly in 
one season. 

2. Select some design runoff recurrence interval 
T. 

3. If runoff peaks are seasonal, perform a fre­
quency analysis on rainfall data for the season in 
which runoff peaks usually occur. If runoff is not 
seasonal, use frequencies based on annual maximums 
and skip step 4. 

4. Use the results of step 3 to select T-year 
seasonal rainfall for design use. 

5. When a runoff simulation model or a peak es­
timation equation requires an antecedent soil mois­
ture assumption for the design rainfall, use the 
mean seasonal antecedent moisture for the runoff at 
the site in question. If runoff is not seasonal, 
use the mean annual antecedent moisture for design. 

APPLICATION OF FINDINGS TO DRAINAGE DESIGN 

Estima tion of Seasonal Ave rage Antecedent 
Moisture 

Drainage design is often applied to catchments for 
which few or no soil moisture data are avail­
able. If antecedent moisture is to be routinely 
considered in drainage design in such catchments, 
then a technique is needed for estimating seasonal 

values of EMCa. 
The Calhoun Forest has typical Piedmont soils and 

vegetative covers. The antecedent moisture informa­
tion from the plots (Figure 2) is therefore assumed 
to be typical of that for the Piedmont region. The 

seasonal values of EMCa from the various Calhoun 

plots were analyzed to provide estimates of EMCa for 
catchments in the Piedmont region. 

The seasonal value of EMCa for each Calhoun 
Forest plot was normalized for application in Pied-

mont catchments by expressing EMCa as a fraction of 
the field capacity (FIELDC) of the upper 66 in of 
soil on each plot. When a soil is at field capac­
ity, all of its capillary pores are full. Much of 
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this capillary water is available to plants for 
evapotranspiration, so that the fraction of FIELDC 

represented by EMCa/FIELDC for a particular season 
and cover type reflects the soil-drying potential of 
the cover type. 

EMCa is then computed by 

EMC. = C x FIELDC (1) 

where C is a multiplier that depends on cover type 
and season. From the Calhoun soil moisture data and 
the FIELDC as determined by Ramsey (6), values for C 
were obtained for various cover types and seasons in 
the Piedmont region. The C-values ranged from 0. 70 
for lob lolly pine (summer) to 1. 00 for broomsedge 
(winter) • 

This technique has yet to be verified. It should 
yield usable results for deep, well-drained Piedmont 
soils in locations that have a climate similar to 
that at the Calhoun Experimental Forest. 

Available Storage 

In any particular soil, the level of EMCa deter­
mines the volume of empty pore space available to 
store any portion of the design rainfall that infil­
trates. This volume of empty pore space is defined 
here as the antecedent available storage (ASal· 
If EMC a is at the wilting moisture, then the vol­
ume of ASa in the soil profile is at a maximum for 
the soils and vegetative cover at the site. This 
maximum storage volume represents the total storage 
capacity (TSC) of the soil profile. When EMCa is 
at some moisture above the wilting point, ASa can 
be computed as 

AS. = TSC - EMC. (2) 

or 

as3 = tsc - emc3 (3) 

All upper-case terms are expressed in units of 
inches of water contained within a specified depth 
(e.g., the upper 66 in) of soil profile, whereas 
lower-case terms refer to inches of water per inch 
of soil. 

England ( 10) used soil moisture tension and tex­
ture data compiled by Holtan and others <2> to es­
timate the volume of water held in excess of the 
wilting point (15-bar moisture retention) at satura­
tion and at FIELDC for various soil texture 
classes. The volume of moisture held in excess of 
the wilting point will be referred to as Mw for 
units of total inches in the profile or mw for 
units of inches per inch. England's results are 
shown in Figure 4. This figure can be used to ob­
tain estimates for any combination of soil texture 
and level of moisture ffiw· The curves were fitted 
by eye to England's data points. 

The upper curve in Figure 4 represents the driest 
soil condition where available storage is at a maxi­
mum (as = tsc) for all texture classes. The avail­
able storage corresponding to higher levels of mois­
ture is read from the vertical scale by moving 
vertically downward from the wilt line a distance 
equal to mw and using the available storage scale. 

For example, if it is desired to find the avail­
able storage provided by a silt loam with an mw = 
0.20 in/in, Figure 4 is entered at point A. Next, 
to account for the mw of 0. 20 in/in, move verti­
cally downward from point A a distance of 0. 20 in/ 
in, as indicated by the ordinate scale, to point B. 
Finally, to find the corresponding level of avail­
able storage for mw = 0.20 in/in, move horizon-
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Figure 4. Variation in available 
storage at wilting point and field 
capacity as a function of soil texture. 
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tally to point C and read the answer: as = 0.1 in/ 
in~ This value is the aver~g~ for the silt loam 
texture class. Because the wilting point for the 
silt loam ranges from 0.29 to 0.31 in/in, the esti­
mate of available storage may range from 0. 09 to 
0.11 in/in. 

h cct of curveo like thocc in Figure 4 could pro­
vide rapid estimates of TSC when the soil t exture 
and depth are qiven. Such curves could also be used 
to find the average antecedent available storage 

(asa) for design use after emca has been determined 
and the wilting point moisture has been substracted 
to yield ffiw· 

In calculating TSC, EMCar or AS for drainage 
design, the depth of soil profile should be set at 
the rooting depth for the planned vegetative cover. 
This is because plant roots influence both the in­
filtration capacity and permeability during rain 
events and also regulate the antecedent moisture 
frequency, as indicated in Figure 2. Soil layers 
below the rooting depth a re usually near capacity 
and provide insignificant storage during rain events. 

Prediction of Design Rainfall Excess 

The time distribution and magnitude of the design 
rainfall excess can be determined by using a modi­
fied t-index technique. After the design storm 
excess rain hyetograph has been determined, then the 
runoff hydrograph can be calculated. Finally, with 
the design hydrograph known, it is possible to size 
required detention structures if Qp is exceeded as 
it was in Figure 1. 

Figure 5 shows the details of this modified, 
physically based t-index. It traces the series of 
events for a hypothetical 10-year, 6-h rainfall on a 
site. ASa for this hypothetical site is 1 in, and 
typical values have been assigned to other param­
eters. During the initial rain interval (ti), all 
rainfall infiltrates at a rate equal to the rainfall 
rate. During the depression storage interval (ta) , 
the rainfall rate exceeds the infiltration rate 
(fc) and all rainfall is captured in depression 
storage. After ta, all rain in excess of fc 
becomes runoff until, at the end of the soil storage 
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interval, t he soil profile is saturated. Once the 
soil profil" i" full, the rain ci>n ""t"r the soil 
only as fast as percolation and lateral drainage 
occur. 

Rainfall and soil storage data for use in the 
modified t-index approach are the design rainstorm 
and the average antecedent available storage, re­
spectively. Other parameters such as interception 
storage, depression storage, and final infiltration 
rate must be evaluated by field experiments or esti­
mated from the literature based on the soil-water­
plant characteristics of the site. 

SOIL AND VEGETATION MANAGEMENT PRACTICES 

The management of soils and vegetation can maintain 
or improve soil storage capabilities in two ways: 
(a) maintaining high infiltration and percolation 
rates and (b) maintaining a high total storage ca­
pacity. 

Infi.ltration Management 

Practices that maintain a rough, open, stable struc­
ture at the coil aurfacc and a high nonoapilluy 
porosity throughout the profile are the key to high 
infiltration capacities. Roughness refers to the 
microrelief that produces depression storage, 
whereas openness refers to the macroporosity visible 
at the soil surface (8). An open-surface structure 
allows water in while letting air out with very 
little pressure buildup. Structural stability pre­
vents the surface sealing associated with the break­
down of surface aggregates and in-washing of fines. 
High noncapillary porosity permits fast percolation 
through the dominance of gravity drainage. 

The soil surface should be left in a rough and 
uncompacted state as much as possible. A smooth, 
compact surface will not only impede infiltration 
but will also encourage high runoff velocities and 
result in erosion, washout of new vegetation or 
seeds, and the siltation of drainage works. 

In backfilling, the most permeable, arable soil 
should be placed on top. This will ensure obtaining 
the highest infiltration capacities and allow for 



Transportation Research Record 896 45 

Figure 5 . Use of a physically based index to 2. S , ------r------,-------.-------.--------,.-------. 
predict rainfall excess. 
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the establishment of vegetative cover. 

l 

Vegetation should be established as soon as pos­
sible. In addition to traditional erosion control 
and aesthetic value, a good cover shields the sur­
face soil from direct impact of raindrops and thus 
preserves the open, rough surface structure created 
earlier. In addition, plant roots act to bind the 
surface structure and create deep macropores into 
less permeable layers. Plants also act as mulch 
formers, adding organic material to lighten and in­
crease the noncapillary porosity of surface layers. 

Special attention should be given to the mainte­
nance of high infiltration capacities in upland 
areas. These areas have the driest soils, are 
seldom saturated, and can store large volumes of 
storm water. 

Available Storage Management 

At a given site, AS fluctuates daily with the soil 
moisture, which in turn is determined by infiltrated 
rainfall, gravity drainage, and losses due to evapo­
transpiration. AS is maximized when the soil mois­
ture is minimized . Thus, the key objective in AS 
management is to drain the soil between rain events 
as quickly as possible through gravity drainage and 
evapotranspiration. 

A high rate of gravity drainage or permeability 
is largely associated with a high noncapillary por­
osity. Where soils are not to be disturbed during 
development, no increase in existing permeability 
can be achieved. However, when earthwork is neces­
sary, there is an opportunity for maintaining or 
increasing noncapillary porosity and, thereby, per­
meability. 

An effective way to increase the noncapillary 
porosity of fine soils is to add organic matter. 
Organic matter binds small soil particles to form 
larger stable aggregates. 

Excessive compaction destroys the noncapillary 

=!!:: = :~:mn:rrn~IT 
AS • 1 0 in ····· ·· 
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2 3 
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pores while usually having little effect on the 
capillary or plant-available porosity (~). Backfill 
soils should be only lightly compacted where bearing 
strength or slope stability is not a controlling 
factor. Care should be taken during construction to 
avoid compacting existing undisturbed soils. 

The action of plant roots can greatly improve 
gravity drainage rates. As roots penetrate the 
soil, they often provide enough space for water to 
move alongside and downward into the profile. Root 
senescence and death leave a long, continuous non­
capillary pore. During a rain event these extensive 
macropores provide access to a large wall area of 
relatively dry soil deep within the profile. In 
established vegetated areas, the noncapillary poros­
ity caused by such root action is a major contribut­
ing factor to soil permeability. 

Plant species should be selected and placed in 
the watershed so as to withdraw soil water at the 
maximum feasible rate. Criteria for plant selection 
include the suitability of the soil, hardiness, 
rooting depth, evapotranspiration rate, maintenance, 
and the seasonal variability of the evapotranspira­
tion rate. The best plant cover is one with good 
resistance to drought, a high evapotranspiration 
rate per unit depth throughout the year, a large 
total root depth, and inexpensive maintenance. 

The placement of vegetation greatly affects its 
effectiveness as a soil moi sture pump. Plants have 
access to more water and can create more new storage 
more rapidly when they are located in moist areas as 
opposed to dry areas. Such moist areas are usually 
located at low areas or near the toe of a slope. 
Field inspections and final grade plans should be 
used to detect or predict such moist areas, and 
water-using vegetation should be concentrated in 
these areas when the project is completed. 

RISK ASSESSMENT 

A constructed storage facility (e.g., a detention 
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Figure 6. Antecedent soil moirturo probability analysis for 
various Calhoun Forest cover types lfognormal distribution). 
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basin) provides a fixed quantity of storage . This 
is in contrast to drainage designs, which incorpo­
rate the variable storage capability of the soil 
profile and thus involve risk. This risk is associ­
ated with the possibility that, when a design storm 
actually occurs, the antecedent soil moisture will 
be higher than the level assumed in the design. 

The risk involved in such a soils-based drainage 
design can be calculated as the joint probability of 
the design storm event occurring simultaneously with 
va rious levels of antecedent mo isture. The short 
period of rec ord at catchment 3 makes the use of 
such a joint probability approach for that site im­
possible. 

An alternative method of risk analy11i5I require!'! 
the use of conditional probability concepts. The 
problem can then be expressed as follows: What is 
the probability that EMCa will be exceeded, given 
that a rain event grea t er than or equal to the de­
sign storm occurs? In the symbols of probability 
analysis, it is desired to find the value of 

P(X ;. xl Y;. y] 

where 

X = antecedent soil moisture (in), 
x EMCa (in), 
Y =volume of the t-hour rain event (in), and 
y volume of the t-hour design rain event (in). 

If X and Y are independent, a reasonable assumption 
for a given location and season is 

l 
i 

99 90 70 so 30 10 l 0. 1 

Percent chance of occurrence 

P[X > xlY ;;. y] =P[X ;. x] (4) 

The above equation indicates that the probability 
of EMCa being equaled or exceeded prior to a design 
storm i s P [X > x]. It is important to note that 
this equation h olds for any design storm recurrence 
interval (TR) • Estimates of P [X ~ x] for the 
three cover types at the Calhoun Experimental Forest 
were obtained by fitting observed antecedent soil 
moisture data to probability distributions. The 
data used in the analys is were antecedent moistures 
preceding the 30 largest rain events of the 4- to 
5-year period of record for each sea son and type or 
vegetation. The results are shown in Figure 6. 

The ploto for antecedent moi&ture frP<}llP.ncy indi­
cate, for each season and type of vegetation, the 
probability that any given antecedent mo istur e will 
be equaled or exceeded. As an e xample, ass ume a de­
sign situation in which winter season soil moisture 
cond i tions are to be used and the vegetative cover 
is loblolly pine. If EMCa is used for design, then 

Figure 2 indicates that EMCa = 19.22 in for pine in 
winter. The middle plot in Figure 6 indicates that 

for an EMCa = 19.22 in the chance of occ urrence is 
approximately 52 percent. All cover types and sea­
sons, except barren-winter, were found to be lognor­
mally distributed by using the chi-square goodness­
of-f it test at a 5 percent level of significance. 
The barren-winter results exhibited a large standard 
deviation and a severe skew that prevented a good 
fit to any distri bution. 

If one compa r es moisture frequency on a seasonal 
basis, Figure 6 indicates that the frequency of dry 
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antecedent moisture is highest in sununer (solid 
line) for pine and broomsedge. In comparing vegeta­
tive covers, the highest frequency of dry moisture 
conditions is maintained by pine followed by broom­
sedge and barren. Pine cover exhibits the greatest 
range of antecedent moisture. The greatest differ­
ence between winter and summer antecedent moisture 
for the full range of frequencies was observed under 
the pine cover. 

The objective of drainage design is to size fa­
cilities to handle some T-year runoff peak. This 
study and others have shown that the best antecedent 
soil moisture assumption for predicting the T-year 
runoff peak from a T-year rain~all is seasonal ante­
cedent moisture. 

The risk analysis has shown, by using probability 
theory, that cover types that have high evapotrans­
piration rates (e.g., pine) can provide a drier an­
tecedent soil moisture more frequently than can 
cover types that have lower evapotranspiration rates 
(e.g., broomsedge). In addition, seasonal anteced­
ent soil moisture data probably fit a lognormal dis­
tribution for Piedmont cover types in other basins 
where soil and climatic conditions are similar to 
those found at the Calhoun Forest. Finally, the risk 
of experiencing a l evel of EMCa > EMCa when a design 
rainfall occurs does not represent a risk of a de­
sign failure but simply describes antecedent mois­
ture probability. 

CONCLUSIONS 

l. Future drainage design work should incorpo­
rate source control of runoff through the management 
of postdevelopment soils and vegetation. This prac­
tice will reduce runoff peaks and thereby decrease 
the need for constructed detention facilities and 
other costly flood control measures. 

2. The design storm concept of sizing drainage 
facilities is a valid technique only when used with 
hydrologic assumptions that will facilitate predic­
tion of the T-year runoff peak from the T-year de­
sign rainfall. In locations where flood peaks are 
strongly seasonal, the seasonal ra i nfall frequency 
should be used for design. Flood peaks are seasonal 
if the annual frequency analysis yields the same 
frequency relation as one of the seasonal frequency 
analyses. If antecedent soil moisture is a param­
eter of the method for design peak-flow estimation 
and flood peaks in the watershed are seasonal, then 
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the seasonal average antecedent moisture should be 
used for design. If flood peaks in the watershed 
are not typically seasonal, then the annual average 
antecedent moisture should be used in design. 
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Effects of Dredged Highway Construction on 

Water Quality in a Louisiana Wetland 

GEORGE H. CRAMER II AND WILLIAM C. HOPKINS, JR. 

A research effort to determine, by physical and chemical means, the effect of 
current bridged highway construction techniques on water quality in a wetland 
is summarized. Selected water-quality parameters were monitored before, 
during, and after construction activities. The data show increases in turbidity 
and color during construction and a gradual returning to the preconstruction 
ambient in areas where construction was completed. Other parameters also 
followed this trend, but these changes were not as directly related to the con­
struction activities as were turbidity and color_ Local isolated activities other 
than highway construction were shown to produce more severe and longer-

lasting effects on water quality. The information obtained may be useful in 
predicting the degree and duration of impacts of future construction projects 
on wetland environments. 

The effects of highway construction on the water 
quality of wetland areas have been studied only to a 
limited degree. The apparent signs of water degra­
dation, such as siltation and sedimentation, have 
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Figure 1. 1·55 project area showing 15 sampling lites. IOI Bil'M'.ERY 
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Numbers 1 - 15 
represent sampling sites. 

been seen many times in similar construction situa­
tions. The degree of degradation depends on con­
struction techniques and watershed characteristics. 
Knowledge of the sedimentation process is necessary 
to assess the effects on the aquatic ecosystem. 
Chabreck (!l observed that sedimentation and the 
resulting turbidity depend on the vegetative cover 
and the soil type for a particular area. Hopkins 
(,~) concluded that highway construction near water­
courses should be watcheo very closely for silting 
and sedimentation. 

The primary objectives of this research were as 
follows: 

1. To provide a baseline or ambient condition for 
existing water quality. 

2. To determine the changes in wetlano water 
quality due to the dredging and construction of an 
elevated roadway. 

3. To determine any residual effect on water 
quality due to the construction and the time rate of 
change caused by the construction. 

STUDY PLAN 

Description of Study Area 

The area selected as a typical wetland was the new 
alignment for Interstate 55 beginning at the Inter-

LAKE 

PONCHARTRAIN 

I-55 PROJECT AREA 

TO 

NEW ORLEANS 

state 10 junction north of LaPlace, Louisiana, and 
ending a few miles north of Pass Manchac between 
Lake Maurepas and ~ake Pontchartrain (see Figure 
1). This corridor offered an excellent opportunity 
for study because it contained areas not yet under 
construction, areas where construction was in pro­
cess, and areas where construction was complete. 

The area is located in the Mississippi River 
deltaic plain. Formation of the lakes occurred when 
two former deltas of the Mississippi River, St. 
Bernard and Cocodrie, filled in a formerly open bay 
with clay and silt from high water flows. 

The wetlands of the area have undergone a number 
of changes in the past. In the late 1800s to early 
1900s, logging and the Illinois Central Gulf Rail­
road posed two of the first man-made threats to this 
sensitive area. The railroad was built along the 
shores of Lake Pontchartrain and formed a barrier 
that limited the flushing action of the wetland 
ecosystem. Cypress logging activities from approxi­
mately 1910 to approximately 1935 left scars that 
can be seen even now when the area is viewed from 
the air. In 1954, the muck-fill construction of 
US-51 added to the problem of water movement within 
this marsh system. These alterations of the drain­
age patterns have contributed to the spread of the 
now overabundant water hyacinth (Eichhornia crass­
ipes). 
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Table 1. Water-quality data. 

Turbidity Color Salinity Dissolved Oxygen pH 

Phase Site N x (NTU) a(NTU) N x(PCU) a(PCU) N x (ppt) a (ppt) N x(ppm) a (ppm) N x a 

Preconstruction 1 
2 17 15.82 7.61 16 100.94 29.56 16 0.43 0.27 16 3.91 1.48 16 7.09 0.28 
3 37 18.62 12.68 37 84.11 38.82 33 0.36 0.32 26 5.03 2.18 38 7.26 0.23 
4 40 15 .30 18.00 40 96.73 41.41 33 0.44 0.54 27 3.84 1.84 40 7.05 0.30 
5 19 8.37 8.62 19 98. 15 48.5 1 19 0.46 0.73 9 3.88 2.43 18 6.73 0.39 

Construction I 33 20.71 20.67 27 101.10 38 .86 28 0.33 0.41 23 3.14 2.05 27 7.19 0.30 
2 23 15.57 11.28 23 79.22 31.09 17 0.81 1.35 13 5.53 2.30 23 7.29 0.28 
3 23 19.30 18.89 23 11 3.29 91.54 14 1.37 1.43 14 6.37 1.85 21 6.89 0.63 
4 17 18.66 16.04 16 190.63 89.40 II 0.50 0.39 10 3.81 2.72 16 6.20 0.57 
5 27 21.39 20.44 27 164.81 52.85 15 0.28 0.31 14 3.19 2.13 27 6.82 0.30 

Postconstruction I 60 6.17 6. 11 59 75 .29 23.29 49 0.63 0.35 49 4.88 2.82 59 7.21 0.36 
2 51 23 .92 31.17 48 140.39 108.04 42 0.52 0.37 42 5.38 2.45 48 7.13 0.38 
3 33 37.24 36.95 32 119.47 79.07 32 0.94 0.62 33 7.15 2.22 33 7.37 0.29 
4 33 22.46 33.9 1 33 134.61 50.08 32 0.21 0.32 33 4.71 2.03 33 7.12 0.48 
5 27 IS . I I 18.33 26 133.15 36.77 27 0.09 0.22 28 4.48 2.43 27 6.82 0.30 

Note : NTU = nephelometric turbidity units , PCU = p1atinum co balt units, ppt =parts per thousand , and ppm =parts per million. 

Performed Work 

The construction technique used in this construction 
project consisted of using a dredge barge to dig an 
access canal between the existing borrow canal for 
us-51 and the US-51 roadway. This canal provided 
access for construction of the new bridged highway 
supported by concrete piles. In later years, the 
canal will provide access for maintenance of the 
structure as well as an area for a new aquatic 
habitat. 

Two mitigation techniques were used on this 
construction project. The first technique required 
the spoil from the canal excavation to be placed in 
spoil areas so that water runoff from the dredging 
operation returned to the channel being excavated. 
The second technique was the use of earth plugs to 
minimize exchange of water along the new construc­
tion canal. By this means, increased sedimentation 
due to dredging was restricted to a specific area 
and not allowed to migrate the length of the new 
construction canal. 

Hyd r o logy 

The major tidal flows and currents in the lakes are 
east-west in direction. Normal tidal fluctuations 
are 1-2 ft with storm tides of 3-4 ft. The borrow 
canal being studied generally travels in a north­
south direction. Therefore, the tidal actions and 
cur rents from Lake Pontchartrain and Lake Maurepas 
exert a minimal effect on the study waterway. Data 
on the volume of water flowing through the Pont­
chartrain Basin and the study area are not readily 
available. 

sampling 

Sampling sites were established in three different 
areas: one area not yet under construction, one 
area under construction, and one area where con­
struction was completed. The number of sites origi­
nally selected for the monitoring study was 15 
(Figure ll , but this was later reduced to 5 for 
better control. Sites that exhibited the stream 
characteristics most "typical" or representative of 
the area were chosen. Stream characteristics in­
clude depth, velocity of flow, stream bottom sub­
strate, vegetation, and aquatic and wildlife habi­
tat. Other factors used in site selection were the 
type of construction in the area and the accessi­
bility of the site. 

The sampling program was set up so that samples 
could be taken and processed within a one-week 

period. The sampling frequency was based on sea­
sonal and climatic factors and construction activi­
ties. The schedule was adjusted for major events 
that affect runoff, such as heavy rains or unusual 
tides. 

Construction 

For the purposes of the study, "construction" was 
defined as any activity preparatory to or a part of 
the actual erection of the superstructure. Thie 
included clearing, grubbing, grading, filling, 
embankment development, and all structural work on 
the superstructure. It did not include finish work 
such as barrier rails, signs, and safety markers. 

"Nonconstruction" was used to indicate that none 
of the above activities was in progress at the time 
of sampling. Due to variations in the work schedule 
based on the contractor's own time frame, the only 
separable parts of the construction activities were 
the dredging and structural work within these two 
categories; the various activities at each site were 
mixed up and followed no predictable sequence. 
Therefore, it is impossible to be any more specific 
about these activities. 

Measured Parameters 

The parameters selected for monitoring in this study 
were grouped into two categories. The first cate­
gory included all parameters measured in the field 
study, such as temperature, salinity, pH, conductiv­
ity, and dissolved oxygen. The second category was 
the laboratory study in which turbidity, color, 
nutrients, and periodic oil and grease samples were 
evaluated. All laboratory tests were run at the 
Louisiana Department of Transportation and Develop­
ment Materials Laboratory. 

DATA ANALYSIS AND INTERPRETATION 

The results of sampling and testing at each site for 
all parameters are summarized in Table 1. For each 
parameter, this table gives the total number of 
samples taken at each of the five final sites for 
the period of May 1975 to March 1980, the mean for 
each site, and the standard deviation of the samples 
taken during this period of time for each site. The 
data have b~en divided and analyzed in relation to 
preconstruction, construction, and postconstruction 
time frames. The variability of the data is ex­
pressed as sigma, the standard deviation of the 
observations. The magnitude of the standard devia­
tion should be considered as a measure of the vari-
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ability associated with material, sampling, and 
testing. The following is a brief description of 
the findings for each of the major parameters. 

Tui:bidity 

Turbidity is the term used to describe the degree of 
opaqueness produced in the water by suspended par­
ticulate matter. The major effects of high turbid­
ity are (a) the quenching of light penetration, 
which inhibits photosynthesis and the production of 
oxygen by plants; (b) the building of zones of mud, 
silt, other sediments, and detritus; and (c) deple­
tion- of tfie dissolved oxygen as a result of respira­
tion in the breaking down of suspended organic 
materials. The turbidity test data indicated that 
there were localized effects of construction on 
turbidity at site 1. The data also indicate that 
the turbidity began to decrease after completion of 
construction activities. Day and Boucher (,1) indi­
cated that this is the normal sequence of events 
with the parameter in relation to construction 
activities. There is a trend toward qreater turbid­
ity in the waters at sites 9 and 15. This is indi­
cated by the preconstruction and postconstruction 
.... ,. .. rl;o+-,. , whir.h "'hnw nv"r"ll increases in turbid­
ity. At site 9, the most probable cause is the 
result of increased currents and tidal changes. At 
site 15, the increased turbidity is the result of 
off-site water pollution and low flows. 

The effects of the construction were as predicted 
by Day and Boucher (3)--that is, minimal, controll­
able, and not of long-duration. 

Color is defined as a quality of a visible phenome­
non distinct from form and from light and shade. The 
standard test used in this project is the platinum 
cobalt spectrophotometric procedure of the U.S. 
Environment.al Protection Ag~ocy \JJ. The color re= 
sults indicated that there was an -overall trend for 
the color to increase at the north end of the proj­
ect. The data also indicate that construction ac­
tivities at sites 12 and 15 increased the color 
content and, once the construction was completed, 
the trend was for the color to return to the ambient 
level. 

Salinity 

Salinity is a measure of the concentration of dis­
solved salts in water, expressed in parts per thou­
sand. According to Cole <.!>, "Salinity affects the 
numbers and kinds of animals that can live in the 
area. Salinity also affects the amount of oxygen 
that can be dissolved in the water." 

Significant changes in salinity occurred at sites 
1, 9, 12, and 15. The data for sites 1 and 9 indi­
cate that the salinity changes were due to natural 
phenomena rather than to construction activities. 
Sites 12 and 15 were subject to pollution from a 
used automobile battery plant. The effects of this 
are indicated by the decrease in salinity after the 
pollution of the project area by the battery junk­
yard was reduced. 

Dissolved Oxygen 

The amount of oxygen found in the water and avail­
able for use by aquatic flora and fauna is termed 
dissolved oxygen (DO). All of the significant test 
data indicate that the DO content was continuously 
increasing at sites 1, 5, and 9 throughout the 
duration of the project. The remainder of the sites 
showed no significant changes. The cause or causes 
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of this were not determined in the study. 

The symbol pH represents the concentration of hydro­
gen ions (H+)--i.e., the intensity of the acid. 
The pH of most inland waters varies from 6.0 to 9 . 0 
depending on the amount and type of organic and/or 
mineral loads. The waters of the project area are 
subject to heavy organic loading from the marshes 
and swamp, which are the source of many organic 
acids. 

The only effects of the construction were shown 
a·s a general trend to varying degrees at sites 1, 5, 
and 9. There the pH became more acidic during 
construction and then returned to the more alkaline 
ambient. Sites 12 and 15 showed the same tendency, 
however, because of pollution with battery acid 
during the project, the effect cannot be definitely 
attributed to the construction activities. 

The solids category includes total, suspended, 
dissolved, and volatile solids. The tests on the 
various cateqories of solids Produced few signifi­
cant results. The parameter of volatile solids was 
deleted due to excess variability. The dissolved 
residue data indicated no significant change. The 
suspended residue showed increases at sites 12 and 
15 during construction and a return toward the 
ambient after completion of construction. 

The only significant change in total solids was a 
dec<ease a t site 15 bet ween the p<econstruction data 
and postconstruction conditions. Although the data 
indicate that the decline in total solids continued 
through the construction activities, the initiation 
of the decline before and the continuation of it 
after construction make it doubtful that this im­
provement in water quality is related to the con-
-~----~A -- --~1 .. 1~'-­D\..Jr. UV\....LVll G""'-.&.V.&.\....LC;;J • 

CONCLUSIONS 

Review of all the data and external conditions 
affecting the various parameters leads to the iden­
tification of three highly significant trends within 
the study: 

1. Elevated highway construction with environmen­
tal controls has minimal effects on the quality of 
the surrounding water. 

2. Any effects produced by the construction tend 
to be temporary in nature and, once the construction 
is completed, the water quality tends to return 
toward the preconstruction ambient. 

3. Local activities other than highway construc­
tion may produce greater and longer-lasting adverse 
effects on water quality. 

It is recommended that future projects for this 
type of evaluation select research areas that abso­
lutely minimize the influences of activities other 
than highway construction. These future projects 
should be designed very carefully to ensure a proper 
sampling program, a thorough evaluation of precon­
struction (ambient) water-quality conditions, and a 
sufficient postconstruction period of evaluation to 
determine definitely whether the changes in water 
quality due to elevated highway construction are 
indeed reversible. 
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Management of Drainage Systems from Highway 
Bridges for Pollution Control 

YOUSEF A. YOUSEF, MARTIN P. WANIELISTA, HARVEY H. HARPER, AND JAMES E. CHRISTOPHER 

Pollutants associated with runoff water from highway bridges were characterized 
and quantified. These pollutants are directly discharged through scupper drains 
to adjacent water bodies and floodplains or detained in ponds before being re· 
leased to lakes and streams. Selected heavy metals, such as lead, zinc, copper, 
chromium, iron, nickel, and cadmium, were of particular concern because of 
their potential enrichment in biota. Results show significant differences in 
heavy metal concentrations between water samples from bridge runoff and ad· 
jacent streams. Heavy metals tend to concentrate in bottom sediments, flood· 
plains, and adjacent soils. For example, bottom sediment samples from Lake 
Ivanhoe, north of Orlando, Florida, collected beneath bridges with scupper 
drains showed significantly higher concentrations of heavy metals than did 
samples collected beneath bridges without scupper drains. In addition, con­
centrations of heavy metals in the sediments of detention ponds receiving 
bridge drainage were higher than concentrations in sediments from adjac-
cent lakes. It appears that management and careful design consideration of 
highway bridge drainage systems could result in significant reduction of the 
amount of pollutants released to.adjacent water bodies. 

In a 1979 National Cooperative Highway Research 
Program report, Shuldiner, Cope, and Newton <ll 
recognized the need for environmental impact assess­
ment studies to satisfy guidelines for state and 
local agencies, u. s. Army Corps of Engineers permit 
procedures, and Section 4 (F) of the U.S. Department 
of Transportation Act of 1966, as amended. They 
developed a user's manual and listed possible physi­
cal, chemical, and biological impacts from pile-sup­
ported roadway or bridging construction, mainte­
nance, and use. These activities could result in 
major or variable impacts on turbidity, sedimenta­
tion, and chemical pollution. Biological responses 
may include changes in plant species composition, 
changes in primary and secondary productivity, and, 
in some cases, sudden mortality of aquatic species. 
The quantity and significance of these impacts have 
not been determined. 

Many investigators, including Pitt and Amy (~), 

Sartor and Boyd (}), and Shaheen <ilr had determined 
pollutant loadings, particularly lead (Pb), iron 
(Fe), zinc (Zn), cobalt (Co), chromium (Cr), nickel 
(Ni), and cadmium (Cd), associated with highway 
surfaces. Wanielista, Yousef, and Christopher (~) 

investigated pollutants from highway bridge runoff. 
Bell and Wanielista (6) investigated the transport 
of heavy metals by o~erland flow. They detected 
relatively high concentrations in adjacent soils. 

This paper reports on pollutants detected in 
bridge drainage and associated impacts on the re­
ceiving land and/or freshwater environment. 

RUNOFF FROM HIGHWAY BRIDGES 

Lake Ivanhoe is a 125-acre freshwater lake located 
just north of the downtown section of the City of 
Orlando, Florida. A section of the central portion 
of the lake was filled in 1965 during the construc­
tion of Interstat~ 4, and the central island created 
was connected to the northern and southern shores by 
means of two bridges, as shown in Figure 1. The 
north bridge at Lake Ivanhoe consists of two sec­
tions, one for westbound traffic and one for east­
bound traffic, each carrying three lanes of through 
traffic. Water on the bridge drains toward the 
adjacent land on either side since there are no 
scupper drains on the bridges. The south bridge 
also consists of two sections. Water is drained by 
a set of 4-in-diameter plastic pipe scupper drains 
set at 8-ft centers running along the eastern edge 
of the bridge. The average daily traffic (AOT) 
volume across Lake Ivanhoe, as provided by the 
Florida Department of Transportation (FOOT) during 
1980, was approximately 45 000 to 50 000 eastbound 
and 48 000 to 58 000 westbound. 

Samples were taken from beneath the northern 
bridges, from beneath two sets of scuppers on the 
southern bridges, and from the main body of the 
western portion of the lake, to serve as a control 
section. Direct runoff samples were collected 
directly from the scupper drains during three storm 
events in mid-August 1979. A total of 11 separate 
runoff samples were collected by taking samples from 
four different drains during each storm event. 

The total concentrations of Zn, Pb, Ni, and Fe in 
runoff water averaged 4.7, 20.B, 3.5, and 12.6 times 
higher, respectively, than the average concentra­
tions in Lake Ivanhoe, as given in Table 1. It is 
difficult to assess the relative impact of the 
bridge runoff due to a lack of specific information 
about the location and loadings from other sources 
and mixing zones within the lake. 

Lead in the scupper drain runoff water was of 
special interest because it was detected in the 
highest concentrations of all the toxic heavy met­
als. The average lead concentration in the waters 
of Lake Ivanhoe (75 µg/L total Pb) and in the 
scupper drain runoff water (1558 µg/L total Pb) 
violates the maximum permissible concentration 
recommended by the Florida Department of Environ­
mental Regulation. The rules specify that concen-
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Figure 1. Sampling locations for bridge runoff at Lake Ivanhoe. 

Table 1. Comparison-0f heavy metal concentrations in bridge runoff and Lake 
Ivanhoe water samples. 

Avg Concentration 
(µg/L) Dissolved (%) 

Lake Bridge Lake Bridge Runoff/Lake 
Element Form Ivanhoe Runoff Ivanhoe Runoff Ratio 

Zn Total 104 498 4.7: 1.0 
Dissolved 57 336 55 67 5.9: 1.0 

Pb Total 75 1558 20.8: i.O 
Dissolved 55 187 73 12 3.4: 1.0 

Ni Total 15 53 3.4: 1.0 
Dissolved 9 49 60 92 5 .4: 1.0 

Fe Total 192 2427 12.6: 1.0 
Dissolved 68 287 35 12 4.2 :1.0 

trations of Pb in all surface waters should not 
exceed 50 µg/L. 

The heavy metals released into Lake Ivanhoe 
through the scupper drains can be estimated by 
assuming an average yearly rainfall of 50 in/year on 
the 73 440 ft 2 of bridge surface and the average 
concentrations determined in the runoff water from 
the south bridges during this s tudy. The loadings 
based on these assumptions were 13. 5 kg/year total 
and 1.6 kg/year dissolved lead, 4.3 kg/year total 
and 2. 9 kg/year dissolved nickel, and 0 .1 kg/year 
dissolved chromium. These loadings are probably 
conservative estimates of pollutants released to 
Lake Ivanhoe because dust fall and bulk precipita­
tion have not been considered. 

The fate of the heavy metals released into the 
waters of Lake Ivanhoe could not be completely 
predicted. Lead, which had the highest average 
concentration of the toxic heavy metals in the 
scupper runoff water, was shown to be primarily in 
the particulate form, 88 percent of the total lead. 
The exact fate of this particulate matter is not 
fully known; however, as reported by Olson and 
Skogerboe (7), lead compounds have generally been 
associated ,;-ith the most dense fractions of the soil 
and should settle out of the water close to the 
point of release. 

BOTTOM SEDIMENTS 

Sediment samples were collected from several loca­
tions of each of the principal sampling sites in 
Lake Ivanhoe and measured for extractible metals. A 
statistical analysis was performed to compare the 
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concentrations of heavy metals in the sediments 
collected underneath the south bridges with scupper 
drains and the north bridges without scupper drains. 
The results of the test analysis comparing the 
samples are presented in Table 2. The concentra­
tions of Zn, Pb, Ni, and Fe were found to be signif­
icantly g reater in the s ed i ments underneath the 
south bridges with scuppers at the 99 percent confi­
dence level. Lead concentrations were significantly 
different at the 99. 9 percent confidence level and 
were more than three times higher in the sediments 
beneath the bridges witn scuppers. Statistical 
analysis shows that there is significant heavy metal 
enr iclunent in the sediment underneath the bridges 
with scuppers. It supports the conclusion that 
heavy metals associated with particulates, espe­
cially lead, which was 88 pe r cent i n t he particulate 
form in the runoff samples, will settle out and 
become immobilized in the sediments near the point 
of release. 

RETENTION-DETENTION PONDS 

The Maitland interchange north of Orlando was con­
structed in 1976. Maitland Boulevard crosses over 
I-4 by means of a bridge overpass created during 
construction of the interchange. The traffic lanes 
on the Interstate are separated by a 20-ft grassy 
median as they approach the interchange. The median 
widens to 44 ft through the interchange. Stormwater 
coming off the Interstate is delivered by overland 
flow over a good grass cover to storm- drain inlets 
or receiving waters. Three borrow pits that were 
dug to provide fill for th~ ccnstr~ction cf the 
overpass r ema in in existence, serving as stormwater 
retention-detention facilities. Stormwater runoff 
from the Maitland Boulevard bridge crossing over I-4 
is conveyed directly off the roadway surface through 
storm-water inlets to culverts that discharge di­
rectly into the ponds. The ponds are interconnected 
so that the two northernmost ponds flow into the 
southwest pond (referred to hereafter as the west 
pond) when they reach a certain design level. The 
water from the west pond flows over a wooden weir at 
its southern end, which is connected to Lake Lucien 
by means of a culvert and a short, densely vegetated 
ditch (see Figure 2). Runoff to the ponds is essen­
tially all from the roadway environment, and flow to 
Lake Lucien is a combination of natural, highway, 
and citrus runoff. Lake Lucien is a 57-aci::e fresh­
water lake, and the lack of significant development 
on its shores has left it in a relatively clean 
condition. 

The Maitland Boulevard bridge consists of two 
sections, one that carries two lanes of eastbound 
traffic plus one exit lane and another that carries 
two lanes u( wt!sLIJuuml Li:afflc plus one exit lane. 
ADT on Maitland Boulevard was approximately 11 000 
eastbound and 10 000 westbound during the early 
period. I-4 has three lanes of through traffic 
eastbound and westbound through the Maitland inter­
change. ADT on I-4 through the Maitland interchange 
was approximately 32 000 to 40 000 eastbound and 
westbound. 

Three sets of samples were collected from the 
Maitland interchange site--one from the west pond, 
one opposite the outfall of the west pond into Lake 
Lucien, and one from the center of Lake Lucien to 
serve as a control. 

The statistical comparison of the west pond and 
Lake Lucien (Table 3) showed that concentrations of 
dissolved and total lead, total chromium, and total 
iron were significantly greater in the west pond at 
the 95 percent confidence level. The west pond was 
also noted to be highly turbid, with many fine 
particulates in suspension, which would help to 

--
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Table 2. Significance of differences in heavy metql concentrations of bottom 
18diments from Lake Ivanhoe (t-test analysis). 

Mean Dry Weight (µg/ g) 

South Bridges North Bridges - Probability 
Element With Scuppers• Without Scuppersb (%) 

Zn 96.9 42.0 99.60 
Pb 423.0 132.0 99.99 
Cr 23.9 11.0 97.07 
Ni 7.2 2.8 99.60 
Cu 80.1 29.2 98.71 
Fe 1689.0 643.0 99.85 

aEjght samples were coJlected. bSeven semples were collected, 

Figure 2. Sampling locations for bridge runoff at Maitland Interchange. 

Table 3. Significance of differences in heavy metal concentrations in water 
samples from Maitland Interchange. 

Avg Concentration (µg/L) 

Total Dissolved 
Probability(%) 

Lake West Lake West 
Element Lucien Pond Lucien Pond Total Dissolved 

Zn 56 64 34 43 45.9 75.6 
Pb 33 92 19 66 99.9 98.6 
Cr 8.6 17 5.4 7 94.9 70.4 
Ni 7.3 15 3.4 5 80.8 53.6 
Cu 36 38 19 21 29.2 34.9 
Fe 182 414 82 128 98.4 52.4 

explain the higher total concentrations reported 
there. 

A comparison of sediments from the west pond and 
sediments from the center of Lake Lucien (see Table 
4) showed that concentrations of Pb, Cr, Ni, Cu, Fe, 
and Cd were 3-22 times greater in the sediments of 
the west pond. The analysis of Pb, Cr, Ni, Fe, and 
Cd showed significant difference at the >95 per­
cent confidence level. A comparison between the 
west pond and the outfall area into Lake Lucien did 
not exhibit similar results (5). The sediments from 
the downstream area of the ~tfall were similar in 
concentration levels to those found in the west 
pond. These concentrations may be due in part to 
the high organic content of these sediments and flow 
leakage through the wooden slats of the exit weir 
from the west pond to the outfall area during pe­
riods of no flow over the weir. The use of a con-
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Table 4. Significance of differences in heavy metal concentrations in bottom 
sediments from Maitland Interchange (t-test analysis). 

Mean Dry Weight (µg/g) 

Element Lake Lucien West Pond Probability(%) 

Zn 21.l 35.2 80.27 
Pb 3.4 76.0 97.51 
Cr 2.5 33.9 98.87 
Ni 1.2 10.7 97.64 
Cu 5.0 15.2 93.17 
Fe 421.4 3264.7 98.62 
Cd 0.1 0.7 96.05 

trol structure that prevents leakage and the instal­
lation of underdrains or a simple filtration device 
to remove heavy metals by adsorption and filtration 
can significantly reduce the amount of heavy metals 
leaving the west pond. 

FIOODPLAINS 

Floodplains may filter out nutrients, heavy metals, 
sediments, and other pollutants and store them 
within the ecosystem. It is possible to use these 
floodplains for treatment of controlled highway 
bridge runoff without damaging their habitat. Odum 
( 8) stated that wetlands are natural water manage­
m-;nt and treatment systems that operate on solar 
energy. The extent of their tolerance to heavy 
metals and highway-related activities is not well 
defined. 

Soil and plant samples were collected from flood­
plains beneath highway bridges located at US-17-92 
and Shingle Creek, US-192 and Shingle Creek, and I-4 
and Padgett Creek in central Florida. These bridge 
areas receive direct runoff water through scupper 
drains or curb-and-gutter drainage systems. Control 
areas were selected upstream and downstream from the 
bridge areas. Preliminary resulta of heavy metal 
concentrations in soil and plant samples collected 
from bridge areas and control areas were analyzed. 

The data indicated higher concentrations of heavy 
metals, particularly lead, in soil samples collected 
from bridge areas than were found in samples col­
lected from control areas (see Table 5) • Lead 
concentrations in soil samples from bridge areas 
were 7 8, 3. 3, and 2 3. 4 times higher than control 
samples from US-17-92 and Shingle Creek, US-192 and 
Shingle Creek, and I-4 and Padgett Creek, respec­
tively. Plant samples exhibited similar trends, but 
the difference between plant samples from bridge 
areas and control areas was not as high as the 
difference in the soil samples. The work is con­
tinuing, and no obvious differences have been ob­
served in the diversity of plants located in various 
areas surrounding the bridges. However, bioassay 
experiments in the laboratory tend to show increased 
plant productivity as a result of discharging runoff 
from highway bridges to adjacent streams (_2). 

CONCLUSIONS AND RECOMMENDATIONS 

This paper has presented various examples of the 
management of bridge runoff. They include direct 
discharge of storm water through scupper drains to 
Lake Ivanhoe and I-4. Heavy metals, particularly 
lead and iron, in the scupper drain runoff were 
mainly in the particulate form, since an average of 
only 12 percent of the total concentration was in 
the dissolved form. These particulate fractions 
were most likely to settle out from the water column 
in the immediate vicinity of the point of release 
and become immobilized by the sediments. This may 
have resulted in the concentrations of Pb, Cr, Fe, 
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Table 5. Statistical analysis of extractable heavy 
metals in soil samples collected from floodplains 
receiving highway bridge runoff. 

Location 

US-17-92 and Shingle Creek 

US-192 and Shingle Creek 

1-4 and Padgett Creek 

Ni, and Zn in the sediments underneath the scupper 
drains being significantly higher than concentra­
tions in the sediments collected from areas beneath 
the bridges without scupper drains. 

Most of the heavy metals released to Lake Ivanhoe 
were concenL.rat:.eci in ix:n:.t:.om se<iimenL.s. Un a mas::; 

balance basis, which estimated the average distribu­
tion of heavy metals per unit area among the dis­
solved fraction, the suspended fraction, and bottom 
sediments, it was shown that most of the heavy 
metals--typically 95-98 pe r cent of the total--were 
associated with the bottom sediments (_~). As a 
result , high concentrations of heavy metals in 
submerged plants and benthic organisms were detected. 

Limited results from highway bridge sites that 
release runoff to floodplains demonstrated the 
capacity of soil to concentrate heavy metals. Flood­
plains are conjectured to bP. possible sinks of 
metals. The sorption-desorption capacities of 
floodplains are currently being investigated. It is 
also encouraging to notice no significant difference 
in plant diversity on soils located close to the 
bridge sites and control areas. Floodplains could 
become a feasible alternative to receive runoff from 
highway bridges. 

The study conducted at the Maitland interchange 
was useful to illustrate the function of retention­
detention ponds, which seemed to concentrate heavy 
metals associated with highway runoff and could be 
maintained to effectively minimize release of pollu­
tants to adjacent Lake Lucien. Detention ponds 
retain an initial amount of runoff and release it 
into the lake at a controlled rate through the use 
of well-designed outlet structures. The outlet 
hydrograph depends on the type of control structure 
and the size of the detention pond. Detention 
reduces peak flows and suspended solids and can 
provide other pollutant removal efficiencies for 
storms of short duration (10,11). 

When highways pass over bodies of water, espe­
cially land-locked impoundments where the effects of 
heavy metal pollution are more localized and where 
high traffic volumes are encountered, it is recom­
mended that 

1. The use of scupper drains in new construction 
be limited as much as possible, 

2. Runoff from the bridge surface be directed off 
the bridge surface toward either side so that the 
runoff will experience the maximum over land flow to 
encourage percolation and removal of heavy metals by 
the soil before the runoff reaches the receiving 
body, and 

3. Future research be conducted to determine the 
extent of the floodplain required adjacent to a 
bridge to create a desirable level of heavy metal 
removal. 
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Control Bridge Area 

Oven Dry Weight Oven Dry Weight 
(µg/g) (µg/g) 

No.of No. of 
Element Samples x a Samples x a 

Zn 9 2.1 0.8 14 46 40 
Fe 9 487 108 14 1213 689 
Pb 9 3.5 1.3 14 273 339 
Cr 9 1.3 0.7 14 5.7 4.3 
Zn 4 17 14 12 7.7 0.4 
Fe 4 302 94 12 607 164 
Pb 4 11 7.4 12 36 4.7 
Cr 1 1.7 2 12 3.6 3.1 
Zn 4 50 13 8 253 159 
Fe 4 3392 1485 8 5738 1202 
Pb 4 93 40 8 2174 2128 
Cr 4 16 6.8 8 17 4.0 

Where detention-retention systems are used in 
conjunction with highways for the control and stor­
age of runoff before the runoff is discharged into a 
receiving water body and where heavy metal removal 
is desired, 

1. Control structures should be installed to 
ensure that heavy metals are not released to the 
receiving water body during periods of no flow by 
flow leakage between the ponds and the receiving 
waters, 

2. Natural vegetation canals can be used to 
convey water from the detention-retention pond to 
the receiving water body to enhance additional 
settling out and adsorption of heavy metals before 
introduction of the runoff into the main body of the 
receiving water, and 

3. Further research should be conducted to de­
velop construction practices and management schemes 
for these detention-retention ponds to maximize 
removal of heavy metals, and consideration should be 
given to the types of sediments that afford the 
greatest degree of removal and the role and best 
types of plants that might be introduced to increase 
heavy metal removal. 

ACKNOWLEDGMENT 

We wish to acknowledge with gratitude the financial 
support and technical assistance received from the 
Federal Highway Administration and FOOT. The inter­
est and assistance of Gary Evink and Larry Barfield 
of FOOT are most gratefully appreciated. 

REFERENCES 

1. P.W. Shuldiner, D.F. Cope, and R.B. Newton. 
Ecological Effects of Highway Fills on Wetlands. 
NCHRP, Rept. 218A, Dec. 1979. 

2. R.E. Pitt and G. Amy. Toxic Material Analysis 
of Street Surface Contaminants. u. s. Environ­
mental Protection Agency, Rept. RZ-73-283, Aug. 
1973. 

3. J.D. Sartor and C.B. Boyd. 
Aspects of Street Surface 
Environmental Protection 
RZ-72-081, Nov. 1972. 

Water Pollution 
Contaminants. U.S. 

Agency, Rept. 

4. D.C. Shaheen. Contribution of Urban Roadway 
Usage to Water Pollution. u.s. Environmental 
Protection Agency, Rept. 600/2-75-004, 1975. 

5. M.P. Wanielista, Y.A. Yousef, and 
J.E. Christopher. Management of Runoff from 
Highway Bridges. Florida Department of Trans­
portation, Tallahassee, Final Rept., Oct. 1980, 
140 pp. 

6. J.H. Bell and M.P. Wanielista. Use of Overland 
Flow in Storm-Water Management on Interstate 

--



Transportation Research Record 896 

Highways. TRB, Transportation Research Record 
736, 1979, pp. 13-21. 

7. K.W. Olson and R.K. Skogerboe. Identification 
of Soil Lead Compounds from Automotive Sources. 
Environmental Science and Technology, Vol . 9, 
March 1975, pp. 227-230. 

8. H. T. Odum. Proceedings of the National Wetland 
Protection Symposium, Reston, Virginia, June 
6-8, 1974. U.S. Department of Interior, 
FWS/OBS-78/79, 1979, pp. 9-18. 

9. Y.A. Yousef and H.H. Harper. Effects of Bridg­
ing on Biological Productivity and Diversity in 

55 

the Flood Plain. Univ. of Central Florida, 
Orlando, STAR Project 80-074 (in preparation). 

10. W. Whipple, Jr. Dual Purpose Detention Basins. 
Journal of Water Resources Planning and Manage­
ment Division, ASCE, Vol. 105, No. WR2, Sept. 
1979, pp. 403-412. 

11. R.H. McCuen. water Quality Trap Efficiency of 
Stormwater Management Basins. Journal of AWWA, 
Vol. 16, No. 1, 1980, pp. 15-21. 

Publication of this paper sponsored by Committee on Landscape and Environ­
mental Design. 

Field Instrumentation for Monitoring Water-Quality 
Effects of Storm-Water Runoff from Highways 

THOMAS V. DUPUIS AND BYRON N. LORD 

Storm-water runoff from operating highways can carry considerable quanti­
ties of pollutants, especially petroleum hydrocarbons and solids and metals, 
into the nation's receiving waters. The Federal Highway Administration, 
charged with the responsibility of protecting the environment from pollution 
from highway sources, has approached the problem in a multiphase research 
effort. The objective of the first phase was to identify and quantify the con­
stituents of highway runoff. The next phase sought to identify sources and 
migration paths of these pollutants from the highways to receiving waters. 
The third phase, currently in progress, is analyzing actual impacts of highway 
runoff on receiving water_ A wide variety of instrumentation has bean used 
in the field monitoring portions of the investigation. Physical, chemical, and 
biological characterizations have bean made. A general description of the 
types of equipment used in all three phases of the research program is pre­
sented. Included are brief observations on the effectiveness of certain types 
of specialized equipment not common to most water.quality surveys. It is 
hoped that this information will be of assistance to the highway community 
in planning and conducting environmental monitoring programs. 

The highway system is a potential source of many 
possible pollutants to surrounding surface and 
subsurface waters. The National Environmental 
Policy Act of 1969 (NEPA) mandates that, for all 
federal projects that affect the environment, gov­
ernment agencies shall use a systematic, interdisci­
plinary approach that will ensure integrated use of 
the natural and social sciences and the environmen­
tal design arts in planning and decisionmaking. The 
Federal Water Pollution Control Act amendments of 
1972 set a-national goal of restoring and maintain­
ing the chemical, physical, and biological integrity 
of the nation's water resources. In addition, many 
states either have already enacted or are in the 
process of enacting legislation similar to NEPA that 
may be more stringent than the federal laws in 
controlling various point and nonpoint discharges. 
Thus, consideration of the effects of a highway 
system on the environment plays an increasingly 
important role in the planning, design, construc­
tion, and operation of a transportation system. 

Millions of roadway miles across the country pass 
over or near a variety of receiving waters. Thus, 
large volumes of highway storm-water runoff from 
highway right-of-way drainage areas are eventually 
discharged to a variety of large and small water­
sheds. The roadway contaminants contained in runoff 
might exert significant impact on receiving waters 
due to both chronic and acute loadings. How.,ver, 

there is currently very little information in the 
available literature on impacts on receiving water 
from highway runoff. Therefore, it is necessary to 
develop information on these impacts in order to 
properly address the need to protect the quality of 
receiving water from degradation. 

The Federal Highway Administration, charged with 
responsibility for protecting the environment from 
pollution from operating highways, has approached 
the problem in a multiphase research effort that has 
the following objectives: 

1. To identify and quantify the constituents of 
highway runoff, 

2. To identify the sources and the migration 
paths of these pollutants from the highways to the 
receiving water, 

3. To analyze the effects of these pollutants on 
receiving waters and on specific aquatic biota, and 

4. To develop the necessary abatement and treat­
ment methodology for objectionable constituents. 

To date, studies designed to fulfill the first 
two research objectives have been effectively com­
pleted. A study of actual impacts on receiving 
water (objective 3) is currently under way. It 
should be noted that the scope of the research 
program is nationwide. Six sites located in differ­
ent geographic regions of the contiguous United 
States were monitored in the phase 1 study. Four 
sites are to be used for both the phase 2 and phase 
3 evaluations. 

The objective of this paper is to describe in­
strumentation requirements for conduct of such a 
comprehensive field monitoring program. The scope 
is limited to types of equipment actually used in 
the program but includes physical, chemical, and 
biological techniques. To date, only lotic (flowing 
water) receiving water systems have been studied in 
the phase 3 research and only instrumentation perti­
nent to these types of systems is included in this 
discussion. 

METEOROLOGICAL MONITORING 

The meteorological parameters of most importance in 
this type of water-quality study include precipita-
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Figure 1. Precipitation measurement system. 

tion (rain, sleet, hail, snow, etc.), wind speed and 
direction, air temperature, and atmospheric particu­
late deposi~ion (dust fall). 

Precipitation 

The most common precipitation gage used in this 
program was a continuous-recording weighing gage. 
The major advantage of weighing gages is that con­
tinuous cumulative measurement is made so that time, 
quantity, and intensity can be determined for all 
types of precipitation. Evaporative losses for 
long-term charts (one week or more) can cause chart 
reading problems, hut these losses are usually 
c1 iscernible. 

Another system of precipitation measurement is 
being used by the U.S. Geological Survey (USGS) in 
North Carolina for one of the phase 3 sites. Rain is 
conducted from a collector tray to a standpipe (see 
Figure 1) . A float and counterweight system trans­
lates the rainfall accumulation in the pipe to 
standard rainfall volume through the use of a Fisch­
er-Porter automatic digital recorder. A small 
battery-powered pump, which is level actuated, 
periodically empties the standpipe of accumulated 
rainfall. This provides a digital punched tape 
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Figure 2. Wet-dry collector. 

recording of rainfall volume per discrete time 
interval and greatly reduces manpower requirements 
for chart reading. Diurnal thermal expansion of 
me~a.L.L1C stanapipes can produce n1ino1 appa1:ent 
fluctuations in precipitation volume, but these can 
be readily accounted for as tapes are entered into 
the computer file. This system would not be appro­
priate in northern climates unless a heating device 
were incorporated into the collector tray and stand­
pipe to melt snow and ice. 

Dust Fall 

Dust-fall buckets were used to provide estimates of 
background or highway right-of-way pollutant load­
ings due to atmospheric deposition. American Soci­
ety of Testing and Materials (ASTM) specifications 
on the location and size of dust-fall buckets and 
analytic procedures (ASTM Dl739-62) were followed. A 
standard tapered plastic (polyethylene) bucket, B in 
(20.3 cm) in diameter and 10 in (24.4 cm) deep and 
equipped with bird-ring support, was used. These 
buckets have held up well under all climatic condi­
tions. In addition, atmospheri~ deposition was sepa­
rated into precipitation-related and dry dust-fall 
components by using wet-dry collectors (see Figure 
2). These units consist of two side-by-side poly­
ethylene buckets ll.3 in (23.6 cm) in diameter and 
9.1 in (23.2 cm) deep. One bucket serves as a wet 
collector and the other as a dry collector, and a 
mechanical cover shifts from one to the other 
depending on climatic conditions. A heated sensor 
detects rainfall (or any other form of precipita­
tion) and activates the movement of the cover from 
wet to dry bucket and back again. 

Wind Speed and Direction and Air Temperature 

Supplemental meteorological measurements such as 
wind speed and direction were critical for the 
source and migration studies. Of importance to all 
phases of the research program was ambient air 
temperature, especially with respect to enowmelt 
runoff. All three measurements were made with a 
single Meteorology Research Institute instrument set 
at a height of 12 ft (3.66 m). A one-month strip 

--
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chart provided continuous recording of wind speed 
and direction and air temperature. 

Quantitative Highway Runoff Monitoring 

Determination of the volume and intensity of 11torm­
water runoff was obviously of critical importance 
for all phases of the research program. To achieve 
this objective, a variety of instrumentation was 
used. The two basic categories of flow instrumenta­
tion are (a) primary measurement devices and (b) 
level-recording devices. 

Primary recording devices are calibrated flow 
restrictions that artificially control the liquid 
level or energy gradient of an open-channel flow 
system. The most common control devices are weirs 
and flumes. The selection of weir or flume, or a 
specific type of weir or flume, depended on the 

Figure 3. Typical 
stream stilling well 
installation. 

Figure 4. Gurley.type velocity meter. 
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hydrologic characteristics of the basin, runoff 
measurement sensitivity requirements, and other 
specific study needs. For example, weirs are gen­
erally cheaper and easier to install than flumes but 
promote a relatively higher head loss, are not 
always self-cleaning, and their accuracy can be more 
easily affected by excessive approach velocities 
(1). More detailed discussions of the selection of 
primary measuring devices can be found in the gen­
eral literature (.!_,~). 

The second component is the instrument for re­
cording liquid level. The primary control devices 
mentioned above are simply calibrated to provide 
volumetric flow rates as a function of liquid level. 
Some secondary instruments measure and record only 
liquid level. Others provide direct conversion of 
liquid level to flow rate, which is especially 
useful if automatic water sampling requires 
flow-integrated samples (discussed later in this 
paper) • 

Two general varieties of level-sensing devices 
were used in this study: (a) mechanical surface 
floats and (b) bubbler tubes. Surface floats are 
attached to a cable with counterweight. The liquid 
level is thereby recorded in conjunction with the 
angular position of a shaft. Bubbler tubes dis­
charge compressed gas (air or nitrogen) into the 
flow stream at a fixed depth and gas flow rate. The 
pressure required to maintain a constant gas flow 
rate is proportional to liquid level. It is prefer­
able to enclose both surface floats and bubbler 
tubes in attached stilling wells to dampen out minor 
perturbations in liquid level caused by turbulence. 

BYDROLOGIC MONITORING OF RECEIVING WATER 

For both lentic (standing water) and lotic receiving 
water systems, the most important measurement is 
liquid level. For lentic systems, liquid level 
combined with morphological characteristics and 
other water sources and sinks (surface and ground­
water inflows, precipitation, and evapotranspira­
tion) provides a complete water budget. For lotic 
systems, liquid level combined with periodic veloc­
ity measurement provides a stage-discharge curve 
that covers a wide range of volumetric flow rates. 
Mechanical surface floats enclosed in stilling wells 
with accompanying continuous level recorders were 
used exclusively for the measurement of receiving­
water level in this study. Corrugated culvert 
sections were used for the construction of stilling 
wells (see Figure 3). Staff gages were securely 
mounted in the stream adjacent to each stilling well 
to calibrate the level recorders. 

Gurley-type velocity meters were used for veloc­
ity measurement (see Figure 4). !\s the cups are 
rotated by liquid flow, electrical pulses are sent 
to a headset worn by field personnel. The number of 
clicks heard per unit of time can later be accu­
rately related to flow velocity rating tables. Due 
to their simplicity of design, the meters have been 
quite effective in terms of both operational and 
maintenance reliability. 

WATER-QUALITY SAMPLING 

Sampling for Laboratory Chemical Analysis 

Both automatic and manual water-quality sampling 
procedures were used. Automatic discrete sampling 
for both highway runoff and receiving water was done 
with Instrument Specialties Company (ISCO) samplers. 
These have the capability to sample in either a time 
or flow-volume-integrated mode. Of course, flow 
integration requires input from a flow measurement 
device that can directly relate liquid level to flow 
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rate. The capability to sample in a flow-integrated 
mode greatly reduces manpower requirements for both 
sample compositing and chemical analyses. Other 
desirable features of the ISCO sampler are as fol­
lows: 

1. It has weatherproof, corrosion-resistant 
construction. 

2. It is capable of operating with either DC or 
AC power source. 

3. It can take twenty-eight 500-mL or seven 2-L 
samples or several other combinations in between, in 
glass or plastic bottles. 

4. S<tllll'ling [Iequency can be anywhere from 1 to 
999 min or in a flow-integrated frequency mode. 

5. Sample actuation can be controlled either by a 
level sensor-recorder or on the basis of flow volume. 

6. Sample event marking is provided on corre­
sponding flow charts to aid in sample compositing 
and hydrograph quality characterization. 

Manual sampling devices consisted of Kemmerer and 
Zobell-type Ill water-quality and bacteriological 
samplers, respectively. These samplers allow dis­
crete sampling at any desired depth. Also used were 
standard USGS depth-integrating suspended sediment 
samplersi i.e., liquid intake volume is proportional 
to flow velocity as the sampler is moved vertically 
through the water column <i>· These sampling devices 
were quite simple, and few operational problems were 
encountered. 

In Situ Measurement of Water Quality 

In situ measurement of such water-quality parameters 
as pH, temperature, dissolved oxygen, and specific 
conductivity was done with common, commercially 
available instrumentation. Membrane-covered polaro­
graphic sensors were used :!'or dissolved oxygen (DO) 
determinations (these are generally gold-silver or 
platinum-lead electrodes throtigh which ~ ~m~l l 
measured voltage is applied, and chemical reduction 
of oxygen passing through the membrane generates an 
electrical current at the anode). Potentiometric 
determination of pH is most common (a glass and 
calomel reference electrode is used, and the voltage 
across these electrodes is a measure of hydrogen ion 
concentration), and thermistors are generally used 
for temperature measurement. Conductivity measure­
ments are generally made with Wheatstone bridge-type 
recorders and conductivity cells with platinum­
coated electrodes firmly enclosed in plastic or 
glass insulation. All instruments proved quite 
reliable when properly calibrated with standard 
solutions or field titrations. DO measurement was 
difficult in very cold climates due to frozen mem­
branes. Under these condltlunl:l, [l.,,ltl LiL.ralions 
had to be performed. 

SEDIMENT SAMPLING 

Interactions between sediment and water have come to 
be recognized as crucial elements in determining the 
overall fate and impact of pollutants in receiving 
waters. Sediments can serve as either a source or a 
sink of most pollutants, depending on such factors 
as oxidation and reduction potentials, pH, and 
turbulence. 

Consolidated sediments were sampled with core 
tubes and dredges. Core sampling was either per­
formed manually or, if the sediments were soft 
enough, with a Jenkins-type automatic corer <il. 
This is a spring-loaded corer that, when sunk into 
soft sediments and activated with a messenger, 
simultaneously covers both ends of the tube. This 
allows withdrawal of a relatively undisturbed core. 
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Disturbed sediment samples were obtained with an 
Ekman dredge, especially in portions of receiving 
waters with substrates that prohibited core penetra­
tion. 

Sediments can act as significant DO sinks due to 
the decomposition of deposited organic matter. To 
determine whether highway runoff inputs affect the 
rate of sediment oxygen demand or to determine 
background oxygen sinks, special in situ chambers 
were constructed to measure these rates. These 
chambers were designed after those of Lucas and 
Thomas (~) and consisted of a 4.6-gal il6-Li plexi­
glass chamber that gave an exposed sediment surface 
area of 1.8 ft 2 (0,17 mZ), I\ DO probe was 
sealed in the chamber, and internal water recircula­
tion was provided with a submersible pump. This 
allowed batch measurement of oxygen depletion (or 
accumulation) rates per unit surface area of sedi­
ment. This instrument can only be used effectively 
in relatively soft sediments due to sealing problems 
in rocky or gravelly substrate. 

BIOLOGICAL MONITORING 

The biological integrity of receiving water is 
perhaps the best indicator of the pollutional effect 
of storm-water runoff. Several different methods 
were used to collect various types of organisms from 
control and highway-runoff-influenced regions of the 
lotic systems studied to date. These included (a) 
Surber samplers, (b) drift nets, and (c) artificial 
substrates such as glass per!phyton slides and 
Hester-Dendy samplers. 

Surber samplers (see Figure 5) are designed to 
collect insects, larvae (macroinvertebrates), and 
other forms of aquatic benthic organisms from a 
known surface area [l ft 2 (0.093 m2) J of bottom 
substrate in shallow streams. An attached nylon or 
silk net with a mesh size of roughly 1000 µm 
collects organisms manually dislodged from the 
stream bottom. 

Drift nets were used to quantify migrating organ­
isms or organisms dislodged from bottom substrates. 
These nets had an upstream opening of 210 in 2 

(1350 cm 2 ) and a mesh size of 363 µm. Nets are 
not in actual contact with the bottom as are the 
Surber samplers. 

Artificial substrate samplers provide sites for 
organisms to colonize to minimize effects of differ­
ent substrates on organism distribution. Two basic 
types were used. Periphyton (attached primary 
producers) samplers consisted of a box of six stan­
dard microscope slides (plai ,, 25x75 mm) attached 
near, but not in contact with, the stream bottom. 
Hester-Dendy samplers (see Figure 6) consisted of 14 
round, tempered hardwood plates mounted in series 
wilh v4.riable spaces. Each plate i11 11mooth on one 
side and rough on the other and has a diameter of 3 
in (7.5 cm) and an effective surface area of 1.4 
ft 2 (0.13 m2 ). These serve as efficient sub­
strata for sampling of benthic macroinvertebrates. 

SPECIAL INSTRUMENTATION FOR SOURCE AND MIGRATION 
STUDIES 

Saltation Catchers 

Saltation catchers were designed to capture "saltat­
ing" particles (movement by a series of jumps) from 
roadway surfaces. Measurement of roadside saltation 
dust provided a good qualitative estimate of the 
magnitude of nonsuspended particle transport com­
pared with suspended dust transport (i.e., dust 
fall). 

Each saltation catcher consisted of a dust-fall 
bucket fitted with a polyvinyl chloride pipe measur-
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Figure 1. Steel noil8 barrier 1 min height atop 3.7·m·high earth berm with 
3:1 slope. 

Figure 2. Concrete wall 0.8 m in height atop 2.2·m-high earth berm with 
2:1 slope. 

a 2-m-high wall would be offset by losing the extra 
3-dB(A) insertion loss associated with earth berms. 

To investigate the advisability of building this 
wall-berm combination and to evaluate the relative 
acoustical performance of thin-walls and berms, a 
research study was undertaken that involved three 
phases: (a) a literature review of the effects of 
barrier shapes, (b) an evaluation of limited field 
measurements, and (c) a scale-model study. This 
work is part of a noise barrier research program in 
Ontario, the highlights of which were summarized by 
May (.?_). 

REVIEW OF STUDIES CONCERNING BARRIER SHAPES 

The effect of barrier shape on its performance has 
been studied extensively. The findings of the major 
studies reviewed, which compared sound attenuation 
by thin-walls with that achieved by wedges or berms 
of equal height, are summarized in Table 1 (6-19). 
The table does not include comparisons of thin=walls 
with other extraneous barrier shapes such as T-top 
(20) or thnadners (21) or with thin-walls that have 
sound-absorptive covering or sound-absorptive edges 
(22-24). 
~A~eview of the 13 studies listed in Table 1 does 

not provide an unequivocal answer to the question of 
whether earth berms are superior to thin-walls. 
Analytic investigations by several researchers con­
cluded that thin-walls provide 1-3 dB(A) more atten­
uation than reflective wedges (B,17) and about the 
same, or slightly less, attenuation than absorptive 
wedges or berms (14,~). In general, scale-model 
studies (_2_,.!Q,12,18) tend to agree with the conclu-
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Figure 3. Effect of mounting thin-wall atop 4.9·m-high absorptive cylindrical• 
topped barrier with geometry as shown, receiver 1.2 m above ground, and 
grass-covered ground throughout. 
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sions based on analytic investigations. May and Os­
man (15) reported that thin-walls are less effective 
than wide barriers (2.4 m) with rectangular cross 
sections. However, the slope of the berm or wedge 
affects attenuation, and the vertical slope is most 
effective for reasons discussed later. 

Only one full-scale study directly comparing 
thin-walls and earth berms has been identified 
<!!.> • According to that study, thin-walls are less 
effective than earth berms and wall-berm combina­
tions by 2.4 and 1.3 dB(A), respectively. The find­
ing that the wall-berm combination is more effective 
than the wall alone is somewhat difficult to ex­
plain, since the diffraction of sound occurs over 
identically shaped tops. In addition, other field 
studies have not found any measurable differences 
between the insertion loss provided by reflective 
thin-walls and thin-walls with a sound-absorptive 
covering (~,±..!>. Additional studies comparing 
berms and thin-walls, conducted by the Ontario 
Ministry of Transportation and Communications (MTC) , 
are discussed below. 

FIELD MEASUREMENTS 

Field measurements evaluating 
earth berms were conducted at 

the performance of 
two sites. At the 

first site, a 1.9-km-long highway noise barrier con­
sisting of three sections--a concrete (reflective) 
wall, an earth berm, and a section combining the two 
(see Figure 2)--was evaluated. No difference in 
performance could be attributed to the different 
barrier shapes (~). 

At the second location, sound-level measurements 
were conducted before the construction of an earth 
berm, after its construction, and, finally, after 
erection of a steel barrier on the top (Figure 1) • 
The addition of the thin-wall atop the berm (see 
Figure 3) increased insertion loss roughly as ex­
pected from the increase in the total barrier height. 

It should be recognized, however, that field 
evaluation of noise barrier performance is in­
fluenced by several weather-related factors and by 
other variables. It is difficult to measure and 
verify statistically a change of 1 or 2 dB (A) that 
occurs over the span of several months (26). This 



62 

Table 1. Review of acoustical studies on effects of barrier shapes. 

Reference 
Publication 
Date Method of Investigation 
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Conclusion Regarding Effect of Barrier Shape for 
Structures of Equal Height 

Delaney, Rennie, and Collins (6) 
Jonasson (1) -

1972 
1972 

Scale modeling, 1 :30, point source (pneumatic jet) 
Analytic investigation with some full-scale 

measurements 

Thin-walls are 2-3 dB(A) more effective than earth berms 
Generally there is no consistent difference between thin­

walls and wedges covered by densely grown grass 
Thin-walls are about 1-3 dB(A) more effective than 3-

sided (trapezoidal) barriers• 
Pierce(~) 1974 Analytic investigation 

Porada (2) 1975 Scale modeling, 1: 100 and 1 :20, line source 
(air-jets) 

Thin-walls are about 1-3 dB(A) more effective than 
wedges 

Cann Q..Q) 1975 Scale. mode.ling, l :80, poh1t source (electric 
spark) 

Thin-walls and earth berms are equally effective 

Simpson (!..!) 1976 Field testing of completed barriers Thin-walls were less effective than earth berms and 
berm-wall combinations by 2.4 and 1.3 dB(A), 
respectively 

Ringheim (_!3) 1976 Scale modeling, 1 :20, point source (pneumatic) Good agreement with Pierce's method in that thin­
walls a.re baller than wedges'> 

Ivey and Russell (!]) 1977 Scale modeling, 1 :64, point source (electric 
spark) 

There is no direct comparison of barrier shapes; how­
ever, Pierce's solution for wide rectangular walls (8) 
is supported by results of this study -

1978 Analytic investigation Hayek and others (~) 

May and Osman (1_2) 1980 Scale modeling, 1: 16, point source (electric 
spark) 

Thin-walls provide about 1 dB(A) less attenuation than 
absorptive cylindrical-topped wedges (berms) 

Thin-walls and wedges were not compared; thin-walls 
were 2.5 dB(A) less effective than wide (2.4-m) 
barriers with rectangular cross section 

Nijs (_!2) 1980 Analytic investigation and scale modeling 
(unspecified type) 

Thin-walls are 3-4 dB(A) better than acoustically 
hard wedges; however, if wedges are perfectly absorb­
ing, they will not differ ... ~. _, 

.:>t::L.Uta; \.!,_!} A.ua.ly i.il: ll1vt::"li.i~ai.iuu li1i11-wi:1ii:s art: i-3 U.i.i\A} mun:: c:iit:Laivc: li1a11 3-:siU.t:U. 
(trapezoidal) barriers 

Lawther and others CL!!) 1980 Scale modeling, 1 :5, line source (tone 
bursts using loudspeaker array) 

Thin-walls are more effective than berms unless berms 
are covered by an absorptive material (grass), in which 
case they are equally effective 

Note: Comparisons ere restricted mainly to reflective thin-walls 1, wide barriers such as wedges /\ , and berms /'... . Thin-walls with sound-absorptive covering or sound­
a bsorptive edges are not included. 

1111 Du·cd on Seznec's •ubstitution (i '7) hHo Pierce's formuJe (B)~ 
hSfmHD r results were obtained foiTrapaz:oidal barriefl by lliiigheim (!..,?). 

is one of the reasons why the scale-model study was 
undertaken. 

SCALE-MODEL STUDY 

Under the aforementioned circumstances, acoustical 
scale modeling was an indispensable tool. A multi­
plicity of interacting factors made it difficult to 
obtain an exact analytic answer to the question 
posed, and full-scale experiments were too expen­
sive. In particular, the diffraction by absorptive 
wedges on finite impedance ground is influenced by 
the interaction of the following factors: 

1. Source-barrier-receiver geometryi 
2. Interference (and reflections) due to ground 

cover that may not be uniformi 
3. Scattering and absorption losses on the bar­

rier topi and 
4. Finite barrier thickness or double-edge dif­

fraction. 

Scale modeling also permitted rapid and inexpen­
sive situational changes (barrier height and shape 
and ground cover) and their rapid evaluation. Be­
cause the study was conducted indoors, weather-re­
lated factors were eliminated , which enhanced re­
peatability and the accuracy of the results. 

The scale-model study was conducted at the MTC 
scale-modeling facility. The equipment and materi­
als used were described by Osman ( 27, 28) and were 
used extensively before (_!2). Similar equipment has 
been used by other researchers (10,13). Briefly, 
the acoustical hardware consisted of a high-voltage 
spark as a noise source, a 0.13-in microphone re­
ceiver, filtering and processing instrumentation, 
and an oscilloscope. 

The model scale was 1: 16 and was applied to both 
spatial variables and the A-weighted traffic noise 
spectra (27) . In addition, the sound-absorptive 

properties of the model materials (e.g., grassland, 
pavement, and surfaces of reflective barriers) were 
tested to ensure that they appropriately modeled the 
real-life situations on the 1:16 scale. All dimen-
sions ana frequencies quotied .in thi8 paper are full­
scale equivalents. Therefore, the model dimensions 
were 16 times smaller and the model frequencies 16 
times higher than the full-scale values. 

The source-barrier-receiver geometry (see Figure 
4) and materials were selected to model typical 
highway situations (in plan view, the line hetween 
the source and the receivers is perpendicular to the 
barrier alignment). The model berms had a slope of 
2: 1 and were 1. 2 m wide across the top. The flat 
tops with sharp edges on the sides were rounded to 
reflect the shape of actual earth berms. To simu­
late grass cover, the model berms, constructed of 
plywood, were completely covered with an appropri­
ate, acoustically soft material (fiberboard). In 
contrast to the acoustically soft material used on 
the berms, acoustically hard material (painted ply­
wood) was used to model the surfaces of thin-walls. 

For simplicity, only a single point source was 
used in the study. This should not limit the valid­
ity of the results, since the relative effect of 
barrier shape is indicated by a point source even if 
the absolute insertion loss values may not be (15). 

The height of the point source above grou.:;d was 
modeled at 1.2 and 2.4 m. The source height of 2.4 
m is usually associated with the source height of 
heavy (diesel) trucks (_!) i the 1. 2-m height may be 
considered to be an equivalent source height for 
highway traffic flow containing about 10 µercent 
trucks. 

The basic barrier configurations evaluated are 
given in Table 2. Most of these barrier shapes were 
tested for the three basic geometries defined in 
Figure 4. However, for illustrative purposes, only 
a sample of the results is presented here. 
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Figure 5. Stream macroinvertebrate sampler (Surber) . 

Figure 6. Hester-Dendy macroinvertebrate sampler. 

ing 28.5 in (72.4 cm) high and 6 in (15.24 cm) in 
diameter. This pipe has a vertical sampling slot 19 
in (48.26 cm) high and 1.0 in (2.54 cm) wide that 
faces the roadway and captures the saltating parti­
cles, which have a height interval of 12-30 in 
(30-76 cm). Figure 7 shows a typical saltation 
catcher. The capture efficiency of this device is 
approximately 50 percent <ll· 

Zero-Tension Lysimeters 

Zero-tension lysimeters measure groundwater percola­
tion out of the major rooting zone (usually the top 
soil layer). They were used in the source and 
migration studies to estimate the loss of various 
chemical constituents from the highway system due to 
groundwater percolation. Figure 8 shows a lysimeter 
system. Plastic 1-gal (3.7-L) collection bottles 
store water that has percolated through the rooting 
zone into special stainless steel troughs. These 
troughs have a collection surface 12 in (30.5 cm) 
long and 2.1 in (5.4 cm) wide. Within the trough 
are two parallel stainless steel rods in slight 
contact with an overlying mesh screen, which has a 
thin layer of fiber wool to keep soil from clogging 
the screen. The rods in contact with the mesh 
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Figure 7. Saltatlon catcher. 

Figure 8. Zero-tension lysimeter. 

screen negate the surface tension of water percolat­
ing through the screen and provide effective capil­
lary drainage. 

Overall, lysimeters appeared to yield a high 
recovery efficiency provided that they were in­
stalled properly (i.e., if there was good contact 
between the lysimeter and the overlying soil layer) 
in well-drained soil. Using measured flows to 
convert sample percentages to areal mass loadings 
provided reasonable estimates of pollutant migration. 

Sweeping a nd Flushi ng Studies 

Sweeping and flushing studies were performed to 
quantify the accumulation and distribution of pollu­
tants on the highway surface, seasonal variations in 
the surface pollutant load, and the particle size 
distribution of accumulated solids. This information 
was needed to establish the - relations between pollu­
tant deposition on the highway surface (including 
deposition fi:om vehicles, the atmosphere, and high­
way maintenance activities) , the highway surface 
load, and removal processes (including runoff, 
blowoff, and, where performed, highway sweeping). 
Test sections 50 ft in length in the distre.ss median 
and travel lanes were swept and flushed to charac­
terize the highway surface pollutant load. Test 
sections with visual accumulations of dust and dirt 
were first swept. All test -sections were then wet­
vacuumed with a standard carpet cleaning rinse and 
vacuum machines. Dry samples (swept) and liquid 
samples (wet-vacuumed) were analyzed separately for 
pollutant concentration. To date, quite good agree­
ment has been observed between surface loads deter­
mined by sweeping and flushing and those calculated 
in deposition-removal mass balances. In addition, 
tests have shown that the rinse and vacuum machines 
do not add contaminants through the spraying system. 

CONCLUSIONS 

This paper documents instrumentation requirements 
for a comprehensive, multifaceted evaluation of 
water-quality impacts and spans several phases of 
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investigation. The selection of instrumentation 
requirements obviously depends on both the required 
complexity of the monitoring program and available 
funding •. As part of the research program described 
in this paper, separate report volumes have been, or 
will be, prepared concerning procedural guidelines 
for water-quality impact assessment and detailed 
monitoring guides for conduct of field programs. 
These manuals are designed to serve the needs of 
highway department personnel by providing simple and 
straightforward procedures in design, planning, 
conduct, and evaluation of proposed sampling pro­
grams and water-quality investiqations. 
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Are Earth Berms Acoustically Better Than 
Thin-Wall Barriers? 

J. J. HAJEK 

The two most common highway noise barrier structures are earth berms and 
thin·walls. Yet the relative acoustical performance of these barriers is not 
well understood. Previous analytic, scale-model, and full-scale studies, com­
paring the acoustical effectiveness of thin-walls with that of berms and 
wedges, are reviewed. Additional data obtained by full-scale measurements, 
and in particular by a 1: 16 scale-model study, are presented. The source­
barrier-receiver geometry and model materials used were selected to simulate 
typical highway situations. Preliminary results indicate that, contrary to a 
recommendation in the Federal Highway Administration Highway Traffic 
Noise Prediction Model, thin-wall barriers and earth berms of the same 
height are about equally effective in reducing noise. In addition, the acous­
tical effectiveness of combining a wall with an earth berm was found to be 
quite similar to that of using thin-wall barriers alone. The practice of erect· 
ing relatively low walls on top of earth berms was found to be acoustically 
sound. 

Reflective thin-walls, earth berms, and combinations 
of the two, are the most common highway noise bar­
riers. Their relative nonacoustical aspects, such 
as cost, maintenance, right-of-way requirements, and 
aesthetics, are well understood (1), but their rela­
tive acoustical performance is not so clear. Where­
as some highway noise prediction methods assume that 
they perform equally ( 2, 3) , the widely used Federal 
Highway Administration -(FHWA) Highway Traffic Noise 
Prediction Model (_!) asserts that earth berms pro­
vide 3 dB (A) higher insertion loss than do thin­
walls of the same height. This difference in acous­
tical performance has been attributed to absorption 
or edge effects. 

The higher insertion loss assumed for earth berms 
could lead to an important consequence: If the 

shape of the earth berms (presumably the cause of 
the increase in the insertion loss) is changed by 
erecting a thin-wall on its top, the 3-dB(A) benefit 
provided by the berm top may be lost. Figures 1 and 
2 show two wall-berm combinations. Such combina­
tions are quite common in many states. Relatively 
low walls have been added to improve performance in 
comparison with earth berms alone. But do they? 

This concern is illustrated in Figure 3, which is 
based on our results from scale-model testing. De­
tails of the scale-model testing, such as instrumen­
tation, methodology, and additional results, are 
discussed later in this paper. For now, Figure 3 is 
intended only to illustrate the effect of mounting a 
thin-wall atop a barrier with an absorptive top. 

According to Figure 3, mounting a thin-wall atop 
a highly absorptive barrier can actually reduce in­
sertion loss. Only after the thin-wall is rais@d to 
the height of 1. 2 m is the reduction in the inser­
tion loss--caused by violating the absorptive cylin­
drical shape--recovered by the increase in barrier 
height. The question arises, Can the same phenome­
non occur if a thin-wall barrier is erected atop an 
earth berm? 

This question has become acute in Ontario since a 
proposal was made to build a thin-wall, approximate­
ly 2 m in height, atop an existing 3-m-high earth 
berm. The berm is already providing some insertion 
loss [about 6 dB(A)), so the rate of increase in the 
insertion loss with additional barrier height would 
be about 1.5 dB(A)/m. However, the desired 3-dB(A) 
increase in the insertion loss expected from adding 
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Figure 4. Sour~srier-t"eceiver geometry: grass-c:overeo 
ground shown by hatched area and hard ground by heavy 
Una. 

SOURCE ON GRASS COVERED GROUND 

SOURCE BARRIER RECEIVERS 

0 
} 1.2 • 1.2 ' t " 77'7177777)7777??~:(== 

SOURCE IN SECOND LANE 

SOURCE IN FIFTH LANE 

s,• } 
s 1• 1.2 2.4 

Table 2. Barrier shapes evaluated. 

Barrier 
Height (m) Type 

3 

4.9 

0.3-1.8 

Conventional barrier with vertical, reflective-surfaced walls 
0.16 m thick 

Earth berm (rounded) 
Earth berm with distinct edges on top 
Conventional barrier with vertical, reflective-surfaced walls 

0.16 m thick 
Earth berm (rom1ded) 
Conventional bairier atop 3-m-high earth berm 
Conventional barrier atop 3-m-high berm with sound-

absorptive top 

Barrier Height of 4. 9 m 

The acoustical performance of three different 4.9-m­
high barriers--namely, a conventional thin-wall bar­
rier, an earth berm, and a wall-berm combination--is 
compared in Figure 5. The source is in the fifth 
lane, 2.4 m aboveground, as detailed in Figure 4. 

The insertion loss (i.e., the difference in sound 
level between the situations with and without the 
barrier, with no change in ground cover and source­
receiver geometry) obtained for the three barrier 
shapes was quite similari the lowest overall inser­
tion loss was measured for the earth berm. The 
lower insertion loss provided by the earth berm in 
comparison with that of the thin-wall of equal 
height has been reported earlier (~) (Table 1) and 
can be tentatively attributed to two factors: 

1. Sound waves diffracted into the shadow zone 
can also reach a receiver by reflection from the 
ground (29). In the case of earth berms, diffracted 
waves may also be reflected from the slope of the 
berm in the shadow zone. 

2. Tilting the slope of a wedge while keeping 
its top at the same position alters its insertion 
loss because the position of the image source, with 
respect to the slope, shifts. As the wedge is 
spread out more (i.e., as the angle of tilt in-

1.2 

31.4 

creases), the position of the image source shifts 
toward the base of the wedge and thus sound levels 
in the shadow zone increase. This is shown schemat­
ically in Figure 6. 

The negative effect of these two factors on in­
sertion loss is mitigated by the sound-absorptive 
properties of the berm surfaces and by the scat­
tering and absorption losses taking place along the 
berm top. 

No systematic difference between the conventional 
thin-wall barrier and the wall-berm combination was 
observed. 

Barrier Height of 3 m 

Insertion losses measured for 3-m-high barriers--a 
conventional barrier, an earth berm, and an earth 
berm with an "artificially" high sound-absorptive 
top--are shown in Figures 7 and 8. The two berms 
were identical except for a urethane foam used on 
the top of the absorptive berm. As mentioned be­
fore, the earth berm was completely covered with a 
special fiberboard material to simulate grass cover. 

The berm with the sound-absorptive top was a 
somewhat "artificial" structure because the sound­
absorptive property of the top (which had a noise 
reduction coefficient of 0.75) would be difficult to 
duplicate in the field. This structure was evalu­
ated mainly to test whether and how the performance 
of a berm can be improved by using an absorptive 
material on its top. 

The results in Figures 7 and 8 are based on the 
source height modeled 1.2 and 2.4 m aboveground, re­
spectively. Both figures show that the 3-m-high 
conventional thin-wall barrier again slightly out­
performs its earth berm counterpart. The replace­
ment of the grass-covered top by the more absorptive 
top improved the berm performance by about 2 dB (A) 
for the source-barrier-receiver geometries used. 
This suggests that the absorptive material on the 
barrier top may be a more important influence of 
diffraction than the barrier shape. 
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Wall-Berm Combination 

The effect of mounting a thin-wall conventional bar­
rier atop an earth berm is shown in Figure 9. The 

height of the conventional barrier ranged from 0.3 
to 1. 8 mi the source-barrier-receiver geometry used 
is shown schematically in Figure 9 and is detailed 
in Figure 4. 

Figure 5. Comparison of different 4.9-m-high barriers with source in fifth lane 2.4 m above ground. 
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Figure 6. Effect of tilting the slope of a wedge: (left) small angle of tilt and (right) large angle of tilt. 
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Figure 7. Comparison of different 3-m-high barriers with source in second lane 1.2 m above ground. 
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Figure 8. Comparison of different 3-m-high barriers with source in second lane 2.4 m above ground. 
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Figure 9. Effect of mounting thin-wall atop 3-m-high earth berm. 
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Figure 9 shows that insertion loss increased with 
the increased height of the thin-wall barrier atop 
the earth berm. The insertion loss shown is aver­
age for 12.2, 24.4, and 36.6 m behind the barrier 
(the source is in the fifth lane, as shown in Figure 
4). The rate of increase in insertion loss was not 
quite uniform, being somewhat lower initially. 
Nevertheless, the erection of a thin-wall atop an 
earth berm consistently improved the insertion loss 
of the earth berm alone. 

A different picture emerges if the thin-wall is 
mounted atop the berm with the sound-absorptive top 
as in Figure 10. (Source and receiver are 1. 2 m 
above grass-covered ground, and the receiver is 12.2 
m behind the barrier.) For the geometry used, this 
structure provides about 3 dB(A) higher insertion 
loss than its earth berm counterpart. Mounting a 
thin-wall atop the absorptive-topped berm does not 

5 

initially increase insertion loss, since the benefi­
cial effect of the absorptive top is lost and is not 
fully recovered by the increase in the total barrier 
height. However, as the height of the thin-wall in­
creases to about 1.2 m, the effect of the absorptive 
top diminishes and the combination of the wall and 
the absorptive-topped berm and the combined wall and 
earth berm perform equally. 

CONCLUSIONS 

The following conclusions, based on the data pre­
sented in this paper, are intended mainly to stimu­
late interest in the relative acoustical performance 
of the two most common barrier shapes: reflective 
thin-walls and earth berms. 

1. Reflective thin-walls, earth berms, and the 
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Figure 10. Effect of mounting thin-wall atop 
earth berm with sound-absorptive top. 
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combination of the two are about equally effective 
(in terms of insertion loss) provided the berm is 
covered by grass or similar material. Actually, for 
the majority of source-barrier-receiver geometries 
investigated in the scale-model study, a slightly 
lower insertion loss [usually less than 1 dB(A)] was 
measured for earth berms than for thin-walls of the 
same height. This difference may not have practical 
significance since it also depends on the sound-ab­
sorptive properties of the material used to model 
the grass-covered ground. 

2. The acoustical performance of an earth berm 
can be increased by placing sound-absorptive mate­
r i ~l on its top= On the other h~nn: pl~cirig hi cycl P. 

paths or walkways on earth berms that serve as noise 
barriers would make the top reflective and should be 
avoided. 

3. The erection of relatively low thin-walls 
atop earth berms is acoustically justified since it 
increases the insertion loss beyond that of earth 
berms alone. 

4. Research on the effect of barrier shapes 
should be continued, and full-scale testing should 
be emphasized. An improvement of several dB(A) at­
tributable to barrier shape may be considered sig-
nificant since the insertion loss pro~Jided by bar-
riers in the field is usually in the 5- to 10-dB(A) 
range. 
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Quality Control for Environmental Measurements 

EARL SHIRLEY 

A general overview of the quality assurance program for environmental 
measurements practiced by the California Department of Transportation is 
presented to illustrate current practice. The discussion, which is general 
rather than detailed. places the program in perspective and concentrates on 
equipment used to measure noise and air pollutants and the associated instru­
mentation and procedures for calibration. A quality assurance program is 
necessary to ensure the validity and reliability of environmental measure­
ments. Traceability of instrument calibration to an authority such as the 
National Bureau of Standards is important. The program involves fairly 
complex instrumentation systems and requires expert technical personnel 
and good documentation. 

One of the fundamental responsibilities of manage­
ment is the establishment of a continuing program to 
ensure the reliability and validity of any measured 
test value. The California Department of Transpor­
tation (Caltrans) has been following such a program 
for a number of years to provide assurance that test 
data involving materials such as asphalt, soils, and 
concrete are valid. To achieve this, the department 
has been participating in national programs spon­
sored by organizations such as the American Society 
for Testing and Materials, the Materials Reference 
Laboratory of the American Association of State 
Highway and Transportation Officials, and the Cement 
and Concrete Reference Laboratory of the National 
Bureau of Standards (NBS) and has been carrying out 
its own quality control program. 

The addition of environmental testing responsi­
bilities to Caltrans' normal duties brought about a 
need for a quality assurance program (QAP) in those 
areas also. Specifically involved were test data 
relating to air quality, water quality, and noise 
and vibration. Some of the benefits that would re­
sult from such a program were seen to be 

1. Increased confidence in decisions based on 
environmental datai 

2. A solid, defensible position in the event of 
litigation involving environmental datai 

3. Uniformity in techniques and procedures for 
the use of instruments and their calibration and for 
data analysisi and 

4. Unqualified acceptance of Caltrans test re­
sults by other organizations. 

With the need for a QAP identified, it was neces­
sary to decide on the program type and scope that 
would best fit Caltrans needs. Three basic alterna­
tives were examined: 

1. Develop a full "standards laboratory" capa­
bility in-house, 

2. Make use of equipment manufacturers' regional 
service centers, or 

3. Develop an in-house capability similar to 
that of a manufacturer's regional service center. 

The first alternative was judged to be too 
costly. For example, the noise portion would re­
quire either the rental or the construction of an 
anechoic chamber. It was also felt that full-scale 
testing of environmental measurement equipment in 
accordance with American National Standards Insti­
tute, u.s. Environmental Protection Agency (EPA), 
and NBS procedures was neither cost effective nor 
necessary for Caltrans operations. 

The second alternative, based on previous experi­
ence, would lead to long "turn-around" times (up to 
three months) and tend to discourage regular cali­
bration. In addition, since most of the regular 
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project-.celated environmental analyses are done by 
personnel in the ·11 Caltrans districts, this alter­
native would not free headquarters personnel from 
duties in coordination, documentation, field review, 
and training. 

The third alternative was felt to be the most 
~mitahle sol11ti.on. Mnch of th" instrumentation nec­
essary for such a program was already on hand. 
Other advantages included information exchange, cor­
rective action on equipment and test procedures, 
and, in some cases, concurrent certification of 
testing technicians. 

There were two general goals: (a) compliance 
with state and federal mandates for environmental 
testing and (b) ensuring the reliability and valid­
ity of environmental test results. The following 
objectives would lead to attainment of those goals: 

1. Develop procedures for administration and 
documentation and define areas of responsibility, 

2. Develop procedures for maintaining environ­
mental measuring equipment in calibration and ensure 
that the instruments used for the calibration are 
traceable to NBS, 

3. Develop procedures for certifying and audit­
ing personnel assigned to perform field and labor­
atory environmental measurements, and 

4. Frame a QAP to include and to implement the 
above procedures and provide the necessary support 
in terms of competent technical assistance and ade­
quate calibration instruments. 

Keeping these goals and objectives in mind, Cal-
trans developed QAPs fer noise ''" \,!:_! , 

and water quality (3). This paper summarizes the 
equipment and proced-;;-res used in the noise and air 
quality programs. 

ELEMENTS OF A QAP 

Framing a QAP tc include the necessar~' administra-
tive and technical procedures led to selection of 
the following program elements: 

1. Program administration includes coordination; 
scheduling; preparation and transmittal of quality 
control samples; collection and analysis of data and 
reporting results; dissemination of instructions, 
information, and changes in policy and procedures; 
identification and correction of systematic devia­
tions, bias, and erratic results; preparation of 
test methods; and equipment purchase and repair. 

2. Training, although an administrative func­
tion, is treated as a separate element because o!' 
its importance. Training covers sampling, field 
testing, equipment calibration, equipment storage, 
laboratory testing, and record keeping. lt consists 
of formal in-house courses, on-the-job training, 
academic courses, and manufacturers' seminars. 

3. Instrument calibration involves establishing 
calibration standards traceable to NBS, determining 
equipment characteristics to be tested and applica­
ble tolerances, and determining an optimum calibra­
tion interval. It is discussed in some detail for 
both noise and air quality instrumentation in the 
following sections of this paper. 

4. Operator certification and procedural audits 
recognize that, in addition to calibrated instru­
ments, valid environmental measurements depend to a 
great degree on the competence of the people who 
operate the instruments and analyze the data and the 
degree to which they follow established procedures. 
Although training is available, it is difficult to 
establish a policy for periodic retraining. As a 
result, inexperienced or "rusty" technicians can be 
involved in environmental measurement and analysis. 
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Due to these inadequacies, it is necessary to evalu­
ate and review the actual measurement procedures on 
an annual basis. 

5. Documentation is an essential feature of a 
QAP. The bulk of the documentation concerns equip­
ment calibration and is detailed and technical in 
nature. Documentation for the procedural audit con­
sists of a simple performance certificate. 

INSTRUMENT CALIBRATION 

The basic goals of instrument calibration were to 
detect serious malfunctions or deficiencies in Dis­
trict equipment and to establish calibration docu­
mentation attesting to the long-term stability of 
the equipment. Of the many tests that are commonly 
performed on noise-measuring equipment, the follow­
ing were determined to be necessary in terms of dis­
closing basic equipment malfunctions yet simple 
enough to be incorporated in a portable calibration 
program: 

1. Calibrators-- (a) Calibrator output level and 
(b) calibrator output frequency; 

2. Sound-level meters (SLMs)--(a) Meter scale 
linearity, (b) 10-dB step attenuator accuracy, (c) 
A-weighting, (d) internal noise, and (e) SLM output 
voltage: and 

3. Graphic level recorders (GLRs) -- (a) Accuracy 
of response, (b) overshoot-undershoot and creep, (c} 
chart speed, and (d) writing speed. 

With the specific tests decided on, it was neces­
sary to select calibration instrumentation to per­
form the tests. Table 1 lists this equipment, and 
Table 2 relates the equipment to the test and gives 
the allowable tolf!rances. 

Traceability to NBS is achieved by periodically 
submitting the specially designated "laboratory 
standard" microphone to NBS for calibration. On its 
return, this "calibrated" microphone is used to de­
fine the Sf!nsitivity of another microphone used in 
the calibration of Caltrans district calibrators. 
This microphone is referred to as a "working stan­
dard" microphone. This program of sending a labora­
tory standard microphone directly to NBS provides 
the highest level of NBS traceability (see Figure 1). 

If continual calibration capability is to be 
maintained, it is necessary to have two laboratory 
standard microphones for cross calibration so that, 
when one is at NBS for calibration (turnaround time 
is about three to five weeks), the other is avail­
able for use. The Caltrans Transportation Labora­
tory (TransLab) purchased two 1-in laboratory stan­
dard microphones at a coot of ~bout $700 eaoh. 
Because they could be used on existing Translab 
equipment, the total cost of setting up a laboratory 
standard measuring system was minimized. The total 
cost of all equipment required for this type of sys­
tem would be about $6000. 

Another key instrument for which NBS traceability 
is necessary is thf! standard voltmeter used by 
TransLab in this program. This meter must be a true 
RMS digital type and is sent annually to its manu­
facturer for calibration against standards directly 
traceable to NBS. The instrument is a portable 
AC/DC unit with an accuracy of 0.05 dB or better and 
was approved by NBS for our purposes. 

The other TransLab standard for which periodic 
calibration is required is the standard frequency 
counter. There are two existing standards that 
provide limited degrees of calibration: (a) tuning 
forks maintained by the electrical section of Trans­
Lab and certified by their manufacturer as to their 
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exact frequency and (b) a 1000-Hz pure tone provided 
by the telephone company and accessible by dialing. 

Although the above references can be used for 
periodic checks of the frequency counter at a lim­
ited number of frequencies, a thorough NBS-traceable 
calibration of the counter should be performed at 
least every two years. This is available from the 
manufacturer. Two years is considered a reasonable 
interval because the instrument is highly accurate 
and stable. 

The calibration data for the NBS-calibrated lab-
oratory standard microphones are used in adjusting 
the input sensitivity of the laboratory standard 
SLM/preamp/microphone system to estabalish a "true­
reading" system. The working standarrl system is 

Table I. Calibration equipment for noise instruments. 

Equipment 
Category No. 

Laboratory standard I 
2 
3 
4 

Working standard 5 
Ancillary equipment 6 

7 
8 

Equipment 

SLM/preamp/microphone system 
Frequency counter 
Digital voltmeter 
Pistonphone transfer standard 
SLM/preamp/microphone system 
Acoustical signal generator (signal 
generator, amplifier, attenuator 
set, "slave" calibrator) 

Dummy microphone 
Stopwatch and ruler 

Table 2. Tests and equipment for noise instrument calibration. 

Test Item 

Calibrator 
Output level 
Output frequency(s) 

Sound-level meter 
Meter scale linearity 

I 0-dB step attenuator accuracy 

A-weighting 

Internal noise 
SLM output voltage 

Graphic level recorder 
Accuracy of response 
Overshoot-undershoot and creep 
Chart speed 

Writing speed 

aFrom Table 1. 

Equipment 
No.• Tolerance 

5 ±0.5 dB 
2,5 ±0.2 dB@ 1000 Hz 

2,6 ±0.4 dB@ 250, 500, 
and 1000 Hz 

6 ±0.5 dB@ 250, 500, 
and 1000 Hz 

6 Depends on octave 
band 

7 <30 dB 
3,6 ±0.4 dB for 5-dB steps 

@ 25 0, 500, and 1000 
Hz 

6 ±0.5 dB 
±1.0 dB (20-dB step) 

8 ±JO percent between 
runs 

8 

Figure 1. NBS traceability: noise instruments. 

WORKING STO. 
SLM 
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then compared with the laboratory standard system by 
using a pistonphone transfer standard. The piston­
phone is a highly precise mechanical device that 
generates a pure tone of 250 Hz at a sound pressure 
level of 125 dB and has an accuracy of ±0.2 dB. 

Tests of SLM characteristics are made electro­
acoustically i that is to say, the SLM is subjected 
to acoustical input signals so that the microphone, 
as well as the meter electronics, is tested. It 
would be possible to remove the SLM microphone and 
input electrical signals directly to the SLM, but 
separate microphone tests would then have to be con­
ducted. 

Ideally, electroacoustical tests on SLMs are done 
in a reflector-free environment such as an anechoic 
chamber. Because of the trouble and expense in­
volved in constructing one of these chambers, and 
because of the nature of the Caltrans calibration 
program, a relatively simple system was devised that 
would allow a controllable acoustical signal to be 
input to an SLM. This system requires the use of 
what will be called a "slave" calibrator, which is 
nothing more than a calibrator driven externally by 
a signal generator. The calibrator in this situ­
ation is simply serving as a transducer or loud­
speaker, converting an electrical signal into an 
acoustical one. An infinite variation of signal 
amplitudes and frequencies can therefore be obtained 
by adjusting the signal generator. 

The output frequencies of the signal generator 
are measured by the standard frequency counter. 
Placed in series with this system is an attenuator 
box capable of providing 10- and 1-dB step changes 
in signal level. Also in series with this array is 
an amplifier for increasing the output range of the 
system (see Figure 2). 

Such a system as this can only be useful if its 
acoustical output can be accurately characterized 
with respect to frequency response. Here again, the 
laboratory standard microphone is required. By 
mounting the "slave" calibrator on the standard 
microphone and "sweeping" the frequency spectrum on 
the signal generator controls, the frequency re­
sponse of the slave system can be exactly defined. 
It must be stressed that this slave system should 
not be used unless frequency response data are first 
obtained by using a standard microphone. 

Air Quality 

During the early years of air pollution monitoring, 
the methods of analysis were heavily based on wet 
chemical tests and were usually performed by chemi­
cal laboratory personnel. It is understandable that 
many early calibration methods and standards were 
derived from involved chemical reactions. Many re­
lied on color changes of solutions exposed to air 
samples by fritted glass bubblers. The color 
changes were read by photometers at specific wave­
lengths characteristic of the reaction being stud­
ied. Calibration was achieved by mixing the pol­
lutant in question in known quantities with the 
solution and documenting the color change. These 
basic methods were complex, time consuming, and very 
susceptible to conditions that existed when the mix­
ing and testing were performed. They were also 
highly dependent on the quality of the chemicals and 
personnel involved. 

New developments in instrumentation methods, 
coupled with the uncertainties involved in chemical 
analysis and the discrepancies between tests per­
formed by different monitoring groups, brought new 
means of analysis and calibration to the forefront. 
The time period from the early 1970s to the present 
has seen the development of permeation tubes, flow 
dilution systems, especially lined cylinders, stan-



--

70 

dard reference materials (SRMs) supplied by NBS, and 
the sensitive new gas phase reaction and optical 
method instruments. 

These new instruments use the following methods 
of measurement: 

1. Nondispersive infrared absorption for car bon 
monoxide (CO) measurement, 

2. Chemiluminescence for ozone (0 3) and nitric 
oxide (NOx) measurement, 

3. Ultraviolet light absorption for 03 mea­
surement, and 

Figure 2. Calibration signal production. 

ELECTRICAL SIGNAL 
PRODUCTION 

v 
ACOUSTICAL SIGNAL 

PRODUCTION 

v 

Table 3. Calibration equipment for air quality instruments. 

Category 
Equipment 
No. 

Laboratory standard 

Working standard 

Ancillary equipment 

I 
2 
3 
4 

5 
6 

7 
8 

9 
IO 
II 
12 
13 
14 

Table 4 . Tests and equipment 
for air quality initrument 
calibration. 

Analyzer 

co 

NO, 

Equipment 

NBS SRM for CO 
NBS SRM for NOx 
NBS SRM for CH4 
Reference analyzers (CO, NO,. 

HC, 0 3 ) 

Zero air system 
Transfer gas cylinders (CO, NOx. 

CH4, zero air) 
Ozone comparator 
Gas calibration system (includes 

multigas cylinder) 
Digital multimeter 
Dry gas flow meter 
Bubble flow meter 
Digital temperature sensor 
Strip chart recorder 
Stopwatch 

Method 

Nondispersive infrared absorption 

Ultraviolet absorption 

Chemiluminescence 
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4. Gas chromatography with flame photometric and 
flame ionization detection for sulfur dioxide 
(S02) and total hydrocarbon (THC) measurement, 
respectively. 

These new detection methods brought with them 
sensitivities of 0.5 ppm er less and accuracies of 
l-2 percent. This stretched the limits of past cal­
ibration methods and emphasized the need for stan­
dardization of procedures, tightening of tolerances 
on span gases, documentation of instrument perfor­
mance, and in-use s urveys o f p r ecision and linearity. 

Calibration of these instruments, not including 
some ot their internal preparatory calibration pro­
cedures, was restricted to certain tests, and appro­
priate calibration instrumentation was selected to 
per f orm these tests. '!'able 3 lists the equipment, 
and Table 4 relates the equipment to the individual 
test. 

Traceability to NBS ie achieved through the uoc 
of SRMs as laboratory standards (see Figure 3). 
These are in the form of bottled gases with pre­
cisely measured concentrations of the pollutants of 
interest. An exception is ozone. '!'he laboratory 
standard, which in this case is also a working stan­
dard. is an ozone comparator that is verified quar­
terly with a reference photometer in the California 
Air Resources Board (CARB) Laboratory. 

Two other working standards receive regular veri­
fication by CARB. The gas calibration system re­
ceives a check of the flow dilution settings and is 
supplied with a ver i fied multigas cylinder that con­
tains high concentrations of co, NOx, THC, and 
methane iCH4). ·1·ne dry gas r.Low meter is cali ­
brated by use of a positive displacement instrument 
with a mercury-sealed piston. In addition, the dig­
ital multimeter is calibrated by NBS-traceable stan­
dards in the Caltrans electronics laboratory. 

The calibration program for district air quality 
instrumentation begins with reference analyzers that 
3re maintained the Caltrans central laboratory 
under controlled environmental (temperature and 
humidity) conditions. These instruments are cali­
brated on the NBS SRMs. Individual cylinders of 
gases with pollutant concentrations determined by 
these analyzers are then used as transfer standards 
to calibrate upscale readings on field analyzers. 
Linearity checks are made with the gas calibration 
system. 

Quality control is enhanced by a periodic inter­
laboratory testing effort that uses "unknowns" pre­
pared by the central laboratory. 

Calibration 
lest 

Instrument bias 
Zero reading 
Upscale reading (span) 
Sample flow 
Output linearity 
Zero reading 
Catalytic 0 3 scrubber 
Upscale reading (span) 
Sample flow 
Output linearity 
Zero reading (including dark current) 
Upscale reading (span) 
N02 - NO converter 
Sample flow 
Output linearity 

Equipment• 

9, 13 
6, 8, 9, 13 
6, 9, 13 
10, 14 
8, 9,' 13 
6, 8, 9, 13 
7,9 
7, 9, 13 
10, 14 
7, 9, 13 
6, 8, 9, 13 
6, 9, 13 
7, 9, 12, 13 
10, 14 

HC Gas chromatography with flame ionization detection Flow rates (all gases) 
7, 9, 13 
II, 14 

a Refers to designation in Table 3. 

Function and gate timing 
Zero reading 
Upscale reading (span) 
Output linearity 

13, 14 
6, 8, 9, 13 
6, 8, 9, 13 
7, 9, 13 
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Figure 3. NBS traceability: air quality instruments. 

DISTRICT 
ANALYZERS 

PROGRAM EXPERIENCE 

Calibration of noise-measuring equipment, prior to 
the formal QAP, had been left up to the Cal trans 
districts. Appropriate intervals had been recom­
mended, but practice varied considerably. There are 
41 SLMs, 16 GLRs, 45 microphones, 7 analyzers, and 
41 calibrators involved in the program. When the 
QAP was initiated, it was found that two years had 
elapsed since some instruments were calibrated. 
Fortunately, only about 6 percent of the instruments 
were out of specified tolerances. About 15 percent 
of the instruments showed problems that needed cor­
rection. 

The program for air quality measurements inter­
faced with a previous program carried out by the 
California Air and Industrial Hygiene Laboratory. 
This meant that the equipment was in good calibra­
tion when the program started. Calibration, how­
ever, had been based on one or two upscale points, 
and it was found that linearity adjustments were 
necessary for the lower-scale values. Seventeen CO 
analyzers and eight each for 03, HC, and NOx are 
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calibrated in this program. The hydrocarbon analyz­
ers are more troublesome than the rest because of 
their complexity. 

The procedures developed for the program seem 
adequate. Having the equipment adjusted and put in 
good repair as part of the calibration process is a 
great advantage. It is too early to draw conclu­
sions about long-term instrument stability, but as 
we accumulate calibration history it will be one of 
the things that will affect calibration frequency. 

The need for environmental measurement has di­
minished along with capital improvements, and Cal­
trans is doing much less today than a few years 
ago. As long as any measurements are made, however, 
a QAP will continue to be a necessary part of our 
work. 
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Quick Fix for Washington Metro Brake Squeal 

GUMMULURU N. SASTRY AND EDGAR C. GREEN, JR. 

When the Washington Metropolitan Area Transit Authority (WMATA) made 
some changes in the brake system configuration of pads and discs to increase 
the wear life of the brake system in the fall of 1980, the quality, duration, 
and frequency of brake squeal increased dramatically, causing citywide com· 
plaints and adverse publicity. A quick fix had to be found within a few 
weeks to mitigate this squeal and avoid further losses of ridership. A test 
program was designed to find a solution simple enough to incorporate into 
the system immediately. Several configurations of brake pads were tested 
and a "quiet pad" that does not generate the annoying squeal was found 
among those pads made available to WMATA. Abex 1389b pads were retro· 
fitted to the system. and the squeal disappeared. 

When the Washington, D.C., Metro system was first 
opened to the public in 1976, quietness, speed, and 
comfort were the trademarks of the system and were 
highly praised by the public. But a letter to the 
editor of the Washington Post published on January 
5, 1981, read as follows: "As a visiting New Yorker, 
I find the noise levels of arriving Metro trains 
intolerable. As a worker a year ago in Washington I 
knew this was not the case. Trains arrived with 

some quietness •••• Why has this been allowed to go 
unchecked? Where are the environmentalists? •••• Are 
D.C. travelers so immune to this insane decibel 
level that they ignore it?" 

This rider's observation of the increased noise 
level in the Washington, D.C., Metro system was one 
of the more mildly worded of the widespread adverse 
reactions. Meanwhile, Washington Metropolitan Area 
Transit Authority (WMATA) environmentalists were 
aware of this annoying problem and were frantically 
working to alleviate the noise. 

WMATA cars were designed with disc brakes as the 
primary friction braking system. There have been 
several investigations and tests over the past few 
years aimed at improving brake pad and disc life and 
mitigating the noise problem. When WMATA made some 
changes in the brake system configuration of pads 
and discs in the fall of 1980 in order to increase 
brake pad and disc life, the quality, duration, and 
frequency of the squeal changed dramatically, caus­
ing citywide complaints and adverse publicity. This 
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prompted WMATA immediately to look into the brake 
squeal problem and to adopt a multifaceted approach. 
De Leuw, Cathe~ and Company, the general engineering 
consultant to WMATA, was charged to find what was 
called a wquick fix" to the brake squeal problem. A 
solution had to be found within three or four weeks 
through diagnosis and identification of major noise 
contributors by field surveys and investigations. 
The· solution had to be simple enough to be incorpo­
rated immediately into the existing braking system. 

APPROACH TO THE PROBLEM 

A brief survey of recent literature revealed that 
there was no simple explanation of the mechanism 
that produces squeal. Some of the significant 
factors are pad coefficient of friction, tempera­
ture, humidity, mass of brake assembly, and stiff­
ness of brake components. It is also believed that 
squeal is affected by the geometric relation of the 
piston, the pad, and the disc, which may be subject 
to "geometrically induced or kinematic constraint 
instability" (1). A recent study by Ronk and Staino 
(2) indicates that "the squeal instability region is 
l~rgely dependent upon the contact point position of 
!:hp p;in wil:h !:hp niR,.,, niR" Ri:iffnP<IR norm;il t~n ii:<! 

plane of rotation, Young's modulus of pad material 
caliper system stiffness normal to the disc, and 
caliper mass." 

It was evident from the start that a number of 
investigations incorporating several parameters were 
needed to define the Metro squeal problem and de­
velop solutions. Our approach, however, was limited 
by the following constraints: 

1. From the start, the Metro system has shown 
intermittent brake squeal at low speeds. 

2. Squeal duration and frequency changed dramati­
cally when WMATA attempted to prolong the wear life 
of pads and discs by experimenting with different 
~-J-LJ-- --L--~-,-
J..&..l. ....... .l.Vll JllCl\..IC.L.1.Cl.1.tl• 

3. Time constraints prevented major changes to 
the calipers or discs of the brake assemblies. 
Therefore, any solution requiring design changes in 
the braking system was ruled out in the exercise. 

To satisfy all of these parameters, the pragmatic 
approach was to concentrate on the friction pads. 
The following guidelines were established at the 
beginning: 

1. Test the effectiveness of a 0.125- or 0.25-in­
thick resilient material installed between the pads 
and back plates and 

2. Test various brake pads readily available on 
the market that met strict WMATA deceleration speci­
fications for crush loads under wet and dry condi­
tions. 

The decision to concentrate on the pads alone was 
based on the theory that the disc and the total 
brake assembly act much as a bell ringing under the 
action of a clapper, i.e., the pad. It is known 
that a bell emits different frequencies when differ­
ent clappers are used. The aim was to find a pad 
(the clapper) that produced the least squeal of low 
frequency because low-frequency squeals are not as 
objectionable to the human ear as high-frequency 
pitches. Table l identifies the various pads that 
were tested during the four-phase program (see 
Figure 1) • Phase 1 established a base noise level 
by measuring the brake squeal of existing six-car 
trains during normal revenue hours. Phases 2 and 3 
involved the testing of several brake pad configura­
tions installed on two-car test trains operated 
during nonrevenue hours. Pads were ranked according 
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Table 1. Brake pad configurations and test trains used for brake squeal mea· 
surements. 

Car 
No. 

1084/85 
1046/47 

1040/41 
1050/51 
1104/05 
1228/29 
1264/65 
1742/43 
1282/83 

1084/85 
1026/27 
1104/05 
1118/19 
1032/33 
1176/'/ I 

1118/19 

1032/33 
1118/19 

1032/33 

1280/81 

1286/87 
1190/91 
1168/69 
1076/77 
1068/69 
1076/77 
1032/33 
1076/77 
1150/51 

1122/23 
1076/77 
1168/69 
1122/23 

1192/93 
1076/77 
1084/85 
1036/37 
1064/65 

Brake Pad Configuration 

Knorr disc; Knorr pad (881) 
Abex disc; Knorr pad (881), backing plates with FOL 8; 

bonding 303 IMP 
Abex disc; Knorr pad (881); Bl dynamic brake 
Abex disc; Abex pad ( 451 09) 

Abex disc; Raybestos pad without backing plates 
Abex disc; Knorr pad (402) 
Abex disc; Knorr pad (881 ); factory-bonded noise abatement 

material 
Knorr disc; Knorr pad (881); laminated inserts 
Abex disc; Knorr pad (881) with link isolators 
Abex disc; Abex pad (45109) 
Abex disc; Knorr pad (881), eight-segment 
Abex disc; Knorr pad (881) 
Knorr disc; Knorr pad (881), used pads cut with additional 

slot to form eight segments; one-half wear 
Abex disc; Knorr pad (881 ), eight-segment, new pads with two­

day revenue service 
Knorr disc; Knorr pad (881) 
Knorr disc; multisegment (eight) Knorr pad, backing plate 

standard noise abatement material 
Abex disc; sin~le-slot Knorr pad (881 ). backin~ plate standard 

noise abatement material 
Abex disc; outside brake Knorr pad (881 ), inside brake 

single-slot Knorr pad (881) (standard) 
New York Air Brake System 
Knorr disc; Knorr pad, standard 
Abex disc; Abex pad 1389b, single-slot 
Abex disc; Raybcstos pad 
Abex disc; Abex pad 1389b 
Abex disc; Knorr pad (881-1) 
Abex disc; Knorr pad (881 ), single-slot 
Abex disc; Knorr pad (881-1 ), three-slot without backing 
Abex disc; Knorr pad (881-1), one diagonal, three-slot with-

out backing 
Abex disc; Knorr pad (881-1) with backing plate 
Abex disc; Knorr (881-1) standard pad, three-slot; crush load 
Knorr disc; Abex pad 1389b, single-slot 
Knorr (881) standard pads, outside pad with backing plate 

(0.125 fr~) 
Inside pad Knorr (881) standard, outside pad Abex 1389b 
Abex disc; Abex pad l 389b; 33 000-lb crush load 
Knorr disc; Abex pad 1389b 
Abex disc; Abex pad 1389b with backing plate 
Abex disc; Abex pad 1389b 

Figure 1. Metro brake squeal short-term test program. 
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to their quietness, and the three quietest pads were 
selected for further testing. Phase 4 consisted of 
testing the quietest pads installed on six-car 
revenue trains and comparing them with the base 
noise levels established during phase 1. 

INSTRUMENTATION AND MEASUREMENT TECHNIQUES 

Measurements of Metro brake squeal were conducted at 
Union Station near the Brentwood Yard on the Red 
Line. Instruments were installed in the middle of 
the center platform, about 15 ft from either edge, 
so that when the test train stopped the middle of 
the train would be near the microphones. 

Two sets of instrumentation were used. The first 
set consisted of a B&K 4156 O. 5-in condenser micro­
phone, a B&K 2619 preamplifier, and a NAGRA IV SJ 
tape recorder. The microphone, equipped with a wind 
screen, was mounted on a tripod about 5 ft from the 
ground and connected to channel l of the NAGRA tape 
recorder through the preamplifier. The channel l 
output in turn was connected to the channel 2 input 
with an additional 10-dB attenuation set on the 
front panel of the tape recorder. The reason for 
10-dB additional attenuation on channel 2 was to 
preserve any overshoots on channel 1. 

The second set of instruments consisted of a B&K 
2209 precision sound-level meter with a B&K 4131 
1-in microphone and a B&K 2306 level recorder. The 
sound-level meter with a wind screen was mounted on 
a tripod about 5 ft above the ground. The output 
from the sound-level meter was connected to the 
level recorder. All of the instruments were cali­
brated with a B&K 4230, both before and after each 
set of measurements. A 1-min calibration signal was 
recorded on each tape. The maximum sound level 
observed on the sound-level meter for each run was 
logged by an assistant. A voice commentary describ­
ing each run was also recorded on the tape. All 
instruments functioned satisfactorily throughout the 
three-week measurement schedule. 

The measurement procedure involved the following: 
A two-car test train was fitted with a selected 
brake pad and disc configuration. For example, a 
test train comprising cars 1282 and 1283 was fitted 
with Abex discs and a Knorr pad 881 with factory­
bonded noise abatement material (Table 1). The test 
train ran from Brentwood Yard and came to a full 
stop at Union Station in automatic mode, continued 
to the next station (Judiciary Square) , reversed 
direction, and came to a full stop at Union Station. 
It returned to Brentwood Yard and then repeated the 
same run. Each stop at Union Stat i on was considered 
one run. The tape recorder started recording the run 
as soon as the train was in sight at the station 
portal. Approximately 20-30 runs for each test train 
were recorded to obtain consistent squeal readings. 
The trains were usually empty, but sev- er al tests 
were conducted with 33 000-lb ballast loaded on each 
car (equal to a crush load) for selected brake pad 
configurations. 

The recorded magnetic tapes were sent to Wilson, 
Ihrig and Associates, Inc., to obtain one-third 
octave band plots. 

RESULTS 

In phase 1, brake squeal measurements i ncluded the 
establishment of existing squeal levels during 
normal revenue service. A total of 79 readings were 
taken with the B&K 2209 sound-level meter equipped 
with a B&K 4131 1-in microphone mounted on a tripod 
5 ft above ground in Union Station. Of the 79 
readings, 18 were discarded because two trains, 
inbound and outbound, stopped in the station simul­
taneously. The average squeal level of the remain-
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ing 61 readings was 98 ± 3. 5 -dB (A) : the lowest was 
88 dB (A) and the highest 104 dB (A). Eighteen read­
ings were exactly 98 dB(A). Average duration of the 
squeal was found to be 12 s [duration was defined as 
the length of time a squeal exceeds BO dB(A)]. This 
noise level, which a local newspaper compared to the 
noise of a jackhammer, indicates the severity of the 
problem. 

American Public Transit Association (APTA) Guide­
lines for Design of Rapid Transit Facilities, pub­
lished in January 1979 by the Rail Transit Commit­
tee, established a level of 80 dB (A) for platform 
noise produced by trains entering or leaving sta­
tions. Although this criterion does not deal spe­
c i fically with brake squeals, it was considered 
applicable and was used for the purpose of this 
paper. Therefore, any brake pad configuration with 
a squeal lower then 80 dB(A) was considered a 
"quiet" pad. 

It is beyond the scope of this paper to discuss 
the measurements and analysis of each brake pad 
configuration. However, Table 2 summarizes a sample 
of squeal levels recorded during several runs of 
three different brake pad configurations. Figures 
2-4 show the one-third octave band spectra of brake 
squeal, including the duration of some squeals 
(shown at bottom left of the figures). 

In general, the analysis of the squeal levels arid 
the noise spectra indicated the following: 

1. The instantaneous spectrum of squeal shows 
significant peaks at 375, 500, 2500, 3100, 3800, and 
5800 Hz (some of these peaks can be seen in Figure 
2). 

2. It appears that the squeal generally origi­
nates within the frequency range of 350-750 Hz and 
that the disc subsequently vibrates at its higher 
modes. 

3. The New York Air Brake System brakes generated 
no significant squeal during the 10 runs conducted; 
they were tested no further because a separate 
testing program was planned for this at a later date. 

4. The squeals generated by the Abex disc and the 
Knorr pads were generally in the range of 2800-3000 
Hz, although higher modes were also common. The 
Knorr pads were tested in different configurations; 
some were slotted at various locations, and others 

Table 2. Brake squeals for several runs of three brake pad configurations. 

Brake Squeal Level [dB(A)] 

Cars I 076/77, 
Cars I 032/33, Cars I 068/69, Abex Disc and 

Run Abex Disc and Abex Disc and Abex Pad l 389B, 
No. Direction Knorr 881 Pad Abex Pad 1389B Crush Load 

I Inbound 86 76 75 
2 Outbound 97 78 77 
3 Inbound 81 72 81 
4 Outbound 86 79 80 
5 Inbound 92 80 79 
6 Outbound 92 78 78 
7 Inbound 94 77 79 
8 Outbound 90 76 76 
9 Inbound 88 77 79 

10 Outbound 89 75 76 
11 Inbound 94 78 78 
12 Outbound 90 76 75 
13 Inbound 95 78 79 
14 Outbound 90 76 77 
15 Inbound 94 79 78 
16 Outbound 89 75 76 
17 Inbound 96 78 78 
18 Outbound 90 76 76 
19 Inbound 96 78 78 
20 Outbound 90 77 76 
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Figure 2. Test results for cars 1282/83: Abex disc and Knorr pad (881) with 
factory-bonded noise abatement material. 
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Figure 3. Test results for cars 1084/85: Knorr disc and Knorr pad (881) with 
laminated insert. 
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were equipped with special noise abatement plates 
installed between pad and backing plate. In every 
case, no significant improvements were recorded. 

5. The noise spectrum of the Abex . disc and Abex 
pads generally indicates a squeal peak at 500 Hz. 
Squeals of higher modes in the spectrum were not 
evident. 

6. Because of procurement difficulties, only the 
Abex l3B9b pads could be tested extensivelv. Nearly 
160 tests were conducted. Various cars were used, 
empty or crush loaded, equipped with either Abex or 
Knorr discs but all using Abex 13B9b pads. Only 32 
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Figure 4. Test results for cars 1104/05: Abex disc and Abex pad (45109). 
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runs generated squeals, and of these only 6 produced 
squeal exceeding BO dB(A). 

It was concluded that the Abex 13B9b pads were 
suppressing the higher modes of disc vibration, thus 
eliminating most of the unpleasant squeals. They 
rarely produced squeals above established acceptance 
criteria of BO dB(A) and even then only at fre­
quencies of 500-750 Hz. The duration of the squeals 
was also v~ry limit~n (approximat~ly l or 2 s). 

Thus, the Abex 13B9b pad was deemed the candidate 
most likely to eliminate the annoying brake squeal 
problem, and all WMATA cars were subsequently retro­
fitted with these pads. Several follow-up tests 
conducted during revenue service consistently con­
firmed the results. 
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