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Minimizing Cost of Manual Traffic Counts:

Canadian Example
SATISH C. SHARMA

The accuracy and cost-effectiveness of short-period manual traffic counts are
analyzed. Alberta’s primary highway system is investigated in this study. The
roads in the system under investigation are classified into four types: (a) com-
muter sites, (b) nonrecreational low-volume sites, {(c) rural long-distance sites,
and (d) recreational sites. The accuracy of short-period counts is expressed in
terms of a deviation either side of the estimated volume, which defines limits
of the interval in which the actual volume is most likely to be. In the tests of
this study, a relative measure of deviation, namely, the coefficient of variation,
is used in order to compare the variation in several sets of data for the counts
of different durations and schedules. The analysis carried out in this paper il-
lustrates clearly that the most important considerations for rationalization of
short-period manual counts are {a) the type of road site being surveyed and
(b) the hour-to-hour traffic variations within the same day. The month of the
year, the day of the week, and the duration of counts are other significant fac-
tors that must be considered in order to devise the most efficient short-period
counts.

Several types of traffic-counting programs are un-
dertaken by roadway agencies to obtain values of
average annual daily traffic (AADT) and other traf-
fic data for their road networks. The most commonly
used programs are (a) continuous counting by perma-
nent traffic counters (PTCs); (b) seasonal counting
by portable counters, where counts are taken a few
times a year for periods from 48 h to 2 weeks in
length; and (c) short-period counting, where manual
traffic counts are undertaken for less than a day.
The PTCs provide actual temporal distribution of
traffic movement and the true values of AADT. The
seasonal and short-period counts furnish only sample
information and therefore need appropriate factoring
to yield the estimates of AADT values.

In addition to the estimates of AADT, the short-
period counting programs provide such important data
as vehicle classification and turning movements,
which are frequently required for planning and de-
sign of roads for both safety and economy purposes.
The proposed study is concerned with the short-
period manual counting programs.

All the provincial transportation agencies in
Canada undertake short-period traffic-counting pro-
grams on an annual basis. Most of such traffic
counting 1is carried out by students during the
spring and summer seasons, which includes May, June,
July, and August. The number of students hired for
this purpose varies from province to province and is
gen: rally in the range of 10-20 students for the
entire period.

Although it is true that the short-period manual
counting is undertaken for a period of less than a
day, there is a considerable difference in the ac-
tual durations and schedules adopted by the differ-
ent provinces. For example, the Ministdre des
Transports in Quebec generally carries out 12-h
(7:00 a.m. to 7:00 p.m.) and 8-h (7:00-11:00 a.m.
and 3:00-7:00 p.m.) schedules, Alberta Transporta-
tion uses 12-h (7:00 a.m. to 7:00 p.m.) and 9-h
(8:00 a.m. to 5:00 p.m.) schedules, and Ontario's
Ministry of Transportation and Communications (MTC)
employs 8-h (7:00-11:00 a.m. and 2:00-6:00 p.m.,)
schedules.

There are two important aspects that should be
considered in relation to the short-period manual
counting programs. One is that the quality of data
used for planning and design purposes is a crucial
factor that affects the reliability of the results.

The other is that, because collecting data is expen-
sive, especially when considerable overtime wages
are involved in 9-h or 12-h counting, the method of
collection should be as cost-effective as possible.

During these times of budgetary constraints, some
authorities feel that the improvement in accuracy
obtained by extending a traffic count at a spot lo-
cation beyond 6 h may be small. But very little
scientific work has been done toward any systematic
comparison between the 12-h traffic surveys and the
shorter surveys in the context of the provincial or
rural roads in Canada. The main objectives of this
study are (a) to analyze the accuracy and cost-
effectiveness of the existing programs, such as
12-h, 9-h, and 8-h counts, as compared with shorter
manual traffic counts; (b) to study the influence of
road type and traffic volume on the accuracy of dif-
ferent short-period surveys; and (¢) to specify ap-
propriate schedules of the shorter counts if they
are reasonable in terms of the accuracy of the
results.

BACKGROUND

Estimation of AADT from Short-Period Counts

The usual method for estimating AADT from sample
counts is that advocated by the U.S. Bureau of Pub-
lic Roads (BPR) in its Guide for Traffic Volume
Counting Manual (1). In general, the BPR method
involves (a) grouping together the PTC sites into
similar patterns of monthly traffic variation, (b)
determining average expansion factors for each
group, (c) assigning road sections that do not have
PTCs to one of these groups, and (d) applying the
appropriate average expansion factor to sample
counts to produce an estimate of AADT,

A commonly used form of mathematical relationship
for estimating AADT from sample counts of shorter
duration than 24 h is that in which the count is
expanded first to 24-h volume by using an hourly
expansion factor (H), second to average daily volume
by using a daily expansion factor (D), and then to
the annual flow by using a seasonal expansion factor
(S5). This formula may be expressed as follows:

Estimated AADT = short-period volume count x Hx D x 8 1)

As indicated earlier, the values of average ex-
pansion factors for different groups of roads are
computed from the PTC data. These factors are de-
fined as follows:

Hourly factor (H) = (avg volume for 24-h period)/(avg volume for
particular duration of count) )

Daily factor (D) = [(avg total volume for week)/7] /(avg
volume for particular day) 3)

Seasonal factor (8) = [(total yearly volume)/12] /(total volume
for particular month) @)
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Figure 1. Estimation errors as function of weekday traffic volume and
duration of counting. 254
20—
e
Zisl-
5]
x
uj
o
Lol
&
5 24 HOUR
48 HOUR
5 72 HOUR
0 | l | | | | |
250 500 750 1000 1250 1750 2000

Errors of AADT Estimates

There are four sourcas of error in estimating AADT
at a point by using Equation 1:

1. The hourly factor at a counting site gener-
ally will not be exactly equal to the group mean;

2. The dailv Ffackor 2at the countina gike will

=te cally Iactoer =g Ccountin S £S1te W

differ from the average daily factor for the group:
3. The seasonal factor at the site will not be
exactly the same as the mean group seasonal factor;
and
4. The road section on which a count is taken
may have been assigned to a wrong PTC or road group;
this error is assumed to be negligible (2).

The magnitude of error due to the hourly factor
is generally expected to be a function of the dura-
tion and schedule of a particular short survey.
However, any variation in the duration and schedule
of a short-period count will not affect the errors
due to the daily factor and the seasonal factor.

In the past, there have been studies to determine
the effect of the duration of sample counts on the
accuracy of resulting AADT estimates. The results
of one such study concerning the so-called "coverage
counts" (or se2asonal traffic counts) were published
by Petroff and Blensly (3). Commenting on Figure 1,
which is adapted from the U.S. study (3), the au-
thors write (3, p. 364):

The observation of the data presented in Fig-
ure 1 which is of utmost practical significance
is that traffic counts of 24-hour duration on
weekdays have a coefficient of variation of 10
percent or less when compared with the mean vol-
ume for a weekday in a given month at stations
having the mean volume of about 500 vehicles per
day or more. This applies usually to all months
except the winter months in some of the
states.... Counts of 48 hours duration improve
the accuracy by 20 to 25 percent, thus raising
the confidence limit from 68 percent to about 75
percent for one standard deviation of 10 percent,
also extending the range of volumes down to about
300 vpd.

This translated into everyday language means
that two thirds to three fourths, depending on
the length of the count, of all coverage or blan-
ket counts may be expected to have an error of
about 10 percent or less when compared with the
true mean weekday volume of the month during

ANNUAL AVERAGE WEEKDAY TRAFFIC VOLUMES

which they were taken when volumes are 300 to 500
vehicles per day or more.

The above observations are for sample counts of
one day's duration or longer in rural areas. A very
limited amount of work has been reported in the lit-
erature concerning the errors of shorter—-duration
counts.

The study conducted by the Local Government Oper-
ational Research Unit (4) for the Department of
Transport in Britain showed that a reasonably accu-~
rate estimate of AADT can usually be based on a
single 16-h count. Another British study (5) on
short-period counting reported:

A six-hour count in the afternoon (13:00h-
19:00h or 14:00h-20:00h) on a weekday in late
spring or early autumn will provide a reasonable
estimate of the annual flow....

If a more accurate estimate of annual flow is
required it would be better to repeat the six-
hour count later in the same month rather than
increase the length of counting to 16 hours. The
expected accuracy from two six-hour counts is
similar to that from a single l6-hour count, even
though four hours less counting is undertaken.

The principal focus of this paper is to analyze
the errors associated with the existing manual
counting programs as used in Alberta, Ontario, and
Quebec and to investigate the potential increases in
the errors if shorter counts (e.g., 6-h and 4-h pro-
grams) are adopted by the provincial authorities.
The study does not include the errors associated
with daily and monthly expansion factors.

STUDY APPROACH
Statistical Accuracy of Short-Period Counts

The accuracy of short-period counts can be expressed
in tarms of deviation either side of the estimated
24-h volume, which defines limits of the interval in
which the actual 24-h volume is most likely to lie.
In the tests of this study, it was necessary to use
a relative measure of deviation in order to compare
the variation in several sets of data for counts of
different durations. The coefficient of variation
(CV) was used for this purpose. For a particular
short-period count at a given roadway site, CV was
defined as follows:

n

cv={[1/n-1) T (%-X)?}*/X=sD/X )
i=1
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where
Xj = ith volume count at site,
n = total number of volume counts taken at site,
. and
X = average value of n volume counts.

CV, as defined in Equation 5, is the SD as a frac-

tion (or percentage) of the mean value X. A low
value of CV, which is associated with less disper-
sion of individual volume data about their mean,
reflects a high accuracy in estimating the actual
traffic volumes.

Study Data

Since the PTCs when grouped are considered to repre-
sent the population of the group, their statistical
measures of variation (such as SD and CV) are also
the measures of the errors at the short-period
counting sites; the latter are also samples taken
out of the same population.

For the purpose of this study, Alberta's PTC data
were analyzed. The PTC information for the years
1978, 1979, and 1980 were included in the study.
After the reliability of the available Alberta PTC
data for those years was considered, a total of 41
PTCs was selected to be used in this investigation.

Because the short-period manual traffic counting
in Alberta and other provinces is carried out mainly
in the spring and summer seasons, only the months of
May, June, July, and August were chosen for the
analysis. Computations for the CV were carried out
by each day of the week for different counting
schedules. The holidays, such as Victoria Day and
Canada Day, were eliminated from the analysis. A
number of certain other days that displayed a very
unusual volume and pattern of traffic (such as that
due to reconstruction of a facility) were also ex-
cluded from the study. Otherwise, it was assumed
that the hourly traffic variations at study sites
did not change significantly from 1978 to 1980.

Classification of Road Sites

One of the most important causes of variability in
the traffic flows and the errors of ARDT estimates
is the nature of the road sites surveyed. Actually,
it is believed that the difference between sites can
be so large as to overwhelm other causes of varia-
bility in predictions. On the basis of two recent
studies (6,7) on Alberta highways, the study sites
were classified into four broad types according to
their temporal variations in traffic flows and such
other characteristics as trip purpose and trip-
length distribution. These types are as follows:

1. Commuter sites, e.g., the PTC site C9 located
on Highway 3 east of Lethbridge;

2. Nonrecreational low-volume (rural) sites,
e.d., the PTC site Cl1l47 located on Highway 35 north
of Grimshaw;

3. Rural long-distance sites, e.g., the PTC site
Cl8 located on the Trans-Canada Highway west of Med-
icine Hat; and

4, Recreational sites, e.g., the PTC site Cll4
located on Yellowhead Highway east of Jasper Na-
tional Park.

Trip purpose information for the typical examples
of these classes, i.e., sites C9, Cl47, Cl1l8, and
Cl14, has been provided elsewhere (§).

Selection of Study Schedules

Other important considerations in manual traffic

surveys are the duration and the schedule of count-
ing. For a particular day, the best short period
will be that which (a) has the most stable relation-
ship with the annual flow and (b) contains the most
representative and important levels (e.g., the even-
ing peak) of traffic that occur in the course of the
day.

Sample schedules in this study were selected
mainly from the considerations of (a) the current
practice in Canada and (b) the variability in the
volumes of different duration counts in the day.
According to current practice, three schedules were
chosen. These are 12 h (7:00 a.m. to 7:00 p.m.)}, 9
h (8:00 a.m. to 5:00 p.m.), and 8 h (7:00-11:00 a.m.
and 2:00-6:00 p.m.).

The CVs for continuous counts of 8 h and shorter
duration were investigated for all classes of roads,
as shown in Figure 2 for the rural 1long-distance
road site Cl8, It became apparent that for the best
results shorter manual counts would have to be car-
ried out with their midpoints at 3:00 or 4:00 in the
afternoon. However, for the purpose of detailed
discussion and comparisons, some other schedules
were also selected in this study. On the assumption
that all manual counts would be conducted between
7:00 a.m. and 7:00 p.m., the following schedules
were chosen in addition to the existing three sched~
ules:

1. 6 h (a.m.) (7:00 a.m. to 1:00 p.m.),
2, 6 h (p.m.) (1:00-7:00 p.m.),

3. 4h (a.m.) (7:00-11:00 a.m.),

4. 4 h (p.m.) (2:00-6:00 p.m.), and

5. 2 h (p.m.) (4:00-6:00 p.m.).

RESULTS AND DISCUSSION

Tables 1-4 contain the computed values of CVs of
traffic volume recorded at the typical road sites
for the selected schedules of short-period count-
ing. The tabulations are made for each day of the
w2ek for the months of May and July. Figures 3-6
are drawn by using the data from Tables 1-4, respec-
cively, but for the sake of simplicity of presenta-
tion and discussion, the values of CV are averaged

Figure 2. Stability of weekday volume counts: May 1978, 1979, and 1980
at rural long-distance site C18.
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Table 1. CV of traffic volume recorded at PTC site C9 (commuter) for
selected schedules of short-period counting.

Counting CV of Recorded Traffic Volume (%)

Schedule

Month (h) Sun. Mon. Tues. Wed. Thurs. Fri. Sat.

May 12 2.7 1.4 1.3 1.3 1.4 2.2 2.0
9 3.0 2.1 2:5 2.0 2.4 3.1 2.2
8 2.8 1.7 2.0 1.8 17 2.1 3.6
6 (a.m.) 72 2.6 2:9 2.6 2.0 3.7 4.8
6(p.m.) 2.7 17 2.3 2.0 2.1 2.1 2.9
4 (a.m.) 9.6 3.3 4.3 4.4 2.8 3.5 8.3
4 (p.m.) 2.8 2.1 2.4 2.1 2.8 2.6 3.0
2 (p.m.) 3.6 25 4.3 3.4 2.5 2.3 3.8

July 12 2.9 1.1 1.2 2 2:1 2.3 4.1
9 P 1.4 1.3 3:1 2.5 2:5 5:1
8 3.2 3:5 2.1 3.6 2,9 33 5:2
6 (a.m.) 6.0 3.0 3.6 3.5 33 2.6 9.1
6 (p.m.) 2.4 1.4 1.8 2.2 1.9 2.8 33
4 (a.m.) 79 6.3 5.1 4.8 5.0 37 134
4 (p.m.) 3.4 2.3 2l 3.8 2,6 3.6 39
2 (p.m.) 4.4 2.6 3.2 2.9 3.8 4.4 4.0

Table 2, CV of traffic volume recorded at PTC site C147 (nonrecreational
low volume) for selected schedules of short-period counting.
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Table 3. CV of traffic volume recorded at PTC site C18 (rural long distance)
for selected schedules of short-period counting.

Counting CV of Recorded Traffic Volume (%)

Schedule

Month (h) Sun. Mon. Tues.  Wed. Thurs. Fri. Sat

May 12 249 2.8 2:2 2.5 3.0 34 2.7
9 4.1 2:3 3.6 35 4.0 4.0 37
8 3.1 2:9 2.5 3.0 3.5 42 32
6 (a.m.) 11.7 3.3 3.3 2.8 5.l 8.4 53
6 (p.m.) 6.8 3.0 2.7 3.5 3.0 3.2 5.0
4 (a.m.) 15.4 4.2 3.8 2.8 5.2 9.7 83
4 (p.m.) 7.0 3:2 3.1 3.9 4.1 3.0 6.6
2 (p.m.) 8.5 7.0 5.3 7.3 6.7 43 8.7

July 12 2.2 2.0 2.0 1:9 2.5 1.8 22
9 3.2 3.0 3.3 2.7 3.6 23 26
8 2.0 2.6 2.2 2.3 2.6 3.1 24
6 (a.m.) 2:5 3.1 33 2.5 3.9 3.5 3.6
6 (p.m.) 3.6 1.7 3:5 2.9 3.1 2.6 39
4 (a.m.) 5:5 3.2 4.8 3.5 4.6 52 B8
4 (p.m.) 4.1 3.1 4.2 3.2 32 3.6 4.0
2 (p.m.) 5.6 3:5 4.5 3.2 3.9 39 34

Table 4. CV of traffic volume recorded at PTC site C114 (racreational) for
selected schedules of short-period counting.

Counting CV of Recorded Traffic Volume (%)

Counting CV of Recorded Traffic Volume (%)

Schedule Schedule

Month (h) Sun. Mon, Tues.  Wed. Thurs. Fri. Sat. Month (h) Sun. Mon.  Tues. Wed. Thurs.  Fri. Sat

May 12 25 25 2.2 1.8 3.6 34 3.0 May 12 7.6 6.1 6.0 5.6 3.9 6.2 7.1
9 6.5 5.6 3.2 3.4 5.9 52 43 9 13.0 8.8 8.9 8.0 57 8.6 112
8 7.3 1.8 2.8 1:5 4.5 4.1 4.9 8 9:3 1.9 8.3 7.5 6.9 6.6 9.7
6{am) 14,8 9.5 4.0 4.9 6.8 4.0 1.7 6 (a.m.) 23.6 ii2 9.1 1.4 1.4 13.0 12.1
6 (p.m.) 52 4.0 4.8 4.1 3:3 5.1 4.2 6 (p.m.) 9:3 7.8 541 6.8 57 8.7 8.8
4 (am.) 23.8 8.3 6.5 6.3 %2 5.1 14.1 4(a.m.) 37.5 21.0 16.5 11.7 14.0 17.9 21.0
4 (p.m.) 107 4.4 5.5 5.2 6.6 6.7 7.1 4 (p.m.) 10.8 8.0 6.5 8.6 6.7 9.5 10.9
2(p.m.) 11.5 9.2 6.6 8.9 8.4 6.6 10.8 2(p.m.) 142 8.9 9.5 10.8 6.8 8.8 11.7

July 12 4.3 2.7 22 2.8 2.4 28 3.2 July 12 4.1 2.6 4.0 32 2.7 59 237
9 6.7 4.4 4.5 3.6 3.6 24 3.7 9 57 4.9 5.8 6.1 4.1 8.6 4.1
8 6.3 5.4 4.1 2,9 27 3.0 4.6 8 7.0 5.6 5.9 5.5 5.0 8.6 5.9
6 (a.m.) 11.6 6.6 52 3.8 33 4.1 5.4 6 (a.m.) 12.8 15.2 12.3 12:3 8.5 18.4 10.9
6 (p.m.) 4.4 3.3 4.3 33 37 50 4.4 6 (p.m.) 4.5 6.1 3.7 4.4 4.4 3.6 4.3
4 (a.m.) 14.9 10.8 6.6 4.9 4.6 7.3 10.1 4(am.) 259 29.8 19.0 197 18.0 2719 19.8
4 (p.m.) 4.6 5.6 5.7 3.7 3.6 6.0 6.0 4 (p.m.) 5.3 5.7 4.6 4.0 4.5 4.2 3.9
2 (p.m.) 5.1 8.8 6.0 6.2 8.6 3.8 8.7 2 (p.m.) 7.8 9.5 7.4 7.9 6.3 9.5 7.1

for the weekdays and the results for May and July
are plotted in these figures. It may be mentioned
here that the results for the months of June and
August are omitted because of their close similarity
to the results of May and July, respectively.

The following presentation of results and discus-
sion is made by taking the examples of the typical
road sites C9, Cl47, Cl8, and Cll4. But it should
be noted that the computations of CV were also made
for the remaining 37 sites and the results obtained
at those sites were similar to their respective typ-
ical sites.

Examination of Figures 3-6 reveals several im—
portant facts that are common to each type of road
site. One observation is that the CV for a 12-h
schedule is smaller than those for other schedules.
Therefore, the 12-h schedule can be expected to pro-
vide the most accurate estimates of traffic statis-
tics. Another striking observation from these fig-
ures 1is that Alberta's 9-h short-period schedule
produces higher values of CV as compared with the
6-h (p.m.) schedule in a great majority of cases.
Actually, the results, such as those shown in these
figures, indicate that many times even the 4-h
(p.m.) schedule can provide as good an estimate of
volume as does the 9-h schedule. It may also be
noted from the values of CV that the 8-h schedule
yields better results than the 9-h schedule. The
results for the 8-h schedule are generally similar
.0 those of the 6-h (p.m.) schedule.

Figures 3-6 also indicate clearly that the morn-
ing hours are not very appropriate for short-period
counting. For example, the values of CV for the 6-h
(a.m.) and 4-h (a.m.) schedules are considerably
higher than the values for the 6-h (p.m.) and the
4-h (p.m.) schedules, respectively. In fact, it
should be noted that a short-period count of 2-4 h
in the late afternoon will provide the same accuracy
of data as a 6-h count in the morning.

Prior to examining the effect of road sites on
the accuracy of short-period counts, let us consider
the influence of traffic volume (or AADT) on the ex-
pected values of CV. Figure 7 presents the average
values of CV as a function of AADT. Smooth hand-
fitted curves in the figure are drawn from the
scatter of CV statistics for all 41 study sites for
the weekdays of May to August. The X-axis in the
figure is the average AADT for 1978, 1979, and
1980--the years for which PTC data are analyzed in
this investigation.

These curves clearly indicate that the errors in
estimated volumes are expected to be less for the
road that carries large volumes of traffic. How-
ever, it can also be noted that beyond a certain
critical range of AADT, the errors are not likely to
decrease significantly with further increase in
traffic volume. For example, this critical range of
AADT from Figure 7 is (a) 2000 for the 1l2-h sched-
ule, (b) 3000 for the 6-h (p.m.) schedulz, and (c)
4000 for the 2-h (p.m.) schedule.
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There is one important factor to be considered in
relation to the effect of road sites on the accuracy
of counts. ‘It is that, in general, different
classes of road sites carry different amounts of
traffic volume. For example, commuter sites located
near large population centers are 1likely to carry
much heavier traffic volumes as compared with other
road sites, which by their nature serve primarily
such specific purposes as 1long-distance farm-to-
market or highly recreational trips. The average

Figure 3. CVs of traffic volumes: weekdays of May and July in 1978, 1979,
and 1980 at commuter site C9.
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Figure 4. CVs of traffic volumes: weekdays of May and July in 1978, 1979,
and 1980 at nonrecreational low-volume site C147.

10—
U221 MAY
8- [ JuLy

(2]

H

~

COEFFICIENT OF VARIATION
OF VOLUME COUNTS (PERCENT)

o

-h 6-h_ 4-h  4-h
fam) (p.m) {am) (p.m) (
COUNTING SCHEDULE

12-h  9-h 8-h 6-h

Figure 7. CVs of traffic volumes: weekdays of May, June,
July, and August in 1978, 1979, and 1980; averages of all
study sites.
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AADT values for the four typical road sites of this
analysis are 8800 for C9, the commuter site; 1180
for Cl47, the nonrecreational low-volume site; 3500
for C18, the rural long-distance site; and 2055 for
Cll4, the recreational site.

The effect of road types on estimated errors of
counting can be deduced by referring back to Figures
3-6. It is evident that the values of CV or the
errors of estimation are functions of the location
of short-period counts. As generally expected, tha

Figure 5. CVs of traffic volumes: weekdays of May and July in 1978, 1979,
and 1980 at rural long-distance site C18.
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Figure 6. CVs of traffic volumes: weekdays of May and July in 1978, 1979,
and 1980 at recreational site C114.
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lowest errors are observed in the case of commuter
site C9 and the highest in the case of recreational
site Cll4. The values of CV in those figures also
suggest chat the 2-h (p.m.) schedule at a commuter
site, or the 4-h (p.m.) schedule at a rural long-
distance site, or the 6-h (p.m.) schedule at a non-
racreation low-volume site are all likely to produce
the same accuracy as would the 12-h schedule at a
recreational site.

Even though the volume of traffic, particularly
when AADT is less than 2000, may have some effect on
the accuracy of counts (Figure 7), it is believed
that the difference in the accuracy of counts at
various sites is due primarily to trip-purpose char-
acteristics at the site being surveyed. The work-
business trips are considered to be less variabla
from day to day as compared with the social-recrea-
tional trips. A good example in this respect is to
compare the results for the Cl47 low-volume rural
site and those for the Cll4 recreational site. Even
though site Cl47 has a lower value of AADT, its re-
sults are more accurate as compared with those of
site Cll4. This difference can be attributed to the
trip-purpose characteristics. The social-recrea-
tional components of trip purpose for Cl147 and Cll4
during the summer weekdays are 22 and 75 percent,
respectively (6).

A formal analysis of variance pertaining to the
effects of days, months, and their possible interac-
tions with different road types was not carried out
in this study. However, the study results such as
those inciuded in Tables i-4 and Fiqures 3-6 seem to
indicate that (a) there is no effect of weekdays on
the accuracy of counts and (b) the months have some
interaction with the nature of the sites surveyed.
It is apparent that site C18 (rural long distance)
and site Cll4 (recreational) are expected to produce
the most accurate 2stimates during the months of
July (and August) when the tourist-recreational
travel is at peak levels in Alberta. In contrast,
the other two sites seem to provide better results
during May (and June) when the work-business trips
ara still at their normal levels.

CONCLUSIONS

The analysis carried out in this paper illustrates
clearly that the most important considerations for
rationalization of short-period manual counts are
(a) the type of road site being surveyed and (b) the
hour-to-hour traffic variations wicthin the same
day. The month of the year, the day of the week,
and the duration of the counts are other significant
factors that must be considered in order to design
the most efficient schedules of short-period
counts. The following specific conclusions are
drawn from this investigation of 41 PTC sites in the
province of Alberta:

1. For the counts of 8 h or less on weekdays, a
period with a midpoint at 3:00 or 4:00 p.m. is ex-
pected to provide the most accurate volume estimates
for each class of road. An additional advantage of
including this period is that peak-hour turning
movements and vehicle classification can still be
observed because such a counting period ganerally
includes the evening peak of traffic volume.

2. The accuracy of short-period counts is a
function of the nature of road sites surveyed. The
greatest accuracy is expected for commuter sites and
the least in the case of highly recreational sites.
In fact, the values of CV computed for the study
sites of this investigation indicate that the 2-h
(p.m.) schedule at a commuter site, the 4-h (p.m.)
schedule at a rural long-distance site, or the 6-h
(p.m.) schedule at a nonrecreational low-volume site
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are all likely to produce the same accuracy as would
the 12-h schadule at a recreational site.

3. There seems to be some interaction between
the type of road surveyed and the month of count-
ing. For example, recreational roads produce more
reliable traffic estimates in the months of July and
August when tourist-recreational travel is at peak
levels. In contrast, commuter sites provide better
information during May and June.

4. The 9-h schedule as currently used in Alberta
produces less accurate volume estimates compared
with the 6-h (p.m.) schedule in a great majority of
cases. Actually, the results indicate that many
times even the 4-h (p.m.) schedule can provide as
good estimates of volume as does the 9-h schedule.
The' accuracy of the 8-h schedule as used in Ontario
is generally similar to that of the 6-h (p.m.)
schedule.

5. The traditional 12-h surveys yield the most
accurate estimates of 24-h volume. The differences
in the accuracy of the 12-h schedule and the care-
fully selected 6-h (p.m.) schedule are (a) 0-1 per-
cent at commuter and long-distance rural sites and
{(b) 1-2 percent for nonrecreational low-volume sites
and recreational sites. However, since the overtime
wage rules in Canada increase the personnel cost of
the 12-h count to nearly three times that of a
shorter 6-h count, the traditional 12-h surveys are
less cost-effective than the 6-h (p.m.) surveys.
Actually, in many cases, even the 4-h (p.m.) sched-
ules could be considered reasonably accurate and
cost-effective.

6. Another conclusion of this study is the ef-
fect of AADT on the accuracy of short-period
counts. In general, the errors in volume are ex-
pected to be less for the roads that carry large
volumes of traffic. But beyond a certain critical
range of AADT, the errors are not likely to decrease
significantly with furthar increase in traffic vol-
ume. For example, this critical range of AADT ap-
p2ars to be 2000 for the 12~h survey, 3000 for the
6-h (p.m.) survey, and 4000 for the 2-h (p.m.)
survey.

The findings of this research provide a better
understanding of the factors that affect the ac-
curacy of estimating traffic volumes. It is hoped
that with this better understanding, agencies will
be able to design and schedule more cost-effective
short-period traffic-counting programs without any
loss in accuracy.
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Tandem Toll Booths for the

RANDOLPH W. HALL AND CARLOS F. DAGANZO

Many toll plazas are constrained in width by buildings or other physical bar-
riers. These barriers may make the cost of adding toli lanes prohibitive. One
method for increasing the capacity of a toll facility without increasing its width
is to use tandem toll booths. A tandem toll booth consists of two toll takers
in a single toll lane both serving alternating sets of vehicles simultaneously. The
capacity of tandem toll booths is calculated with time-space diagrams and the
cumulative headway distributions of vehicles at a conventional toll booth. The
capacity depends on the maximum of two random variables, which correspond
to the service times at the two booths, and is found by taking the product of
their cumulative headway distributions. Adjacent tandem toll booths were
found to i the capacity of the Golden Gate Bridge toll plaza by about
15 percent, and batch tandem toll booths increase capacity by 25 percent or
more. Thus, tandem toll booths would eliminate the queueing that now exists
during the morning commute period without the cost of expanding the toll
plaza’s width.

The Golden Gate Bridge is the primary transportation
link between Marin County, California, and the City
of San Francisco. Each day 100 000 vehicles tra-
verse the six-lane 2-mile span, 20 000 of which
travel in each commute period. The bridge is oper-—
ated by the Golden Gate Bridge, Highway, and Trans-—
portation District and is financed by user fees.
Tolls are collected in the southbound direction at
the south (San Francisco) end of the bridge.

In February 1981 the bridge board of directors
approved an increase in the automobile toll from
$1.00 to $1.25. Soon afterward, it became evident
that the toll plaza could no longer accommodate
peak-period traffic. Queues extended as far back as
4 miles; occasionally delays were up to 30 min.
Predictably, many motorists were upset and the new
toll became the subject of media scrutiny.

The ability of a toll facility to accommodate
large traffic flow depends on two factors: the num-
ber of servers (toll takers) and the service time
per vehicle. The Golden Gate solution to the queu-
ing problem was to reduce the service time per vehi-
cle. Delay had increased with the $1.25 toll be-
cause more motorists needed change and because some
motorists folded their dollar bill around their
quarter (which caused the toll taker to spend extra
time sorting money). The added delay caused the
$1.25 toll to be rescinded in July 1981. The toll
was eventually replaced by a split toll of $1.00
from Sunday through Thursday and $2.00 on Friday and
Saturday. Since that time the number of complaints
has dropped considerably, but the equity of the
split toll has been questioned. Clearly, the split
toll was not motivated by traditional pricing con-

7. S.C. Sharma. Toward a Standard Functional Clas-
sification of Provincial Roads in Canada. Pre-
sentad at 1981 Roads and Transportation Associa-
tion of Canada Annual Conference, Winnipeg,
Canada, 1982,

Publication of this paper sponsored by Committee on Traffic Flow Theory and
Characteristics.

Golden Gate Bridge

siderations but simply by the need to reduce service
time while maintaining revenue.

The alternative approach of increasing the number
of servers was perceived to be infeasible in the
short run. The peculiar geography of the facility
meant that adding toll lanes would require reloca-
tion of the entire toll plaza at a cost of $16 mil-
lion (1). Other ideas, such as building separate
toll facilities for the different bridge lanes,
would also be capital intensive.

The purpose of this paper is to demonstrate the
consequences of adding toll booths to existing lanes
in series rather than adding toll lanes in paral-
lel. The unit of study will be a pair of toll
takers serving a single traffic lane. Such a unit,
which we call a tandem toll booth, can potentially
increase the per-lane throughput, or capacity, and
may obviate the need for increasing the width of the
toll facility. When the width of a toll facility is
physically constrained (by buildings or other bar-
riers), as is the case with the Golden Gate Bridge,
tandem toll booths may be cost efficient. Because
the 1length of the toll plaza is also restricted,
this paper focuses on tandem-toll-booth strategies
that are not greatly affected by the distance be-
tween the upstream and downstream toll takers. Al-
though other strategies (such as staggered toll
plazas for different lanes or the alternating-toll-
booth strategy, described by Rubenstein in another
paper in this Record) might increase capacity more,
queuing can be nearly eliminated at the Golden Gate
Bridge without resorting to these capital-intensive
alternatives.

We next describe how to calculate the capacity of
tandem toll booths and then report on a case study
at the Golden Gate Bridge.

PER-LANE CAPACITY

Single Toll Booths

Before the operation of a tandem toll booth is ex-
plained, a single toll booth will be considered.
Let the service position be the location of a vehi-
cle when it pays its toll and let the waiting posi-
tion be the location of the following vehicle in
line (Figure 1). Furthermore, let vehicles be num-
bered 0, 1, 2, ... beginning from the vehicle in the
service position.



At the time vehicle 1 leaves the service posi-
tion, the headway between it and vehicle 0 (H)
equals the sum of (a) the headway at the time vehi-
cle 0 left service (Hyg) and (b) the service time
for vehicle 1 (S), which is the time needed to pay
the toll. For the vehicle trajectories on the time-
space diagram of Figure 2, Hy is the sum of a
reaction time (R) and a move-up time (M), The reac-
tion time equals the elapsed time between the moment
vehicle 0 leaves the service position and the moment
vehicle 1 begins to move into the service position.
The move-up time equals the time needed to drive
from the waiting position to the service position.
However, some drivers do not actually stop before
entering the service position (Figure 3). Rather,
many coast into service at a slow speed, coming to a
halt only if vehicle 0 takes particularly long to
pay its toll. For these drivers, the reaction time

Figure 1. Conventional toll booth. T
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Figure 2. Vehicle trajectories at conventional booth.
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Figure 3. Vehicle coasting into service at conventional booth.
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R is virtually zero. (In general, reaction times
are very small because drivers anticipate the de-
parture of vehicles from the booth by watching the
toll takers.)

If the headway varies randomly from vehicle to
vehicle; its expectation is given by
E(H) = E(H,) + E(S)  E(H) = E(R) + E(M) + E(S) (1a)
One vehicle is processed per headway, so the capac—
ity per toll lane (C) is the inverse of E(H):

C=1/E(H) (1b)

Tandem Toll Booth: Adjacent Servers

Adjacent tandem toll booths have two service posi-
tions (position 1 in the front and position 2 in the
rear) and no waiting room between (Figure 4). The
waiting positions for the following two vehicles are
identically numbered. Vehicles that wait at posi-
tion 1 are served at position 1, and vehicles that
wait at position 2 are served at position 2. Let
vehicles now be numbered 0, 1, 2, ... beginning from
the vehicle initially at service position 2.

In Figure 5, the elapsed time from the moment
vehicle 0 leaves service until th|e moment vehicle 1
completes and leaves service (T7) is the sum of
a reaction, move-up, and service time:

T; =R} +M{ + 8] 2)

where Ry, M{, and 81 are, respec-
tively, the reaction time, move-up time, and service
time of vehicle 1.

Vehicle 2 cannot enter its service position until
vehicle 1 does the same. Thus, the elapsed time
from the moment vehicle 0 leaqes service until vehi-
cle 2 completes service (Ty) contains an addi-
tional reaction time:

T3 = Rj +(R3 + M3 +83) (€)

Figure 4. Tandem toll booth.
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Figure 5. Vehicle traj ies at adj t tandem toll booths.
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However, since service position 1 is just one car
space from service position 2, vehicle 2 cannot
leave service until its driver perceives that vehi-
cle 1 has 1left service. Thus, the elapsed cycle
time from the moment vehicle 0 leaves service until
vehicle 2 lealves §ervice (H') must be greater than
or equal to Ty + Rp:

H >Ti +R; 4)
In fact, vehicle 2 will depart after both T
and (Tl + Rz) have elapsed. Thus, the
cycle time H' between vehicles 0 and 2 is
H’=max (T3, T{ + R%)

= max [R] + (R} +Mj +83), R; + (R} +Mj +87)] (5)

Suppose that vehicles 1 and 2 were observed as
trlley passeq through a conventional toll booth.
Ry and Ry would then be their approximate
reaction times at this single booth (R and Ry},
and si and Si would be their service times
(87 and 8,). However, move-up time Ffor the
single booth would be less than that for ,a tandem
booth.  Move-up time for wehicle 1 (Mj) would
equal the M; observed at the single booth plus a
value AM equal to the time needed to traverse the
extra distance between the two service positions
(Figures 2 and 5). The extra move-up time for vehi-
cle 2 would equal the time needed to traverse an
extra car position in the queue. Since the spacing
between service positions is approximately the same
as the distance between cars in the queue, the
move-up time for vehicle 2 would also be My + AM.
Thus, additional move-up time (AM) can be esti-
mated by dividing the distance between vehicles
queued at a conventional booth by their peak veloc-
ity as they drive into the service position.

If we substitute the service, move-up, and reac-
tion times observed at a single booth for the cor-
responding variables in Equation 5 and assume (in
agreement with observation) that reaction time and
AM do not vary greatly among vehicles, the follow-
ing simplified cycle-time equation is obtained:

H'~ R+ AM + max(R, + M, +S;, Ry + M; +S;)
~ R+ AM + max(H,, H,) (6)

where H; and H) are the headways observed at a
conventional booth. As noted earlier, not all driv-
ers stop before entering service at a single toll
booth, and most have very short reaction times.
Thus, R was not measured precisely. Instead, the
sum R + AM was approximated by the headway between
cars discharging from traffic signals. According to
the well-known Greenshields paper (2), this headway
is approximately 3.2 s. However, headways at tandem
toll booths might be somewhat larger than those at
traffic signals because drivers handle money while
driving to the booth and because drivers might be
delayed by vehicles at the front booth. But reac-
tion times have decreased since Greenshields' paper
[due to automatic transmissions (3)], so the net
effect makes 3.2 s a reasonable estimate for R + AM.
Fortunately, R + AM is easily bounded. It must be
between AM and Hgy (R + M). Thus, the next sec-
tion gives capacity estimates for the following re-
action times:

1. Low, R + AM = AM;
2. Medium, R + AM = 3.2 s; and
3. High, R + AM = Hg.

The expectation of H' also depends on the expec-
tation of max(H;, Hp). The probability that
max(H;, Hy) is less than any time t equals the
probability both that Hy is less than t and that
H, is less than t. Thus, the cumulative distribu-
tion function for max(H;, Hy) is the product of
the distribution functions for Hy and Hy (Figure
6) . The expectation equals the area above the cumu-
lative distribution for max(H;, Hy) between t =0
and t = «» and is calculated by numerical integration:

E[max(H,, Hy)] = fo 1-P(H, < )P(H, < t)dt 0

The capacity of the tandem toll booth in vehicles
per unit time (C') is twice the inverse of the cycle
time:

€’ = 2/B(H) (8)

because two vehicles are served in each cycle.

The percentage of increase in capacity with ad-
jacent tandem toll booths is derived from Equations
1 and 8:

Percent capacity increase = 100 { [2/E(H")]/[1/E(H)] - 1}
100 (26(H)/{R + AM + E[max(H,;, H,)] } - 1)

Figure 6. Expectation of max{Hq, Hz).
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Figure 7. Vehicle trajectories: long service time for first n
vehidles. n=2

Transportation Research Record 905

SERVICE
POSITION I/ 4
;
/s
W 7/
g 7117 BUFFER
2 Al s
2 5 m-n
S SERVICE A= Z 14
POSITION jl Y,
Z - | 7
Y
st S i 4
Hy Ry R,
H1+mAM l |
W= (H]mzmam"qmuj Jm-n)AM
—

Figure 8. Vehicle trajectories: short service time for first n vehicles.
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Tandem toll booths increase capacity if their cycle
time is less than twice the headway of conventional
booths. Because the reaction time R and move-up
time M tend to be small compared with the service
time, capacity increase should be substantial. Also
note that capacity increases most substantially if
headways do not vary greatly among vehicles. Other-
wise, E[max(Hl, Hy) 1 will be much larger than
E(H), and the capacity ratio will be small.

Tandem Toll Booths: Batch Servers

The capacity of tandem toll booths is increased with
batch processing. Rather than have the servers col-
lect tolls one vehicle at a time, each server would
serve a batch of vehicles in succession. The ad-
vantage of this strategy is that random wvariations
in service times are moderated and idle time is re-
duced.

Suppose that each toll booth processes n vehicles
at a time. Then, the last vehicle in a batch served
at position 2 would be followed by 2n vehicles. The
first n would stop at service position 1 and be pro-
cessed in succession (each leaving as soon as it

TIME

~—— ACTUAL VEHICLE TRAJECTORIES
=+==< EQUIVALENT TRAJECTORIES

pays its toll). The second n vehicles would pay
their tolls at service position 2. However, they
must queue up behind the vehicles at service posi-
tion 1 until they all finish paying their tolls.
The time-space diagrams in Figures 7 and 8 depict
batch tandem booths of size n = 2 for two cases:
one in which the service time for the first n vehi-
cles is large and the other in which the service
time for these vehicles is small. Again, vehicles
are numbered 0, 1, 2, ... beginning from the vehicle
initially at service position 2.

To ensure that service is not blocked at position
2 by vehicles waiting for service at position 1, the
distance between servers should be somewhat greater
than n vehicle position lengths. In fact, from
standard results of point processes (renewal theo-
rem), blocking would be rare if the number of posi-
tions (m) is at least as follows:

m> n+ [204/EH)| (n - 1)*

where oy 1is the standard deviation of H. The
ratio 2UH/E(H) is generally close to 1 (see the
next section) and should not change much with dif-
ferent tolls. Therefore, the rounded-up value of
n+ (n=1) gives the minimum number of posi-
tions between servers needed to prevent blocking:

nl23456...10...

ml3 5679 ::: 13 540

Values of m smaller than these could result in occa-
sional blockage, and larger values could result in
unnecessary distance between servers.

The cycle time between the moment vehicle 0
leaves service and vehicle 2n 1leaves service (H")
equals the sum of n reaction and move-up times and n
headways (Figures 7 and 8):

n 2n
H,;:n(R+AM)+max (E H]',A z Hl) (9)
i=1 i=n+l
¢ g{M =(n) i
Hy and Hp are the average of two sets of n in-

dependent headways (which represent the n vehicles

at servers 1 and 2), Equation 9 reduces to the fol-
lowing:

E(H”) = nE {R+ AM + max [, A1) (10)
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Note that Equations 9 and 10 do not depend on the
spacing between servers. Although increasing spac-
ing increases the travel time between servers, vehi-
cles can leave service at booth 2 earlier (because
they can queue up behind vehicles at booth 1).
These two factors cancel each other. Capacity (C")
equals 2n (the number of vehicles per cycle) divided
by the cycle time:

C” = 2n/E(H") an

e =(n) ={n) .
If toll takers are similar, Hy and Hp; = will

have the same expectation ([E(H)] and standard devi-
ation [oﬂ/(n)1 l. If n 1is greater than 2 or 3,

ﬁ](_n) and ﬁ:()-n) will also be approximately normally

distributed. Under these conditions, the expecta-
tion of the maximum is (4)

E{max[H{™, A{V]} ~ B(H) + [0.404/(n)*] (12)
which yields the capacity
C” ~ 2 {[E(R) + E(AM)+ E(H)] +[0.40u/(n)*] } " (13)

Even though H is not exactly normally distrib-
uted, Equation 12 is fairly accurate, even for small
n. Thus, Equation 13 with n = 1 approximates C'
(adjacent booths) and eliminates the need for numer-
ical integration.

The capacity improvement with batch processing
exhibits decreasing marginal returns with n, as il-
lustrated for the following hypothetical values:

E(R) + E(AM) = 2,0 s, E(H) = 5 s, and og = 2.5 s.
From Equation lb we obtain

C = 0.200 vehicle/s (720 vehicles/h),

and from Equation 13 we obtain

C' ® 0.250 vehicle/s (900 vehicles/h),

C" % 0.267 vehicle/s (960 vehicles/h) if n = 4,
C" T 0.276 vehicle/s (1000 vehicles/h) if n = 16,
C" % 0.286 vehicle/s (1028 vehicles/h) if n = =.

TANDEM TOLL BOOTHS AT GOLDEN GATE BRIDGE

The Golden Gate Bridge toll plaza consists of 13
bidirectional traffic lanes and 12 conventional toll
booths. Typically 11 or 12 booths serve southbound
(toll-paying) vehicles during the morning commute,
whereas Jjust one lane serves northbound traffic.
These lanes are reassigned throughout the day to
match prevailing traffic patterns.

Following the procedures outlined earlier, data
were collected to determine the impact of tandem
toll booths on the plaza's vehicle capacity. The
morning commute period was chosen for study because
the flow of toll-paying vehicles (approximately 7000
vehicles/h) is largest during these hours. As men-
tioned previously, the bridge collects a split toll;
$2.00 is charged two days a week and $1.00 five days
a week. Data were collected in good weather for
both tolls and then used to estimate the change in
capacity and delay. Capacity with a $1.25 toll was
also estimated.

Capacity

Vehicles were individually timed as they passed
through the toll plaza on $1.00 days and $2.00
days. Consecutive departure times (the times when
vehicles began to accelerate from the service posi-
tion) were recorded for approximately 100 vehicles

i B

Table 1. Average and SD of headways.

No. of =

Item QObservations H(s) S(H) (s)

$1.00 Toll Day

Lane
A 95 5.47 2:23
B 86 5.26 2.42
€ 78 5.81 1.93
D 96 5.56 2.31
Total 355

Avg 5.52 2.247

Bridge avg® 5.56

$2.00 Toll Day

Lane
A 118 7.43 3.35
B 116 6.39 3.79
c 113 6.30 3.44
D 108 7.26 4.00
Total 455

Avg 6.84 3.65°

Bridge avg? 6.53

3 Root mean square.
Derived from average traffic volume, 7:30-8:00 a.m.

in each of four toll lanes. Table 1 gives the aver-
age and standard deviation of H for the different
lanes. The averages closely match the prevailing
traffic volumes recorded by the bridge authority
during peak periods.

Reaction and move-up times were later recorded by
timing vehicles as they approached the toll plaza.
The variable AM was estimated by timing vehicles
as they traversed a measured distance of 25 ft.
Only those vehicles that maintained a constant speed
over the entire interval were recorded. The average
value of AM was 2.7 s; the standard deviation was
0.41 s, which translates to a speed of 6.3 mph.

The expectation of H; was determined by record-
ing the elapsed time from the moment a vehicle in
the service position began to accelerate away from
the toll plaza until the moment the outstretched arm
of the following driver reached the toll taker.
(Due to time constraints, these observations were
recorded at the San Francisco—--Oakland Bay Bridge.
However, the observed value of Hpy should not dif-
fer greatly from that at the Golden Gate Bridge
since Hy is not influenced by the toll charged.)
The average of HO was 4.22 s; the standard devia-
tion was 0.67 s.

The cumulative headway distributions for the four
surveyed lanes were paired into all possible combi-
nations and by following the method described ear-
lier, they were multiplied and integrated to esti-
mate the maximum headways (Table 2). The capacity
change was then determined by adding E(aM) (opti-
mistic estimate), 3.2 s (medium estimate), or
E(Hg) (pessimistic estimate) to the expectation of
the maximum and performing necessary calculations
(Equations 7 and 8).

As shown in Table 2, the capacity change for ad-
jacent tandem booths does not vary greatly among the
lane combinations. The optimistic estimates for
$1.00 days range from a 16 percent increase to a
22.2 percent increase; the average is 18.5 percent.
The capacity increase is greater on $2.00 days be-
cause service time is longer relative to reaction
and move-up times. The increase ranges from 15.2 to
29.0 percent; the average is 21.1 percent. However,
the optimistic estimate differs considerably from
the pessimistic estimate: 18.5 percent versus 1.8
percent on $1.00 days, 21.5 percent versus 7.0 per-
cent on $2.00 days. Although it is impossible to
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predict exactly how drivers would behave with tandem
toll booths, the actual capacity would likely be
close to the medium estimate. This assertion is
based on the short reaction times of commuters at
the bridge toll plaza.

The capacity estimates for batch tandem toll
booths are given in Table 3. As discussed earlier,
capacity increases with batch size, although the
amount of increase decreases with batch size. As
batch size becomes large, lane capacity increases by
as much as 10-20 percent over adjacent booths. Even
with a batch of size 5, the additional increase
falls in the range of 7-13 percent. According to
the pessimistic prediction, batch tandem toll booths
of size n = 5 increase capacity by at least 8.8 per-
cent on $1.00 days and 17.0 percent on $2.00 days
over conventional booths. More realistically, the
increase on $1.00 days should be more than 20 per-
cent and on $2.00 days close to 30 percent.

Although the $1.25 toll was discontinued prior to
this study, the effect of tandem toll booths on
capacity can be inferred. Traffic flow per toll
lane was approximately 9.5 vehicles/min with the
$1.25 toll, which is nearly the same as the 9.2-
vehicle/min rate with the $2.00 toll. Thus, it is
likely that a similar number of drivers needed
change and that the headway distributions were com-
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7800 vehicles/h would ensure that transient queues
and delays would always be short (30 s or less).

Even during the busiest periods, the average
arrival rate is considerably less than 7800 vehi-
cles/h. Toll plaza queues on $1.00 days tend to be
small or nonexistent. Therefore, vehicle counts
recorded at the plaza on these days are representa-
tive of both arrivals and departures. The average
15-min vehicle count on $1.00 days between 7:30 and
8:00 a.m. on 97 workdays in 1981 was 1782 vehicles,
or a rate of 7127 vehicles/h. If the capacity of
the toll plaza were approximately 7200 vehicles/h,
transient queues would be common but they would not
become increasingly long. Even if the maximum flow
rate were sustained for 30 min (which is unlikely),
delay would reach just 2.5 min. Average delay would
likely be a minute or less.

Table 2. Effect of adjacent tandem booths on lane capacity.

C’ [vehicles/(lane-min)]

E[max(ﬁl 5 ﬁz)] High Medium Low
Item (s) Estimate  Estimate  Estimate

3 " $1.00 Toll Day
parable. Therefore, the percentage capacity in-
crease with tandem booths would likely be similar to Lane combination
that of the $2.00 toll; it would fall in the range A A 6.57 12,94 12.28 11.12
of 7-21 percent for adjacent booths and most 1likely A, B 6.46 13.09 12.42 11.23

¢ . . A, C 6.70 12.77 12,12 10.99
he more than 15 percent. The capacity incrcase with A D 6.66 12.82 12.17 11.03
a batch of size 5 would fall in the range of 17-24 B,’B 6:33 13.29 12.59 11.38
percent; most likely it would be close to 30 percent. B, € 6.62 12.88 12:22 11.07
B, D 6.55 13.02 12.31 11.14
Delay c.C 6.80 12,63 12.00 10.89
C,D 6.78 12.65 12.02 10.91
. . . D, D 6.74 12.71 12.07 10.95
A precise estimate could not be obtained for the Avg 6.62 12.88 12.22 11.07
distribution of vehicle arrival times within the Single toll booth 10.87
constraints of this study. Therefore, attention was
given to the capability of tandem toll booths to $2.00 Toll Day
handle the maximum traffic volume entering the i
g 3 ) 4 Lane combination
plaza. During one morning commute period, vehicles A, A 9.09 10.18 976 9.02
were counted at the north end of the bridge 2.2 min A, B 8.66 10.56 10.12 931
from the plaza in uninterrupted flow conditions. A, C 8.56 10.66 10.20 9.40
The maximum flow rate was slightly less than 7800 A D Q.15 10.12 9.72 8.97
vehicles/h, which is close to saturation for the g’g ggg H;? }g,ﬁlg ggg
Golden Gate Bridge roadway (four lanes with no BzD 8.64 10.59 10.14 9.34
shoulder), and was sustained for about 15 min. One C,C 7.87 11.35 10.84 9.92
can deduce that the arrival rate of vehicles at the C, D 8.56 10.66 10.20 9.39
plaza would never greatly exceed 7800 vehicles/h ABéD g;; }gég ]?);? ggg
over any reasonably long time interval {1 min or Single toll booth ! i 8.77 :
greater). Thus, a toll plaza capacity in excess of
Table 3. Effect of batch tandem toll booths on lane capacity.
n=1 n=2? n=52 n=10% n=oo
Conventional Vehicles per Vehicles per Vehicles per Vehicles per Vehicles per

Toll Booth Lane per Increase Lane per Increase Lane per Increase Lane per Increase Lane per Increase
($) [vehicles/(lane-min)]  Minute (%) Minute (%) Minute (%) Minute (%) Minute (%)
High Estimate®
1.00 10.87 12.88 18.5 13.52 24.4 13.89 27.1 14.08 29.5 14.58 34.1
2.00 8.77 10.66 21.5 11.36 29:5 11.79 34.4 12.01 36.9 12.60 43.7
Medium Estimate®
1.00 10.87 12.22 12.40 12.83 18.0 022 B iy & 21.0 13.33 22.6 13.76 26.6
2.00 8.77 10.21 16.4 10.84 23.6 1122 28.0 11.43 30.3 11.95 36.3
Low Estimate”
1.00 10.87 11.07 1.8 1153 6.4 11.83 8.8 11:97 10.1 12.32 13.3
2.00 8.77 9.39 %0 9.93 13.2 10.26 17.0 10.42 18.8 10.86 23.8

2 Clack approximation (4).

bVehicles per lane per minute averaged over all lane combinations.
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Table 4. Vehicle capacity of toll plaza.

13

Capacity (vehicles/h)

Adjacent Tandem Booths Batch Tandem (n = 2) Batch Tandem (n = 5)
Toll
(%) Current? High Medium Low High Medium Low High Medium Low
1.00 7127 8116 7790 7223 8431 8089 7469 8576 8250 7597
2.00 6616 7683 7430 6963 8080 7787 7271 8323 8005 7460
1.25 6824 7924 7663 7187 8274 8032 7499 8584 8257 7694

aCapacity estimate based on average traffic flow from 7:30 to 8:00 a.m. on 97 $1.00 days, 86 $1.25 days, and 14 $2.00 days in 1981,

The layout of the toll plaza prevents installing
tandem toll booths on all traffic lanes, particu-
larly the far-right lane (which serves many trucks
and buses) and the two far-left lanes (which already
operate below capacity when other lanes have 1long
queues). Tandem toll booths could possibly be in-
stalled on the other nine lanes.

Table 4 gives the current capacity of the toll
plaza under the $1.00, $1.25, and $2.00 tolls and
capacity estimates for adjacent and batch tandem
toll booths. These capacities are based on the
average traffic flow between 7:30 and 8:00 a.m. on
workdays, a period when the plaza is usually con-
gested. This estimate 1is slightly conservative
since the arrival rate sometimes falls below capac-
ity (such as when there is an accident on the
bridge). The tandem estimates account for nine tan-
dem and three conventional booths and are based on
the percentages given in Table 3. Furthermore, it
was assumed that all lanes carry equal amounts of
traffic (the three lanes without tandem booths actu-
ally carry slightly less than average, so this
underestimates tandem capacity).

Tandem capacity on $1.25 days is between 7187 and
7924 vehicles/h. Thus, even under the most pessi-
mistic estimate, capacity would still exceed the
average traffic volume and queues would never become
excessively 1long. Under the optimistic estimate,
capacity would exceed the maximum arrival rate at
the toll plaza (7800 vehicles/h), and queues would
never become more than a few vehicles 1long. The
medium estimate yields a capacity of more than 7600
vehicles/h. Therefore, we conclude that nine tandem
booths would accommodate all traffic during the
morning commute without significant delay.

The capacity estimates for $2.00 days are also
encouraging. It is very likely that adjacent tandem
booths would handle the average traffic volume en-
tering the toll plaza (see medium estimate). How-
ever, the toll plaza would not handle the maximum
arrival rate. Also, the pessimistic capacity esti-
mate falls below the average traffic volume recorded
on $1.00 days. The capacity of batch tandem toll
booths (size n = 2) does exceed the average traffic
volume and would likely be very close to the maximum
arrival rate. Because part of the delay incurred on
$2.00 days results from confusion regarding the
split toll, capacity would surely be greater than
these estimates if a $2.00 toll were charged every
day of the week and likely be close to that for
$1.25 days.

DISCUSSION

It was not feasible to collect arrival and service
time data for all time periods, but it is still pos-
sible to make a good estimate of the impact of tan-
dem toll booths throughout the day and week. of
particular interest are Sunday afternoons, when many
vacationers return to San Francisco, and Friday
evenings, when many Marin residents travel into the

city. Queues have been particularly long at these
times because fewer lanes are allocated to the toll-
paying direction (the northbound traffic is greater
than in the morning) and because service times are
considerably longer than during the morning commute
(drivers are less familiar with the toll-taking sys-
tem). This longer service time makes tandem booths
more desirable. Thus, the capacity should increase
by a greater percentage than the estimates provided
above and would likely be 20 percent or dgreater on
$2.00 days for adjacent booths.

The estimates provided above apply specifically
to days when the weather is fair. Tandem toll
booths may not be as effective on rainy or very
foggy days. Drivers would likely be more cautious
moving into the service position. Thus, the move-up
time and reaction time should be larger relative to
the service time, and the capacity increase should
be less than that predicted earlier. However, the
capacity on the bridge itself may be sufficiently
small on poor weather days that queues never appear
at the toll plaza anyway.

The capacity of tandem booths is most accurately
estimated with a simple experiment. An additional
toll taker could temporarily collect tolls in tandem
behind each of the existing toll booths. Car counts
could then be compared with the current averages to
obtain an accurate estimate of the capacity change.
The experiment should be repeated over several time
periods so that capacity throughout the day and week
can be determined.

CONCLUSIONS

It is clear from Equation 12 that the capacity of
tandem toll booths is greatest when service times
have a small variance and the move-up and reaction
times are small relative to the service time. Al-
though the Golden Gate Bridge is an ideal location
for tandem booths from the aspect of small service
time variance, its small service time average keeps
the capacity increase relatively low. Because traf-
fic only slightly exceeds capacity, this increase
would eliminate most of the existing delay at the
toll plaza. A capacity increase of about 15 percent
is expected for adjacent booths and about 25 percent
for batch booths of size 5. In both cases the ac-
tual capacity is influenced by the size of the toll,
familiarity of drivers with the toll-taking system,
and weather conditions.

Although tandem toll booths use personnel less
efficiently, they do increase land use efficiency;
they offer increased capacity without increased
plaza width. Since the capacity of the toll plaza
at the Golden Gate Bridge is insufficient during
only a few hours a day, the labor cost would be
small compared with the cost of constructing new
lanes. Tandem toll booths would cost $1.5 million
to install and $150 000 per year to staff, which
appears attractive compared with the $16 miliion
cost of installing a new toll plaza (1).
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Tandem Toll Collection Systems

LOUIS D. RUBENSTEIN

By using two or more collection stations in the same traffic lane, tandem toll
or parking-fee collection increases Iane capaclty and reduces the need for

piaca widening. Daia are p ing rates to toii fee; e.g., the
rate for a $1.25 fee is 30 percent slower than that for a $1.00 fee. Toll agen-
cies that have implemented $1.25 tolls have encountered extreme congestion,
especially with the weekend recreational traveler. Several operational con-
figurations of tandem tolls are described. A coordination device is described
to automate the control of motorist traffic signal and payment signal to dis-
tinguish between axle registrations of successive vehicles, even under dense
conditions. Slow collection devices such as paper-money acceptors or flexible-
ticket readers that are impractical at a conventional active lane are feasible in
tandem. The expected capacity increase depends on the conventional cycle
time, its standard deviation, and the distance between the toll stations.

When the distance is several vehicle lengths, the stations are buffered, which
results in better performance and independence of capacity increase on cycle
time variance. The slower the existing collection time, the greater the capacity
increase, e.g., 6 s/vehicle yields a 34 percent increase, 20 s/vehicle, 1.75 per-
cent increase, when buffered.

There is a growing need for measures such as tandem
toll booths to rapidly increase the traffic capacity
of existing toll plazas. The experience at the
Golden Gate Bridge and the Triborough Bridge and
Tunnel Authority with long gqueues when toll rates
were raised to more than $1 can be expected to be
repeated at other tollway facilities. The high in-
flation rate of the last several years, one-way toll
collection, and the use of toll surpluses to subsi-
dize mass transit operations are pushing many toll
fees to above the $1 level.

Stop-watch surveys that I have conducted indicate
the relative effect of the toll fee on the vehicle-
processing rate; they are summarized in Table 1.

Many existing toll plazas were designed when
traffic volumes were lower and vehicle-processing
rates higher and are not equipped to accommodate
fees of more than $1. As toll fees rise, the prob-
lem will become more widespread.

This approaching problem will remain for vyears.
Efforts by the U.S. Treasury Department to popular-
ize the use of a $1 coin have not been successful.
Similarly, efforts by toll operators to promote use
of high-value tokens have met public resistance and
are not very effective with the weekend recreational
traveler. Busy motorists are not willing to accept
the inconvenience and advance payment requirements
of token prepurchase without a substantial dis-

count. Even a 10 percent discount for tokens will
reduce the revenue of many facilities a greater
amount than the total cost of the existing toll-
collection system. Token discounts also increase
opportunities for employee fraud.

New technologies such as automatic vehicle iden-
tification had offered potential for speeding toll
processing, but after years of development they have
still not overcome the operational, cost, and pri-
vacy obstacles to their widespread implementation.
Toll-collection computerization programs have been
directed at improved auditing capabilities and not
improved traffic flow.

The patronage of toll booths in the outer roadway
lanes is lower than that in the central lanes, even
under congested conditions. The approach to a toll
plaza must be widened gradually over a 1long dis-
tance, which increases construction and maintenance
costs, particularly on elevated plazas. If there
are heavy weaving movements due to the location of
particular entrance/exit ramps, even long tapers may
not be effective. Tandem lanes would also lessen
air-pollution levels in the toll plaza.

Table 1. Effect of toll fee on processing rate.

Manual Lane-Processing

Passenger- Rate® (s/cat)

Car Bridge

Fee (§) Surveyed Sample Avg  Best Avg

1.20 San Diego-Coronado, 10.0 9.1
California

1.25 Throggs Neck, New York City 9.8 9.0

2.00 Golden Gate, San Francisco, 8.8 6.5
California

0.75 San Francisco-Oakland Bay, 6.9 6.6
San Francisco, California

1.00 Golden Gate 6.4 6.1

0.40 Carniquez, I-80, Vallgjo, 6.3 5.9
California

0.25 Vincent Thomas, Long Beach, 5.9 S5
California

40bservations are based on 120 observations per bridge, under moderate traffic;
survey was conducted in spring 1982 during hours when commuter carpool free-
passage rates were not in effect. Plaza grades were zero to slight. Best averages
exclude patrons with exceedingly long service times, apparently unrelated to the
toll fee.
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Table 2. Effect of processing rate on increase in capacity of tandem tolls.

Increase in Capacity

(%)

Single-Station -
Toll Cycle Application and Two Toll Three Toll
Time (s/vehicle) Typical Fee Stations  Stations
5.5 Single-coin toll, car ) 34 49
6 $1 toll, car 36 55
9.5 $1.25 toll, car; distance-related 54 89

turnpike toll with ticket
14 Tractor-trailer 47 75
20 Time-related car parking fee 75 134

with ticket

Estimates for an increased traffic capacity of
more than 40 percent for tandem lanes are described
in Table 2. These estimates are supported by actual
experience. The New York State Thruway used tandem
toll operations at major bottleneck toll plazas on
several peak days per year for more than 10 years
until plaza widenings were completed. In spite of
the irregular use and makeshift, nonautomated
coordination and accounting of the system, the Thru-
way Authority reports that tandem toll operations
resulted in capacity increases of 25 percent. Los
Angeles International Airport has used manually
operated tandem parking-fee collection on peak days
since October 1982; according to Bill Barnett, vice
president of Parking Concepts, Inc., capacity in-
creases of more than 50 percent have been reported.
A demonstration of an automated toll station in
tandem is planned on the Bronx Whitestone Bridge in
the summer of 1983.

A recent study (1, p. 17) developed a model that
describes the capacity increase available by tandem
toll collection. The model indicates the importance
of designing and operating the stations in a tandem
toll lane so that delays in one booth are not com-
municated to the second booth.

A 40, 25, or even 15 percent increase in toll-
lane capacity can have a tremendous impact on toll
plaza queues. Application of standard queueing-
analysis formulas (2, p. 364) indicates that in the
situation where the vehicle arrival rate is 95 per-
cent of the vehicle service rate, a 15 percent in-
crease in the service rate will reduce the average
gueue length from 18 vehicles to 4 vehicles. At
toll plazas with high traffic stream divergence
angles, queue lengths as short as 9 vehicles can
lead to blockage of access to the outer lanes and an
unstable flow condition.

Barly field tests with tandem tolls experienced
difficulty with coordination of the consecutive toll
booth activity and revenue accounting. Designs have
been developed (U.S. Patent 3 686 627, August 1972)
that electronically coordinate the traffic flow and
revenue accounting and automatically adjust to pa-
trons paying at the wrong booth. BAuditing computers
installed in modern toll plazas can implement these
designs at minimal expense.

Tandem toll booths are most effective when used
with automatic processing equipment or during peak
hours or on peak days to provide supplemental capac-
ity. By proper scheduling of operating shifts or
use of manual and automated lanes in tandem, in-
creases in operator costs can be minimized.

OPERATIONS GUIDELINES

Sequencing and Layout

To derive the full potential of tandem tolls, they
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must be applied in appropriate locations and in an
effective manner. Several operations guidelines
that can be identified at this time are described.

A typical two-direction toll plaza is shown in
Figure 1. It is characterized by a tapered approach
roadway. Such conventional toll plazas have a
single line of toll booths crossing the roadway.
Tandem tolls permit the central lanes to carry a
higher wvolume, and less traffic needs to be pro-
cessed in the outer lanes. Fiqure 1 shows a set of
tandem toll booths installed in the central section
of the plaza. The lengthened toll island and the
second treadle indicate a tandem lane in the dia-
gram. The islands provide a barrier that restrains
each vehicle in its lane and also screens visual
disturbance that can slow operations.

Any equipment used in a conventional toll lane
could be used in a tandem lane. Tandem toll lanes
make feasible the use of some equipment that might
otherwise be too slow to install in an active lane,
e.g., a $1 bill changer, stored-ride magnetic card
reader, or at a parking lot exit a time-related
ticket reader and fee collector. Several additional
units of equipment are required in a tandem lane.
Typical signs to instruct the motorist at which
booth to pay are shown in Figure 2. In addition, a
device to coordinate the activities of the two toll
booths is desirable. Although less effective, manu-
ally operated and coordinated systems could imple-
ment tandem tolls on a temporary basis.

The coordination device must identify each vehi-
cle as it travels through the toll lane and know
whether it has or has not paid its toll. This is
accomplished by keeping a tally of the differences
in axle counts between treadles Al and A2 in Figure
2, The sequence of axle counts and payment regis-
trations detected at each station can be the basis
of a system to automatically count and check the
number of axles of each vehicle.

The device could be set to collect a toll from
every other vehicle at each station or could use a
different collection configuration. If a patron
mistakenly pays at the upstream booth, the device
memory will cause a proceed signal to occur when
that vehicle reaches the downstream booth.

Alternative operational configurations for a tan-
dem toll lane such as batch, alternate vehicles,
synchronized stations, automatic-manual stations,
three collection stations, and automatic truck clas-
sification are discussed elsewhere (3).

Plaza Width and Taper

Disadvantages of wide toll plazas that can be re-
duced by tandem tolls include increased right-of-way
costs, relative lower activity of outer toll lanes,
and unstable flow conditions caused when access to
the outer toll lanes is blocked by queues.

Early toll plaza designers recognized the impor-
tance of minimizing toll plaza widths and employed
techniques such as driver- and passenger-side toll-
collection booths to increase the number of toll
lanes in a given plaza width (4). With the in-
creased popularity of bucket seats and as a result
of operations research studies that noted driver
reluctance to use the passenger-side motorist col-
lection booths and their slower processing times,
their use in toll plazas was discontinued (5).

The only quantitative evaluation of this driver
reluctance available in the open literature pertains
to the San Francisco-Oakland Bay Bridge (6, p.
137). An approximate 2.5 percent drop in traffic
volume is reported to occur for each 1 percent in-
crease in divergence.

To overcome this effect and to reduce accidents,
several references recommend long toll ©plaza
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Figure 1. Two-direction toll plaza
with tandem tolls in central lane.

Figure 2. Motorist instruction
signs in tandem lane.

tapers. Citing New York State Thruway standards, a
report by the New York State Department of Transpor-
tation (7, pp. IV-4, IV-5) recommends a desirable
taper of 20 to 1 and a minimum taper of 8 to 1.
Below the latter value, it is stated that merging
and weaving accidents will increase rapidly. Long
tapers can be expensive in urban areas. A European
study recommends a taper rate of 10 to 1 (g, P.
189). In addition, if the plaza taper is insuffi-
cient, turbulence caused by weaving and merging can
cause the plaza to be the minimum-capacity section
on the roadway. Several major bridges and tunnels
have been built with inadequate tapers due to space
constraints (9, p. 255). Inadequate tapers can also
develop when toll plazas are widened to accommodate
increased traffic.

The required taper rate can be estimated on the
basis of its ability to prevent gqueues extending
from the toll barrier from cutting access to the
outermost toll lanes. The taper rate will depend on
the expected queue length (QL) in front of the toll
booth.

QL is given by (2)

QL = [p%/(1 ~ p)] (number of vehicles) ()

p = (toll lane arrival rate)/(toll lane service rate) < 1 (@3]

For example, if service rate is 1/(6 sevehicle)
and arrival rate is 1/(8 s*vehicle), p is 0.75.

For a vehicle of width CW to move from behind the
queue to the adjacent outermost lane, a lateral dis-
tance along the roadway of TPR*CW is required, in
which TPR is the taper rate.

If LW is the lane width, then by definition of
taper rate the minimum lateral approach roadway is
TPR*LW. The queue length plus the minimum car lane-
change length must be less than the approach roadway
length.

QL*VS + TPR*CW < TPR*LW 3)

TPR > (QL*VS)/(LW - CW) )

By using VS = 25 ft, LW = 15 ft, and CW = 6 ft, TPR =

—= —
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— TWO TREADLES AND BOOTHS
— PER LANE

2,77QL. Corresponding values of p, OQL, and TPR
are indicated below.

P oL Taper Rate

0.95 18 50/1

0.90 8 22/1

0.85 4.8 13/1

0.80 3.2 9/1

The above shows the sensitivity of the plaza design
guidelines to the toll processing rate. Most toll
plazas during peak hours will have queues of at
least five vehicles.

INCREASE IN CAPACITY OF TANDEM TOLLS

If the tandem toll-collection stations are separated
by a buffer distance of several vehicle lengths, the
capacity increase is (3)

ICAP = 2 [TC/(TC + TM)] 100 ®)

where TC is the cycle time per vehicle in a nontan-
dem system (e.g., 9 s/vehicle corresponds to a ca-
pacity of 3600/9 = 400 vehicles/h) and TM is the
move-up time, or time between when the paying pre-
ceding vehicle leaves the toll station and when the
nonpaying following vehicle reaches the same point
at the toll station.

High, intermediate, and low estimates of TM are
3.2, 2.8, and 2.4 s/vehicle. These estimates are
based on analogies to velocity profiles of vehicles
entering a signalized intersection after the aspect
changes from red to green and from a study of the
on-time duration of the braking lights of vehicles
as they stop at a toll booth after approaching
through a short queue (3).

If the collection stations were not buffered, the
increase in capacity can be estimated by (2, p. 364)

ICAP = 2 {TC/[TC + TM + 0.4SD (TC)\/N]} 6)

where SD(TC) is the standard deviation of the cycle
times and N is the number of vehicles per batch if a
batch-processing scheme is used.

Hall and Daganzo (1) present data collected at
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the Golden Gate Bridge and use the previous equation
to calculate a‘ capacity increase of ICAP = 18 per-—
cent for the $1.00 toll by using TM = 2.7 s and
assuming that the booths are not buffered. When the
booths are buffered, ICAP = 34 percent.

The result is consistent with a test of tandem
tolls conducted at the Golden Gate Bridge in 1969.
By using a makeshift arrangement where the second
toll collector stood out in front of the islands,
the flow rate was increased from 625 to 725 vehi-
cles/h (16 percent) (2, p. 364).

Tandem tolls could also be used in a truck toll
lane. Cycle component times for a tractor-trailer
truck are TC = 14 s and TM = 7.5 s (8, p. 189).

The tandem move-up in time can be estimated as
™ = 5.0 s.

The effectiveness of tandem tolls increases as
the toll-collection cycle time increases. The pre-
vious equations were applied to derive Table 2.

APPLICATION TO REDUCE NEED FOR PLAZA WIDENING

I have presented an example that illustrates one of
the situations in which a tandem toll system would
be more economical than additional conventional toll
lanes for increasing a toll plaza's capacity on
weekends (3).

The cost parameters in the example are as follows:

1. Capital cost per additional booth:

Item Cost ($000s)
Toll booth 40
Toll registry equipment 30
Tapered approach road (1500 ft) 1500

1640

2. Present worth of staffing: half-day/week,

$60 000.

By using these parameters, the capacity increase per
unit of cost is

1.6 cars/(h*$1000) and
0.6 car/(h*$1000).

1. Tandem:
2. Conventional:
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Reliability of Classified Traffic

PETER DAVIES AND DAVID R. SALTER

The reliability of classified traffic count data collected for the planning and
operation of highway systems is examined. Manual classified count data are
subject to serious errors, whereas automatic vehicle classification with modern
microprocessor technology may have other accuracy problems. Accuracy
checks carried out in the United Kingdom are described for two automatic
classification systems—for simple classification by using inductive loops alone
and for detailed classification by using loops and axle d s in combinati
An evaluation of automatic classification equip i g these simp
and detailed systems, has been carried out in the United States by the Maine
Department of Transportation. The results of these studies are described. The
accuracy of simple vehicle classification based on vehicle length alone is limited
by the fundamental properties of inductive-loop sensors. However, at sites
with good lane discipline, the accuracy of classification is likely to be sufficient
for most routine purposes such as the ement of p ger-car-equivalent
flows. Tests in the United States have shown that the reduced reliability of
pneumatic-tube sensors leads to poor classification accuracy when these sensors
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Count Data

alone are used for vehicle detection. More detailed vehicle classification meth-
ods can give greater accuracy, in excess of 90 percent, but as traffic conditions
deteriorate, accuracies reduce. In the detailed classification method, there are
difficulties in discriminating between certain cars, vans, and trucks, particularly
where lane discipline is poor. Further developments of automatic classification
techniques are currently in progress, and improvements are anticipated under
urban traffic conditions and in the portability of detailed classification equip-
ment. However, simple classified counters are already available and already
have a part to play in displacing unreliable manual counts. Future trends in
{abor and microprocessor costs are anticipated to be such that as new develop-
ments become available, their rapid exploitation will become increasingly at-
tractive.

Classified traffic counts have been carried out for
decades to provide basic information used in the de-
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sign, maintenance, and management of highway sys-
tems. In the past, manual counts have been the only
source of classified flow data; automatic counts
have been limited to the recording of axle pairs or
total numbers of vehicles. More recently, the mic-
roprocessor revolution has changed this state of
affairs, so that automatic vehicle classification
and monitoring is now a practical proposition in
many situations.

The demands for classified traffic count data are
various. Simple classification into some five or
six broad categories of vehicle is a common require-
ment for highway design or traffic signal-timing
procedures based on passenger-car equivalents
(PCEs). Longer-term monitoring of classified traf-
fic flows provides the basis for forecasts of future
traffic, disaggregated by type of vehicle. The eco-
nomic appraisal of highway schemes may also require
a knowledge of the mix of vehicle classes and their
characteristically different operating costs, occu-
pancies, and values of time.

A more detailed vehicle classification could also
have a part to play in some areas of growing con-
cern. Axle-weight distributions of different types
of truck can be monitored at weighbridge sites and
the data applied to pavement design or maintenance
at other 1locations through detailed classified
counts. The allocation of road damage costs to dif-
ferent classes of vehicle on toll highways or via
general vehicle taxation again requires the detailed
classification of freight vehicles. Other forms of
classification, such as speed category, headway, and
lane or turning movement, may also play important
roles in special situations.

Relatively little is known about the sensitivity
of design procedures or traffic control measures to
errors in the classified count data. One study does
suggest that highway scheme cost-benefit appraisal
can be highly sensitive to the mix of vehicle
classes assumed (l). Traffic forecasting could also
be very sensitive, based as it is on the extrapola-
tion of past trends from an assumed current situa-
tion; any errors in the base data may well be magni-
fied in forecasts of the future. Finally, pavement
design, with its high-order power-law relationship
between axle weight and road damage, could eventu-
ally prove to be most sensitive of all to the basic
traffic data input.

In this paper, we consider the reliability of
classified traffic count data produced by manual and
automatic means. Recent work on the accuracy of
manual classified counts suggests that even for
closely supervised, well-conducted surveys, results
are much less reliable than might commonly be sup-
posed., Automatic classification offers opportuni-
ties to overcome some accuracy problems but instead
can lead to errors of a different nature than those
resulting from manual enumeration.

We begin by reviewing available evidence on the
reliability of manual classified traffic counts.
Next, two automatic classification systems, for
which results are presented in a number of accuracy
studies, are described. Road-sensor design and
software are two key areas in automatic classifica-
tion, so the scope for their improvement is consid-
ered. Finally, the relative merits of automatic and
manual classification are assessed in the context of
the current state of the art.

MANUAL CLASSIFIED TRAFFIC COUNTS

At first sight, manual classified traffic counting
appears a straightforward task. Passing vehicles
are recorded for predetermined time periods either
by marking different sections of survey forms or by
hand-operated counters in order to build up a pic-
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ture of the traffic flow disaggregated by vehicle
class., In practice, however, this simple procedure
gives rise to considerable scope for error. Vehi-
cles can be missed, double counted, wrongly identi-
fied, or entered in the wrong place. There are many
reasons why these mistakes occur. For example, enu-
merators are locally recruited temporary staff whose
motivation and skill may vary considerably. Count-
ing can be a tedious process; it requires extended
concentration, which may easily be broken. The
importance of the data may be far from obvious to
temporary staff, so the apparently harmless inven-
tion of results may prove a strong temptation.
Close supervision or performance checks are dif-
ficult and time-consuming, so sanctions against
carelessness are rare and rewards for vigilance are
generally nonexistent. -

Even where counts are properly conducted and well
supervised, there is evidence to suggest that re-
sults can be unreliable, The U.K. Department of
Transport compared simultaneous counts by a dedi-
cated full-time team with those of teams 1locally
recruited for routine census work at three sites
(2). Although no consistent biases emerged, there
were considerable variations in both absolute totals
and percentage of discrepancies. It was concluded
that errors were apparently serious, both in abso-
lute and percentage terms.

Further comparisons are described in an internal
note of the U.K. Department of Transport, the re-
sults of which are summarized elsewhere (3). The
results suggest that 95 percent confidence limits on
16-h total flows are probably within %10 percent
but that considerably greater intervals apply to
most individual vehicle classes:

95 Percent Confidence

Vehicle Class Limit (%)
Two-wheeled motor vehicles 435
Cars and taxis +10
Buses +37
Light trucks 124
Other trucks +28

There was some evidence of difficulty in distin-
guishing "light" from "other" trucks, despite
special markings carried by U.K. trucks; the in-
terval fell to 18 percent for all freight vehi-
cles combined. However, the greatest percentage of
errors is seen in two distinctive categories--
motorcycles and buses.

In view of these major discrepancies in 16-h
counts, how good will peak-period data prove to be?
The answer must be almost certainly that they will
be worse, since there is less scope for compensating
errors within shorter-duration counts. Moreover, at
peak periods, enumerators will be fully stretched,
and more vehicles may be missed or guessed. Our
test with simultaneous film recording of traffic
flows shows that even highly motivated research
ohservers find it impossible to count with high
accuracy and are often unaware that they have made
mistakes. In less-controlled surroundings the
problems are likely to be still more severe.

The quality of manual classified traffic counts
can clearly give cause for concern. When coupled
with the errors of sampling, scaling, and fore-
casting, the errors of manual enumeration may well
be sufficient to produce suboptimal design or man-
agement decisions based on wrong information,
Whether anything can be done about this at reason-
able cost, for example, through the greater use of
microprocessor-based automatic vehicle classifica-
tion, is another question. This question is con-
sidered in the remainder of this paper.
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Figure 1. Typical sensor configuration for simple classification.
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SIMPLE AUTOMATIC CLASSIFICATION

For many routine purposes such as the determination
of PCE traffic flows, simple classification into a
small number of vehicle categories may well be suf-
ficient. One type of automatic vehicle classifier
already available counts vehicles into separate bins
according to their overall lengths. Tests are de-
scribed on the accuracy of such a system, a 12-bin
speed or 4-bin length classifier manufactured by the
Golden River Corporation.

When configured as a length classifier, this por-
table microprocessor~based system records classified
traffic flows disaggregated into 1length categories
specified by the user. The system's main component
consists of a roadside processing unit sealed with
its rechargeable battery pack into a cast aluminum
case and linked to inductive-loop sensors in the
road. A complementary retriever unit is connected
to the roadside processor for the initial configura-
tion of the system and for the recovery of data at
intervals as required,

The road sensors consist of up to three pairs of
matched inductive loops; each pair of loops is loca-
ted in a single traffic lane (Figure 1). A wide
range of loop dimensions will be accepted by the
equipment, but typical loops would be 1.5 m long by
2.5 m wide (4 ft 11 in by 8 ft 2 in) spaced 5 m (16
ft 5 in) apart. The loops can either be cut into
permanent slots or be attached temporarily to the
road surface.

The classifier operates by timing vehicles be-
tween the two loops to give individual vehicle
speeds. These data on speed and on the vehicle's
presence time over each loop allow vehicle 1lengths
to be calculated. Each vehicle is logged into one
of four counting bins according to its estimated
length, By the selection of appropriate length
bands, simple vehicle classification is practicable
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into categories of motorcycles, cars, small trucks,
and heavy vehicles. Total flows in each class are
recorded in memory at intervals of between 1 min and
24 h as preset by the user.

One optional output for use in setting up the
system consists of individual vehicle speeds or
lengths, which appear on the liquid crystal display
on the front panel of the retriever unit., This fa-
cility was used in tests on the accuracy of the sys-
tem for individual speed or length comparisons, In-
dependent speed checks were carried out by precise
timing of vehicle leading axles between pairs of
pneumatic tubes, located next to the inductive loops
of the speed and length classifier. Classifier
length measurements were compared with vehicle man-
ufacturers' data following manual identification of
vehicle makes., The accuracy of the independent mea-
surements has been assessed elsewhere (4).

Precise timing was carried out by using a por-
table roadside microcomputer. A machine code rou-
tine was written for a Golden River Environmental
Computer to scan the sensors and increment a 32-bit
counter between signals on successive tubes. The
routine was calibrated by using a stopwatch over in-
tervals of 30 min to 1 h, which gave a count rate of
23 485/s. Repeated short-duration checks against a
microsecond-resolution advance timer showed no sta-
tistically significant systematic error and a random
standard error of +0.11 ms (+0.02 percent).

Hand-written recording of vehicle speeds,
lengths, or makes was only possible at low flows.
In other cases, individual vehicle results were dic-
tated into a portable tape recorder or where possi-
ble were recorded automatically in the portable
roadside computer memory. At the busiest site, im-
mediate identification of vehicle makes was imprac-
tical, so a cinecamera was triggered by a road
sensor to provide a photographic record of each
vehicle. Vehicle makes were subsequently identified
from the film,

The three sites selected for accuracy checks of
the speed and length classifier were each of dis-
tinctive character. The first was a 6-m (20-ft)
two-way internal-access road on the University of
Nottingham campus, which provided a low-speed, low-
volume site at which private cars predominate. The
second site was an urban dual two-lane highway with
a 65-km/h (40-mph) speed limit that carried fairly
high volumes of general mixed traffic and buses.
The final site was a rural high-speed single-lane
highway with local dualing at intersections. Its
modest traffic volumes included a higher proportion
of commercial vehicles than those of the other sites.

SIMPLE CLASSIFICATION ACCURACY RESULTS

The results of individual vehicle speed comparisons
are summarized below (1 km/h = 0.6 mph):

Mean Systematic Random
No. of Speed Difference Difference

Site Vehicles (km/h) {km/h) {km/h)
Low 204 32.82 -0.32+0.08 +1.10

speed

(1)
Low 215 31.29 -0.49%0.06 +0.86

speed

(2)
Urban 327 61.65 -0.09+0.05 +0,.87
High 161 71.54 -0.99+0,09 +1.07

Speed measurement forms the first stage of 1length
classification, so its accuracy is of considerable
interest. The two sets of results presented for the
low-speed site correspond to measurements on dif-
ferent days.
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At the low-speed and the high-speed sites there
were significant systematic differences between the
speed measurements of the classifier and the inde-
pendent system. A proportion of the differences may
be due to systematic error in the independent speed
measurements. Another factor, however, could be the
matching of loop pairs for speed measurement; pre-
cise geometry and equality of loop feeder lengths
appear to be of considerable importance. Systematic
errors could if necessary be overcome by individual
site calibration.

The random discrepancies in speed measurements do
not vary greatly between sites. A proportion of the
discrepancies is simply due to rounding to the near-
est kilometer per hour on the liquid crystal dis-
play, which of itself would account for about 0.3
km/h. A smaller proportion will be due to errors in
the independent speed measurements. The remaining
random error in the speed measurements is wunlikely
to be of importance in vehicle classification.

The results of the individual vehicle length com-

parisons are given below (L m = 3,2 ft):
Systematic Random
No. of Difference Difference

Site Vehicles {m) (m)

Low speed 91 -0.70+0.06 10.54

Urban 276 -0.90%0.04 +0.68

High speed 105 -0.17+0.06 +0.64

Lengths are systematically underestimated at all
sites, apparently due to the use of two-turn loops

instead of the three turns normally recommended by
the manufacturer. The variations between sites are
probably associated with different feeder 1lengths
and indicate a need for individual site calibration,
Random errors are also significant; they are of a
similar order of magnitude at each site. The main
contributor to random error appears to be differ-
ences in the lateral position of vehicles. The tab-
ulation below shows how vehicles passing over either
edge of the loop have their lengths systematically
underestimated in relation to those near the cen-

ter, At this site the loop width was 2 m (6 ft 7
in) (L m= 3,2 ft):

Distance from Curb Systematic

to Nearside Wheel No. of Difference

(m) Vehicles (m)

0.0-0.9 12 -1.36

0.9-1.2 22 -1.02

1.2-1.4 60 -0.74

Figure 2. Zones of detection for three-turn rectangular loop.

C_oo )

R

20 40
40 20./10
————
Lem=10.39in

ALONG LANE ACROSS LANE

Transportation Research Record 905

Distance from Curb Systematic
to Nearside Wheel No. of Difference
(m) Vehicles (m)
1.4-1.6 58 -0.67
1.6-1.8 68 -0.89
1.8-2.1 43 -0.96

>2.1 S =1.24

These results provided a strong indication that
the variations in length measurement were associated
principally with the characteristics of inductive
loops rather than those of the measuring equipment.
The effective length of loops appears to vary con-—
siderably with the lateral position of vehicles as
well as with feeder 1lengths and number of turns.
With this in mind, some laboratory and field trials
were carried out at the University of Nottingham
into the fundamental properties of inductive-loop
layouts.

The laboratory tests set out to examine the mag-
netic fields of loops by breaking them down into
three component parts at right angles. Experimental
techniques have been described in detail elsewhere
(5). The experiments aimed to produce contour maps
that show the limits of the zone of detection for
each component of the loop's magnetic field.

Typical contour plots for a three-turn rectangu-
lar loop are shown in Figure 2; the heights of the
zone of detection are shown in centimeters. The
loop was a one-third scale model of a 2.8-by-2.0-m
confiquration (9 ft 2 in by 6 £t 7 in).

For a two-dimensional body such as a thin steel
plate, detection results when the component of the
magnetic field cuts it at right angles. Thus detec-
tion begins when a vehicle's front panel enters the
horizontal field running along the traffic lane. It
ends as the rear panel leaves the equivalent down-
stream field. Vehicles crossing the edge of the
loop can be picked up as their side panels cut the
horizontal field running across the traffic lane.
The curvature of these field boundaries is such that
the loop's effective 1length changes continuously
across its width., These findings were confirmed in
a number of field trials.

Experiments with a wide variety of loop layouts
indicated that although this basic problem cannot be
wholly overcome, it can be reduced by the adoption
of broader loops of rectangular outline. The over-
all width must be limited, however, by the need to
prevent the zones of detection from spreading too
far into adjacent lanes.

These basic limitations of the loop sénsor con-
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strain the accuracy of simple vehicle classification
by using loops alone., The effect of the errors
will, however, depend on the vehicle length catego-
ries selected in relation to the distribution of
lengths within the traffic stream, Misclassifica-
tion will only affect vehicles whose 1lengths are
similar to the category boundary values, and even
here random errors will tend to cancel out. Classi-
fication accuracy will also be heavily dependent on
lane discipline at the survey point, which varies
considerably from site to site. Preliminary results
from U.K. sites suggest that simple classification
can be reasonably reliable based on vehicle 1length
from loops alone.

One weakness of length classification is its in-
ability to distinguish buses from long freight vehi-
cles. An additional parameter, chassis height, can
be estimated from the strength of the loop signal,
providing opportunities for the extension of simple
classification to this additional vehicle category.
The problems of chassis height measurement are dis-
cussed in later sections.

DETAILED AUTOMATIC CLASSIFICATION

In cases where more detailed information is needed
or where more accurate results are sought, a more
complex form of automatic vehicle classification may
be necessary. The accuracy tests described in this
paper were carried out on a detailed classification
system that was developed by the U.K. Transport and
Road Research Laboratory (TRRL). It consists of
permanent sensors in the road for vehicle detection
and a roadside, mains-powered microprocessor system
for the calculation of various parameters permitting
detailed vehicle classification.

The road sensors consist of one inductive loop
and two triboelectric axle sensors per lane, as
shown in Figure 3. Sensor dimensions can be varied
(these are specified as initial data to the micro-
processor system), although standard layouts have
been used at most classification sites to date. The

Figure 3. Sensor configuration and roadside equipment for detailed classification.
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axle-detector spacing is usually 1 m (3 ft 3 in),
and loops are typically 2.8 m long by 2.0 m wide (9
ft 2 in by 6 ft 7 in).

The roadside equipment includes loop-detector
electronics and axle-detector signal-processing
units, as well as the microprocessor and its periph-
erals, These initial interfaces transform raw
pulses from the sensors into square-wave signals
suitable for input to the microprocessor. The mi-
croprocessor itself is an RCA 1802 COSMAC single-
board machine with 15K EPROM holding the classifica-
tion software and 2K RAM for temporary data
storage. Permanent recording is on magnetic car-
tridge. The system is shown in Figure 3.

The classification system resolves road sensor
signals to l-ms timing for the calculation of vehi-
cle parameters. The first parameter, vehicle speed,
is calculated from the times of the leading axle on
successive axle detectors. Given the speed, wheel-
base lengths are derived from the time intervals be-
tween axles on a single-axle detector. Overall
length is estimated from the vehicle's presence time
over the inductive loop. Finally, chassis height is
estimated from the strength of the inductive loop
signal to assist discrimination between certain
classes of vehicle with similar wheelbase and over-
all lengths. The detector signals from a typical
vehicle are shown in Figure 4.

The microprocessor compares the vehicle parame-
ters of wheelbase, overhang, and chassis height with
limiting values held in memory. When a parameter
match is found, the vehicle class is identified.
Twenty-five separate categories of vehicle are dis-
tinguished by the existing system, which allows con-
siderable flexibility in modes of aggregation to
suit the requirements of individual users. The ve-
hicle categories are shown in Figure 5.

Output from the system is available in real time
as a vehicle-by-vehicle 1listing. More commonly,
summaries are produced and stored on magnetic car-
tridge at intervals specified by the user. The sys-
tem is capable of producing data on vehicle flow,
time headway, speed, class, wheelbase, and overall
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Figure 4. Sensor time sequence diagram.
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length for four lanes of traffic with capacity flow
in each lane.

As an example of the classification methodology,
consider the problem of correctly classifying the
following three types of four-axle vehicle:

1. Class 22, car + two-axle trailer;

2. Class 46, rigid two-axle truck + two-axle
(closed-coupled) trailer; and

3. Class 52, two-axle tractor + two-axle
trailer.

semi-

The classification program contains the vehicle di-
mension reference table, which for these three cate-
gories consists of the values given in Table 1.

From Table 1 it can be seen that the class-46 ve-
hicle can be identified without using the chassis
height code. Separation of classes 46 and 52 occurs
on the second wheelbase dimension, and similarly
classes 46 and 22 are separated by the first wheel-
base. The separation between classes 22 and 52,
however, is based on the chassis height code if and
only if the wheelbase or wheelbases actually overlap.

Similar data are held in memory for other cate-
gories of vehicle; limiting values for the appropri-
ate parameters are specified. Should the software
fail to find a match to any of the 25 recognized

Table 1. Typical U.K. vehicle dimensions for detailed classification.

Wheelbase (m) " Chassis
Height Overhang
Vehicle Class 1 2 3 Code (m)
21-22 1.90-2.95 1.90-6.00 0.50-1.30 1,2,0r3 0-12.7§
51-55 1.90-3.51 3.76-15.0 1.05-2.50 0 0-12.75
41-46 2.96-9.20 1.90-3.75 1.05-2,50 Notused 0-12.75

Table 2. Detailed classification accuracy under free-flow conditions.

23

classes, the vehicle is logged according to its num-
ber of axles but is otherwise unclassified. Further
details of the system and its operation are given
elsewhere (6,7).

ACCURACY OF DETAILED SYSTEM

In order to assess the accuracy of the detailed
classification equipment, photographic logging of
vehicles has been carried out at four test sites.
Vehicle class, as identified from film, has been
compared with the microprocessor class assignment
for some 15 000 vehicles in rural and urban loca-
tions in order to determine the capabilities of the
system in a range of traffic flow regimes. At other
sites, classifier output has been compared with the
results of manual classified counts.

Accuracy studies undertaken by TRRL at two rural
sites, where free-flow conditions prevail, suggest
that the overall accuracy of classification is about
92 percent (7). Accuracies are lower for certain
classes of vehicle where particular problems are met
in discriminating between similar parameters. Uni-
versity of Nottingham accuracy studies (8) indicate
that under free-flow urban traffic conditions, over-
all accuracy remains quite high. However, as con-
gestion 1levels, bringing slow-moving traffic and
poor lane discipline, accurate classification be-
comes increasingly difficult.

The accuracy of each installation has been as-
sessed by the compilation of accuracy matrices,
which compare microprocessor and visual classifica-
tion. Summaries of the matrices are provided in
Tables 2 and 3, which indicate the accuracy of
classification for the more common vehicle types.
The results allow compensating errors betwen classes
where they occur,

Table 2 shows that at the rural sites, despite

Rural Site?

Urban Site?

Observed Classifier Percentage Filmed Classifier Percentage
Vehicle Class Total Total Error of Error Total Total Error of Error
0 57 40 -17 30 127 61 -66 52
| 4159 3976 -192 S 5712 5979 +267 5
2 266 392 +126 47 781 508 -273 35
21-22 56 56 - . 34 43 +9 26
31 319 357 +38 12 675 641 -34 5
32-35 43 43 - - 121 128 +7 6
41-46 4 4 - - 25 31 +6 24
51-55 71 70 -1 2 239 226 -13 5
61 39 41 +2 5 55 42 -13 24
N-classes - 44 +44 - 1 99 +98 -
Missed - - - . 53 46 - -

20verall accuracy = 92 percent. bOverall accuracy = 90 percent.

Table 3. Detailed classification y for experi | installations.

Noncongested Conditions*

Filmed Classified Percentage
Vehicle Class Total Total Error of Error
0 23 12 -11 49
1 2103 1879 -224 11
2 283 483 +200 71
21-22 21 21 0 -
31 336 347 +11 3
32-35 55 44 -11 20
41-46 3 9 +6 200
51-55 112 98 -14 13
61 15 17 +2 13
N-classes 1 100 +99 -
Missed 64 23 - -

30verall accuracy = 80 percent.
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the high overall accuracy, a major source of error
lies in the classification of cars, vans, and light
commercial vehicles. The physical similarity be-
tween cars and vans makes their separation diffi-
cult, so classification errors can be substantial.
Under free-~flow urban conditions, results are com-
parable with those for the rural situation, as indi-
cated in Table 2. The problem of misclassification
of cars, vans, and two-axle trucks is again apparent.

The serious underestimation of motorcycles (class
0) in Table 2 (urban site) is related to the use of
commercial axle detectors that have low sensitivity
and do not cover the full width of the lane. A new
form of axle detector developed by TRRL has been
used at other sites. This tends to reduce problems
of motorcycle classification by its greater sensi-
tivity and its coverage of the whole traffic lane.

Both urban and rural studies indicated that the
most common causes of misclassification are related
to vehicles changing lanes. Discrimination of cars,
vans, and two-axle trucks is dependent on an estima-
tion of chassis height; vehicles with higher chassis
give weaker signals, The same effect can, however,
result when vehicles cross the side of the loop
rather than its center. Although special routines
are provided in the detailed classifier to detect
straddling vehicles and adjust their chassis-height
values, the resulting classification was still not
wholly satisfactory.

To help resolve these problems, reference was
again made to the University laboratory study of
loop zones of detection (5). Model tests and full-
scale field trials led to the selection of a series-
wound double rectangular loop in each lane, as shown
in Figure 6. The tests indicated that more uniform
length and chassis height measurements could be ex-
pected from these loops for a wider range of vehicle
lateral positions. The new loops were installed at
an experimental urban site with a high proportion of
straddling vehicles following an upstream merge.
Another feature of the site is congestion during
busy periods.

Weaving at the two urban sites was compared by
using the Golden River Environmental Computer system
for precise timing of vehicles across three pneu-
matic tubes. Parallel tubes were used to measure
vehicle speeds, and the time on a third, diagonal
tube was used to indicate lateral position. Figure
7 shows the distribution of vehicle lateral posi-
tions at both installations; the higher proportion
of straddlers is found at the experimental site.

Two separate accuracy studies were undertaken at
this site during free-flow traffic conditions. The
first, a routine comparison of microprocessor and
film classification, indicated an overall accuracy
of about 80 percent (Table 3). The reduced accuracy
was clearly related to the high proportion of strad-
dling vehicles, as shown for example in the number
of cars wrongly classed as vans. It was not clear
from these results whether the new loop design had
helped to limit the problem of misclassification.

Further comparisons were therefore carried out by
using a test vehicle at a range of lateral posi-
tions. The variations of loop output with lateral
position for the conventional and experimental loops
are shown in Figure 8, The experimental loops do
give a more consistent signal over a wider range of
lateral positions than the conventional loops. On
the other hand, they do not cover as wide an area as
had been expected from the experimental tests. One
factor in this result appears to be interference be-
tween the fields of adjacent loops.

To summarize, the results of the tests on de-
tailed automatic classification suggest that high
overall accuracies can be obtained at many free-flow
sites where the incidence of lane changing is low.
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Some classes of vehicle still create problems, and
work is continuing on further improvements. Accu-
rate classification under urban traffic conditions
presents greater difficulties, and research in this
area is at an earlier stage.

EVALUATION OF U.S. AUTOMATIC CLASSIFICATION SYSTEMS

Six automatic classification systems have been
tested by the Materials and Research Division of the
Maine Department of Transportation for the Federal
Highway Administration (FHWA) (10). Standard accu-
racy checks were applied to six currently available
systems. Five of these, including the Golden River
four-bin length classifier, provided simple classi-
fication on the basis of axle configuration or vehi-
cle overall 1length, The detailed classification
system developed at TRRL was also tested at the
Maine facility.

Accuracy checks included the cross-comparison of
automatic classification listings with film records
and the collection of summary data over longer test
periods (overnight and over weekends).

Results for the simple classification systems
indicated that the poor reliability of both the ve-
hicle sensors and the classification equipment was a
major source of error in vehicle identification.
Pneumatic tubes were subject to both accidental and
purposeful damage, which resulted in axle under-
counting, and in addition poor signal definition
from the air-switch units led to axle undercounting
even when pneumatic tubes were not damaged.

Systems that used inductive 1loops for vehicle
sensing were found to be oversensitive to minor ad-
justments of, or variations in, the loop-detector
units. The tests with the Golden River four-bin
length classifier were limited by equipment faults,
but a small sample of results suggested that loop
problems were less noticeable and that the measure-
ment of vehicle overall length was generally more
accurate.

It was noted that the classification schemes used
in the various simple classification systems did not
offer adequate detail when compared with the data-
collection requirements suggested by FHWA. Not only
were the schemes limited by the number of categories
used, but there could be misleading overlap between
the categories that were defined.

Tests with the TRRL detailed classification sys-
tem indicated that many of the above problems were
overcome through the use of both loop and triboelec-
tric sensors. Specific accuracy checks indicated
that overall and axle-length measurements were ex-
tremely good and that speed measurements were to
within #1.61 km/h (1 mph) of recordings made with
radar equipment. In all, 98 percent of the 3000
vehicles checked were classified correctly, despite
a much-reduced initial calibration procedure.

FURTHER DEVELOPMENTS IN DETAILED CLASSIFICATION

Additional research is currently in progress at both
the University of Nottingham and TRRL to further im-
prove the performance of the detailed vehicle clas-
sifier, Areas of interest include classification
under congested traffic conditions, further improve-
ments to sensor response for lightweight vehicles,
further modifications to loop design for chassis
height discrimination, and the classification and
counting of bicycles.

Software development has been studied at the Uni-
versity by means of a classification simulation run
on a minicomputer., Raw signals from the sensor
array, recorded in conjunction with films of vehicle
flow, provide data on which modifications to soft-
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Figure 6. Experimental sensor configuration for detailed classification.
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Figure 7. Distribution of vehicle lateral positions at two
urban sites.
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Figure 8. Variation of loop output with vehicle lateral position.
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ware can be tested and appraised. Under experi-
mental conditions, fine tuning of parameter boundary
values and new procedures for dealing with unclassi-
fied vehicles have improved the accuracy of classi-
fication from 88 to 97 percent on a sample of 5000
vehicles. It remains to be seen whether these im-
provements will prove sufficiently robust to be
transferable to routine conditions in the field.

The development of dqueue conditions over the ve-
hicle sensors is known to cause a substantial reduc-
tion in the accuracy of classification. A major
problem is the sensing of very slow-moving vehicles
at the loops and axle detectors. Modifications to
hardware are already in progress, and software de-
velopment of special routines for congested condi-
tions will follow in due course.

A final area of interest to many potential users
of the system is the development of temporary sen-
sors for a portable detailed classification system.
Recent improvements to temporary loop sensors have
resolved some problems in this area, but temporary
axle detectors other than pneumatic tubes have yet
to be developed to satisfactory standards. There
are many possibilities for developments in this area
and further work is currently proposed.

CONCLUSIONS

The evidence available on manual classification sug-
gests that its accuracy is very much lower than
might commonly be supposed. When coupled with the
errors of sampling, scaling, and forecasting, the
reliability of manual classified traffic count data
must be seriously open to guestion.

The development of microprocessor equipment for
traffic data collection makes long-term monitoring
at increased numbers of survey points a practical
proposition. Apart from the probability of improve-
ments in classification accuracy by using automatic

L LOOP ® ® CABLES @

equipment, the increased coverage through space and
time should lead to smaller sampling errors, which
gives a more reliable base for the forecasting of
future traffic levels. Furthermore, in conjunction
with axle-load data, the availability of more de-
tailed classified count information might also pay
dividends in the fields of pavement design and high-
way maintenance.

The accuracy of simple vehicle classification by
using loops alone may be limited more by the in-
herent properties of loop sensors than by the micro-
processor equipment or software adopted in any
particular case. Nevertheless, provided that clas-
sification sites are chosen well and on-site cali-
bration is carried out with care, the evidence sug-
gests that classification can be sufficiently
accurate for the determination of PCE flows. Simple
vehicle classification equipment that uses only
pneumatic-tube sensors has been shown to be less
reliable due to the susceptibility of these sensors
to accidental or purposeful damage.

The detailed vehicle classification equipment,
which uses loop and axle sensors, is now commer-
cially available from the Golden River Corporation.
Further developments to the system are currently
under way in a number of areas, and progress can be
anticipated in the extension of the system to a full
range of urban sites as well as to portable equip-
ment for temporary census points. The widespread
application of these techniques may still be some
years ahead, although some applications for routine
traffic monitoring are already under way.

In the longer term, the falling cost of micro-
processor equipment together with increasingly high
labor costs point to an inevitable growth in the
attractiveness of automatic vehicle classification
techniques. Some of those techniques will be ap-
plied in the future; others are available now. If
properly used, their application should lead to more
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reliable classified count data for highway planning
and operation.
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Application of Counting Distribution for High-Variance

Urban Traffic Counts

STEPHEN G. RITCHIE

This paper describes an application of the negative binomial counting distribu-
tion to high-variance, short-period traffic counts collected on urban arterial
roads during peak-period flow conditions. The data were collected at four sites
downstream from signalized intersections in metropolitan Melbourne, Australia,
during 1977-1978. Alternative parameter estimation techniques are described
as well as a simple method for dealing with transient traffic demand patterns.
The results of these comparative evaluations suggest that the negative binomial
distribution can be applied quite simply to commonly occurring problems that
involve high-variance traffic counts and that results are often markedly better
than those for other elementary counting distributions such as the Poisson dis-
tribution.

The inherent statistical variability of many flow-
related attributes of urban transportation systems
has important implications for the design, opera-
tion, and use of such systems, e.g., in transit ser-
vice design (1), traveler mode choice (2,3), and
delay at signplized intersections (4), to name only
a few.

Moreover, continued emphasis on transportation
systems management policies has increased the need
for more accurate and realistic models that are use-
ful for urban traffic systems analysis. Such models
include basic statistical distributions of traffic
characteristics such as vehicle headways, speeds,
gap acceptances, and vehicle arrivals at a point,
which are routinely used by traffic engineers and
analysts in analyzing traffic system performance,
designing and improving traffic facilities, and de-
veloping traffic simulation models.

This paper is concerned specifically with

traffic-counting distributions, which describe the
distribution of vehicle arrivals at a point during a
given time interval. Gerlough and Huber (5) have
described the elementary traffic-counting distribu-
tions, namely, the Poisson distribution, the bino-
mial distribution, and the negative binomial (NB)
distribution. These statistical distributions have
been known to traffic engineers and analysts for
some time. However, the NB distribution has not en-
joyed the same wide application as the Poisson dis-
tribution to traffic problems, despite its apparent
superiority under fairly common variable flow-rate
conditions where the variance of traffic counts is
high.

In this paper an application is described of the
NB counting distribution to high-variance traffic
counts and more specifically to short-period counts
collected on urban arterial roads during peak-period
flow conditions. Alternative parameter estimation
techniques are described as well as an explicit but
simple method for dealing with transient traffic de-
mand patterns (i.e., time-varying traffic flow
rates). The results of these comparative evalua-
tions are presented.

STOCBASTIC NATURE OF URBAN TRAFFIC FLOWS

In an urban arterial road network, one of the major
factors that influences the nature of vehicle arriv-
als on a link is the presence of upstream signalized
intersections. The cyclic interruption to flow pro-
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duced by signals operating under peak-period traffic
conditions tends to result in pulsed flows on the
links of an urban network. At points downstream
from a signal it can often be observed that during
the early portion of a cycle, traffic flow is high
and in the form of near-saturated platoons. Later
in the cycle the flow is often light; it then con-
sists of turning vehicles that have filtered through
the upstream intersection and any other vehicles
that might have entered the 1link at minor cross
streets.

As Gerlough and Huber (5) have noted, if a
traffic-counting interval corresponds to the green
portion of the signal cycle or to the complete sig-
nal cycle, cyclic effects may be masked. However,
if the counting interval is short (e.g., 10 s),
there will be periods of high flow and periods of
low flow. Thus, combining such short-period counts
into one distribution results in a high variance,
which produces a variance-to-mean ratio signifi-
cantly greater than 1.0, the value expected if ar-
rivals were random and Poisson in nature.

In practice, substantial nonrandomness can also
be exhibited by urban traffic counts with counting
intervals considerably longer than 10 s. For ex-
ample, Newell (6) has asserted that typical vari-
ance-to-mean ratios of 60-s counts lie between 1.0
and 1.5. Williams and Emmerson (7) obtained an av-
erage variance-to-mean ratio of 1.51 in Newcastle,
England, and Miller (8) noted that observations in
Birmingham generally produced values between 1.0 and
2.0, thongh one set of data gave a ratio of iJust
over 4.0. The data analyzed in this paper indicate
that variance-to-mean ratios of 10-s counts taken on
multilane urban arterial roads downstream from traf-
fic signals can be at least as high as the values
mentioned above. Also, invariably, as the variance
of the counting distribution increases relative to
the mean, the NB distribution provides a better fit
to the data than a Poisson distribution.

However, a complication is that during peak peri-
ods, traffic demands are typically time dependent,
so that significant degrees of nonstationarity are
likely to exist in time-series short-period traffic
counts collected in the field. 1In theory, this fac-
tor invalidates all elementary counting distribu-
tions that are appropriate only for time-stationary
processes and suggests that more advanced time-
series analyses may be necessary under such condi-
tions (9,10). Such analyses, of course, probably
exceed not only the experience and time constraints
of practicing traffic engineers, but also their com-
putational resources and accuracy requirements. In
addition, elementary statistical distributions, and
particularly the Poisson distribution, have for many
years been applied widely by traffic engineers to
problems such as the analysis and description of ve-
hicle arrivals at a point, the design of turn pock-
ets, warrants for traffic signals and pedestrian
crossings, as well as accident analysis and simula-
tion of traffic flows (1l).

It is highly likely that such distributions will
also prove valuable in the future, under a range of
flow conditions, principally due to their relative
simplicity. Accordingly, it is suggested in this
paper that when an elementary counting distribution
is required for a situation in which the variance of
counts is high or is expected to be high, the NB
distribution should be given greater consideration
than in the past. This distribution will typically
be more realistic and will provide a better fit to
the data than a Poisson distribution. The remainder
of the paper is concerned with empirical estimation
and application of the NB distribution.

Transportation Research Record 905

DATA

The data used in this analysis were collected in
1977-1978 at several sites in metropolitan Mel-
bourne, Australia, on arterial roads downstream from
signalized intersections. Four surveys were comns
ducted, and data were collected manualiy by using
digital counters. In each survey, a l0-s counting
interval was used. This particular interval was
chosen because the results of the analyses were to
be used in a traffic simulation model, a description
of which may be found elsewhere (12). The charac-
teristics of each survey site are briefly described
below.

The site for surveys 1 and 2 was about 10 km from
the Melbourne central business district (CBD) on a
major divided (three-lane) circumferential arterial
road. Survey durations were 7:30-9:30 a.m. for sur-
vey 1 and 3:30-5:15 p.m. for survey 2. The counting
station was located approximately 300 m downstream
from a signalized intersection with cycle length of
about 80 s.

Survey 3 was conducted about 19 km from the Mel-
bourne CBD on a major divided (three-lane) radial
arterial road. The counting station was located ap-
proximately 250 m downstream from an intersection
with signal cycle length of 100 s. The survey dura-
tion was 7:15-10:00 a.m.

Survey 4 was conducted about 16 km from the Mel-
bourne CBD on a four-lane undivided radial arterial
road. The counting station was located approxi-
mately 600 m downstream from an intersection with
signal cycle length of 90 s and about 250 m down-
stream from a signalized pedestrian crossing. The
survey duration was 7:00-9:15 a.m.

At each site, the adjacent land use was residen-
tial. PFor surveys 1-3, the weather was cool with
intermittent showers, whereas for survey 4, the
weather was cool and dry.

As expected, time trends in the peak-period flows
were evident from 15-min flow profiles for each sur-
vey. Analysis of the mean and variance of the 1l0-s
counts from each survey was then undertaken for both
individual 15-min intervals and each whole peak pe-
riod of counts. These results are shown in Table
1. The high variance-to-mean ratios for these sur-
veys, both for 15-min and whole-period counts, are
notable, particularly for survey 3 (Table 1), where
variance-to-mean ratios of the 10-s counts in some
15-min periods exceeded 5.0, whereas that for the
whole period was 4.652. These results are consis-
tent with the high degree of nonrandomness, which is
to be expected in such urban traffic counts but
which has often been unaccounted for in previous
analyses and studies.

NB DISTRIBUTION

Description

Unlike the single-parameter Poisson distribution,
the NB distribution is specified by two parameters,
the mean m and a param:ater k. Both these parameters
must be estimated from data or at least from knowl-
edge about the mean anil variance of the data. The
main issue, however, concerns the procedure for es-
timating the parameter k, as discussed in the next
section. It can be shown that the Poisson distribu-
tion is obtained as a limiting form of the negative
binomial when the parameter k approaches infinity.
Furthermore, the NB distribution can be obtained
from the Poisson distribution when the Poisson pa-
rameter is constant during each counting interval
but varies between intervals with an Erlang (or
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TabII(: 1f' Analz s': (:: T0:s-thatficscodit Avg Flow Variance/ Avg Flow Variance/
resultsiior each stucy, Time (vehicles/10 s) Mean Ratio Time (vehicles/10 s) Mean Ratio
Survey 1% Survey 2°
7:30 a.m. 2522, 1.142 3:30 p.m. 1.056 1.136
7:45 a.m. 2.689 1.577 3:45 p.m. 1.622 1.158
8:00 a.m. 2.856 1.311 4:00 p.m. 1.611 1,321
8:15 a.m. 3.233 1.675 4:15 p.m. 1411 1.750
8:30 a.m. 3022 1.480 4:30 p.m. 1.767 1.565
8:45 a.m. 2.822 1.916 4:45 p.m. 1.544 1.574
9:00 a.m, 2.000 1.494 5:00 p.m. 1.367 1.865
9:15 a.m. 1.714 1.765 Whole period 1.483 1.503
Whole period 2.615 1.613 Survey 49
Survey 32 7:00 a.m. 3.478 2.728
7:15 a.m. 5.944 4.009 F2l§ wa. 5.133 3.000
7:30 a.m. 5911 4.139 7:30 a.m. 5,256 2.662
7:45 a.m. 6.156 4.662 7:45 a.m. 5.433 3412
8:00 a.m. 6.111 5.415 8:00 a.m. 4,889 2.971
8:15 a.m. 6.033 5.432 8:15 a.m. 4,189 3.154
8:30 a.m. 6.333 5.003 8:30 a.m. 4211 3.130
8:45 a.m. 5.811 4.946 8:45 a.m. 4,200 3.420
9:00 a.m. 4.689 5.011 9:00 a.m. 3.600 2483
9:15 a.m. 4,166 2.919 Whole period 1,488 3.084
9:30 a.m. 3.544 3.596
9:45 a.m. 3.244 2.316
Whole period 5.268 4.652
3 5.min periods starting at times listed below.
Pearson Type III) density function (13). and the sample mean m is given by
The NB probability P(n) of n arrivals in a given ;
counting '1nte‘rva1 can be written in several forms, m=(/N) = nf() )
one of which is n=0
n+k-1 The sample variance v is given by
P(n) ( e ) [/ + k)] X [m/(m + )] (1 g B
x r
v=[I/NN-DI{N = n?f@)-[ 2 nf@)]? ©)
n=0 n=0

where

n=0,1,2,00.,

m = mean arrival rate,

k = distribution parameter (k > 0), and
n+k-1

=(n+k-nlk-1)

k-1
Recursion equations have also been derived:
P(o) = [k/(m + k)] * @
P(n)=[(n+k-1)/n] [m/(m+k)] P(n-1) forn=>1 3)

Parameter Estimation

Large-sample methods of parameter estimation for the
NB distribution have been summarized by Williamson
and Bretherton (14). The principal techniques are
the method-of-moments (MM) procedure and the
maximum-likelihood (ML) method. In the MM pro-
cedure, the first two distribution moments are
simply estimated from the sample moments and then
used to estimate the parameter k. On the other
hand, although the ML method is generally more effi-
cient, it is somewhat more complex computationally.
It involves finding parameter estimates that maxi-
mize the sample-likelihood function, which gives the
relative likelihood of observing the sample data as
a function of the parameter values (15).

Let f(n) be the observed frequency of n arrivals
per counting interval (n =0, 1, 2,...), Zz be the
highest value of n observed, and N be the total num-
ber of observations (or counts). Then

N- 2 f(n) @)
n=0

By using the MM procedure to estimate the NB pa-
rameters, the mean arrival rate m is obtained from
Equation 5, whereas the parameter k is obtained from

k =m/[(v/m) - 1] @)

where m and v are obtained from Equations 5 and 6,
respectively. From Equation 7, it is apparent that
the variance-to-mean ratio must be greater than 1 to
enable the NB distribution to be fitted. Also, as
this ratioﬁapptoaches unity (the value for a Poisson

process), k approaches infinity (also the 1limiting
value for a Poisson process). In addition, it is
clear that the MM procedure requires only the sample
mean and either the sample variance or the variance-
to-mean ratio. The importance of this is that a
realistic counting distribution may be specified
with only limited sample data, simply on the basis
of a mean flow rate and a suitably chosen variance-
to-mean ratio. Limited empirical evidence, to be
described in the next section, suggests that the
variance-to-mean ratio of 10-s traffic counts on
urban arterial roads increases nonlinearly with the
mean flow rate. The variance-to-mean ratios in
Table 1 for surveys 1-4 fall in the range 1.1-5.4.
Also, as noted earlier, typical values for 60-s
traffic counts have been found to lie between 1.0
and 2.0. These values may provide some guidance in
selecting a suitable default variance-to-mean ratio,
especially when the variance of counts cannot be
calculated directly from sample data in a specific
application.

In the ML approach to estimating the distribution
parameters, the mean arrival rate m is found, as be-
fore, from Equation 5. However, an ML estimator of
the parameter k is found from the solution for k
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(other than k = =) of the equation g(k) = 0:

g(k)=Nlog [1 +(m/k)] - {If(1) +£(2) +.. + f)] /k} - { [{2) +1(3)
@K+ 1)} - - [f@) & +2- 1] ®

The equation g(k) = 0 can be solved directly on many
computers and on some programmable calculators by
using a standard routine for finding the roots of an
equation. Alternatively, an iterative solution pro-
cedure such as the Newton-Raphson method (16) may be
readily programmed for a microcomputer as well as
for some hand calculators. By using the Newton-
Raphson method, the value of k for the (j + l)st
iteration is given by

kj+1 =kj = [g(kj)/g '(kj)] ] =0,12,... (9)

where ki 1s, k4 are values of k for the (j + 1l)st
and jth iterations and g(k) is as in Equation 8.

g'()= [-Nm/k(m +K)] +{[F(1) +£(2) +. . + f2)] K2}
+{[12) + 1(3) +. . + [(2)] /(k + 1)}
+o.4 [k +2 - 1)7] 10)

In applying Equation 9, a starting value of k
(ko) can be found by using the MM procedure. How-
ever, if initial values of k much greater than the
root are taken, spurious results can be obtained.
In fact, the ML results reported in this paper were
obtained by using Equation 9 with a fixed initial

arniza A€ b = 1 0N hamansa im anmA Sacan ~convay—
vaiu€ OL Rg T i.U OSCAUSES, in SCRME Cases, Coonver

gence could not be obtained with an MM initial value.

To decide when an acceptably accurate estimate of
k has been obtained from Equation 9, a decision rule
in the form of a convergence criterion is neces-
sary. The criterion used allowed a maximum relative
error of 10°* or 0.01 percent. Iterations were
terminated when the following inequality was satis-
fied:

lkjey -k;l/k; < 5 x 107 (11)

Once convergence was achieved, the ML estimate of k
was obtained from

k=kjuy (12)

Transient Traffic Demands

In view of the time dependencies exhibited by the
peak-period traffic counts for surveys 1-4, a method
was proposed that might account more satisfactorily,
in a very simple fashion, for the underlying non-
stationarity. This involved fitting separate dis-
tributions to the 10-s counts in each 15-min inter-
val and aggregating the resulting frequencies to
form an aggregated whole-period frequency distribu-
tion for each survey. The purpose of this procedure
was to investigate whether the aggregated distribu-
tion of counts would fit the data better while at
the same time explicitly recognize the transient
nature of the traffic demand pattern for each sur-
vey. These results, together with those for the
normal method of estimating a single distribution on
the whole sample of peak-period counts, are pre-
sented in the next section.

RESULTS

A number of comparative analyses were conducted by
using each of the four data sets from surveys 1
through 4. These analyses examined several issues,
including methods of applying the theoretical count-
ing distributions to peak-period counts, parameter-
estimation techniques, and goodness-of-fit statis-
tics. More specifically, for each of the four
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surveys the overall goodness of fit of both Poisson
and NB distributions to the collected data was de-
termined, two methods of applying the Poisson and NB
distributions to the peak-period counts were inves-
tigated, and in each analysis that involved the NB
distribution, two methods of parameter estimation
were used, namely, the MM procedure and the ML
method. However, before further discussion of these
analyses and results, the goodness—of-fit statistics
are described.

All goodness-of-fit statistics were based on r
pairs of observed and predicted frequencies. For
both 15-min and whole-period frequency distribu-~
tions, the cumulative predicted probabllity distri-
bution (Poisson or NB as appropriate} was used to
derive r. The minimum value of r was chosen that
satisfied the following:

r-1
T P(r)= 099 (13)
r=p

where P(r) is the predicted probability of r vehicle
asrivals in a 10-s counting interval.

Consideration was given to several goodness-of-
fit statistics, in particular to Kolmogorov-Smirnov
and chi-square statistics. However, the nonpara-
metric Kolmogorov-Smirnov test was not employed be-
cause the predicted distribution parameters were
estimated from the sample (17). Further, use of
chi-square statistics would have involved several
difficulties. These centered on the statistical
requirement for a minimum predicted frequency per
cell, which would necessitate combining some ad-
jacent frequencies in the tails of distributions and
would lead to difficulty or ambiguity in the inter-
pretation of chi-square statistics for different
models applied to the same data set.

This difficulty or ambiguity may arise not be-
cause of the minimum frequency requirement per se,
but because different cell structures, different
numbers of cells, different numbers of parameters
estimated from the observed data and required for
the calculation of predicted frequencies, and hence
different degrees of freedom can be defined for dif-
ferent models. Also, the large sample strictness
inherent in these statistics results in very strict
tests and a tendency to reject the fit of many
models unless they fit the data extremely well (18).

It was therefore judged desirable to use statis-
tics that could be readily interpreted and used to
compare the goodness of fit of different counting
distributions to the same data set. Accordingly, a
mean absolute deviation statistic (D) and coeffi-
cient of determination (R2?) were chosen.

The absolute deviation (d) between any observed
and predicted frequency is given by

d = |0(n) - F(n)| 14)

where O(n) is the observed frequency of n arrivals
per counting interval and F(n) is the predicted fre-
quency of n arrivals per counting interval.

The mean absolute deviation (D) between the ob-
served and predicted frequency distribution is then
given by

D= '5;10 10(n) - F(n)/r (15)

with r defined as before. The main advantage of
using absolute differences for D is that if the pre-
dicted frequency distribution underestimates some
frequencies and overestimates others, positive and
negative differences cannot cancel to give a false
measure of the overall goodness of fit.

The coefficient of determination was obtained
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Table 2. Fitted counting distributions 2

m
andresuftefor each survey. Survey Distribution (vehicles/10 s) k Iterations D R?
1 Poisson 2.615 - 28.42 0.61
(2.496, 2.734)
NB-MM 2.615 4.266 - 13.58 0.91
(2.457,2.772) (2.377, 6.156)
NB-ML 2.615 3.439 7 11.93 0.93
(2.457,2.772) (2.554, 4.323)
2 Poisson 1.483 - 26.10 0.79
(1.388, 1.578)
NB-MM 1.483 2.949 - 6.73 0.99
(1.364, 1.601) (1.823, 4.076)
NB-ML 1.483 2639 6 5.28 0.99
(1.364, 1.601) (1.741, 3.538)
3 Poisson 5.268 - 69.51 0.13
(5.125,5.411)
NB-MM 5.268 1.442 - 14.79 0.79
(4.913, 5.622) (1.232, 1.653)
NB-ML 5.268 1.024 2 8.94 0.94
(4.913,5.622) (0.908, 1.140)
4 Poisson 4.488 - - 50.84 0.01
(4.342, 4.634)
NB-MM 4.488 2.153 - 13.63 0.76
(4.200, 4.776) (1.778,2.529)
NB-ML 4.488 1.547 4 9.12 0.89
(4.200, 4.776) (1.331, 1.763)

895 percent confidence intervals for m and k are shown in parentheses and are based on Anscombe's study (19).

from a linear regression between the predicted and
observed frequencies of arrivals for each survey.

As noted earlier, whole~period fits of the count-
ing distributions were determined by estimating the
distribution parameters from the whole sample of
10-s counts for each survey. The results are shown
in Table 2 for the Poisson distribution, NB distri-
bution with parameter estimation by the MM procedure
(NB-MM) , and NB distribution with parameter estima-
tion by the ML method (NB-ML). It can be seen that
the Poisson fits were inferior to the NB distribu-
tion, especially for the higher-flow, higher vari-
ance-to-mean ratio surveys, 3 and 4. For these two
surveys the Poisson fits were very poor. For all
surveys, the NB-ML distributions gave better results
than the NB-MM distributions; the difference was
most noticeable for surveys 3 and 4.

For each survey, distribution parameters were
then estimated separately for each 15-min interval.
The frequency distributions so formed were aggre-
gated over each peak period to form aggregated
whole-period fits, shown below:

Survey Distribution D R?
1 Poisson 25,32 0.66
NB-MM 12,97 0.92
NB-ML 11.88 0.93
2 Poisson 24.39 0.81
NB-MM 7.05 0.98
NB-ML 5.74 0.99
3 Poisson 59.44 0.05
NB-MM 15.18 0.76
NB-ML 9.60 0.92
4 Poisson 47.77 0.00
NB-MM 13.52 0.77
NB-ML 9.35 0.89

This approach resulted in some improvement in the
Poisson fits, but these were still much worse than
either NB fit. 1In general, there were only marginal
changes in the NB fits compared with estimating the
NB parameters on the whole sample as in Table 2, al-
though surprisingly these changes indicated slight
reductions in the goodness of fit of the NB distri-
butions.

Because of the marked improvement in statistical
goodness of fit of the NB distributions over the
Poisson distributions, it was decided to inspect

some of the derived NB frequency distributions more
closely. Figures 1 through 4 show the observed and
aggregated NB-ML frequency distributions for each of
the four surveys. At least two features emerge from
these figures. First, although the overall fits ap-
pear very good, the NB distribution tended to under-
estimate slightly the number of intervals with zero
arrivals, which were largely caused by the cyclic
interruption of the upstream signals. Second, the
tails of the fitted distributions were much longer
than those of the observed distributions. One rea-
son for this latter feature is probably that, like
the Poisson distribution, the NB distribution treats
vehicles as if they were points. Physical con-
straints on the maximum number of vehicles able to
pass a point in a given time interval are conse-
quently unaccounted for. Such constraints arise,
for instance, from finite vehicle 1lengths, quite
apart from any inability or unwillingness on the
part of drivers to minimize the gap between their
vehicle and the one in front of them. Figures 3 and
4 for surveys 3 and 4, the higher-flow multilane
surveys, also show that the NB distribution tended
to underestimate the frequency of arrivals in the
mid- to higher range of observed arrivals. These
arrivals probably consisted of reasonably compact
platoons, which are characteristic of flows down-
stream from a signal during peak periods. However,
the NB distribution also tended to overestimate the
frequency of 1low (but greater than 2zero) arrival
intervals.

Finally, it was observed that the sample vari-
ance-to-mean ratios for the 1l0-s counts in each
15-min interval for each survey tended to vary with
the mean flow rate. The following relationship was
therefore fitted (with t-statistics in parentheses):

vim=1203 +00956 m* R? =081
(134) (12.13) (16)

where m and v are as defined previously in Equations
5 and 6 and shown in Table 1 for each survey. The
constant in Equation 16, 1.203, is statistically not
significantly different from 1.0, the variance-to-
mean ratio value for a Poisson process. Equation 16
may thus be interpreted to suggest that as the mean
flow rate approaches zero, the 1limiting counting
distribution is a Poisson distribution, whereas the
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Figure 1. Aggregated frequency distribution: Survey 1,
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Figure 2, Aggregated frequency distribution: Sutvey 2,
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departure from a Poisson process increases with the
mean flow rate.

Although Equation 16 is based on results for the
15-min intervals in each survey, it was able to pre-
dict quite accurately (i.e., well within a 95 per~-
cent confidence interval) the whole-period variance-
to-mean ratio for each survey. Clearly, if further
traffic surveys under a broader range of geometric
and traffic conditions, and counting intervals, than
those in surveys 1-4 confirmed a simple functional
relationship such as that in Equation 16, applica-
tion of the NB distribution would be further simpli-
fied. In that case, the distribution parameters
could be estimated (by using the MM procedure)
solely from the mean flow rate, as for the Poisson
distribution.

CONCLUSIONS

The analysis in this paper suggests that the NB dis-
tribution can be applied quite simply to commonly
occurring problems involving high-variance traffic
counts with results often markedly better than those
for other elementary counting distributions, such as
the Poisson distribution.

Several methods of fitting counting distributions
to time-dependent peak-period counts were investi-
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Figure 3. Aggregated fi
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Figure 4, Aggregated frequency distribution: Survey 4.
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gated, as well as alternative parameter-estimation
techniques. From the results, it would appear that
unless there is a particular reason to explicitly
account for the temporal aspect of peak-period traf-
fic demands, as may be the case in a traffic simula-
tion study, the simpler method of estimating the NB
distribution from the whole sample of peak-period
traffic counts is to be preferred. Furthermore,
from a practical viewpoint, the somewhat simpler MM
parameter-estimation technique may often be pre-
ferred to the ML method, although the latter yields
more efficient parameter estimates. In any case, it
is clear that a relatively simple alternative to the
Poisson distribution exists, which can yield a much
better representation of high-variance, short-period
urban traffic counts.

It is hoped that this paper might stimulate re-
newed interest in application of the NB counting
distribution, particularly on the part of practi-
tioners <concerned with urban traffic systems
analysis.
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Delay Models of Traffic-Actuated Signal Controls

FENG-BOR LIN AND FARROKH MAZDEYASNA

Traffic-actuated signal controls have more control variables for engineers to deal
with than a pretimed control. The increased sophistication in their control logic
provides greater flexibilities in signal control but also makes the evaluation of

their performance more difficult. At the heart of the problem is that traffic de-

lays cannot be readily related to the control variables of a traffic-actuated control.

This prompts practicing engineers to rely mostly on short-term, subjective field
observations for evaluation purposes. To provide an improved capability for

evaluating alternative timing settings, delay models are developed in this study for

semiactuated and full-actuated controls that employ motion detectors and se-
quential phasing. These models are based on a modified version of Webster’s
formula. The modifications include the use of average cycle length, average green
duration, and two coefficients of sensitivity that reflect the degree of sensitivity
of delay to a given combination of traffic and control conditions. Average cycle
length and average green duration are dependent on the settings of the control
variables and the flow pattern at an intersection. They can be estimated by exist-
ing methods.

Traffic-actuated controls employ relatively complex
logic to regulate traffic flows. This type of logic
infuses a much-needed flexibility into signal con-
trol, but it also makes the performance evaluation
of a traffic-actuated control difficult. A major
problem is that traffic delays resulting from such a
control cannot be readily related to the settings of
the control variables and the flow pattern at an
intersection.

Current understanding of traffic delays at a
traffic-actuated signal 1is obtained only through
sensitivity analyses with the aid of computer simu-

lation models. Tarnoff and Parsonson (1) have pro-
vided a detailed review of the findings of these
simulation studies. Computer simulation models,
however, have significant limitations.

For one thing, practicing engineers may not be
familiar with the nature and the capability of such
models. Furthermore, to ensure broad applicabili=-
ties, simulation models are often difficult to use
in terms of data needs, requirements of computer
facilities, and the time one has to spend to learn
how to use them. As a result, practicing engineers
still rely mostly on short-term, subjective field
observations in evaluating timing settings.

An alternative to the use of computer simulation
is to develop a model in the form of a formula or a
set of formulas. Such a model would allow expedient
evaluation of a large number of alternatives and
would be particularly useful in searching for opti-
mal ways of using a signal control. This in turn
could encourage practicing engineers to improve the
efficiency of existing signal controls.

To partly satisfy this need, this paper presents
a set of delay models for semiactuated controls and
full-actuated controls that employ motion detec-
tors. These delay models are calibrated in terms of
simulation data. They are applicable to signal con-
trols at individual intersections when single-ring,
sequential phasing is used. The traffic flows con-
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sidered in this study include only straight-through
passenger vehicles. Other types of vehicles can be
transformed into equivalent straight-through passen-
ger vehicles for analysis (2).

GENERAL FORMULATION
The delay models assume the following form:

D= 0.9 {[C(1 - Ax)*/2(1 - AxBy)] + [3600 (By)*/2Q(1 - By)] } M

where

D = average delay (s/vehicle),

average cycle length (s),

= ratio of effective green to average cycle
length = Ge/C,

G_, = effective green = G + Y - k (s),

average green duration (s),

yellow duration (s),

loss time per phase,

traffic volume in a lane (vph),

saturation ratio = QC/(Q4Ge), and

saturation flow rate, which is approxi-

mately 1800 vph of effective green.

X 0O
W

MO X K Q0
oo
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Equation 1 is a modified version of Webster's
formula (3). Its unique feature is the inclusion of
the two coefficients of sensitivity, A and B. The
reason for including these coefficients is that a
vehicle subjected to a traffic-actuated control can
exert an influence in the transfer of right-of-way.
Consequently, traffic-actuated delays and pretimed
delays can be expected to have different sensitivi-
ties to both the ratio of effective green to cycle
length and the saturation ratio. A larger value of
A represents a lesser degree of sensitivity of the
average delay to the ratio of effective green to
cycle length (x). In contrast, a larger value of B
implies a higher degree of sensitivity of the aver-
age delay to the saturation ratio (y).

SIMULATION MODEL

The simulation model used in this study comprises a
flow processor and a signal processor. The £flow
processor gdgenerates vehicle arrivals and processes
the vehicles through an intersection according to
the signal indications. The speed, location, and
acceleration rate of each vehicle are updated by
this processor once every second. The operation of
this processor is a function of the signal indica-
tions. It is independent of the type of signal con-
trol. Based on the control logic of a given type of
signal control, the signal processor uses flow data
provided by the flow processor to determine the sig-
nal indications for each 1-s scanning interval.

Under various combinations of flow and pretimed
signal settings, average delays obtained from the
simulation model are generally within 15 percent of
the values estimated from Webster's formula. This
indicates that the flow processor can move vehicles
downstream in a reasonably reliable manner. The
average greens of individual phases of semiactuated
controls and full-actuated controls as generated
from the signal processor are found to be within 2-3
s of estimates obtained from analytical models
(4,5). In addition, the simulated delays for a full-
actuated control under near-optimal control condi-
tions agree very well with estimates obtained by
Morris and Pak-Poy (6). These tests do not consti-
tute a complete validation of the simulation model.
Nevertheless, they confirm the ability of the simu-
lation model to produce satisfactory data.

Transportation Research Record 905

DELAY MODELS

Semiactuated controls may be used when a lightly
traveled side street intersects a major street. De-
tectors are installed on the side street to collect
flow data for making signal-timing decisions. When
motion detectors are used, the key control variables
of this type of control usually include minimum
green (Gpjn) for the major street and initial por-
tion (I), unit extension (U), maximum allowable
green (Gpay)., and detector setback (S) for the
side street. Without vehicle actuation of the
detectors, the green light 1s always given to the
major street.

. In contrast, full-actuated controls require the
use of detectors on all approaches that are sub-
jected to signal control. When motion detectors are
used, the duration of each green phase in a given
cycle is governed by the same set of control vari-
ables, which usually includes I, U, Gp,y, and S as
defined previously.

To calibrate Equation 1 for either type of the
control, three levels of the initial portion were
considered: 5, 8.5, and 12.5 s. At each level more
than 90 different combinations of flow conditions
and settings of the control variables were examined
through computer simulation. To avoid unnecessary
complications, only two-phase controls were dealt
with. Each phase involves two traffic lanes with
equal or unequal volumes. The unit extension is
confined to a value between 3 and 6 =, and the
detector setback is from 50 to 120 ft.

Under semiactuated controls, the minimum green
for the major street varies from 20 to 50 s and the
maximum green for the side street is limited to 30 s.

For each combination of the flow and signal con-
trol conditions, the simulation model generates
average delays, average cycle length, and average
-green duration related to each signal phase. The
generated data were used in BEquation 1 to determine
the combination of A and B that best duplicates the
simulated delays.

For semiactuated controls, the data generated
for the side-street traffic were analyzed separately
from those for the major-street traffic. The reason
for this is that semiactuated controls are only
responsive to the side-street vehicles and thus the
side-street delays and the major-street delays are
likely to be affected by the controls in different
ways.

The results of the model calibration are shown
in Figures 1 and 2 for semiactuated controls and in
Figure 3 for full-actuated controls. Figure 1 shows
that for semiactuated control, both A and B for the
side-street delays are greater than or equal to
1.0. This indicates that the side-street delays are
less sensitive to the ratio of effective green to
cycle length (x) and more sensitive to the satura-
tion ratio (y) than pretimed delays. Since B de-
creases with respect to the initial portion, it can
also be said that a shorter initial portion gives
rise to a greater sensitivity of the delays to the
saturation ratio. In other words, when a short ini-
tial portion is used, the average side-street delay
increases rapidly with respect to the saturation
ratio. When the G/Gpyy ratio increases, however,
A and B approach 1.0. This implies a convergence of
semiactuated controls to pretimed controls.

For the major-street traffic, A has a constant
value of 1.0 (Figure 2) as in the case of a pretimed
control. The value of B increases with the initial
portion used for the side-street traffic. Therefore,
a longer initial portion for the side street could
cause the major-street delays to rise rapidly with
the saturation ratio. The value of B for the major-
street traffic also varies with the ratio of average
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Figure 1. Calibrated values of A and B for side-street traffic under semiactu-
ated control.
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Figure 2. Calibrated values of A and B for major-street traffic under semi-
actuated control.
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green to minimum green (G/Gpi,). When this ratio
is less than 1.1, the variation of the major-street
green from one cycle to another is small and B ap-
proaches 1.0.

Under full-actuated controls, the value of A is
at least as large as 1.0, and it can be concluded
that average delays resulting from a full-actuated
control are less sensitive to the G,/C ratio than
pretimed delays.

The value of B exceeds 1.0 when the initial por-
tion is below 7.5 s and drops under 1.0 at a longer
initial portion. This feature signifies that the

35

Figure 3. Calibrated values of A and B for full-actuated control.
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sensitivity of the average full-actuated delays to
the saturation ratio increases when the initial por-
tion decreases. It follows logically that a heavier
flow should be given a longer initial portion.
Also, the average full-actuated delays are not so
adversely affected by the saturation ratio as pre-
timed delays when the initial portion is greater
than 7.5 s. The advantage of full-actuated con-
trols, however, disappears when the G/Gp,x ratio
is in excess of approximately 0.95. At this level
of the ratio, full-actuated controls behave more or
less like pretimed controls.

To be useful as a tool for evaluating alterna-
tive timing settings and detector setbacks, Equation
1 has to be used in conjunction with a method for
estimating G and C. A reasonable option is to use
the methods presented by Lin (4,5) in two recent
studies. These methods relate the average green of
a signal phase of a semiactuated control or a full-
actuated control to the control variables and the
traffic flow pattern at an intersection. The formu-
lations of the methods are not simple because of the
complex logic of the traffic-actuated controls.
Nevertheless, the methods can be applied manually or
be implemented in the form of short computer pro-
grams with about 60 FORTRAN statements for semiact-
uated controls and about 100 statements for full-
actuated controls.

It should be noted that, in their existing
forms, these estimation methods are generally appli-
cable only when a unit extension of greater than ap-
proximately 3-3.5 s is used. With a shorter unit
extension, premature termination of green phases is
quite likely and the methods will require modifica-
tions.

Based on these methods for estimating G and C,
the average delays obtained from the delay models
agree reasonably well with the values generated from
the simulation model. The differences are within 3
s in more than 85 percent of the cases examined in
this study.

APPLICATIONS

The primary applications of the delay models are in
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Figure 4. Domains of preferred types of two-phase signal control derived from
delay models and Equation 1.
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the evaluation of alternative timing settings. By
using the models as a tool for sensitivity analysis,
one can examine relatively easily how changes in the
timing settings and detector setbacks may affect the
efficiency of a signal control. The models are par-
ticularly useful for searching for optimal controls
when a microcomputer is available to implement the
methods for estimating G and C.

The delay models can also be used to assist in
the selection of alternative types of signal con-
trol. For example, by using the delay models and
Webster's formula, one can obtain Figure 4. This
figure shows the most efficient types of signal con-
trol along pretimed, semiactuated, and full-actuated
controls for various combinations of flows.

CONCLUSIONS

Use of simulation models for evaluating a large
number of alternative timing settings and detector
setbacks is usually cumbersome and requires substan-
tial resources. The delay models described in this
paper provide a more efficient alternative. These
models, however, are applicable only when motion
detectors are used and when sequential phasing is in
effect. Similar models may also be developed for
other types of traffic-actuated control. The avail-
ability of such simplified models could encourage
practicing engineers to make an effort to improve
existing controls.

Discussion
Kenneth G. Courage

Within the scope stated by the authors, the study
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appears to be sound. The methodology is scientific
and the results are reasonable.

The authors propose an extension to Webster's
delay model to deal explicitly with certain operat-
ing parameters (minimum and maximum green) for a
traffic-actuated controller. They suggest that a
model of this form is preferable to existing models
that treat these parameters implicitly. The results
of the proposed model are not compared with those of
the existing models. Such a comparison would have
made the results more credible. Greater credibility
might also have been achieved by starting with the
TRANSYT modification to Webster's model, which deals
with oversaturated as well as undersaturated opera-
tion.

The applicability of these results is con-
strained by the scope of the study, which was
limited to exclude volume density operation and
presence detection on the approaches. These fea-
tures are both very common and both have been shown
to produce a more efficient signal operation than
the conventional actuated controller with motion de-
tection.

Another 1limiting factor in the results is that
the coefficients A and B are shown to vary with the
parameter G/Gpax-. In other words, the optimal
setting of the operating parameters varies with
traffic volume; therefore no permanent controller
settings can be developed by using the proposed
model. This variation has been recognized in the
past and was the primary motivation behind the
development of the volume density controller.

It must be recognized that the most successful
modes of locally actuated intersection control are
based on intuitive mechanical models. These models
are primitive and they defy purely analytical treat-
ment. Their popularity is derived from the fact
that they can be fully implemented on the street,
whereas theoretical models, such as the one dis-
cussed in this paper, cannot.

Authors’ Closure

The operation of the pulse-mode traffic-actuated
control has not been properly modeled and analyzed
in the past. A comprehensive discussion of this
issue is not appropriate for this closure. Neverthe-
less, an existing model discussed by Courage and
Papapanou (7) can be used for a short discussion.
This earlier model is based on a control strategy
that has the following characteristics: (a) it dis-
tributes available green time in proportion to de-
mand on critical approaches, and (b) it minimizes
wasted time by terminating each green interval as
soon as the queue of vehicles has been properly ser-
viced. We indicated that this control strategy
closely approximates the operation of the tradi-
tional traffic-actuated controller that has been
properly timed and that the delay estimates will
therefore reflect the best operations that can be
expected from traffic-actuated control. The valid-
ity of these claims aside, this earlier model is
aimed at estimating the minimum delays. In con-
trast, the proposed model provides a mechanism for
estimating delays under various combinations of
traffic and control conditions.

Furthermore, a close examination of the earlier
model will reveal that the only control variable
considered in the model is the maximum green of a
signal phase. Unfortunately, this variable is of
concern only under very 1limited conditions. The
model also uses average cycle length (C,), which
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is calculated as C, = L/(1.0 - Y), where L is the
total loss time per cycle and Y is the overall de-
gree of saturation of critical movements. Again,
under a traffic-actuated control, the average cycle
length cannot be adequately estimated from such an
equation. The result is a model that has little to
do with the actual timing settings and detector set-
back.

In short, the proposed and the earlier models
have distinct characteristics. A comparison of the
two models is really meaningless and will not make
the proposed model either more or less credible.

The discussant suggested that the simulation
model used to develop the delay models should have
been calibrated on the basis of the TRANSYT-7F model
(8) rather than on the basis of Webster's delay
model (3). The contention was that Webster's model
gives unrealistically high estimates of delay when
the saturation ratio approaches or exceeds 1.0
(Figure 5). Such a contention reflects a general
lack of understanding, not only about the nature of
Webster's model, but also about the £flow char-
acteristics at saturation ratios near or exceeding
1.0.

Figure 5. Comparison of Webster’s model with TRANSY T-7F model.
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To resolve this issue, it is necessary to point
out that in terms of delays, the operation of a sig-
nal system can be classified into the following
states:

1. Stable state: In this state the average
delay of a flow is primarily a function of the flow
rate. Variations in the delays from one field ob-
servation or simulation run to another are small as
long as the flow rate and the control conditions re-
main unchanged.

2, Metastable state: In this state the average
delay depends not only on the flow rate but also on
the sequence of the arriving headways. If the same
flow rate persists, a stable value of the average
delay can still be obtained. However, the varia-
tions in the delays become substantial at a given
flow rate.

3. Unstable state: In this state the average
delay depends not only on the flow rate and the se-
quence of the arriving headways but also on the time
period in which a given flow rate persists. In
other words, the average delay is time dependent.
The longer the flow rate persists, the higher the
average delay becomes.

The existence of these states can be identified
from computer simulation. Figure 6 shows an ex-
ample. There are no clear-cut boundaries between
the various states. For pretimed control, the meta-
stable state may arise when the saturation ratio is
in the range of 0.8-0.9; the unstable state may
emerge when the ratio is about 0.9 or greater.

Webster's model gives the estimated delay for a
flow that persists indefinitely. Naturally, when
the saturation ratio approaches 1.0, the estimated
delay approaches infinity. If this nature of the
model 1is not recognized, the comparison between
Webster's model and the TRANSYT-7F model 1is just
like the comparison between apples and oranges.

Since in the real world a flow will never persist
long enough to induce an infinite average delay, the
TRANSYT-7F model attempts to account for this fact
by using a delay function with finite delay values
(Figure 5). 1In so doing, it only gives one a false
sense of security. The reason is that at high
saturation flow rates, delay is time dependent.
Therefore, in a finite time frame, the single delay
function of the TRANSYT-7F model should be replaced
with a set of delay functions, each of which is as-
sociated with a given time period of signal opera-
tion. In reality, this is extremely difficult if
not impossible to accomplish.

In the absence of better information, Webster's
model is a reasonable basis for calibrating a simu-
lation model. The calibration, of course, should be
based on stable or metastable operations. A simula-
tion model calibrated in this manner will not result
in unrealistically high average delays over a finite
time period. Figure 7 illustrates this feature.

In summary, the TRANSYT-7F model does not have
real advantages over Webster's model. Significant
improvements can be made only if the delay function
at high saturation ratios can be explicitly and re-
liably related to time.

We recognized that the proposed models are not
applicable to volume-density operation and pres-
ence-mode operation. However, the same methodology
can be employed to develop a model for either one of
such operations.

The discussant seemed to object to the fact that
the model showed that the optimal settings of the
operating parameters varied with traffic volume.
Such variations not only are inherent to pulse-mode
operation but also exist in presence-mode operation
and volume-density operation. In fact, as long as a
signal control requires predetermined settings, it
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Figure 7. Comparison of simulated delays with Webster’s delay under pre-
timed control.
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will not always result in an optimal control under
varying traffic-flow conditions. Precisely for this
reason, it is desirable to have a reasonably simple
yet reliable model to determine the trade-off of
timing settings with respect to a typical daily flow
pattern. Such a trade-off analysis would enable one
to select permanent settings. The use of volume-
density control alleviates but does not eliminate
this problem.

It would certainly be a blessing if the operation
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of a signal control could be adequately represented
by a primitive and intuitive model. In reality,
such intuitive models for analyzing traffic-actuated
controls are often misleading and are usually not
better than practicing engineers' intuitive judg-
ments. In anticipation of increased use of micro-
computers, there is room for developing models that
are more reliable than intuitive models but 1less
difficult to wuse than most existing simulation
models.
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Another Look at Bandwidth Maximization

KARSTEN G. BAASS

One solution to the problem of fixed-time traffic signal coordination is the pro-
vision of a large green band that allows road users to drive at a reasonable speed
without stopping. This solution is popular with drivers, although it does not
necessarily lead to delay minimization except in special cases. A method for de-
riving the globally maximal bandwidth together with all possible suboptimal
values is described. The programs WAVE1 and WAVEZ2 can also be used to
generate curves that show the continuous relation between uniform progression
speed and corresponding maximal bandwidth over a wide range of speeds and
cycles. The typical shape of this bandwidth-speed relationship is explained
theoretically, and the theory is used in the development of the algorithm. Itis
shown that bandwidth varies greatly with progression speed and it is suggested
that setting bandwidth at the globally optimal value may not always be the best
choice. The decision to adopt a progression speed, a bandwidth, and a cycle
time should take into account a range of values of speed and cycle. The pro-
posed method was applied to 18 data sets of up to 24 intersections taken from
the published literature and the results obtained were compared with those
given by the mixed-integer linear-programming approach. Computer execution
time is extremely short and the storage space required is negligible, so the
method could be of interest in practical applications.

The maximization of bandwidth is one of the two ap-
proaches used for determining offsets between fixed-
time traffic lights on an artery. There are a num-
ber of fairly restrictive hypotheses related to this
approach, e.g., the assumptions of a uniform pla-

toon, no platoon dispersion, low volumes, and no or
very few cars entering the artery from side
streets. Situations corresponding to these assump-
tions are rare. Nevertheless, the bandwidth-maxi-
mizing approach is psychologically attractive to the
user, who is unable to distinguish between a non-
synchronized artery and one that is perfectly syn-
chronized for delay and stop minimization but does
not allow the user to pass at a reasonable speed
through the artery without stopping.

Tittle and others (1) and Morgan (2) werc the
first to suggest a mathematical formulation for the
bandwidth-maximizing problem, and more recently
Little and others (3) published a program called
MAXBAND. This program is based on a mixed-integer
linear-programming approach and determines the
speeds that give the overall maximum bandwidth over
a range of acceptable speeds. The linear-program-
ming approach also allows for variations in speed
between intersections and enables new constraints to
be easily introduced.

This paper describes an algorithm that determines
the overall maximum bandwidth together with all sub-
optimal values, if they exist, for a wide range of
speeds. At this time, only two-phase fixed-time
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traffic light operation is considered and a constant
speed on the artery is assumed, but the algorithm
could be generalized to changing speeds between
intersections.

The solution approach is essentially geometric,
and the algorithm is extremely fast for arteries of
up to 25 intersections. The limit of 25 is not due
to the algorithm nor to computing time but was set
because this number is quite high enough for prac-
tical synchronization problems. The approach also
provides insights into the theoretical relationships
and may explain why the bandwidth approach works
better in certain cases than in others.

THEORETICAL CONSIDERATIONS

Morgan (2) has shown that for a given speed there is
a set of half-integer offsets that gives maximal
equal bandwidths. It is shown also that one can
derive another optimal solution with unequal speeds
and bands from this initial solution. The following
discussion will thus pertain only to equal maximal
bandwidths.

Consider first one of the possible half-integer
sets of offsets, represented for simplicity on a
time-space diagram as in Figure 1 (offset scheme
0-1-0-0). For the present, we consider only speeds
between a minimum and a maximum speed, as shown in
Figure 1 by the dotted and interrupted lines. 1In
the following, when necessary, the constant K = V*C
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is used instead of a fixed speed and a fixed cycle.
This relation is given by a simple scale transforma-
tion of the time-space diagram. Figure 1 shows that
there are two extremal values of speed possible.
The first (Vg) occurs when the speed line is tan-
gential to two of the lower reds and the second
(Vy) when the speed line is tangential to two of
the upper reds. These two speeds will be called
possible optimal speeds., They give rise to two
parallel bands of different bandwidths as shown in
Figures 2 and 3.

As progression speed decreases in Figure 2, the
bandwidth decreases until a speed is reached where
bandwidth is zero. As speed increases in Figure 3
(or the slope of the speed line decreases), the
bandwidth will ultimately become zero if the speed
does not reach infinity first. These relations can
be expressed by the following equations. For the
case in which the speed line is tangential to lower
reds and i,j are the critical lights, the slope of
the speed line is given by

§= 360/Vd *C = (dj - di)/(Xj & Xi)
A = d; +5(Xm - ;) 68]
and the bandwidth at all m intersections is given by

bmd = (m/2) + INT*50 + g - dmm
bmg = INT*50 - [(tm +11)/2] -5 (Xm - X)) @
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x> = cumulative distance from first intersection,

™
dm = ordinate of upper edge of lower red,
u, = ordinate of lower edge of upper red,
In = bPercentage of red at intersection m,

gn = percentage of green at intersection m, and
C = cycle length.

INT is an integer such that
0<bmd < gn

where bpg is as large as possible within these
limits. The maximal bandwidth becomes

Bd=mrinn{bmd}
For the case in which the speed line is tangential

to the upper reds and h and k are the critical
lights,

Vu = (360/C) [(xp, - x3)/(up - ux)] (3)
bmu = INT*50 - [(r +1)/2] +5(Xm - Xk) )
By = mr;l\n {bmu}

The speed line can now be pivoted about pj; in
Figute 2 and speeds and corresponding bandwidths up
to a bandwidth of zero can be determined. Clearly,
the upper red that limits the bandwidth will have to
be found, and it will in certain cases also happen
that the speed line touches a red for m < p before
B = 0.0 is obtained. In this case, the pivot will
have to be changed. The formula that gives the
bandwidth for a known pivot point and a known limit-
ing red becomes

By = INT#50 - [(r,, +r9)/2] + (360/VC) (x, - X0) )

B, = INT*50 - [(r, + 1)/2] - (360/VC) (xp = %g) (©)

where p is the number of the pivot intersection and
% is the number of the limiting intersection.

We now consider an artery of four intersections
in Laval, Quebec, as an example to illustrate these
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equations. The data are given below ana the cycle
time is 80 s:

Artery Distance (m) Red (%)
1 0.00 25
2 297.18 24
3 803.15 40
4 987.55 40

Figure 5. Possible speed bands from intersection i for speeds between Vp, ax
and Viyin-

TIME (% OF CYCLE)

DISTANCE

Figure 4. Curve relating speed to bandwidth for offset
scheme and speeds V,, and Vg shown in Figure 1 (Laval
example).
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Figure 6. Curves relating speed
to bandwidth for all possible
offset schemes for Ldval example
(n=4),

BANDWIDTH (% OF CYCLE)
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OFFSET SCHEMES

Figure 7. Example of V-B
curve with major oscillations at
lower speeds (data set 2, 10
intersections, 52 percent mini-
mum green).

EYAMPLE LiTT

30

25

20

BANDWIDTH (% OF cYCLE)

50 100

Figure 1 shows this artery and from Equations 5 and
6 the relationships tabulated below can be derived:

vy vy Bandwidth

26.53  27.02 I: B = INT*50 - 32,5 - 4443.975/V
27.02 39.26 II: B = INT*50 - 32.0 - 3106.665/V
39.26 48,04 III: B = INT*50 - 40,0 - 829.800/V
48.04 111,21 IVv: B = INT*50 - 32,5 + 3614.175/V
A pivot change from intersection 2 to 1 has to be

taken into account at a speed of 27.02 km/h. The
equations above give the relation between B and V
(or K = V*C and B) as shown in Figure 4. This curve
is typical; it has a concave part up to the lower
optimal speed and a convex section for speeds
greater than the highest optimal speed. There is
only one optimal speed in the case in which the
critical lights for Vg and V,; are the same and
have the same amount of green.

If speeds are allowed to vary to a larger extent,
other speed bands will become possible for the same
set of offsets shown in Figure 1. This is depicted
in Figure 5. Each of these speed bands will produce
a V-B curve similar to the one in Figure 4. There
are 2**(n - 1) possible half-integer sets of offsets

SPEED (KM/H)

considered in this way, and the resulting
of speed against bandwidth can be drawn to-
gether in one graph as shown in Figure 6. The en-
velope of these curves will be the curve of maximal
bandwidth for each and every speed for a given cycle
length, And since V*C is a constant, one can also
derive all possible combinations of V and C that
have the same bandwidth by using this envelope curve.

The extremal point of this curve between a mini-
mum and a maximum speed is the same as the one ob-
tained by the linear-programming approach of MAXBAND
for the special case of uniform speeds. Some in-
teresting remarks can be made by analyzing different
V-B envelope curves.

to be
curves

1. There are many optimal values at low speeds
and less at higher speeds as in Figqure 7. This will
be explained later by a simple formula, but it is

also intuitively clear from Figure 5.

2. For the special case of equal distances be-
tween intersections and equal green times, maximum
bandwidths corresponding to the minimum green may
not be obtained at reasonable speeds. As the green
time is decreased (as in Figure 8) from 60 percent
to 50 percent and to 40 percent, the same envelope
curve is displaced on the ordinate by 10 percent.
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Figure 8. Comparison of speed-bandwidth curves for different mini- B(%)
mum greens and equal distances between intersections. STREET WITH DIST+20CN. SREEN-507
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Increasing the distance between lights (four times,
for example) does not change the envelope curve.
The range of speeds in Figure 9 (top) between 0 and
30 km/h is merely stretched four times to speeds
between 0 and 120 km/h. This entails an increase in
oscillations of the V-B curve.

3. As average distance between intersections
increases, the envelope curve becomes more un-
stable. The stability of the band with respect to
speed decreases, Figure 6 gives an example of a
relatively stable situation at least between speeds
of 60-90 km/h with an 80-s cycle. Stability should
also be taken into account in the choice of a band
and progression speed. If, for example, in Figure 9
(bottom) an optimal speed of 36 km/h and a band of
50 percent 1is chosen and speed increases or de-
creases by only 2 km/h, the bandwidth will fall to
only 5 percent. This may explain why certain bands
are apparently very inefficient as volume increases
slightly; a slight reduction in speed is produced,

but there is a major decrease in bandwidth, It may
not always be good to adopt the extremal value of
the V-B curve if this value is on a steep part of
the envelope curve.

4. As the number of intersections increases, the
envelope curve becomes more and more unstable, as is
shown in Figure 10. 1In this case, oscillations in-
crease and attainable bandwidth is small.

Clearly, the discussion up to now is purely theo-
retical and certainly impractical, since it is im-
possible to enumerate all possible combinations of
half-integer offsets in order to produce the enve-
lope curve that gives the extremal values. In the
case of 24 intersections there would be 8 388 608
offset schemes to be investigated and for each off-
set scheme there would be a certain number of possi-
ble speeds, depending on the range of speeds to be
studied.
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THE ALGORITHM

The aim is to determine all possible extremal points
on the V-B envelope curve for up to 25 intersections
and also for a reasonable range of speeds and cycles.

It appears impractical to enumerate all possible

Figure 9. Arteries with equal distance between
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half-integer offset combinations. But this enumera-
tion can be avoided. It is obvious that the speeds
giving rise to the extremal points on the V-B curve
must be straight 1lines in the time-space diagram,
i.e., lines that correspond to Vg and V. These
possible optimal speeds can be calculated as

STREET WITH 218T-:92C%, SREFN=5S0

intersections: top, 100 m; bottom, 400 m. 50
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Figure 10. Example of V-B curve for 24 intersections (data set 15, 47.5 percent minimum green).
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straight lines between any two critical lights i and

j for all i =1l.,..n and all j = (i + 1)...n. Fur-

thermore, as Figure 11 shows, there may be several

possible optimal speeds between each pair of i and j.
For V3 (referring to Figure 11), we have

Vg =(720/C) [(x; - x;)/(xj - 1; + 1002)] ™)
For V, (referring to Figure 12), we have

Vy = (720/C) [(x; - x;)/(xj - r; + 100k)] ®)
where ¢,k = 0 ... m such that

Vinin € V€ Vigax

The resulting speeds are speeds that are extremal
points on the subset of V-B curves and that may be
extremal points of the envelope curve.

We now show that the number (N) of speeds to be
calculated in this way is small or at least computa-
tionally feasible for all cases in which the number
of intersections (n) is less than 25. With Vpji,
and Vpaxr the limits of the speed range to be in-
vestigated, fixed, we have from Equation 7 for Vg

%1 < (720/100CY min)(; - X5) + (1} - 1,)/100 ©)

Rir = (720/100CVmax)(Xj - Xj) + (]’j = r,-)/lOO (10)

Figure 11. Geometric relationships for Vg4.
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If we take the same number for V,, the number of
speeds Nj to be calculated for each pair i,j would
be

Ni = Z[IFIX(Q”) = IFIX(Qig)]

where IFIX(f) denotes the integer part of g. An
upper bound for Nj can be obtained by using

N; ~ 2(% - £2) ~ (14.4/C) (Xj -x3) [(1/Vimin) = (1/Vinax)]
N; ~ F(x; - x;)
F=(14.4/C) [(1/Viin) - (1/Vmax)] (11)

This result is not surprising. If the range of
speeds to be considered between Vpip and Vpax is
small, very few possible speeds will fall between
these two extremes. Also, as Vpi, becomes small
many speeds are possibly optimal, which explains the
many oscillations in the V-B curve at low speeds or
low K-values. From the tabulation below, the impor-
tance of the lower speed range can be seen. In
fact, 50 percent of possible speeds between 10 and
infinity and 20 and infinity lie between 10 and 20
km/h:

Range of Speed

Vnin Vmax F Percentage
10 ® 0.1 100.00
10 100 0.09 90.00
15 @ 0.067 67.00
20 - 0,05 50,00
30 @ 0.033 33.33
40 - 0.025 25.00
30 60 0.016 7 16.66
20 80 0.037 5 37.50
15 125 0.058 67 58.67

N; depends approximately only on the distances
between intersections and one can develop a summa-
tion formula for N over all intersections i, which
constitutes an upper bound for the number N:

N<F [i=§:1 Qi-n-1)x;] (12)

Eighteen data scts were analyzed. These data sets
were taken from the published literature, and the
second column in Table 1 gives the references. An
approximate lower bound for N was obtained by con-
sidering that distances between intersections are,
on average,

L=x,/n
In this case formula 12 becomes
N> EL(n® - n)/6 (13}

The usefulness of Equations 12 and 13 can be veri-
fied from the data in Table 1. 1In fact, the formu-
las correspond fairly well to the number (N) of
speeds actually calculated., Figure 13 shows the
relation between N and n. It may also be seen in
Table 1 that the mean distance between intersections
alone explains more than 80 percent of the number
N. The remaining percentage is due to the differ-
ences in reds and the variation of distances about
the mean. The rapidity of the algorithm (called
WAVEl) 1is further increased because in many cases
the configuration of the reds is such that the same
speeds Vg and V,; are generated repeatedly and
the bandwidth corresponding to these speeds does not
have to be determined several times. Equations 7
and 8 show also that Vg =V, when rj = rj.
This further reduces the number N.

The main steps in the algorithm for finding the
extremal points of the envelope curve and the cor-
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Table 1. Number N for 18 data sets.

Data No. of N Lower Upper Avg
Set Reference Intersections Exact Bound Bound Distance (m)
1 MAGTOP (1975) (4) 5 82 64 88 301.8
2 Little (1966) (5) 10 367 321 373 184.4
3 Le Cocq (197 )] (6) 10 468 427 472 245.0
4 Institute of Traffic Engineers (40 percent) 8 136 132 142 148.6
(1950) (7, pp. 229-239)
5 Institute of Traffic Engineers (1950) 8 139 132 142 148.6
(7, pp- 229-239)
6 Davidson (1960) (8) 7 138 116 138 195.9
7 Purdy (1967) (9) 6 88 77 88 208.3
8 LeCocq (1973) (10) 4 61 42 61 401.3
9 Kell (1956) (11) 10 340 303 344 173.7
10 Laval 4 34 26 36 246.9
11 Pignataro (1973) (12, pp. 372-381) 6 38 38 46 104.1
12 Woods (1960) (13, pp. 7-40 to 7-43) 8 164 157 168 177.1
13 Morgan (1964) () 9 169 170 193 1355
14 Kelson (1980) (14) 5 58 53 63 253.0
15 Le Cocq (1973)T10) 24 9384 9057 9394 364.6
16 Le Cocq (1973) (10) 20 5513 5021 5522 3515
17 Le Cocq (1973) (10) 15 2387 2148 2396 363.3
18 200 m, 50 percent green 11 450 464 464 200.0

Note: All data sets in metric system; C = 80 s; Vipjy = 15 km/h and Vmay = 125 km/h,

Figure 13. Number of possible optimal speeds N versus number of
intersections n.
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responding offsets, if they are required, over all
ranges of K are described below. Note that certain
steps and tests that are crucial for rapid execution
and efficient storage are omitted here for concise-
ness. However, these steps are not essential for an
understanding of the proposed procedure.

1. Do for i = 1.,..n; if i = n, go to step 6.
2, Do for j=(i+1)...n; if j=n, go to
step 1.

Cl= T - I
€2 = (720/C) (x; - x1)

3. Do for all ¢ = 0...m so that
Vmin < Vdij € Vmax
If no more % satisfy the condition, go to step 2.

Vdij = C2/(Cl +2100)
Vuyy = C2/(2100 - C1)

Do not retain speed if it hits a red light for all k
# i,3.

4. Calculate for ¢ and do for k = l...n; if
k = n, go to step 5.

C3=360 (x; - Xk)/vdijc or V.
C4=(xj +r¢)/2
brgq = C3 -C4 =+ INT*50if V4
by = -C3 - C4 = INT*SOf V,,

INT is such that
0< byg < gor0< by, < gk

Calculate offset, if required. If not, go to step 4.

TET =C3 _bkd -C4 ide
TET =C3 + by, +C4if Vy

If TET is negative, change the sign.
Sa

THETA, = AMOD (TET, 100)
Bg = MIN (bkd)
By, =MIN (bxu)

Go to step 3.

6. The extremal points are found by a simple
search algorithm that eliminates extremal points not
on the envelope curve.

7. Choose speed and cycle over all acceptable
extremal points by using the relationship K = VC.

Another algorithm based on a modified Brooks (15)
algorithm, which gives the envelope curve and the
extremal points, is called WAVE2. This algorithm
produces the same extremal points as WAVEl but to a
lesser degree of accuracy. All data sets except 15
to 18 were also tested by Couture (16), who used the
MAXBAND program of Kelson (14). The accuracy of
these approaches is compared in Table 2. For the
purposes of comparison only, the extremal point
found by MAXBAND is given. WAVEl determines all
extremal points and WAVE2 produces also the continu-
ous V-B envelope curve. All data sets were tested
over a range of Kpjp = 640 to Kyayx = 10 000,
which represents the practical limits of V and C.

Table 3 compares execution times in seconds for
WAVEl and WAVE2 on an IBM 4341 computer over all
ranges of K and n and for up to 24 intersections,
Execution time for WAVEl is highly dependent on the
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average distance beteen intersections. Figure 14
shows this comparison and it can be seen that the
20-intersection case would be the cutoff point be-
tween the two programs.

Figure 15 gives the graphic output of program
WAVE2 and Figure 16 is an output listing of the pro-
