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Minimizing Cost of Manual Traffic Counts: 

Canadian Example 

SATISH C. SHARMA 

The accuracy and cost-effectiveness of short-period manual traffic counts are 
analyzed. Alberta's primary highway system is investigated in this study. The 
roads in the system under investigation are classified into four types : (a) com­
muter sites, (b) nonrecreational low-volume sites, (c) rural long-distance sites, 
and (d) recreational sites. The accuracy of short-period counts is expressed in 
terms of a deviation either side of the estimated volume, which defines limits 
of the interval in which the actual volume is most likely to be. In the tests of 
this study, a relative measure of deviation, namely, the coefficient of variation, 
is used in order to compare the variation in several sets of data for the counts 
of different durations and schedules. The analysis carried out in this paper ii· 
lustrates clearly that the most important considerations for rationalization of 
short-period manual counts are (a) the type of road site being surveyed and 
(b) the hour-to-hour traffic variations within the same day. The month of the 
year, the day of the week, and the duration of counts are other significant fac· 
tors that must be considered in order to devise the most efficient short-period 
counts. 

Several types of traffic-counting programs are un­
dertaken by roadway agencies to obtain values of 
average annual daily traffic (AADT) and other traf­
fic data for their road networks. The most commonly 
used programs are (a) continuous counting by perma­
nent traffic counters (PTCs) ; (b) seasonal counting 
by portable counters, where counts are taken a few 
times a year for periods from 48 h to 2 weeks in 
length; and (c) short-period counting, where manual 
traffic counts are undertaken for less than a day. 
The PTCs provide actual temporal distribution of 
traffic movement and the true values of AADT. The 
seasonal and short-period counts furnish only sample 
information and therefore need appropriate factoring 
to yield the estimates of AADT values. 

In addition to the estimates of AADT, the short­
period counting programs provide such important data 
as vehicle classification and turning movements, 
which are frequently required for planning and de­
sign of roads for both safety and economy purposes. 
The proposed study is concerned with the short­
period manual counting programs. 

All the provincial transportation agencies in 
Canada undertake short-period traffic-counting pro­
grams on an annual basis. Most of such traffic 
counting is carried out by students during the 
spring and summer seasons, which includes May, June, 
July, and August. The number of students hired for 
this purpose varies from province to province and is 
gen, rally in the range of 10-20 students for the 
entire period. 

Although it is true that the short-period manual 
counting is undertaken for a period of less than a 
day, there is a considerable difference in the ac­
tual durations and schedules adopted by the differ­
ent provinces. For example, the Ministere des 
Transports in Quebec generally carries out 12-h 
(7:00 a.m. to 7:00 p.m.) and 8-h (7:00-11:00 a.m. 
and 3:0-0-7:00 p.m.) schedules, Alberta Transporta­
tion uses 12-h (7:00 a.m. to 7:00 p.m.) and 9-h 
(8:00 a.m. to 5:00 p.m.) schedules, and Ontario's 
Ministry of Transportation and Communications (MTC) 
employs 8-h (7:00-11:00 a.m. and 2:00-6:00 p.m.) 
schedules. 

There are two important aspects that should be 
considered in relation to the short-period manual 
counting programs. One is that the quality of data 
used for planning and design purposes is a crucial 
factor that affects the reliability of the results. 

The other is that, because collecting data is expen­
sive, especially when considerable overtime wages 
are involved in 9-h or 12-h counting, the method of 
collection should be as cost-effective as possible. 

During these times of budgetary constraints, some 
authorities feel that the improvement in accuracy 
obtained by extending a traffic count at a spot lo­
cation beyond 6 h may be small. But very little 
scientific work has been done toward any systematic 
comparison between the 12-h traffic surveys and the 
shorter surveys in the context of the provincial or 
rural roads in Canada. The main objectives of this 
study are (a) to analyze the accuracy and cost­
effectiveness of the existing programs, such as 
12-h, 9-h, and 8-h counts, as compared with shorter 
manual traffic counts; (b) to study the influence of 
road type and traffic volume on the accuracy of dif­
ferent short-period surveys; and (c) to specify ap­
propriate schedules of the shorter counts if they 
are reasonable in terms of the accuracy of the 
results. 

BACKGROUND 

Estimation of AADT from Short-Period Counts 

The usual method for estimating AADT from sample 
counts is that advocated by the U.S. Bureau of Pub­
lic Roads (BPR) in its Guide for Traffic Volume 
Counting Manual <l> . In general, the BPR method 
involves (a) grouping together the PTC sites into 
similar patterns of monthly traffic variation, (b) 
determining average expansion factors for each 
group, (c) assigning road sections that do not have 
PTCs to one of these groups, and (d) applying the 
appropriate average expansion factor to sample 
counts to produce an estimate of AADT. 

A commonly used form of mathematical relationship 
for estimating AADT from sample counts of shorter 
duration than 24 h is that in which the count is 
expanded first to 24-h volume by using an hourly 
expansion factor (H), second to average daily volume 
by using a daily expansion factor (D) , and then to 
the annual flow by using a seasonal expansion factor 
(S). This formula may be expressed as follows: 

Estimated AADT =short-period volume count x H x D x S (1) 

As indicated earlier, the values of average ex­
pansion factors for different groups of roads are 
computed from the PTC data. These factors are de­
fined as follows: 

Hourly factor (H) =(avg volume for 24-h period)/(avg volume for 

particular duration of count) 

Daily factor (D) = [(avg total volume for week)/7] /(avg 

volume for particular day) 

Seasonal factor (S) = [(total yearly volume)/12] /(total volume 

for particular month) 

(2) 

(3) 

(4) 



2 

Figure 1. Estimation errors as function of weekday traffic volume and 
duration of counting. 25 
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Errors of AADT Estimates 

There are fouc sources of error in estimating AADT 
at a point by using Equation 1: 

1. The hourly factor at a counting site gener­
ally will not be exactly equal to the group mean; 

2 ~ The daily factor at the counting site will 
differ from the average daily factor for the group; 

3. The seasonal factor at the site will not be 
exactly the same as the mean group seasonal factor; 
and 

4. The road section on which a count is taken 
may have been assigned to a wrong PTC or road group; 
this error is assumed to be negligible (~). 

The magnitude of error due to the hourly factor 
is generally expected to be a function of the dura­
tion and schedule of a particular short survey. 
However, any variation in the duration and schedule 
of a short-period count will not affect the errors 
due to the daily factor and the seasonal factor. 

In the past, there have been studies to determine 
the effect of the duration of sample counts on the 
accuracy of resulting AADT estimates. The results 
of one such study concerning the so-called "coverage 
counts" (or saasonal traffic counts) were published 
by Petroff and Blensly Ill· Commenting on Figure 1, 
which is adapted fcom the U.S. study Ill, the au­
thors write Clr p. 364) : 

The observation of the data presented in Fig­
ure 1 which is of utmost practical significance 
is that traffic counts of 24-hour duration on 
weekdays have a coefficient of variation of 10 
percent or less when compared with the mean vol­
ume for a weekday in a given month at stations 
having the mean volume of about 500 vehicles per 
day or more. This applies usually to all months 
axcept the winter months in some of the 
states.... Counts of 48 hours duration improve 
the accuracy by 20 to 25 percent, thus raising 
the confidence limit from 68 percent to about 75 
percent for one standard deviation of 10 percent, 
also extending the range of volumes down to about 
300 vpd. 

This translated into everyday language means 
that two thirds to three fourths, depending on 
the length of the count, of all coverage or blan­
ket counts may be expected to have an er cor of 
about 10 percent or less when compared with the 
true mean weekday volume of the month during 

250 500 750 1000 1250 1750 2000 

ANNUAL AVERAGE WEEKOAY TRAFFIC VOLUMES 

which they were taken when volumes are 300 to 500 
vehicles per day or more. 

The above observations are for sample counts of 
one day's duration or longer in rural areas. A very 
limited amount of work has been reported in the lit­
erature concerning the errors of shorter-duration 
counts. 

The study conducted by the Local Government Oper­
ational Research Unit (_!) for the Department of 
Transport in Britain showed that a reasonably accu­
rate estimate of AADT can usually be based on a 
single 16-h count. Another British study (~) on 
short-period counting reported: 

A six-hour count in the afternoon (13:00h-
19:00h or 14:00h-20:00h) on a weekday in late 
spring or early autumn will provide a reasonable 
estimate of the annual flow •••• 

If a more accurate estimate of annual flow is 
required it would be better to repeat the six­
hour count later in the same month rather than 
increase the length of counting to 16 hours. The 
expected accuracy from two six-hour counts is 
similar to that from a single 16-hour count, even 
though four hours less counting is undertaken. 

The principal focus of this paper is to analyze 
the errors associated with the existing manual 
counting programs as used in Alberta, Ontario, and 
Quebec and to investigate the potential increases in 
the errors if shorter counts (e.g., 6-h and 4-h pro­
grams) are adopted by the provincial authorities. 
The study does not include the errors associated 
with daily and monthly expansion factors. 

STUDY APPROACH 

Statistical Accurac y of Short-Period Counts 

The accuracy of short-period counts can be expressed 
in terms of deviation either side of the estimated 
24-h volume, which defines limits of the interval in 
which the actual 24-h volume is most likely to lie. 
In the tests of this study, it was necessary to use 
a relative measure of deviation in order to compare 
the variation in several sets of data for counts of 
different durations. The coefficient of variation 
(CV) was used for this purpose. For a particular 
short-period count at a given roadway site, CV was 
defined as follows: 

n 

CV= { [1/(n - 1)) i~l (Xi - X)2r' /X = SD/X (5) 
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where 

Xi 2 ith volume count at site, 
n = total number of volume counts taken at site, 

and 
X average value of n volume counts. 

CV, as defined in Equation 5, is the SD as a frac­

tion (or percentage) of the mean value x. A low 
value of CV, which is associated with less disper­
sion of individual volume data about their mean, 
reflects a high accuracy in estimating the actual 
traffic volumes. 

Study Data 

Since the PTCs when grouped are considered to repre­
sent the population of the group, their statistical 
measures of variation (such as SD and CV) are also 
the measures of the errors at the short-period 
counting sites; the latter are also samples taken 
out of the same population. 

For the purpose of this study, Alberta's PTC data 
were analyzed. The PTC information for the years 
1978, 1979, and 1980 were included in the study. 
After the reliability of the available Alberta PTC 
data for those years was considered, a total of 41 
PTCs was selected to be used in this investigation. 

Because the short-period manual traffic counting 
in Alberta and other provinces is carried out mainly 
in the spring and summer seasons, only the months of 
May, June, July, and August were chosen for the 
analysis. Computations for the CV were carried out 
by each day of the week for different counting 
schedules. The holidays, such as Victoria Day and 
Canada Day, were eliminated from the analysis. A 
number of certain other days that displayed a very 
unusual volume and pattern of traffic (such as that 
due to reconstruction of a facility) were also ex­
cluded from the study. Otherwise, it was assumed 
that the hourly traffic variations at study sites 
did not change significantly from 1978 to 1980. 

Classification of Road Sites 

One of the most important causes of variability in 
the traffic flows and the errors of AADT estimates 
is the nature of the road sites surveyed. Actually, 
it is believed that the difference between sites can 
be so large as to overwhelm other causes of varia­
bility in predictions. On the basis of two recent 
studies (~,ll on Alberta highways, the study sites 
were classified into four broad types according to 
their temporal variations in traffic flows and such 
other characteristics as trip purpose and trip­
length distribution. These types are as follows: 

1. Commuter sites, e.g., the PTC site C9 located 
on Highway 3 east of Lethbridge; 

2. Nonrecreational low-volume (rural) sites, 
e.g., the PTC site Cl47 located on Highway 35 north 
of Grimshaw; 

3. Rural long-distance sites, e.g., the PTC site 
Cl8 located on the Trans-Canada Highway west of Med­
icine Hat; and 

4. Recreational sites, e.g., the PTC site Cll4 
located on Yellowhead Highway east of Jasper Na­
tional Park. 

Trip purpose information for the typical examples 
of these classes, i.e., sites C9, Cl47, Cl8, and 
Cll4, has been provided elsewhere (~). 

s eiection of Study Schedules 

Other important considerations in manual traffic 
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surveys are the duration and the schedule of count­
ing. For a particular day, the best short period 
will be that which (a) has the most stable relation­
ship with the annual flow and (bl contains the most 
representative and important levels (e.g., the even­
ing peak) of traffic that occur in the course of the 
day. 

Sample schedules in this study were selected 
mainly from the considerations of (a) the current 
practice in Canada and (b) the variability in the 
volumes of different duration counts in the day. 
According to current practice, three schedules were 
chosen. These are 12 h (7:00 a.m. to 7:00 p.m.), 9 
h (8:00 a.m. to 5:00 p.m.), and 8 h (7:00-11:00 a.m. 
and 2:00-6:00 p.m.). 

The CVs for continuous counts of 8 h and shorter 
duration were investigated for all classes of roads, 
as shown in Figure 2 for the rural long-distance 
road site ClB. It became apparent that for the best 
results shorter manual counts would have to be car­
ried out with their midpoints at 3:00 or 4:00 in the 
afternoon. However, for the purpose of detailed 
discussion and comparisons, some other schedules 
were also selected in this study. On the assumption 
that all manual counts would be conducted between 
7:00 a.m. and 7:00 p.m., the following schedules 
were chosen in addition to the existing three sched­
ules: 

l. 6 h (a.m.) (7:00 a.m. to 1:00 p.m.J, 
2. 6 h (p.m.) (1:00-7:00 p.m.), 
3. 4 h (a.m.) (7:00-11:00 a.m.), 
4. 4 h (p.m.) (2:00-6:00 p.m.), and 
5. 2 h (p.m.) (4:00-6:00 p.m.). 

RESULTS AND DISCUSSION 

Tables 1-4 contain the computed valuei; of CVs of 
traffic volume recorded at the typical road sites 
for the selected schedules of short-period count­
ing. The tabulations are made for each day of the 
week for the months of May and July. Figures 3-6 
are drawn by using the data from Tables 1-4, respec­
tively, but for the sake of simplicity of presenta­
tion and discussion, the values of CV are averaged 

Figure 2. Stability of weekday volume counts: May 1978, 1979, and 1980 
at rural long-distance site C18. 
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Table 1. CV of traffic volume recorded at PTC site C9 (commuter) for 
selected schedules of short-period counting. 

Counting CV of Recorded Traffic Volume(%) 
Schedule 

Month (h) Sun. Mon. Tues. Wed. Thurs. Fri. Sat. 

May 12 2.7 1.4 1.3 l.3 1.4 2.2 2.0 
9 3.0 2.1 2.5 2.0 2.4 3.1 2.2 
8 2.8 l.7 2.0 l.8 1.7 2.1 3.6 
6 (a.m.) 7.2 2.6 2.9 2.6 2.0 3.7 4.8 
6 (p.m,) 2.7 1.7 2.3 2.0 2.1 2.1 2.9 
4(a.m.) 9.6 3.3 4.3 4.4 2.8 3.5 8.3 
4(p.m.) 2.8 2.1 2.4 2.1 2.8 2.6 3.0 
2 (p.m.) 3.6 2.5 4.3 3.4 2.5 2.3 3.8 

July 12 2.9 I.I 1.2 2.1 2.1 2.3 4.1 
9 2.7 1.4 l.3 3.1 2.5 2.5 5.1 
8 3.2 3.5 2.1 3.6 2.9 3.3 5.2 
6 (a.m .) 6.0 3.0 3.6 3.5 3.3 2.6 9.1 
6 (p .m.) 2.4 1.4 l.8 2.2 1.9 2.8 3.3 
4(a.m.) 7.9 6.3 5.1 4.8 5.0 3.7 13.4 
4(p.m.) 3.4 2.3 2.1 3.8 2.6 3.6 3.9 
2 (p.m.) 4.4 2.6 3.2 2.9 3,8 4.4 4.0 

Table 2. CV of traffic volume recorded at PTC site C147 (nonrecreational 
low volume) for selected schedules of short·period counting. 

Counting CV of Recorded Traffic Volume(%) 
Schedule 

Month (h) Sun. Mon. Tues. Wed . Thurs. Fri. Sat. 

May 12 2.5 2.5 2.2 l.8 3.6 3.4 3.0 
9 6.5 5.6 3.2 3.4 5.9 5.2 4.3 
8 7.3 1.8 2.8 1.5 4.5 4.1 4.9 
6 (a .m .. ) j4.S 9.5 4.o 4.9 6.8 4.0 7.7 
6 (p.m.) 5.2 4.0 4.8 4.1 3.3 5.1 4.2 
4(a.m.) 23.8 8.3 6.5 6.3 7.2 5.1 14.l 
4(p.m.) 10.7 4.4 5.5 5.7 6.6 6.7 7.1 
2 (p.m.) 11.5 9.2 6.6 8.9 8.4 6.6 10.8 

July 12 4.3 2.7 3.2 2.5 2.4 2.0 3.2 
9 6.7 4.4 4.5 3.6 3.6 2.4 3.7 
8 6.3 5.4 4.1 2.9 2.7 3.0 4.6 
6 (a.m.) 11.6 6.6 5.2 3.8 3,3 4.1 5.4 
6 (p.m.) 4.4 3.3 4.3 3.3 3.7 5.0 4.4 
4 (a.m.) 14.9 10.8 6.6 4.9 4.6 7.3 IO.I 
4 (p.m.) 4.6 5.6 5.7 3.7 3.6 6.0 6.0 
2(p.m.) 5.1 8.8 6.0 6.2 8.6 3.8 8.7 

for the weekdays and the results for May and July 
are plotted in these figures. It may be mentioned 
here that the results for the months of June and 
August are omitted because of their close similarity 
to the results of May and July, respectively. 

The following presentation of results and discus­
s ion is made by taking the examples of the typical 
road sites C9, Cl47, Cl8, and Cll4. But it should 
be noted that the computations of CV were also made 
for the remaining 37 sites and the results obtained 
at those sites were similar to their respective typ­
ical sites. 

Examination of Figures 3-6 reveals several im­
portant facts that are common to each type of road 
site. One observation is that the CV for a 12-h 
schedule is smaller than those for other schedules. 
Therefore, the 12-h schedule can be expected to pro­
vide the most accurate estimates of traffic statis­
tics. Another striking observation from these fig­
ures is that Alberta's 9-h short-period schedule 
produces higher values of CV as compared with the 
6-h (p.m.) schedule in a great majority of cases. 
Actually, the results, such as those shown in these 
figures, indicate that many times even the 4-h 
(p.m.) schedule can provide as good an estimate of 
volume as does the 9-h schedule. It may also be 
noted from the values of CV that the 8-h schedule 
yields better results than the 9-h schedule. The 
results for the 8-h schedule are generally similar 
~o those of the 6-h (p.m.) schedule. 
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Table 3. CV of traffic volume recorded at PTC site C18 (rural long distance) 
for selected schedules of short-period counting. 

Counting CV of Recorded Traffic Volume(%) 
Schedule 

Month (h) Sun. Mon. Tues. Wed. Thurs. Fri. Sat. 

May 12 2.7 2.8 2.2 2.5 3.0 3.4 2.7 
9 4.1 2.3 3.6 3.5 4.0 4.0 3.7 
8 3.1 2.9 2.5 3.0 3.5 4.2 3.2 
6 (a.m.) 11.7 3.3 3.3 2.8 5.1 8.4 5.3 
6 (p.m.) 6.8 3.0 2.7 3.5 3.0 3.2 5.0 
4 (a.m.) 15.4 4.2 3.8 2.8 5.2 9.7 8.3 
4(p.m.) 7.0 3.2 3.1 3.9 4.1 3.0 6.6 
2(p.m.) 8.5 7.0 5.3 7.3 6.7 4.3 8.7 

July 12 2.2 2.0 2.0 l.9 2.5 1.8 2.2 
9 3.2 3.0 3.3 2.7 3.6 2.3 2.6 
8 2.0 2.6 2.2 2.3 2.6 3.1 2.4 
6(a.m.) 2.5 3.1 3.3 2.5 3.9 3.5 3.6 
6 (p.m .) 3.6 1.7 3.5 2.9 3.1 2.6 3.9 
4 (a.m.) 5.5 3.2 4.8 3.5 4.6 5.2 5.5 
4 (p.m.) 4.1 3.1 4.2 3.2 3.2 3.6 4.0 
2(p.m.) 5.6 3.5 4.5 3.2 3.9 3.9 3.4 

Table 4. CV of traffic volume recorded at PTC site C114 (recreational) for 
selected schedules of short-period counting. 

Counting CV of Recorded Traffic Volume(%) 
Schedule 

Month (h) Sun. Mon. Tues. Wed. Thurs. Fri. Sat. 

May 12 7.6 6.1 6.0 5.6 3.9 6.2 7.1 
9 13.0 8.8 8.9 8.0 5.7 8.6 11.2 
8 9.3 7.9 8.3 7.5 6.9 6.6 9.7 
6 (a.m.) 23 .6 ii.2 ~.J / .4 / .4 13.u J'L . l 
6 (p.m.) 9.3 7.8 5.7 6.8 5.7 8.7 8.8 
4 (a.m.) 37.5 21.0 16.5 11.7 14.0 17 .9 21.0 
4 (p.m.) 10.8 8.0 6.5 8.6 6.7 9.5 10.9 
2 (p.m.) 14.2 8.9 9.5 10.8 6.8 8.8 11.7 

July 12 4.1 2.6 4.0 3.2 2.7 5.9 2.7 
9 5.7 4.9 5.8 6.1 4.1 8.6 4.1 
8 7.0 5.6 5.9 5.5 5.0 8.6 5.9 
6 (a.m.) 12.8 15 .2 12.3 12.3 8.5 18.4 10.9 
6 (p,m,) 4.5 6.1 3.7 4.4 4.4 3.6 4.3 
4(a.m.) 25.9 29.8 19.0 19.7 18.0 27 .7 19.8 
4(p.m.) 5.3 5.7 4.6 4.0 4.5 4.2 3.9 
2(p.m.) 7.8 9.5 7.4 7.9 6.3 9.5 7.1 

Figures 3-6 also indicate clearly that the morn­
ing hours are not very appropriate for short-period 
counting. For example, the values of CV for the 6-h 
(a.m.) and 4-h (a.m.) schedules are considerably 
higher than the values for the 6-h (p.m.) and the 
4-h (p.m.) schedules, respectively. In fact, it 
should be noted that a short-period count of 2-4 h 
in the late afternoon will provide the same accuracy 
of data as a 6-h count in the morning. 

Prior to examining the effect of road sites on 
the accuracy of short-period counts, let us consider 
the influence of traffic volume (or AADT) on the ex­
pected values of CV. Figure 7 presents the average 
values of CV as a function of AADT. Smooth hand­
fitted curves in the figure are drawn from the 
scatter of CV statistics for all 41 study sites for 
the weekdays of May to August. The X-axis in the 
figure is the average AADT for 1978, 1979, and 
1980--the years for which PTC data are analyzed in 
this investigation. 

These curves clearly indicate that the errors in 
estimated volumes are expected to be less for the 
road that carries large volumes of traffic. How­
ever, it can also be noted that beyond a certain 
critical range of AADT, the errors are not likely to 
decrease significantly with further increase in 
traffic volume. For example, this critical range of 
AADT from Figure 7 is (a) 2000 for the 12-h sched­
ule, (b) 3000 for the 6-h (p.m.) schedule, and (c) 
4000 for the 2-h (p.m.) schedule. 
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There is one important factor to be considered in 
relation to the effect of road sites on the accuracy 
of counts. 'It is that, in general, different 
classes of road site s carry different amounts of 
tcaff ic volume. For example, commuter sites located 
near large population centers are likely to carry 
much heavier traffic volumes as compared with other 
road sites, which by their nature serve primarily 
such specific purposes as long-distance farm-to­
market or highly recreational trips. The average 

Figure 3. CVs of traffic volumes: weekdays of May and July in 1978, 1979, 
and 1980 at commuter site C9. 
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Figure 4. CVs of traffic volumes: weekdays of May and July in 1978, 1979, 
and 1980 at nonrecreational low-volume site C147. 
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Figure 7. CVs of traffic volumes: weekdays of May, June, 
July, and August in 1978, 1979, and 1980; averages of all 
study sites. 
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AADT values for the four typical road sites of this 
analysis are 8800 for C9, the commuter site; 1180 
for Cl47, the nonrecreational low-volume site; 3500 
for Cl8, the rural long-distance site; and 2055 for 
Cll4, the recreational site. 

The effect of road types on estimated errors of 
counting can be deduced by referring back to Figures 
3-6. It is evident that the values of CV or the 
errors of estimation are functions of the location 
of short-period counts. As generally expected, tha 

Figure 5. CVs of traffic volumes: weekdays of May and July in 1978, 1979, 
and 1980 at rural long-distance site C18. 
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Figure 6. CVs of traffic volumes: weekdays of May and July in 1978, 1979, 
and 1980 at recreational site C114. 
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lowest eccocs are observed in the case of commuter 
site C9 and the highest in the case of recreational 
site Cll4. The values of CV in those figures also 
suggest that the 2-h (p.m.) schedule at: a commuter 
site, or the 4-h (p.m.) schedule at a rural long­
distance site, or the 6-h (p.m.) schedule at a non­
recreation low-volume site are all likely to produce 
the same accuracy as would the 12-h schedule at a 
recreational site. 

Even though the volume of traffic, particulacly 
when AADT is less than 2000, may have some effect on 
the accuracy of counts (Figure 7), it is believed 
that the difference in the accuracy of counts at 
various sites is due primarily to trip-purpose char­
acteristics at the site being surveyed. The work­
business trips are considered to be less variable 
f com day to day as compared with the social-recrea­
tional trips. A good example in this respect is to 
compare the results for the Cl47 low-volume rural 
site and those for the Cll4 recreational site. Even 
though site Cl47 has a lower value of AADT, its re­
sults are more accurate as compared with those of 
sit:e Cll4. This difference can be attributed to the 
trip-purpose characteristics. The social-recrea­
tional components of trip purpose for Cl47 and Cll4 
during the summer weekdays are 22 and 75 percent, 
respectively <!l· 

A formal analysis of variance pertaining to the 
effects of days, months, and their possible interac­
tions with different road types was not carried out 
in this study. However, the study results such as 
those included in Tables 1-4 and Figures 3-6 seem t:o 
indicate that (a) there is no effect of weekdays on 
the accucacy of counts and (b) the months have some 
interaction with the nature of the sites surveyed. 
It is apparent that site ClB (rural long distance) 
and site Cll4 (recreational) are expected to produce 
the most accurate estimates during the months of 
July (and August) when the tourist-recreational 
travel is at peak levels in Alberta. In contrast, 
the other two sites seem to provide better results 
during May (and June) when the work-business trips 
are still at their normal levels. 

CONCLUSIONS 

The analysis care ied out in this paper illustrates 
clearly that the most important considerations foe 
rationalization of short-period manual counts are 
(a) the type of road site being surveyed and (bl the 
hour-to-hour traffic variations within the same 
day. The month of the year, the day of the week, 
and the duration of the counts are other significant 
factors that must be considered in order to design 
the most efficient schedules of short-period 
counts. The following specific conclusions are 
drawn from this investigation of 41 PTC sites in the 
province of Alberta: 

1. For the counts of 8 h or less on weekdays, a 
period with a midpoint at 3:00 or 4:00 p.m. is ex­
pected to provide the most accurate volume estimates 
for each class of road. An additional advantage of 
including this period is that peak-hour turning 
movements and vehicle classification can still be 
observed because such a counting period generally 
includes the evening peak of traffic volume. 

2. The accuracy of short-period counts is a 
function of the nature of road sites surveyed. The 
greatest accuracy is expected for commuter sites and 
the least in the case of highly recreational sites. 
In fact, the values of CV computed for the study 
sites of this investigation indicate that the 2-h 
(p.m.) schedule at a commuter site, the 4-h (p.m.) 
schedule at a rural long-distance site, or the 6-h 
(p.m.) schedule at a nonrecreational low-volume site 
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are all likely to produce the same accuracy as would 
the 12-h schedule at a recreational site. 

3. There seems to be some interaction between 
the type of road surveyed and the month of count­
ing. For example, recreational roads produce more 
reliable traffic estimates in the months of July and 
August when tourist-recreational travel is at peak 
levels. In contrast, commuter sites provide better 
information during May and June. 

4. The 9-h schedule as currently used in Alberta 
produces less accurate volume estimates compared 
with the 6-h (p.m.) schedule in a great majority of 
cases. Actually, the results indicate that many 
times even the 4-h (p.m.) schedule can provide as 
good estimates of volume as does the 9-h schedule. 
The· accuracy of the 8-h schedule as used in Ontario 
is generally similar to that of the 6-h (p.m.) 
schedule. 

5. The traditional 12-h surveys yield the most 
accurate estimates of 24-h volume. The differences 
in the accuracy of the 12-h schedule and the care­
fully selected 6-h (p.m.) schedule are (a) 0-l per­
cent at commuter and long-distance rural sites and 
(bl 1-2 percent for nonrecreational low-volume sites 
and recreational sites. However, since the overtime 
wage rules in Canada increase the personnel cost of 
the 12-h count to nearly three times that of a 
shorter 6-h count, the traditional 12-h surveys are 
less cost-effective than the 6-h (p.m.) surveys. 
Actually, in many cases, even the 4-h (p.m.) sched­
ules could be considered reasonably accurate and 
___ ..... -~s;: __ ..... .: __ _ 

\,OVOt..-t::.t..&.t::"""'-.&.Vt:• 

6. Another conclusion of this study is the ef­
fect of AADT on the accuracy of short-period 
counts. In general, the errors in volume are ex­
pected to be less for the roads that carry large 
volumes of traffic. But beyond a certain critical 
range of AADT, the errors are not likely to decrease 
significantly with further increase in traffic vol­
ume. For example, this critical range of AADT ap­
pears to be 2000 for the 12-h survey, 3000 for the 
6-h (p.m.) survey, and 4000 for the 2-h (p.m.) 
survey. 

The findings of this research provide a better 
understam.ling of the factocs that affect the ac­
curacy of estimating traffic volumes. It is hoped 
that with this better understanding, agencies will 
be able to design and schedule more cost-effective 
short-period traffic-counting programs without any 
loss in accuracy. 
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Tandem Toll Booths for the Golden Gate Bridge 
RANDOLPH W. HALL AND CARLOS F. DAGANZO 

Many toll plazas are constrained in width by buildings or other physical bar­
riers. These barriers may make the cost of adding toll lanes prohibitive. One 
method for increasing the capacity of a toll facility without increasing its width 
is to use tandem toll booths. A tandem toll booth consists of two toll takers 
in a single toll lane both serving alternating sets of vehicles simultaneously. The 
capacity of tandem toll booths is calculated with time-space diagrams and the 
cumulative headway distributions of vehicles at a conventional toll booth. The 
capacity depends on the maximum of two random variables, which correspond 
to the service times at the two booths, and is found by taking the product of 
their cumulative headway distributions. Adjacent tandem toll booths were 
found to increase the capacity of the Golden Gate Bridge toll plaza by about 
15 percent, and batch tandem toll booths increase capacity by 25 percent or 
more. Thus, tandem toll booths would eliminate the queueing that now exists 
during the morning commute period without the cost of expanding the toll 
plaza's width. 

The Golden Gate Bridge is the primary transportation 
link between Marin County, California, and the City 
of San Francisco. Each day 100 000 vehicles tra­
verse the six-lane 2-mile span, 20 000 of which 
travel in each commute period. The bridge is oper­
ated by the Golden Gate Bridge, Highway, and Trans­
portation District and is financed by user fees. 
Tolls are collected in the southbound direction at 
the south (San Francisco) end of the bridge. 

In February 1981 the bridge board of directors 
approved an increase in the automobile toll from 
$1.00 to $1.25. Soon afterward, it became evident 
that the toll plaza could no longer accommodate 
peak-period traffic. Queues extended as far back as 
4 miles: occasionally delays were up to 30 min. 
Predictably, many motorists were upset and the new 
toll became the subject of media scrutiny. 

The ability of a toll facility to accommodate 
large traffic flow depends on two factors: the num­
ber of servers (toll takers) and the service time 
per vehicle. The Golden Gate solution to the queu­
ing problem was to reduce the service time per vehi­
cle. Delay had increased with the $1. 25 toll be­
cause more motorists needed change and because some 
motorists folded their dollar bill around their 
quarter (which caused the toll taker to spend extra 
time sorting money). The added delay caused the 
$1. 25 toll to be rescinded in July 1981. The toll 
was eventually replaced by a split toll of $1. 00 
from Sunday through Thursday and $2.00 on Friday and 
Saturday. Since that time the number of comp la in ts 
has dropped considerably, but the equity of the 
split toll has been questioned. Clearly, the split 
toll was not motivated by traditional pricing con-

siderations but simply by the need to reduce service 
time while maintaining revenue. 

The alternative approach of increasing the number 
of servers was perceived to be infeasible in the 
short run. The peculiar geography of the facility 
meant that adding toll lanes would require reloca­
tion of the entire toll plaza at a cost of $16 mil­
lion (1). Other ideas, such as building separate 
toll facilities for the different bridge lanes, 
would also be capital intensive. 

The purpose of this paper is to demonstrate the 
consequences of adding toll booths to existing lanes 
in series rather than adding toll lanes in paral­
lel. The unit of study will be a pair of toll 
takers serving a single traffic lane. Such a unit, 
which we call a tandem toll booth, can potentially 
increase the per-lane throughput, or capacity, and 
may obviate the need for increasing the width of the 
toll facility. When the width of a toll facility is 
physically constrained (by buildings or other bar­
riers), as is the case with the Golden Gate Bridge, 
tandem toll booths may be cost efficient. Because 
the length of the toll plaza is also restricted, 
this paper focuses on tandem-toll-booth strategies 
that are not greatly affected by the distance be­
tween the upstream and downstream toll takers. Al­
though other strategies (such as staggered toll 
plazas for different lanes or the alternating-toll­
booth strategy, described by Rubenstein in another 
paper in this Record) might increase capacity more, 
queuing can be nearly eliminated at the Golden Gate 
Bridge without resorting to these capital-intensive 
alternatives. 

We next describe how to calculate the capacity of 
tandem toll booths and then report on a case study 
at the Golden Gate Bridge. 

PER-LANE CAPACITY 

Single Toll Booths 

Before the operation of a tandem toll booth is ex­
plained, a single toll booth will be considered. 
Let the service position be the location of a vehi­
cle when it pays its toll and let the waiting posi­
tion be the location of the following vehicle in 
line (Figure 1). Furthermore, let vehicles be num­
bered O, 1, 2, ••• beginning from the vehicle in the 
service position. 
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At the time vehicle 1 leaves the service posi­
tion, the headway between it and vehicle 0 (H) 
equals the sum of (a) the headway at the time vehi­
cle 0 left service (Ho) and (b) the service time 
for vehicle 1 (S), which is the time needed to pay 
the toll. For the vehicle trajectories on the time­
space diagram of Figure 2, Ho is the sum of a 
reaction time (R) and a move-up time (M). The reac­
tion time equals the elapsed time between the moment 
vehicle 0 leaves the service position and the moment 
vehicle 1 begins to move into the service position. 
The move-up time equals the time needed to drive 
from the waiting position to the service position. 
However, some drivers do not actually stop before 
entering the service position (Figure 3). Rather, 
many coast into service at a slow speed, coming to a 
halt only if vehicle 0 takes particularly long to 
pay its toll. For these drivers, the reaction time 

Figure 1. Conventional toll booth. 
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Figure 2. Vehicle trajectories at conventional booth. 
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R is virtually zero. (In general, reaction times 
are very small because drivers anticipate the de­
parture of vehicles from the booth by watching the 
toll takers.) 

If the headway varies randomly from vehicle to 
vehicle, its expectation is given by 

E(H) = E(H0 ) + E(S) E(H) = E(R) + E(M) + E(S) (I a) 

One vehicle is processed per headway, so the capac­
ity per toll lane (C) is the inverse of E(H): 

C = l/E(H) (lb) 

Tandem Toll Booth: Adjacent Servers 

Adjacent tandem toll booths have two service posi­
tions (position 1 in the front and position 2 in the 
rear) and no waiting room between (Figure 4). The 
waiting positions for the following two vehicles are 
identically numbered. Vehicles that wait at posi­
tion 1 are served at position 1, and vehicles that 
wait at position 2 are served at position 2. Let 
vehicles now be numbered O, 1, 2, ••• beginning from 
the vehicle initially at service position 2. 

In Figure 5, the elapsed time from the moment 
vehicle 0 leaves service until the moment vehicle 1 
completes and leaves service (T~) is the sum of 
a reaction, move-up, and service time: 

Tl = Ri +Mi +Si (2) 

where Ri, Mi, and si are, respec­
tively, the reaction time, move-up time, and service 
time of vehicle 1. 

Vehicle 2 cannot enter its service position until 
vehicle 1 does the same. Thus, the elapsed time 
from the moment vehicle 0 leaves service until vehi­
cle 2 completes service (T;) contains an addi­
tional reaction time: 

(3) 

Figure 4. Tandem toll booth. 
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Figure 5. Vehicle trajectories at adjacent tandem toll booths. 
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However, since service position 1 is just one car 
space from service position 2, vehicle 2 cannot 
leave service until its driver perceives that vehi­
cle 1 has left service. Thus, the elapsed cycle 
time from the moment vehicle 0 leaves service until 
vehicle Z leaves service (H') must be greater than 
or equal to Ti + Rz: 

(4) 

In fact, vehicle Z will depa.rt after both Ti 
and (Ti + Rz) have elapsed . Thus, the 
cycle time H' between vehicles 0 and 2 is 

H' = max (T2, Ti + R2) 

=max [R[ + (R2 + M2 + S2), R2 +(RI+ Mi +Si)) (5) 

Suppose that vehicles 1 and Z were observed as 
they passe9 through a conventional toll booth. 
Ri and Rz would then be their appLoximate 
reaction times at this single booth (R1 and Rz), 
and si and si woul d be their service times 
(S1 and Sz) . However, move-up time for the 
single booth would be less than that for a tandem 
booth. Move-up time for vehicle l (M).J would 
equal the M1 observed at the single booth plus a 
value t.M equal to the time needed to traverse the 
extra distance between the two service positions 
(Figures 2 and 5). The extra move-up time for vehi­
cle 2 would equal the time needed to traverse an 
extra car position in the queue. Since the spacing 
between service positions is approximately the same 
as the distance between cars in the queue, the 
move-up time for vehicle 2 would also be Mz + t.M. 
Thus, additional move-up time (t.M) can be esti­
mated by dividing the distance between vehicles 
queued at a conventional booth by their peak veloc­
ity as they drive into the service position. 

If we substitute the service, move-up, and reac­
tion times observed at a single booth for the cor­
responding variables in Equation 5 and assume (in 
agreement with observation) that react ion time and 
t.M do not vary greatly among vehicles, the follow­
ing simplified cycle-time equation is obtained: 

H' ~ R +LIM+ max(R2 + M1 + S2 , R1 + M1 +Si) 

~ R +LIM+ max(H2 , Hi) (6) 

2 

9 

where H1 and Hz are the headways observed at a 
conventional booth. As noted earlier, not all driv­
ers stop before entering service at a single toll 
booth, and most have very short reaction times. 
Thus, R was not measured precisely. Instead, the 
sum R + t.M was approximated by the headway between 
cars discharging from traffic signals. According to 
the well-known Greenshields paper (.~), this headway 
is approximately 3.2 s. However, headways at tandem 
toll booths might be somewhat larger than those at 
traffic signals because drivers handle money while 
driving to the booth and because drivers might be 
delayed by vehicles at the front booth. But reac­
tion times have decreased since Greenshields' paper 
[due to automatic transmissions (_~)], so the net 
effect makes 3.Z s a reasonable estimate for R + t.M. 
Fortunately, R + t.M is easily bounded. It must be 
between t.M and H0 (R + M). Thus, the next sec­
tion gives c a pacity estimates for the fol l owing re­
action times: 

1. Low, R + t.M = t.M; 
2. Medium, R + t.M = 3.Z s; and 
3. High, R + t.M = Ho. 

The expectation of H' also depends on the expec­
tation of max(H1, Hz). The probability that 
max(H1 , Hz) is less than any time t equals the 
probability both that H1 is less than t and that 
H2 is less than t. Thus, the cumulative distribu­
tion function for max(H1 , Hz) is the product of 
the distribution functions for H1 and Hz (Figure 
6). The expectation equals the area above the cumu­
lative distribution for max(H1 , Hz) between t = O 
and t = oo and is calculated by numerical integration: 

(7) 

The capacity of the tandem toll booth in vehicles 
per unit time (C') is twice the inverse of the cycle 
time: 

C'= 2/E(H') (8) 

because two vehicles are served in each cycle. 
The percentage of increase in capacity with ad­

jacent tandem toll booths is derived from Equations 
1 and 8: 

Percent capacity increase = I 00 { [2/E(H')] / [ l/E(H)] - I } 

= JOO ( 2E(H)/ { R +LIM+ E[max(H1 , H2 )] f - I) 

Figure 6. Expectation of max(H 1, H21. 
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Figure 7. Vehicle trajectories: long service time for first n 
vehides. n=2 
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Figure 8. Vehicle trajectories: short service time for first n vehicles. 
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Tandem toll booths increase capacity if t heir cycle 
t i me is less than twice the headway of conve ntional 
booths. Because the reaction time R and move-up 
time M t end to be small compared with the service 
time, capacity increase should be substantial. Also 
note that capacity increases most substantially if 
headways do not vary greatly among vehicles. Other­
wise, E [max (H1 , H2) l will be much larger than 
E(H), and the capacity ratio will be small. 

Tandem Toll Booths: Batch Se rvers 

The capacity of tandem toll booths is increased with 
batch processing. Rather than have the servers col­
lect tolls one vehicle at a time, each server would 
serve a batch of vehicles in succession. The ad­
vantage of this strategy is that random variations 
in service t i mes are moderated and idle time is re­
duced. 

Suppose that each toll booth processes n vehicles 
at a time. Then, the last vehicle in a batch served 
at position 2 would be followed by 2n vehicles. The 
first n would stop at service position 1 and be pro­
cessed in succession (each leaving as soon as it 
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pays its toll) • The second n vehicles would pay 
their tolls at service position 2. However, they 
must queue up behind the vehicles at service posi­
tion 1 until they all finish paying their tolls. 
The time-space diagrams in Figures 7 and 8 depict 
batch tandem booths of size n = 2 for two cases: 
one in which the service time for the first n vehi­
cles is large and the other in which the service 
time for these vehicles is small. Again, vehicles 
are numbered 0, 1, 2, •.• beginning from the vehicle 
initially at service position 2. 

To ensure that service is not blocked at position 
2 by vehicles waiting for service at position 1, the 
distance between servers should be somewhat greater 
than n vehicle position lengths. In fact, from 
standard results of point processes (renewal theo­
rem) , blocking would be rare if the number of posi­
tions (m) is at least as follows: 

m ;;, n + [2aH/E(H)J (n - I)~ 

where aH is the standard d e v i ation of H. The 
ratio 2aH/E(H) is generally c lose to 1 (see the 
next section) and should not change much with dif­
ferent tolls . The ref o re , t he rounded-up value of 
n + (n - l ) .112 g i ves t.he mi n i mum numbe r o f posi­
tions be tween s erve r s neede d to prevent b lock i ng: 

n I 2 3 4 5 6 10 .. . 

ml35679 13 • . • 

Values of m smaller than these could result in occa­
sional blockage, and larger values could result in 
unnecessary distance between servers. 

The cycle time between the moment vehicle 0 
leaves service and vehicle 2n leaves service (H") 
equals the sum of n reaction and move-up times and n 
headways (Figures 7 and 8) : 

H"= n(R +Mt)+ max (9) 

-(n) - (n) 
If Hi and H2 are the ave r age of two sets of n in-
dependent headways (which represent the n vehicles 
at servers 1 and 2), Equation 9 reduces to the fol­
lowing: 

(IO) 
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Note that Equations 9 and 10 do not depend on the 
spacing petween servers. Although increasing spac­
ing increases the travel time between servers, vehi­
cles can leave service at booth 2 earlier (because 
they can queue up behind vehicles at booth 1) • 
These two factors cancel each other. Capacity (C") 
equals 2n (the number of vehicles per cycle) divided 
by the cycle time: 

C" = 2n/ E(H") (11) 

-(n) -(n) 
If toll takers are similar, Hi and Hz will 

have the same ex~ectation [E(H)] and standard devi­
ation [aH/(n)l/ ]. If n is greater than 2 or 3, 
-(n) -(n) . 
H1 and Hz will also be approximately normally 
distributed. Under these conditions, the expecta­
tion of the maximum is (_!) 

(12) 

which yields the capacity 

C" ~ 2 {[E(R) + E(liM)+ E(H)] +[0.4att/(n)y'] f- 1 
(13) 

Even though H is not exactly normally distrib­
uted, Equation 12 is fairly accurate, even for small 
n. Thus, Equation 13 with n = 1 approximates c• 
(adjacent booths) and eliminates the need for numer­
ical integration. 

The capacity improvement with batch processing 
exhibits decreasing marginal returns with n, as il­
lustrated for the following hypothetical values: 

E(R) + E(llM) = 2.0 s, E(H) = 5 s, and aH = 2.5 s. 

From Equation lb we obtain 

C = 0.200 vehicle/s (720 vehicles/h), 

and from Equation 13 we obtain 

c• ::: 0.250 vehicle/s (900 vehicles/h), 
C" ::: 0.267 vehicle/s ( 960 vehicles/h) if n = 4, 
C" ::: 0.276 vehicle/s (1000 vehicles/h) if n = 16, 
C" ::: 0.286 vehicle/s (1028 vehicles/h) if n = rxi. 

TANDEM TOLL BOOTHS AT GOLDEN GATE BRIDGE 

The Golden Gate Bridge toll plaza consists of 13 
bidirectional traffic lanes and 12 conventional toll 
booths. Typically 11 or 12 booths serve southbound 
(toll-paying) vehicles during the morning commute, 
whereas just one lane serves northbound traffic. 
These lanes are reassigned throughout the day to 
match prevailing traffic patterns. 

Following the procedures outlined earlier, data 
were collected to determine the impact of tandem 
toll booths on the plaza• s vehicle capacity. The 
morning commute period was chosen for study because 
the flow of toll-paying vehicles (approximately 7000 
vehicles/h) is largest during these hours. As men­
tioned previously, the bridge collects a split toll; 
$2.00 is charged two days a week and $1.00 five days 
a week. Data were collected in good weather for 
both tolls and then used to estimate the change in 
capacity and delay. Capacity with a $1.25 toll was 
also estimated. 

Capacity 

Vehicles were individually timed as they passed 
through the toll plaza on $1.00 days and $2.00 
days. Consecutive departure times (the times when 
vehicles began to accelerate from the service posi­
tion) were recorded for approximately 100 vehicles 

Table 1. Average and SD of headways. 

Item 

$1.00 Toll Day 

Lane 
A 
B 
c 
D 
Total 

Avg 
Bridge avgb 

$2.00 Toll Day 

Lane 
A 
B 
c 
D 
Total 

Avg 
Bridge avgb 

No . of 
Observations 

95 
86 
78 
96 

ill 

118 
I 16 
I 13 
108 
455 

tt <sJ 

5.47 
5.26 
5.81 
5.56 

5.52 
5.56 

7.43 
6.39 
6.30 
7.26 

6.84 
6.53 

~Root mean square. 
Derived from avenge traffic volume. 7 :30·8:00 a.m. 

ll 

S(H) (s) 

2.23 
2.42 
1.93 
2.31 

2.243 

3.35 
3.79 
3.44 
4.00 

3.65' 

in each of four toll lanes. Table l gives the aver­
age and standard deviation of H for the different 
lanes. The averages closely match the prevailing 
traffic volumes recorded by the bridge authority 
during peak periods. 

Reaction and move-up times were later recorded by 
timing vehicles as they approached the toll plaza. 
The variable AM was estimated by timing vehicles 
as they traversed a measured distance of 25 ft. 
Only those vehicles that maintained a constant speed 
over the entire interval were recorded. The average 
value of tiM was 2. 7 s; the standard deviation was 
0.41 s, which translates to a speed of 6.3 mph. 

The expectation of Ho was determined by record­
ing the elapsed time from the moment a vehicle in 
the service position began to accelerate away from 
the toll plaza until the moment the outstretched arm 
of the following driver reached the toll taker. 
(Due to time constraints, these observations were 
recorded at the San Francisco--Oakland Bay Bridge. 
However, the observed value of Ho should not dif­
fer greatly from that at the Golden Gate Bridge 
since Ho is not influenced by the toll charged.) 
The average of H0 was 4. 22 s; the standard devia­
tion was 0.67 s. 

The cumulative headway distributions for the four 
surveyed lanes were paired into all possible combi­
nations and by following the method described ear­
lier, they were multiplied and integrated to esti­
mate the maximum headways (Table 2). The capacity 
change was then determined by adding E(tiM) (opti­
mistic estimate), 3.2 s (medium estimate), or 
E (Ho) (pessimistic estimate) to the expectat lon of 
the maximum and performing necessary calculations 
(Equations 7 and B). 

As shown in Table 2, the capacity change for ad­
jacent tandem booths does not vary greatly among the 
lane combinations. The optimistic estimates for 
$1. 00 days range from a 16 percent increase to a 
22. 2 percent increase; the average is 18. 5 percent. 
The capacity increase is greater on $2.00 days be­
cause service time is longer relative to reaction 
and move-up times. The increase ranges from 15.2 to 
29.0 percent; the average is 21.l percent. However, 
the optimistic estimate differs considerably from 
the pessimistic estimate: 10. 5 percent versus 1. 8 
percent on $1.00 days, 21.5 percent versus 7.0 per­
cent on $2.00 days. Although it is impossible to 
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predict exactly how drivers would behave with tandem 
toll booths, the actual capacity would like ly be 
close to the medium estimate. This assertion is 
based on the short reaction times of commuters at 
the bridge toll plaza. 

The capacity estimates for batch tandem toll 
booths are given in Table 3. As discussed earlier, 
capacity increases with batch size, although the 
amount of increase decreases with batch size. As 
batch size becomes large, lane capacity increases by 
as much as 10-20 percent over ad j acent booths. Even 
with a batch of size 5, the additional increase 
falls in the range of 7-13 percent. According to 
the pessimistic prediction, batch tandem toll booths 
of size n = 5 increase capacity by at least 8.8 per­
cent on $1. 00 days and 17. 0 percent on $2. 00 days 
over conventional booths. More real i stically, the 
increase on $1. 00 days should be more than 20 per­
cent and on $2.00 days close to 30 percent. 

Although the $1.25 toll was discontinued prior to 
this study, the effect of tandem toll booths on 
capacity can be inferred. Traffic flow per toll 
lane was approximately 9.5 vehicles/ min with the 
$1.25 toll, which is nearly the same as the 9.2-
vehicle/min rate with the $2.00 toll. Thus, it is 
likely that a similar number of drivers needed 
change and that the headway distributions were com­
parable. Therefore, the percentage capacity in­
crease with tandem booths would likely be similar to 
that of the $2.00 toll; it would fall in the range 
of 7-21 percent for adjacent booths and most likely 
hP mnre than 15 percent. The capacity incro;::se with 
a batch of size 5 would fall in the range of 17-24 
percent; most likely it would be close to 30 percent. 

A precise estimate could not be obtained for the 
distribution of vehicle arrival times within the 
constraints of this study. Therefore, attention was 
given to the capability of tandem toll booths to 
handle the maximum traffic volume entering the 
plaza. During one morning commute period, vehicles 
were counted at the north end of the bridge 2. 2 min 
from the plaza in uninterrupted flow conditions. 
The maximum flow rate was slightly less than 7800 
vehicles/h, which is close to saturation for the 
Golden Gate Bridge roadway (four lanes with no 
shoulder) , and was sustained for about 15 min. One 
can deduce that the arrival rate of vehicles at the 
plaza would never greatly exceed 7800 vehicles/h 
o ver any reasonably long time interval ( 1 min or 
greate r). Thus, a toll plaza capacity in excess of 

Table 3. Effect of batch tandem toll booths on lane capacity. 

n = 1 n = 28 

Conventional Vehicles per Vehicles per 
Toll Bootl1 Lane per Increase Lane per Increase 
($) [ vehicles/(lane·min)] Minute (%) Minute (%) 

High Estimateb 

1.00 10.87 12.88 18.5 13.52 24.4 
2.00 8.77 10.66 21.5 11.36 29.5 

Medium Estimateb 

1.00 10.87 12.22 12.40 12.83 18.0 
2.00 8.77 10.2 1 16.4 10.84 23.6 

Low Estimate~ 

I.DO 10.87 11.07 1.8 11.57 6.4 
2.00 8.77 9.39 7.0 9.93 13.2 
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7 800 vehicles/h would ensure that transient queues 
and delays would always be short (30 s or less) • 

Even during the busiest periods, the average 
arrival rate is considerably less than 7800 vehi­
c les/h. Toll plaza queues on $1. 00 days tend to be 
small or nonexistent. Therefore, vehicle counts 
recorded at the plaza on these days are representa­
tive of both arrivals and departures. The average 
15-min vehicle count on $1.00 days between 7:30 and 
8:00 a.m. on 97 workdays in 1981 was 1782 vehicles, 
or a rate of 7127 vehicles/h. If the capacity of 
the toll plaza were approximately 7200 vehicles/h, 
transient queues would be common but they would not 
become increasingly long. Even if the maximum flow 
rate were sustained for 30 min (which is unlikely), 
delay would reach just 2.5 min. Average delay would 
likely be a minute or less. 

Table 2. Effect of adjacent tandem booths on lane capacity. 

C' [vehicles/(lane·min)] 

E[max(H1, H2)l High Medium Low 
Item (s) Estimate Estimate Estimate 

$1.00 Toll Day 

Lane combination 
A, A 6.57 12.94 12.28 11.12 
A, B 6 .46 13 .09 12 .42 11.23 
A, C 6.70 12.77 12.12 10.99 
A, D 6.66 12.82 12. 17 11.03 
B, B 6.33 13.29 12.59 11.38 
B, C 6 .62 12.88 12.22 11 .07 
B, D 6.5 5 13.02 12.31 11.14 
c, c 6.80 12.63 12.00 10.89 
C, D 6.78 12.65 12.02 10.91 
D, D 6.74 12.71 12.07 10.95 

Avg 6.62 12.88 12.22 11.07 
Single toll booth 10.87 

$2.00 Toll Day 

Lane combination 
A,A 9.09 10.1 8 9.76 9.02 
A,B 8.66 10.56 10.12 9.31 
A,C 8.56 10.66 10.20 9.40 
A, n 9.15 10.12 9.72 8.97 
B, B 8.05 11.16 10.67 9.78 
B,C 7.96 11.31 10.7 5 9.85 
B, D 8.64 10.5 9 10.14 9.34 
c,c 7.87 11.35 10.84 9.92 
C,D 8.56 10.66 10.20 9.39 
D, D 9. 17 10.10 9.70 8.95 

Avg 8.57 10.66 10.21 9.39 
Single toll booth 8.77 

n:::: Sa n = 108 n = oo 

Vehicles per Vehicles per Vehicles per 
Lane per Increase Lane per [ncrease Lane per Increase 
Minute (%) Minute (%) Minute (%) 

13.89 27.1 14.08 29.5 14.58 34.1 
11 .79 34.4 12.01 36.9 12.60 43.7 

13. l 7 21.0 13 .33 22.6 13.76 26.6 
11.22 28.0 11.43 30.3 11.95 36.3 

11 .83 8.8 11.97 JO.I 12.32 13 .3 
10.26 17 .0 10.42 18.8 10 .86 23.8 

aaark approximation (.±). bV~hicles per lane per minute averaged over all lane combinations. 



Transportation Research Record 905 13 

Table 4. Vehicle capacity of toll plaza. 

Capacity (vehicles/h) 

Adjacent Tandem Booths Batch Tandem (n = 2) Batch Tandem (n = 5) 
Toll 

ei;rrent" ($) High Medium Low High Medium Low High Medium Low 

1.00 7127 8116 7790 7223 8431 8089 7469 8576 8250 7597 
2.00 6616 7683 7430 6963 8080 7787 7271 8323 8005 7460 
1.25 6824 7924 7663 7187 8274 8032 7499 8584 8257 7694 

3 Capacity estimate based on average traffic flow from 7: 30 to 8 :00 a.m. on 97 $1.00 days, 86 $1. 2 5 days, and 14 $2.00 days in 19 81 . 

The layout of the toll plaza prevents installing 
tandem toll booths on all traffic lanes, particu­
larly the far-right lane (which serves many trucks 
and buses) and the two far-left lanes (which already 
operate below capacity when other lanes have long 
queues) • Tandem toll booths could possibly be in­
stalled on the other nine lanes. 

Table 4 gives the current capacity of the toll 
plaza under the $1. 00, $1. 25, and $2. 00 tolls and 
capacity estimates for adjacent and batch tandem 
toll booths. These capacities are based on the 
average traffic flow between 7:30 and 8:00 a.m. on 
workdays, a period when the plaza is usually con­
gested. This estimate is slightly conservative 
since the arrival rate sometimes falls below capac­
ity (such as when there is an accident on the 
bridge). The tandem estimates account for nine tan­
dem and three conventional booths and are based on 
the percentages given in Table 3. Furthermore, it 
was assumed that all lanes carry equal amounts o.f 
traffic (the three lanes without tandem booths actu­
ally carry slightly less than average, so this 
underestimates tandem capacity). 

Tandem capacity on $1.25 days is between 7187 and 
7924 vehicles/h. Thus, even under the most pessi­
mistic estimate, capacity would still exceed the 
average traffic volume and queues would never become 
excessively long. Under the optimistic estimate, 
capacity would exceed the maximum arrival rate at 
the toll plaza ( 7800 vehicles/bl, and queues would 
never become more than a few vehicles long. The 
medium estimate yields a capacity of more than 7600 
vehicles/h. Therefore, we conclude that nine tandem 
booths would accommodate all traffic during the 
morning commute without significant delay. 

The capacity estimates for $2.00 days are also 
encouraging. It is very likely that adjacent tandem 
booths would handle the average traffic volume en­
tering the toll plaza (see medium estimate). How­
ever, the toll plaza would not handle the maximum 
arrival rate. Also, the pessimistic capacity esti­
mate falls below the average traffic volume recorded 
on $1.00 days. The capacity of batch tandem toll 
booths (size n = 2) does exceed the average traffic 
volume and would likely be very close to the maximum 
arrival rate. Because part of the delay incurred on 
$2.00 days results from confusion regarding the 
split toll, capacity would surely be greater than 
these estimates if a $2. 00 toll were charged every 
day of the week and likely be close to that for 
$1.25 days. 

DISCUSSION 

It was not feasible to collect arrival and service 
time data for all time periods, but it is still pos­
sible to make a good estimate of the impact of tan­
dem toll booths throughout the day and week. Of 
particular interest are Sunday afternoons, when many 
vacationers return to San Francisco, and Friday 
evenings, when many Marin residents travel into the 

city. Queues have been particularly long at these 
times because fewer lanes are allocated to the toll­
paying direction (the northbound traffic is greater 
than in the morning) and because service times are 
considerably longer than during the morning commute 
(drivers are less familiar with the toll-taking sys­
tem). This longer service time makes tandem booths 
more desirable. Thus, the capacity should increase 
by a greater percentage than the estimates provided 
above and would likely be 20 percent or greater on 
$2.00 days for adjacent booths. 

The estimates provided above apply specifically 
to days when the weather is fair. Tandem toll 
booths may not be as effective on rainy or very 
foggy days. Drivers would likely be more cautious 
moving into the service position. Thus, the move-up 
time and reaction time should be larger relative to 
the service time, and the capacity increase should 
be less than that predicted earlier. However, the 
capacity on the bridge itself may be sufficiently 
small on poor weather days that queues never appear 
at the toll plaza anyway. 

The capacity of tandem booths is most accurately 
estimated with a simple experiment. An additional 
toll taker could temporarily collect tolls in tandem 
behind each of the existing toll booths. Car counts 
could then be compared with the current averages to 
obtain an accurate estimate of the capacity change. 
The experiment should be repeated over several time 
periods so that capacity throughout the day and week 
can be determined. 

CONCLUSIONS 

It is clear from Equation 12 that the capacity of 
tandem toll booths is greatest when service times 
have a small variance and the move-up and reaction 
times are small relative to the service time. Al­
though the Golden Gate Bridge is an ideal location 
for tandem booths from the aspect of small service 
time variance, its small service time average keeps 
the capacity increase relatively low. Because traf­
fic only slightly exceeds capacity, this increase 
would eliminate most of the existing delay at the 
toll plaza. A capacity increase of about 15 percent 
is expected for adjacent booths and about 25 percent 
for batch booths of size 5. In both cases the ac­
tual capacity is influenced by the size of the toll, 
familiarity of drivers with the toll-taking system, 
and weather conditions. 

Although tandem toll booths use personnel less 
efficiently, they do increase land use efficiency; 
they offer increased capacity without increased 
plaza width. Since the capacity of the toll plaza 
at the Golden Gate Bridge is insufficient during 
only a few hours a day, the labor cost would be 
small compared with the cost of constructing new 
lanes. Tandem toll booths would cost $1. 5 million 
to install and $150 000 per year to staff, which 
appears attractive compared with the $16 million 
cost of installing a new toll plaza <ll. 
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Tandem Toll Collection Systems 

LOUIS D. RUBENSTEIN 

By using two or more collection stations in the same traffic lane, tandem toll 
or parking-fee collection increases lane capacity and reduces the need for 
..-h1Li1 widening. Data are presented reiating processing rates to toii fee; e.g., the 
rate for a $1.25 fee is 30 percent slower than that for a $1.00 fee. Toll agen· 
cies that have implemented $1.25 tolls have encountered extreme congestion, 
especially with the weekend recreational traveler. Several operational con· 
figurations of tandem tolls are described. A coordination device is described 
to automate the control of motorist traffic signal and payment signal to dis· 
tinguish between axle registrations of successive vehicles, even under dense 
conditions. Slow collection devices such as paper-money acceptors or flexible · 
ticket readers that are impractical at a conventional active lane are feasible in 
tandem. The expected capacity increase depends on the conventional cycle 
time, its standard deviation, and the distance between the toll stations. 
When the distance is several vehicle lengths, the stations are buffered, which 
results in better performance and independence of capacity increase on cycle 
time variance. The slower the existing collection time, the greater the capacity 
increase, e.g., 6 s/vehicle yields a 34 percent increase, 20 s/vehicle, 1.75 per­
cent increase, when buffered. 

There is a growing need for measures such as tandem 
toll booths to rapidly increase the traffic capacity 
of existing toll plazas. The experience at the 
Golden Gate Bridge and the Triborough Bridge and 
Tunnel Authority with long queues when toll rates 
were raised to more than $1 can be expected to be 
repeated at other tollway facilities. The high in­
flation rate of the last several years, one-way toll 
collection, and the use of toll surpluses to subsi­
dize mass transit operations are pushing many toll 
fees to above the $1 level. 

Stop-watch surveys that I have conducted indicate 
the relative effect of the toll fee on the vehicle­
processing rate; they are summarized in Table 1. 

Many existing toll plazas were designed when 
traffic volumes were lower and vehicle-processing 
rates higher and are not equipped to accommodate 
fees of more than $1. As toll fees rise, the prob­
lem will become more widespread. 

This approaching problem will remain for years. 
Efforts by the U.S. Treasury Department to popular­
ize the use of a $1 coin have not been successful. 
Similarly, efforts by toll operators to promote use 
of high-value tokens have met public resistance and 
are not very effective with the weekend recreational 
traveler. Busy motorists are not willing to accept 
the inconvenience and advance payment requirements 
of token prepurchase without a substantial dis-

count. Even a 10 percent discount for tokens will 
reduce the revenue of many facilities a greater 
amount than the total cost of the existing toll­
collection system. Token discounts also increase 
opportunities for employee fraud. 

New technologies such as automatic vehicle iden­
tification had offered potential for speeding toll 
processing, but after years of development they have 
still not overcome the operational, cost, and pri­
vacy obstacles to their widespread implementation. 
Toll-collection computerization programs have been 
directed at improved auditing capabilities and not 
improved traffic flow. 

The patronage of toll booths in the outer roadway 
lanes is lower than that in the central lanes, even 
under congested conditions. The approach to a toll 
plaza must be widened gradually over a long dis­
tance, which increases construction and maintenance 
costs, particularly on elevated plazas. If there 
are heavy weaving movements due to the location of 
particular entrance/exit ramps, even long tapers may 
not be effective. Tandem lanes would also lessen 
air-pollution levels in the toll plaza. 

Table 1. Effect of toll fee on processing rate. 

Passenger· 
Car 
Fee($) 

1.20 

1.25 
2.00 

0.75 

1.00 
0.40 

0.25 

Manual Lane-Processing 
Rate• (s/cat) 

Bridge 
Surveyed Sample Avg Best Avg 

San Diego-Coronado, 10.0 
California 

Throggs Neck, New York City 9 .8 
Golden Gate, San Francisco, 8.8 

California 
San Francisco-Oakland Bay, 6.9 

San Francisco, California 
Golden Gate 6.4 
Carniquez, I-80, Vallejo, 6.3 

California 
Vincent Thomas, Long Beach, 5 .9 

California 

9.1 

9.0 
6.5 

6.6 

6.1 
5.9 

5.5 

8Qbservations are based on 120 observations per bridge. under moderate traffic; 
survey was conducted in spring 1982 during hours when commuter carpool free· 
passage rates were not in effect . Plaza grades were zero to slight. Best averages 
exclude patrons with exceedingly long service times, apparently unrelated to the 
toll fee. 
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Table 2. Effect of processing rate on increase in capacity of tandem tolls. 

Single-Station 
Toll Cycle Application and 
Time (s/vehicle) Typical Fee 

5.5 Single-coin toll, car 
6 $1 toll, car 
9.5 $1. 25 toll, car; distance-related 

turnpike toll with ticket 
14 Tractor-trailer 
w Time-related car parking fee 

with ticket 

Increase in Capacity 
(%) 

Two Toll Three Toll 
Stations Stations 

34 49 
36 55 
54 89 

47 75 
75 134 

Estimates for an increased traffic capacity of 
more than 40 percent for tandem lanes are described 
in Table 2. These estimates are supported by actual 
experience. The New York State Thruway used tandem 
toll operations at major bottleneck toll plazas on 
several peak days per year for more than 10 years 
until plaza widenings were completed. In spite of 
the irregular use and makeshift, nonautomated 
coordination and accounting of the system, the Thru­
way Authority reports that tandem toll operations 
resulted in capacity increases of 25 percent. Los 
Angeles International Airport has used manually 
operated tandem parking-fee collection on peak days 
since October 1982; according to Bill Barnett, vice 
president of Parking Concepts, Inc., capacity in­
creases of more than 50 percent have been reported. 
A demonstration of an automated toll station in 
tandem is planned on the Bronx Whitestone Bridge in 
the summer of 1983. 

A recent study <lr p. 17) developed a model that 
describes the capacity increase available by tandem 
toll collection. The model indicates the importance 
of designing and operating the stations in a tandem 
toll lane so that delays in one booth are not com­
municated to the second booth. 

A 40, 25, or even 15 percent increase in toll­
lane capacity can have a tremendous impact on toll 
plaza queues. Application of standard queueing­
analysis formulas (3_, p. 364) indicates that in the 
situation where the vehicle arrival rate is 95 per­
cent of the vehicle service rate, a 15 percent in­
crease in the service rate will reduce the average 
queue length from 18 vehicles to 4 vehicles. At 
toll plazas with high traffic stream divergence 
angles, queue lengths as short as 9 vehicles can 
lead to blockage of access to the outer lanes and an 
unstable flow condition. 

Early field tests with tandem tolls experienced 
difficulty with coordination of the consecutive toll 
booth activity and revenue accounting. Designs have 
been developed (U.S. Patent 3 686 627, August 1972) 
that electronically coordinate the traffic flow and 
revenue accounting and automatically adjust to pa­
trons paying at the wrong booth. Auditing computers 
installed in modern toll plazas can implement these 
designs at minimal expense. 

Tandem toll booths are most effective when used 
with automatic processing equipment or during peak 
hours or on peak days to provide supplemental capac­
ity. By proper scheduling of operating shifts or 
use of manual and automated lanes in tandem, in­
creases in operator costs can be minimized. 

OPERATIONS GUIDELINES 

Sequencing a nd Layout 

To derive the full potential of tandem tolls, they 
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must be applied in appropriate locations and in an 
effective manner. Several operations guidelines 
that can be identified at this time are described. 

A typical two-direction toll plaza is shown in 
Figure 1. It is characterized by a tapered approach 
roadway. Such conventional toll plazas have a 
single line of toll booths crossing the roadway. 
Tandem tolls permit the central lanes to carry a 
higher volume, and less traffic needs to be pro­
cessed in the outer lanes. Figure 1 shows a set of 
tandem toll booths installed in the central section 
of the plaza. The lengthened toll island and the 
second treadle indicate a tandem lane in the dia­
gram. The islands provide a barrier that restrains 
each vehicle in its lane and also screens visual 
disturbance that can slow operations. 

Any equipment used in a conventional toll lane 
could be used in a tandem lane. Tandem toll lanes 
make feasible the use of some equipment that might 
otherwise be too slow to install in an active lane, 
e.g., a $1 bill changer, stored-ride magnetic card 
reader, or at a parking lot exit a time-related 
ticket reader and fee collector. Several additional 
units of equipment are required in a tandem lane. 
Typical signs to instruct the motorist at which 
booth to pay are shown in Figure 2. In addition, a 
device to coordinate the activities of the two toll 
booths is desirable. Although less effective, manu­
ally operated and coordinated systems could imple­
ment tandem tolls on a temporary basis. 

The coordination device must identify each vehi­
cle as it travels through the toll lane and know 
whether it has or has not paid its toll. This is 
accomplished by keeping a tally of the differences 
in axle counts between treadles Al and A2 in Figure 
2. The sequence of axle counts and payment regis­
trations detected at each station can be the basis 
of a system to automatically count and check the 
number of axles of each vehicle. 

The device could be set to collect a toll from 
every other vehicle at each station or could use a 
different collection configuration. If a patron 
mistakenly pays at the upstream booth, the deviCe 
memory will cause a proceed signal to occur when 
that vehicle reaches the downstream booth. 

Alternative operational configurations for a tan­
dem toll lane such as batch, alternate vehicles, 
synchronized stations, automatic-manual stations, 
three collection stations, and automatic truck clas­
sification are discussed elsewhere (].). 

Plaza Width and Tape r 

Disadvantages of wide toll plazas that can be re­
duced by tandem tolls include increased right-of-way 
costs, relative lower activity of outer toll lanes, 
and unstable flow conditions caused when access to 
the outer toll lanes is blocked by queues. 

Early toll plaza designers recognized the impor­
tance of minimizing toll plaza widths and employed 
techniques such as driver- and passenger-side toll­
collection booths to increase the number of toll 
lanes in a given plaza width (_!). With the in­
creased popularity of bucket seats and as a result 
of operations research studies that noted driver 
reluctance to use the passenger-side motor i st col­
lection booths and their slower processing times, 
their use in toll plazas was discontinued (_~). 

The only quantitative evaluation of this driver 
reluctance available in the open literature pertains 
to the San Francisco-Oakland Bay Bridge <!r p. 
137). An approximate 2. 5 percent drop in traffic 
volume is reported to occur for each 1 percent in­
crease in divergence. 

To overcome this effect and to reduce accidents, 
several references recommend long toll plaza 
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Figure 1. Two-direction toll plaza 
with tandem tolls in central lane. 

Figure 2. Motorist instruction 
signs in tandem lane. 

c 

tapers. Citing New York State Thruway standards, a 
report by the New York State Department of Transpor­
tation ( 7, pp. IV-4, IV-5) recommends a desirable 
taper of- 20 to 1 and a minimum taper of 8 to 1. 
Below the latter value, it is stated that merging 
and weaving accidents will increase rapidly. Long 
tapers can be expensive in urban areas. A European 
study recommends a taper rate of 10 to 1 <!1 p. 
189). In addition, if the plaza taper is insuffi­
cient, turbulence caused by weaving and merging can 
cause the plaza to be the minimum-capacity section 
on the roadway. Several major bridges and tunnels 
have been built with inadequate tapers due to space 
constraints (9, p. 255). Inadequate tapers can also 
develop when toll plazas are widened to accommodate 
increased traffic. 

The required taper rate can be estimated on the 
basis of its ability to prevent queues extending 
from the toll barrier from cutting access to the 
outermost toll lanes. The taper rate will depend on 
the expected queue length (QL) in front of the toll 
booth. 

QL is given by <l> 

QL = [p 2 /(! - p)) (number of vehicles) (!) 

p =(toll lane arrival rate)/(toll lane service rate) < I (2) 

For example, if service rate is 1/(6 s•vehicle) 
and arrival rate is 1/(8 s•vehicle), p is 0.75. 

For a vehicle of width CW to move from behind the 
queue to the adjacent outermost lane, a lateral dis­
tance along the roadway of TPR*CW is required, in 
which TPR is the taper rate. 

If LW is the lane width, then by definition of 
taper rate the minimum lateral approach roadway is 
TPR*LW. The queue length plus the minimum car lane­
change length must be less than the approach roadway 
length. 

QL*VS + TPR*CW.;; TPR*LW 

TPR > (QL*VS)/(LW - CW) 

By using VS 25 ft, LW 15 ft, and cw 

(3) 

(4) 

6 ft, TPR 
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-=o!=~=Two TREADLES AND BOOTHS 
-=*=~=PER LANE 

· · ~· · ············ 

2.77QL. Corresponding values of P• QL, and TPR 
are indicated below. 

.Q. 2!!. TaEer Rate 
0.95 18 50/1 
0.90 8 22/1 
0.85 4.8 13/1 
O.BO 3.2 9/1 

The above shows the sensitivity of the plaza design 
guidelines to the toll processing rate. Most toll 
plazas during peak hours will have queues of at 
least five vehicles. 

INCREASE IN CAPACITY OF TANDEM TOLLS 

If the tandem toll-collection stations are separated 
by a buffer distance of several vehicle lengths, the 
capacity increase is (ll 

ICAP= 2 [TC/(TC + TM)) I 00 (5) 

where TC is the cycle time per vehicle in a nontan­
dem system (e.g., 9 s/vehicle corresponds to a ca­
pacity of 3600/9 z 400 vehicles/hi and TM is the 
move-up time, or time between when the paying pre­
ceding vehicle leaves the toll station and when the 
nonpaying following vehicle reaches the same point 
at the toll station. 

High, intermediate, and low estimates of TM are 
3.2, 2.8, and 2.4 s/vehicle. These estimates are 
based on analogies to velocity profiles of vehicles 
entering a signalized intersection after the aspect 
changes from red to green and from a study of the 
on-time duration of the braking lights of vehicles 
as they stop at a toll booth after approaching 
through a short queue (3). 

If the collection stations were not buffered, the 
increase in capacity can be estimated by Cl, p. 364) 

ICAP= 2 {TC/[TC +TM+ 0.4SD (TC)/yN)} (6) 

where SD(TC) is the standard deviation of the cycle 
times and N is the number of vehicles per batch if a 
batch-processing scheme is used. 

Hall and Daganzo C.!l present data collected at 
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the Golden Gate Bridge and use the previous equation 
to calculate a· capacity increase of ICAP = 18 per­
cent for the $1.00 toll by using TM = 2. 7 s and 
assuming that the booths are not buffered. When the 
booths are buffered, ICAP = 34 percent. 

The result is consistent with a test of tandem 
tolls conducted at the Golden Gate Bridge in 1969. 
By using a makeshift arrangement where the second 
toll collector stood out in front of the islands, 
the flow rate was increased from 625 to 725 vehi­
cles/h (16 percent) (_!, p. 364). 

Tandem tolls could also be used in a truck toll 
lane. Cycle component times for a tractor-trailer 
truck are TC= 14 sand TM= 7.5 s {_l!, p. 189). 

The tandem move-up in time can be estimated as 
TM=5.0s. 

The effectiveness of tandem tolls increases as 
the toll-collection cycle time increases. The pre­
vious equations were applied to derive Table 2. 

APPLICATION TO REDUCE NEED FOR PLAZA WIDENING 

I have presented an example that illustrates one of 
the situations in which a tandem toll system would 
be more economical than additional conventional toll 
lanes for increasing a toll plaza's capacity on 
weekends (]) • 

The cost parameters in the example are as follows: 

1. Capital cost per additional booth: 

Item 
Toll booth 

Cost ($000s) 
40 
30 Toll registry equipment 

Tapered approach road (1500 ft) 1500 
1640 

2. Present worth of staffing: 
$60 000. 

half-day/week, 

By using these parameters, the capacity increase per 
unit of cost is 

1. Tandem: 1.6 cars/(h•$1000) and 
2. Conventional: 0.6 car/(h•$1000). 
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Reliability of Classified Traffic Count Data 

PETER DAVIES AND DAVID R. SALTER 

The reliability of classified traffic count data collected for the planning and 
operation of highway systems is examined. Manual classified count data are 
subject to serious errors, whereas automatic vehicle classification with modern 
microprocessor technology may have other accuracy problems. Accuracy 
checks carried out in the United Kingdom are described for two automatic 
classification systems-for simple classification by using inductive loops alone 
and for detailed classification by using loops and axle detectors in combination. 
An evaluation of automatic classification equipment, including these simple 
and detailed systems, has been carried out in the United States by the Maine 
Department of Transportation. The results of these studies are described. The 
accuracy of simple vehicle classification based on vehicle length alone is limited 
by the fundamental properties of inductive-loop sensors. However, at sites 
with good lane discipline, the accuracy of classification is likely to be sufficient 
for most routine purposes such as the measurement of passenger-car-equivalent 
flows. Tests in the United States have shown that the reduced reliability of 
pneumatic-tube sensors leads to poor classification accuracy when these sensors 

alone are used for vehicle detection. More detailed vehicle classification meth­
ods can give greater accuracy, in excess of 90 percent, but as traffic conditions 
deteriorate, accuracies reduce. In the detailed classification method, there are 
difficulties in discriminating between certain cars, vans, and trucks, particularly 
where lane discipline is poor. Further developments of automatic classification 
techniques are currently in progress, and improvements are anticipated under 
urban traffic conditions and in the portability of detailed classification equip­
ment. However, simple classified counters are already available and already 
have a part to play in displacing unreliable manual counts. Future trends in 
labor and microprocessor costs are anticipated to be such that as new develop· 
ments become available, their rapid exploitation will become increasingly at­
tractive. 

Classified traffic counts have been carried out for 
decades to provide basic information used in the de-
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sign, maintenance, and management of highway sys­
tems. In the past, manual counts have been the only 
source of classified flow data; automatic counts 
have been limited to the recording of axle pairs or 
total numbers of vehicles. More recently, the mic­
roprocessor revolution has changed this state of 
affairs, so that automatic vehicle classification 
and monitoring is now a practical proposition in 
many situations. 

The demands for classified traffic count data are 
various. Simple classification into some five or 
six broad categories of vehicle is a common require­
ment for highway design or traffic signal-timing 
procedures based on passenger-car equivalents 
(PCEs). Longer-term monitoring of classified traf-, 
fie flows provides the basis for forecasts of future 
traffic, disaggregated by type of vehicle. The eco­
nomic appraisal of highway schemes may also require 
a knowledge of the mix of vehicle classes and their 
characteristically different operating costs, occu­
pancies, and values of time. 

A more detailed vehicle classification could also 
have a part to play in some areas of growing con­
cern. Axle-weight distributions of different types 
of truck can be monitored at weighbridge sites and 
the data applied to pavement design or maintenance 
at other locations through detailed classified 
counts. The allocation of road damage costs to dif­
ferent classes of vehicle on toll highways or via 
general vehicle taxation again requires the detailed 
classification of freight vehicles. Other forms of 
classification, such as speed category, headway, and 
lane or turning movement, may also play important 
roles in special situations. 

Relatively little is known about the sensitivity 
of design procedures or traffic control measures to 
errors in the classified count data. One study does 
suggest that highway scheme cost-benefit appraisal 
can be highly sensitive to the mix of vehicle 
classes assumed <l>· Traffic forecasting could also 
be very sensitive, based as it is on the extrapola­
tion of past trends from an assumed current situa­
tion; any errors in the base data may well be magni­
fied in forecasts of the future. Finally, pavement 
design, with its high-order power-law relationship 
between axle weight and road damage, could eventu­
ally prove to be most sensitive of all to the basic 
traffic data input. 

In this paper, we consider the reliability of 
classified traffic count data produced by manual and 
automatic means. Recent work on the accuracy of 
manual classified counts suggests that even for 
closely supervised, well-conducted surveys, results 
are much less reliable than might commonly be sup­
posed. Automatic classification offers opportuni­
ties to overcome some accuracy problems but instead 
can lead to errors of a different nature than those 
resulting from manual enumeration. 

We begin by reviewing available evidence on the 
reliability of manual classified traffic counts. 
Next, two automatic classification systems, for 
which results are presented in a number of accuracy 
studies, are described. Road-sensor design and 
software are two key areas in automatic classifica­
tion, so the scope for their improvement is consid­
ered. Finally, the relative merits of automatic and 
manual classification are assessed in the context of 
the current state of the art. 

MANUAL CLASSIFIED TRAFFIC COUNTS 

At first sight, manual classified traffic counting 
appears a straightforward task. Passing vehicles 
are recorded for predetermined time periods either 
by marking different sections of survey forms or by 
hand-operated counters in order to build up a pie-
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ture of the traffic flow disaggregated by vehicle 
class. In practice, however, this simple procedure 
gives rise to considerable scope for error. Vehi­
cles can be missed, double counted, wrongly identi­
fied, or entered in the wrong place. There are many 
reasons why these mistakes occur. For example, enu­
merators are locally recruited temporary staff whose 
motivation and skill may vary considerably. Count­
ing can be a tedious process; it requires extended 
concentration, which may easily be broken. The 
importance of the data may be far from obvious to 
temporary staff, so the apparently harmless inven­
tion of results may prove a strong temptation. 
Close supervision or performance checks are dif­
ficuJ.t and time-consuming, so sanctions against 
carelessness are rare and rewards for vigilance are 
generally nonexistent. 

Even where counts are properly conducted and well 
supervised, there is evidence to suggest that re­
sults can be unreliable. The U.K. Department of 
Transport compared simultaneous counts by a dedi­
cated full-time team with those of teams locally 
recruited for routine census work at three sites 
(2). Although no consistent biases emerged, there 
were considerable variations in both absolute totals 
and percentage of discrepancies. It was concluded 
that errors were apparently serious, both in abso­
lute and percentage terms. 

Further comparisons are described in an internal 
note of the U.K. Department of Transport, the re­
sults of which are summarized elsewhere (3_). The 
results suggest that 95 percent confidence limits on 
16-h total flows are probably within ±10 percent 
but that considerably greater intervals apply to 
most individual vehicle classes: 

Vehicle Class 
Two-wheeled motor vehicles 
Cars and taxis 
Buses 
Light trucks 
Other trucks 

95 Percent Confidence 
Limit (%) 
±35 
±10 
±37 
±24 
±28 

There was some evidence of difficulty in distin­
guishing "light" from "other" trucks, despite 
special markings carried by U.K. trucks; the in­
terval fell to ±18 percent for all freight vehi­
cles combined. However, the greatest percentage of 
errors is seen in two distinctive categories-­
motorcycles and buses. 

In view of these major discrepancies in 16-h 
counts, how good will peak-period data prove to be? 
The answer must be almost certainly that they will 
be worse, since there is less scope for compensating 
errors within shorter-duration counts. Moreover, at 
peak periods, enumerators will be fully stretched, 
and more vehicles may be missed or guessed. Our 
test with simultaneous film recording of traffic 
flows shows that even highly motivated research 
ohservers find it impossible to count with high 
accuracy and are often unaware that they have made 
mistakes. In less-controlled surroundings the 
problems are likely to be still more severe. 

The quality of manual classified traffic counts 
can clearly give cause for concern. When coupled 
with the errors of sampling, scaling, and fore­
casting, the errors of manual enumeration may well 
be sufficient to produce suboptimal design or man­
agement decisions based on wrong information. 
Whether anything can be done about this at reason­
able cost, for example, through the greater use of 
microprocessor-based automatic vehicle classifica­
tion, is another question. This question is con­
sidered in the remainder of this paper. 
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Figure 1. Typical sensor configuration for simple classification. 
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SIMPLE AUTOMATIC CLASSIFICATION 

For many routine purposes such as the determination 
of PCE traffic flows, simple classification into a 
small number of vehicle categories may well be suf­
ficient. One type of automatic vehicle classifier 
already available counts vehicles into separate bins 
according to their overall lengths. Tests are de­
scribed on the accuracy of such a system, a 12-bin 
speed or 4-bin length classifier manufactured by the 
Golden River Corporation. 

When configured as a length classifier, this por­
table microprocessor-based system records classified 
traffic flows disaggregated into length categories 
specified by the user. The system's main component 
consists of a roadside processing unit sealed with 
its rechargeable battery pack into a cast aluminum 
case and linked to inductive-loop sensors in the 
road. A complementary retriever unit is connected 
to the roadside processor for the initial configura­
tion of the system and for the recovery of data at 
intervals as required. 

The road sensors consist of up to three pairs of 
matched inductive loops; each pair of loops is loca­
ted in a single traffic lane (Figure 1). A wide 
range of loop dimensions will be accepted by the 
equipment, but typical loops would be 1. 5 m long by 
2.5 m wide (4 ft 11 in by 8 ft 2 in) spaced 5 m (16 
ft 5 in) apart. The loops can either be cut into 
permanent slots or be attached temporarily to the 
road surface. 

The classifier operates by timing vehicles be­
tween the two loops to give individual vehicle 
speeds. These data on speed and on the vehicle's 
presence time over each loop allow vehicle lengths 
to be calculated. Each vehicle is logged into one 
of four counting bins according to its estimated 
length. By the selection of appropriate length 
bands, simple vehicle classification is practicable 
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into categories of motorcycles, cars, small trucks, 
and heavy vehicles. Total flows in each class are 
recorded in memory at intervals of between 1 min and 
24 h as preset by the user. 

One optional output for use in setting up the 
system consists of individual vehicle speeds or 
lengths, which appear on the liquid crystal display 
on the front panel of the retriever unit. This fa­
cility was used in tests on the accuracy of the sys­
tem for individual speed or length comparisons. In­
dependent speed che.cks were carried out by precise 
timing of vehicle leading axles between pairs of 
pneumatic tubes, located next to the inductive loops 
of the speed and length classifier. Classifier 
length measurements were compared with vehicle man­
ufacturers' data following manual identification of 
vehicle makes. The accuracy of the independent mea­
surements has been assessed elsewhere (i_). 

Precise timing was carried out by using a por­
table roadside microcomputer. A' machine code rou­
tine was written for a Golden River Environmental 
Computer to scan the sensors and increment a 32-bit 
counter between signals on successive tubes. The 
routine was calibrated by using a stopwatch over in­
tervals of 30 min to 1 h, which gave a count rate of 
23 485/s. Repeated short-duration checks against a 
microsecond-resolution advance timer showed no sta­
tistically significant systematic error and a random 
standard error of ±0.11 ms (±0.02 percent). 

Hand-written recording of vehicle speeds, 
lengths, or makes was only possible at low flows. 
In other cases, individual vehicle results were dic­
tated into a portable tape recorder or where possi­
ble were recorded automatically in the portable 
roadside computer memory. At the busiest site, im­
mediate identification of vehicle makes was imprac­
tical, so a cinecamera was triggered by a road 
sensor to provide a photographic record of each 
vehicle. Vehicle makes were subsequently identified 
from the film. 

The three sites selected for accuracy checks of 
the speed and length classifier were each of dis­
tinctive character. The first was a 6-m (20-ft) 
two-way internal-access road on the University of 
Nottingham campus, which provided a low-speed, low­
volume site at which private cars predominate. The 
second site was an urban dual two-lane highway with 
a 65-km/h (40-mph) speed limit that carried fairly 
high volumes of general mixed traffic and buses. 
The final site was a rural high-speed single-lane 
highway with local dualing at intersections. Its 
modest traffic volumes included a higher proportion 
of commercial vehicles than those of the other sites. 

SIMPLE CLASSIFICATION ACCURACY RESULTS 

The results of individual vehicle speed comparisons 
are summarized below (1 km/h = 0.6 mph): 

Site 
Low 

speed 
(1) 

Low 
speed 
(2) 

urban 
High 

No. of 
Vehicles 
204 

215 

327 
161 

Mean 
Speed 
(km/h) 
32.82 

31.29 

61. 65 
71. 54 

Systematic 
Difference 
(km/h) 
-0.32±0.08 

-0.49±0.06 

-0.09±0.05 
-0.99±0.09 

Random 
Difference 
(km/h) 
±1.10 

±0.86 

±0.87 
±1.07 

Speed measurement forms the first stage of length 
classification, so its accuracy is of considerable 
interest. The two sets of results presented for the 
low-speed site correspond to measurements on dif­
ferent days. 
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At the low-speed and the high-speed sites there 
were significant systematic differences between the 
speed measurements of the classifier and the inde­
pendent system. A proportion of the differences may 
be due to systematic error in the independent speed 
measurements. Another factor, however, could be the 
matching of loop pairs for speed measurementi pre­
cise geometry and equality of loop feeder lengths 
appear to be of considerable importance. Systematic 
errors could if necessary be overcome by individual 
site calibration. 

The random discrepancies in speed measurements do 
not vary greatly between sites. A proportion of the 
discrepancies is simply due to rounding to the near­
est kilometer per hour on the liquid crystal dis­
play, which of itself would account for about ±0. 3 
km/h. A smaller proportion will be due to errors in 
the independent speed measurements. The remaining 
random error in the speed measurements is unlikely 
to be of importance in vehicle classification. 

The results of the individual vehicle length com­
parisons are given below (1 m = 3.2 ft): 

Systematic Random 
No. of Difference Difference 

Site Vehicles (m) (m) 
Low speed 91 -o. 70±0.06 ±0.54 
Urban 276 -0.90±0.04 ±0.68 
High speed 105 -0.17±0.06 ±0.64 

Lengths are systematically underestimated at all 
sites, apparently due to the use of two-turn loops 
instead of the three turns normally recommended by 
the manufacturer. The variations between sites are 
probably associated with different feeder lengths 
and indicate a need for individual site calibration. 

Random errors are also significanti they are of a 
similar order of magnitude at each site. The main 
contributor to random error appears to be differ­
ences in the lateral position of vehicles. The tab­
ulation below shows how vehicles passing over either 
edge of the loop have their lengths systematically 
underestimated in relation to those near the cen­
ter. At this site the loop width was 2 m (6 ft 7 
in) (1 m = 3.2 ft): 

Distance from Curb 
to Nearside Wheel 
(m) 

0.0-0.9 
0.9-1.2 
1. 2-1. 4 

No. of 
Vehicles 
12 
22 
60 

Systematic 
Difference 
(m) 

-1.36 
-1.02 
-0.74 

Figure 2. Zones of detection for three-turn rectangular loop. 

I cm= 0. 39 in 
ALONG LANE ACROSS LANE 
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Distance from Curb Systematic 
to Nearside Wheel No. of Difference 
!ml Vehicles !ml 
1.4-1.6 58 -0.67 
1. 6-1. 8 68 -0.89 
1.8-2.1 43 -0.96 
>2.1 5 -1.24 

These results provided a strong indication that 
the variations in length measurement were associated 
principally with the characteristics of inductive 
loops rather than those of the measuring equipment. 
The effective length of loops appears to vary con­
siderably with the lateral position of vehicles as 
well as with feeder lengths and number of turns. 
With this in mind, some laboratory and field trials 
were carried out at the University of Nottingham 
into the fundamental properties of inductive-loop 
layouts. 

The laboratory tests set out to examine the mag­
netic fields of loops by breaking them down into 
three component parts at right angles. Experimental 
techniques have been described in detail elsewhere 
(~). The experiments aimed to produce contour maps 
that show the limits of the zone of detection for 
each component of the loop's magnetic field. 

Typical contour plots for a three-turn rectangu­
lar loop are shown in Figure 21 the heights of the 
zone of detection are shown in centimeters. The 
loop was a one-third scale model of a 2. 8-by-2. 0-m 
configuration (9 ft 2 in by 6 ft 7 in). 

For a two-dimensional body such as a thin steel 
plate, detection results when the component of the 
magnetic field cuts it at right angles. Thus detec­
tion begins when a vehicle's front panel enters the 
horizontal field running along the traffic lane. It 
ends as the rear panel leaves the equivalent down­
stream field. Vehicles crossing the edge of the 
loop can be picked up as their side panels cut the 
horizontal field running across the traffic lane. 
The curvature of these field boundaries is such that 
the loop's effective length changes continuously 
across its width. These findings were confirmed in 
a number of field trials. 

Experiments with a wide variety of loop layouts 
indicated that although this basic problem cannot be 
wholly overcome, it can be reduced by the adoption 
of broader loops of rectangular outline. The over­
all width must be limited, however, by the need to 
prevent the zones of detection from spreading too 
far into adjacent lanes. 

These basic limitations of the loop sensor con-
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strain the a~curacy of simple vehicle classification 
by using loops alone. The effect of the errors 
will, however, depend on the vehicle length catego­
ries selected in relation to the distribution of 
lengths within the traffic stream. Misclassifica­
tion will only affect vehicles whose lengths are 
similar to the category boundary values, and even 
here random errors will tend to cancel out. Classi­
fication accuracy will also be heavily dependent on 
lane discipline at the survey point, which varies 
considerably from site to site. Preliminary results 
from U.K. sites suggest that simple classification 
can be reasonably reliable based on vehicle length 
from loops alone. 

One weakness of length classification is its in­
ability to distinguish buses from long freight vehi­
cles., An additional parameter, chassis height, can 
be estimated from the strength of the loop signal, 
providing opportunities for the extension of simple 
classification to this additional vehicle category. 
The problems of chassis height measurement are dis­
cussed in later sections. 

DETAILED AUTOMATIC CLASSIFICATION 

In cases where more detailed information is needed 
or where more accurate results are sought, a more 
complex form of automatic vehicle classification may 
be necessary. The accuracy tests described in this 
paper were carried out on a detailed classification 
system that was developed by the U .K. Transport and 
Road Research Laboratory (TRRL) • It consists of 
permanent sensors in the road for vehicle detection 
and a roadside, mains-powered microprocessor system 
for the calculation of various parameters permitting 
detailed vehicle classification. 

The road sensors consist of one inductive loop 
and two triboelectric axle sensors per lane, as 
shown in Figure 3. Sensor dimensions can be varied 
(these are specified as initial data to the micro­
processor system) , although standard layouts have 
been used at most classification sites to'date. The 

Figure 3. Sensor configuration and roadside equipment for detailed classification. 
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axle-detector spacing is usually 1 m (3 ft 3 in) , 
and loops are typically 2.8 m long by 2.0 m wide (9 
ft 2 in by 6 ft 7 in) . 

The roadside equipment includes loop-detector 
electronics and axle-detector signal-processing 
units, as well as the microprocessor and its periph­
erals. These initial interfaces transform raw 
pulses from the sensors into square-wave signals 
suitable for input to the microprocessor. The mi­
croprocessor itself is an RCA 1802 COSMAC single­
board machine with lSK EPROM holding the classifica­
tion software and 2K RAM for temporary data 
storage. Permanent recording is on magnetic car­
tridge. The system is shown in Figure 3. 

The classification system resolves road sensor 
signals to 1-ms timing for the calculation of vehi­
cle parameters. The first parameter, vehicle speed, 
is calculated from the times of the leading axle on 
successive axle detectors. Given the speed, wheel­
base lengths are derived from the time intervals be­
tween axles on a single-axle detector. Overall 
length is estimated from the vehicle's presence time 
over the inductive loop. Finally, chassis height is 
estimated from the strength of the inductive loop 
signal to assist discrimination between certain 
classes of vehicle with similar wheelbase and over­
all lengths. The detector signals from a typical 
vehicle are shown in Figure 4. 

The microprocessor compares the vehicle parame­
ters of wheelbase, overhang, and chassis height with 
limiting values held in memory. When a parameter 
match is found, the vehicle class is identified. 
Twenty-five separate categories of vehicle are dis­
tinguished by the existing system, which allows con­
siderable flexibility in modes of aggregation to 
suit the requirements of individual users. The ve­
hicle categories are shown in Figure 5. 

Output from the system is available in real time 
as a vehicle-by-vehicle listing. More commonly, 
summaries are produced and stored on magnetic car­
tridge at intervals specified by the user. The sys­
tem is capable of producing data on vehicle flow, 
time headway, speed, class, wheelbase, and overall 
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Figure 4. Sensor time sequence diagram. 
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TIME 

Class Vehicle 
nc 
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+3 axle 1f,ml-trailer Ill 
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I • Bus or coach, 3 axle 
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SN 5 axle vehicle nN otherwise classilied 

6N 6 axle vehicle not otherwise cla~sified 

TRRL VEHICLE CLASS LISTING COMPATIBLE WITH EEC REGULATION R1108/70 
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length for four lanes of traffic with capacity flow 
in each lane. 

As an example of the classification methodology, 
consider the problem of correctly classifying the 
following three types of four-axle vehicle: 

1. Class 22, car + two-axle trailer: 
2. Class 46, rigid two-axle truck + two-axle 

(closed-coupled) trailer: and 
3. Class 52, two-axle tractor + two-axle semi­

trailer. 

The classification program contains the vehicle di­
mension r eference table, which for these three cate­
gories consists of the values given in Table l. 

From Table 1 it can be seen that the class-46 ve­
hicle can be identified without using the chassis 
height code. Separation of classes 46 and 52 occurs 
on the second wheelbase dimension, and similarly 
classes 46 and 22 are separated by the first wheel­
base. The separation between classes 22 and 52, 
however, is based on the chassis height code if and 
only if the wheelbase or wheelbases actually overlap. 

Similar data are held in memory for other cate­
gories of vehicle: limiting values for the appropri­
ate parameters are specified. Should the software 
fail to find a match to any of the 25 recognized 

Table 1. Typical U.K. vehicle dimensions for detailed classification. 

Wheel base ( m) Chassis 
Height Overhang 

Vehicle Class 2 3 Code (m) 

21-22 1.90-2.95 l.90-6.00 0.50-1.30 l, 2, or 3 0-12.75 
51-55 1.90-3.51 3.76-15.0 1.05-2.50 0 0-12.75 
41-46 2.96-9.20 1.90-3.75 1.05-2.50 Not used 0-12.75 

Table 2. Detailed classification accuracy under free-flow conditions. 
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classes, the vehicle is logged according to its num­
ber of axles but is otherwise unclassified. Further 
details of the system and its operation are given 
elsewhere (.§_ ,z > • 

ACCURACY OF DETAILED SYSTEM 

In order to assess the accuracy of the detailed 
classification equipment, photographic logging of 
vehicles has been carried out at four test sites. 
Vehicle class, as identified from film, has been 
compared with the microprocessor class assignment 
for some 15 000 vehicles in rural and urban loca­
tions in order to determine the capabilities of the 
system in a range of traffic flow regimes. At other 
sites, classifier output has been compared with the 
results of manual classified counts. 

Accuracy studies undertaken by TRRL at two rural 
sites, where free-flow conditions prevail, suggest 
that the overall accuracy of classification is about 
92 percent <2> • Accuracies are lower for certain 
classes of vehicle where particular problems are met 
in discriminating between similar parameters. uni­
versity of Nottingham accuracy studies (8) indicate 
that under free-flow urban traffic conditions, over­
all accuracy remains quite high. However, as con­
gestion levels, bringing slow-moving traffic and 
poor lane discipline, accurate classification be­
comes increasingly difficult. 

The accuracy of each installation has been as­
sessed by the compilation of accuracy matrices, 
which compare microprocessor and visual classifica­
tion. Summaries of the matrices are provided in 
Tables 2 and 3, which indicate the accuracy of 
classification for the more common vehicle types. 
The results allow compensating errors betwen classes 
where they occur. 

Table 2 shows that at the rural sites, despite 

Rural Site" Urban Siteb 

Observed Classifier Percentage Filmed Classifier Percentage 
Vehicle Class Total Total Error of Error Total Total Error of Error 

0 57 40 -17 30 127 61 -66 52 
1 4159 3976 -192 5 5712 5979 +267 5 
2 266 392 +126 47 781 508 -273 35 
21-22 56 56 34 43 +9 26 
31 319 357 +38 12 675 641 -34 5 
32-35 43 43 121 128 +7 6 
41-46 4 4 25 31 +6 24 
51-55 71 70 -1 2 239 226 -13 5 
61 39 41 +2 5 55 42 -13 24 
N-classes 44 +44 1 99 +98 
Missed 53 46 

8 0vera11 accuracy= 92 percent. bOverall accuracy= 90 percent. 

Table 3. Detailed classification accuracy for experimental installations. 
Noncongested Conditions" 

Filmed Oassified Percentage 
Vehicle Class Total Total Error of Error 

0 23 12 -11 49 
1 2103 1879 -224 11 
2 283 483 +200 71 
21-22 21 21 0 
31 336 347 +11 3 
32-35 55 44 -11 20 
41-46 3 9 +6 200 
51-55 112 98 -14 13 
61 15 17 +2 13 
N-classes 1 100 +99 
Missed 64 23 

3 0verall accuracy = 80 percent. 
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the high overall accuracy, a major source of error 
lies in the classification of cars, vans, and light 
commercial vehicles. The physical similarity be­
tween cars and vans makes their separation diffi­
cult, so classification errors can be substantial. 
Under free-flow urban conditions, results are com­
parable with those for the rural situation, as indi­
cated in Table 2. The problem of misclassification 
of cars, vans, and two-axle trucks is again apparent. 

The serious underestimation of motorcycles (class 
0) in Table 2 (urban site) is related to the use of 
commercial axle detectors that have low sensi ti vi ty 
and do not cover the full width of the lane. A new 
form of axle detector developed by TRRL has been 
used at other sites. This tends to reduce problems 
of motorcycle classification by its greater sensi­
tivity and its coverage of the whole traffic lane. 

Both urban and rural studies indicated that the 
most common causes of misclassification are related 
to vehicles changing lanes. Discrimination of cars, 
vans, and two-axle trucks is dependent on an estima­
tion of chassis height; vehicles with higher chassis 
give weaker signals. The same effect can, however, 
result when vehicles cross the side of the loop 
rather than its center. Although special routines 
are provided in the detailed classifier to detect 
straddling vehicles and adjust their chassis-height 
values, the resulting classification was still not 
wholly satisfactory. 

To help resolve these problems, reference was 
again made to the University laboratory study of 
loop zones of detection (~) . Model tests and full­
scale field trials led to the selection of a series­
wound double rectangular loop in each lane, as shown 
in Figure 6. The tests indicated that more uniform 
length and chassis height measurements could be ex­
pected from these loops for a wider range of vehicle 
lateral positions. The new loops were installed at 
an experimental urban site with a high proportion of 
straddling vehicles following an upstream merge. 
Another feature of the site is congestion during 
busy periods. 

weaving at the two urban sites was compared by 
using the Golden River Environmental Computer system 
for precise timing of vehicles across three pneu­
matic tubes. Parallel tubes were used to measure 
vehicle speeds, and the time on a third, diagonal 
tube was used to indicate lateral position. Figure 
7 shows the distribution of vehicle lateral posi­
tions at both installations; the higher proportion 
of straddlers is found at the experimental site. 

Two separate accuracy studies were undertaken at 
this site during free-flow traffic conditions. The 
first, a routine comparison of microprocessor and 
film classification, indicated an overall accuracy 
of about BO percent (Table 3). The reduced accuracy 
was clearly related to the high proportion of strad­
dling vehicles, as shown for example in the number 
of cars wrongly classed as vans. It was not clear 
from these results whether the new loop design had 
helped to limit the problem of misclassification. 

Further comparisons were therefore carried out by 
using a test vehicle at a range of lateral posi­
tions. The variations of loop output with lateral 
position for the conventional and experimental loops 
are shown in Figure B. The experimental loops do 
give a more consistent signal over a wider range of 
lateral positions than the conventional loops. On 
the other hand, they do not cover as wide an area as 
had been expected from the experimental tests. One 
factor in this result appears to be interference be­
tween the fields of adjacent loops. 

To summarize, the results of the tests on de­
tailed automatic classification suggest that high 
overall accuracies can be obtained at many free-flow 
sites where the incidence of lane changing is low. 
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Some classes of vehicle still create problems, and 
work is continuing on further improvements. Accu­
rate classification under urban traffic conditions 
presents greater difficulties, and research in this 
area is at an earlier stage. 

EVALUATION OF U.S. AUTOMATIC CLASSIFICATION SYSTEMS 

Six automatic classification systems have been 
tested by the Materials and Research Division of the 
Maine Department of Transportation for the Federal 
Highway Administration (FHWA) (10) • Standard accu­
racy checks were applied to six currently available 
systems. Five of these, including the Golden River 
four-bin length classifier, provided simple classi­
fication on the basis of axle configuration or vehi­
cle overall length. The detailed classification 
system developed at TRRL was also tested at the 
Maine facility. 

Accuracy checks included the cross-comparison of 
automatic classification listings with film records 
and the collection of summary data over longer test 
periods (overnight and over weekends). 

Results for the simple classification systems 
indicated that the poor reliability of both the ve­
hicle sensors and the classification equipment was a 
major source of error in vehicle identification. 
Pneumatic tubes were subject to both accidental and 
purposeful damage, which resulted in axle under­
counting, and in addition poor signal definition 
from the air-switch units led to axle undercounting 
even when pneumatic tubes were not damaged. 

Systems that used inductive loops for vehicle 
sensing were found to be oversensitive to minor ad­
justments of, or variations in, the loop-detector 
units. The tests with the Golden River four-bin 
length classifier were limited by equipment faults, 
but a small sample of results suggested that loop 
problems were less noticeable and that the measure­
ment of vehicle overall length was generally more 
accurate. 

It was noted that the classification schemes used 
in the various simple classification systems did not 
offer adequate detail when compared with the data­
collection requirements suggested by FRWA. Not only 
were the schemes limited by the number of categories 
used, but there could be misleading overlap between 
the categories that were defined. 

Tests with the TRRL detailed classification sys­
tem indicated that many of the above problems were 
overcome through the use of both loop and triboelec­
tr ic sensors. Specific accuracy checks indicated 
that overall and axle-length measurements were ex­
tremely good and that speed measurements were to 
within ±1.61 km/h (1 mph) of recordings made with 
radar equipment. In all, 98 percent of the 3000 
vehicles checked were classified correctly, despite 
a much-reduced initial calibration procedure. 

FURTHER DEVELOPMENTS IN DETAILED CLASSIFICATION 

Additional research is currently in progress at both 
the University of Nottingham and TRRL to further im­
prove the performance of the detailed vehicle clas­
sifier. Areas of interest include classification 
under congested traffic conditions, further improve­
ments to sensor response for lightweight vehicles, 
further modifications to loop design for chassis 
height discrimination, and the classification and 
counting of bicycles. 

Software development has been studied at the Uni­
versity by means of a classification simulation run 
on a minicomputer. Raw signals from the sensor 
array, recorded in conjunction with films of vehicle 
flow, provide data on which modifications to soft-
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Figure 6. Experimental sensor configuration for detailed classification. 
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Figure 7. Distribution of vehicle lateral positions at two 
urban sites. 
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Figure 8. Variation of loop output with vehicle lateral position. 
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ware can be tested and appraised. Under experi­
mental conditions, fine tuning of parameter boundary 
values and new procedures for dealing with unclassi­
fied vehicles have improved the accuracy of classi­
fication from 88 to 97 percent on a sample of 5000 
vehicles . It r emains to be seen whether these im­
provements will prove sufficiently robust to be 
transferable to routine conditions in the field. 

The development of queue conditions over the ve­
hicle sensors is known to cause a substantial reduc­
tion in the accuracy of classification. A major 
problem is the sensing of very slow-moving vehicles 
at the loops and axle detectors. Modifications to 
hardware are already in progress, and software de­
velopment of special routines for congested condi­
tions will follow in due course. 

A final area of interest to many potential users 
of the system is the development of temporary sen­
sors for a portable detailed classification system. 
Recent improvements to temporary loop sensors have 
resolved some problems in this area, but temporary 
axle detectors other than pneumatic tubes have yet 
to be developed to satisfactory standards. There 
are many possibilit i es for developments in this area 
and further work is currently proposed. 

CONCLUSIONS 

The evidence available on manual classification sug­
gests that its accuracy is very much lower than 
might commonly be supposed. When coupled with the 
errors of sampling, scaling, and forecasting, the 
reliability of manual classified traffic count data 
must be seriously open to question. 

The development of microprocessor equipment for 
traffic data collection makes long-term monitoring 
at increased numbers of survey points a practical 
p r oposition . Apart from the probability of improve­
ments in classification accuracy by using automatic 

LOOP e e CABLES • 

e quipment, the increased coverage through space and 
time should lead to smaller sampling errors, which 
gives a more reliable base for the forecasting of 
future traffic levels. Furthermore, in conjunction 
with axle-load data, the availability of more de­
tailed classified count information might also pay 
dividends in the fields of pavement design and high­
way maintenance. 

The accuracy of simple vehicle classification by 
using loops alone may be limited more by the in­
herent properties of loop sensors than by the micro­
processor equipment or software adopted in any 
particular case. Nevertheless, provided that clas­
sification sites are chosen well and on-site cali­
bration is carried ' out with care, the evidence sug­
gests that classification can be sufficiently 
accurate for the determination of PCE flows. Simple 
vehicle classification equipment that uses only 
pneumatic-tube sensors has been shown to be less 
reliable due to the susceptibility of these sensors 
to accidental or purposeful damage. 

The detailed vehicle classification equipment, 
which uses loop and axle sensors, is now commer­
cially available from the Golden River Corporation. 
Further developments to the system are currently 
under way in a number of areas, and progress can be 
anticipated in the extension of the system to a full 
range of urban sites as well as to portable equip­
ment for temporary census points . The widespread 
application of these techniques may still be some 
years ahead, although some applica tions for routine 
traffic monitoring are already under way. 

In the longer term, the falling cost of micro­
processor equipment together with increasingly high 
labor costs point to an inevitable growth in the 
attractiveness of automatic vehicle classification 
techniques. Some of those techniques will be ap­
plied in the future: others are available now. If 
properly used, their application should lead to more 
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reliable classified count data for highway planning 
and operation. 
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Application of Counting Distribution for High-Variance 

Urban Traffic Counts 

STEPHEN G. RITCHIE 

This paper describes an application of the negative binomial counting distribu· 
tion to high-variance, short-period traffic counts collected on urban arterial 
roads during peak-period flow conditions. The data were collected at four sites 
downstream from signalized intersections in metropolitan Melbourne, Australia, 
during 1977-1978. Alternative parameter estimation techniques are described 
as well as a simple method for dealing with transient traffic demand patterns. 
The results of these comparative evaluations suggest that the negative binomial 
distribution can be applied quite simply to commonly occurring problems that 
involve high-variance traffic counts and that results are often markedly better 
than those for other elementary counting distributions such as the Poisson dis· 
tribution. 

The inherent statistical variability of many flow­
related attributes of urban transportation systems 
has important implications for the design, opera­
tion, and use of such systems, e.g., in transit ser­
vice design (1), traveler mode choice (2,3), and 
delay at sign-iilized intersections (_!) , to -n;.ne only 
a few. 

Moreover, continued emphasis on transportation 
systems management policies has increased the need 
for more accurate and realistic models that are use­
ful for urban traffic systems analysis. Such models 
include basic statistical distributions of traffic 
characteristics such as vehicle headways, speeds, 
gap acceptances, and vehicle arrivals at a point, 
which are routinely used by traffic engineers and 
analysts in analyzing traffic system performance, 
designing and improving traffic facilities, and de­
veloping traffic simulation models. 

This paper is concerned specifically with 

traffic-counting distributions, which describe the 
distribution of vehicle arrivals at a point during a 
given time interval. Gerlough and Huber (~l have 
described the elementary traffic-counting distribu­
tions, namely, the Poisson distribution, the bino­
mial distribution, and the negative binomial (NB) 
distribution. These statistical distributions have 
been known to traffic engineers and analysts for 
some time. However, the NB distribution has not en­
joyed the same wide application as the Poisson dis­
tribution to traffic problems, despite its apparent 
superiority under fairly common variable flow-rate 
conditions where the variance of traffic counts is 
high. 

In this paper an application is described of the 
NB counting distribution to high-variance traffic 
counts and more specifically to short-period counts 
collected on urban arterial roads during peak-period 
flow conditions. Alternative parameter estimation 
techniques are described as well as an explicit but 
simple method for dealing with transient traffic de­
mand patterns (i.e., time-varying traffic flow 
rates). The results of these comparative evalua­
tions are presented. 

STOCFASTIC NATURE OF URBAN TRAFFIC FLOWS 

In an urban arterial road network, one of the major 
factors that influences the nature of vehicle arriv­
als on a link is the presence of upstream signalized 
intersections. The cyclic interruption to flow pro-
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duced by signals operating under peak-period traffic 
conditions tends to result in pulsed flows on the 
links of an urban network. At points downstream 
from a signal it can often be observed that during 
the early portion of a cycle, traffic flow is high 
and in the form of near-saturated platoons. Later 
in the cycle the flow is often light: it then con­
sists of turning vehicles that have filtered through 
the upstream intersection and any other vehicles 
that might have entered the link at minor cross 
streets. 

As Gerlough and Huber (~) have noted, if a 
traffic-counting interval corresponds to the green 
portion of the signal cycle or to the complete sig­
nal cycle, cyclic effects may be masked. However, 
if the counting interval is short (e.g., 10 s), 
there will be periods of high flow and periods of 
low flow. Thus, combining such short-period counts 
into one distribution results in a high variance, 
which produces a variance-to-mean ratio signif i­
cantly greater than 1. 0, the value expected if ar­
rivals were random and Poisson in nature. 

In practice, substantial nonrandomness can also 
be exhibited by urban traffic counts with counting 
intervals considerably longer than 10 s. For ex­
ample, Newell (.§_) has asserted that typical vari­
ance-to-mean ratios of 60-s counts lie between 1. 0 
and 1. 5. Williams and Emmerson (ll obtained an av­
erage variance-to-mean ratio of 1. 51 in Newcastle, 
England, and Miller (!!l noted that observations in 
Birmingham generally produced values between 1.0 and 
2. 0 ~ thongh one ~et of data gave ~- ratio of just 
over 4.0. The data analyzed in this paper indicate 
that variance-to-mean ratios of 10-s counts taken on 
multilane urban arterial roads downstream from traf­
fic signals can be at least as high as the values 
mentioned above. Also, invariably, as the variance 
of the counting distribution increases relative to 
the mean, the NB distribution provides a better fit 
to the data than a Poisson distribution. 

However, a complication is that during peak peri­
ods, traffic demands are typically time dependent, 
so that significant degrees of nonstationarity are 
likely to exist in time-series short-period traffic 
counts collected in the field. In theory, this fac­
tor invalidates all elementary counting distribu­
tions that are appropriate only for time-stationary 
processes and suggests that more advanced time­
series analyses may be necessary under such condi­
tions (9,10). Such analyses, of course, probably 
exceed ;otonly the experience and time constraints 
of practicing traffic engineers, but also their com­
putational resources and accuracy requirements. In 
addition, elementary statistical distributions, and 
particularly the Poisson distribution, have for many 
years been applied widely by traffic engineers to 
problems such as the analysis and description of ve­
hicle arrivals at a point, the design of turn pock­
ets, warrants for traffic signals and pedestrian 
crossings, as well as accident analysis and simula­
tion of traffic flows (11). 

It is highly likely tha~ .such distribution• will 
also prove valuable in the. future, under a range of 
flow conditions, principally due to their relative 
simplicity. Accordingly, it is suggested in this 
paper that when an elementary counting distribution 
is required for a situation in which the variance of 
counts is high or is expected to be high, the NB 
distribution should be given greater consideration 
than in the past. This distribution will typically 
be more realistic and will provide a better fit to 
the data than a Poisson distribution. The remainder 
of the paper is concerned with empirical estimation 
and application of the NB distribution. 
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DATA 

The data used in this analysis were collected in 
1977-1978 at several sites in metropolitan Mel­
bourne, Australia, on arterial roads downstream from 
signalized intersections. Four surveys w~re CC'J"~ 
ducted, and data were collected manuaD.y by using 
digital counters. In each survey, a 10-s counting 
interval was used. This particular interval was 
chosen because the results of the analyses were to 
be used in a traffic simulation model, a description 
of which may be found elsewhere (12). The charac­
teristics of each survey site are briefly described 
below. 

The site for surveys 1 and 2 was about 10 km from 
the Melbourne central business district (CBD) on a 
major divided (three-lane) circumferential arterial 
road. Survey durations were 7:30-9:30 a.m. for sur­
vey 1 and 3:30-5:15 p.m. for survey 2. The counting 
station was located approximately 300 m downstream 
from a signalized intersection with cycle length of 
about BO s. 

Survey 3 was conducted about 19 km from the Mel­
bourne CBD on a major divided (three-lane) radial 
arterial road. The counting station was located ap­
proximately 250 m downstream from an intersection 
with signal cycle length of 100 s. The survey dura­
tion was 7:15-10:00 a.m. 

Survey 4 was conducted about 16 km from the Mel­
bourne CBD on a four-lane undivided radial arterial 
road. The counting station was located approxi­
mately 600 m down.stream from an intersection with 
signal cycle length of 90 s and about 250 m down­
stream from a signalized pedestrian crossing. The 
survey duration was 7:00-9:15 a.m. 

At each site, the adjacent land use was residen­
tial. For surveys 1-3, the weather was cool with 
intermittent showers, whereas for survey 4, the 
weather was cool and dry. 

As expected, time trends in the peak-period flows 
were evident from 15-min flow profiles for each sur­
vey. Analysis of the mean and variance of the 10-s 
counts from each survey was then undertaken for both 
individual 15-min intervals and each whole peak pe­
riod of counts. These results are shown in Table 
1. The high variance-to-mean ratios for these sur­
veys, both for 15-min and whole-period counts, are 
notable, particularly for survey 3 (Table 1), where 
variance-to-mean ratios of the 10-s counts in some 
15-min periods exceeded 5.0, whereas that for the 
whole period was 4.652. These results are consis­
tent with the high degree of nonrandomness, which is 
to be expected in such urban traffic counts but 
which has of ten been unaccounted for in previous 
analyses and studies. 

NB DISTRIBUTION 

De so r ipt ion 

Unlike the single-parameter Poisson distribution, 
the NB distribution iF specified by two parameters, 
the mean m and a para1uter k. Both these parameters 
must be estimated from data or at l&ast from knowl­
edge about the mean an1 variance of the data. The 
main issue, however, concerns the procedure for es­
timating the parameter k, as discussed in the next 
section. It can be shown that the Poisson distribu­
tion is obtained as a limiting form of the negative 
binomial when the parameter k approaches infinity. 
Furthermore, the NB distribution can be obtained 
from the Poisson distribution when the Poisson pa-
rameter is 
but varies 

constant during each counting interval 
between intervals with an Erlang (or 
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Table 1. Analysis of 10-s traffic-count 
resu Its for each study. Time 

Survey 1 a 
7:30 a.m. 
7:45 a.m. 
8:00 a.m. 
8:15 a.m. 
8:30 a.m. 
8:45 a.m. 
9:00 a.m. 
9:15 a.m. 

Whole period 

Survey 3a 
7:15 a.m. 
7:30 a.m. 
7:45 a.m. 
8:00 a.m. 
8:15 a.m. 
8:30 a.m. 
8:45 a.m. 
9:00 a.m. 
9:15 a.m. 
9:30 a.m. 
9:45 a.m. 

Whole period 

Avg Flow 
(vehicles/IO s) 

2.522 
2.689 
2.856 
3.233 
3.022 
2.822 
2.000 
1.714 
2.615 

5.944 
5.911 
6.156 
6.111 
6.033 
6.333 
5.811 
4.689 
4.166 
3.544 
3.244 
5.268 

al 5-min periods starting at tjmes listed below. 

Pearson Type III) density function (13). 
The NB probability P(n) of n arrivals in a given 

counting interval can be written in several forms, 
one of which is 

P(n) = (k/(rn + k)] k (rn/(rn + k)JR 
(
n+k- 1) 

k-1 
(1) 

where 

n = 0,1,2, ••• , 
m mean arrival rate, 
k distribution parameter (k > OJ , and 

(
n+k-1) 

k -1 
= (n + k -1)!/n! (k -1)! 

Recursion equations have also been derived: 

P(o) = [k/(rn + k)] k (2) 

P(n) = [(n T k - 1)/n] [rn/(rn + k)] P (n - 1) for n;. 1 (3) 

Parameter Estimation 

Large-sample methods of parameter estimation for the 
NB distribution have been summarized by Williamson 
and Bretherton (14). The principal techniques are 
the method-of-moments (MM) procedure and the 
maximum-likelihood (ML) method. In the MM pro­
cedure, the first two distribution moments are 
simply estimated from the sample moments and then 
used to estimate the parameter k. On the other 
hand, although the ML method is generally more effi­
cient, it is somewhat more complex computationally. 
It involves finding parameter estimates that maxi­
mize the sample-likelihood function, which gives the 
relative likelihood of observing the sample data as 
a function of the parameter values (15). 

Let f (n) be the observed frequency of n arrivals 
per counting interval (n= O, 1, 2, ••• ), z be the 
highest value of n observed, and N be the total num­
ber of observations (or counts) • Then 

N = L f(n) (4) 
n=O 

Variance/ 
Mean Ratio 

1.142 
1.577 
1.311 
1.675 
1.480 
1.916 
1.494 
1.765 
1.613 

4.009 
4.139 
4.662 
5.415 
5.432 
5.003 
4.946 
5.011 
2.919 
3.596 
2.316 
4.652 

Time 

Survey 2a 
3:30 p.m. 
3:45 p.m. 
4:00 p.m. 
4:15 p.m. 
4:30 p.m. 
4:45 p.m. 
5:00 p.m. 

Whole period 

Survey 4a 
7:00 a.m. 
7:15 a.m. 
7:30 a.m. 
7:45 a.m. 
8:00 a.m. 
8:15 a.m. 
8:30 a.m. 
8:45 a.m. 
9:00 a.m. 

Whole period 

Avg Flow 
(vehicles/ l 0 s) 

1.056 
1.622 
1.611 
1.411 
1.767 
1.544 
1.367 
1.483 

3.478 
5.133 
5.256 
5.433 
4.889 
4.189 
4.211 
4.200 
3.600 
·~.488 

and the sample mean m is given by 

rn = (1/N) L nf(n) 
n=O 

The sample variance v is given by 

' ~ 
v= (1/N(N-l)J j N n~o n

2
f(n)- [n~o nf(n)J

2 ! 

Variance/ 
Mean Ratio 

1.136 
1.158 
1.321 
1.750 
1.565 
1.574 
1.865 
1.503 

2.728 
3.000 
2.662 
3.412 
2.971 
3.154 
3.130 
3.420 
2.483 
3.084 
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(5) 

(6) 

By using the MM procedure to estimate the NB pa­
rameters, the mean arrival rate m is obtained from 
Equation 5, whereas the parameter k is obtained from 

k=rn/[(v/m)-1] (7) 

where m and v are obtained from Equations 5 and 6, 
respectively. From Equation 7, it is apparent that 
the variance-to-mean ratio must be greater than 1 to 
enable the NB distribution to be fitted. Also, as 
this ratio approaches unity (the value for a Poisson 
process) , k approaches infinity (also the limiting 
value for a Poisson process). In addition, it is 
clear that the MM procedure requires only the sample 
mean and either the sample variance or the variance­
to-mean ratio. The importance of this is that a 
realistic counting distribution may be specified 
with only limited sample data, simply on the basis 
of a mean flow rate and a suitably chosen variance­
to-mean ratio. Limited empirical evidence, to be 
described in the next section, suggests that the 
variance-to-mean ratio of 10-s traffic counts on 
urban arterial roads increases nonlinearly with the 
mean flow rate. The variance-to-mean ratios in 
Table 1 for surveys 1-4 fall in the range 1.1-5.4. 
Also, as noted earlier, typical values for 60-s 
traffic counts have been found to lie between LO 
and 2.0. These values may provide some guidance in 
selecting a suitable default variance-to-mean ratio, 
especially when the variance of counts cannot be 
calculated directly from sample data in a specific 
application. 

In the ML approach to estimating the distribution 
parameters, the mean arrival rate m is found, as be­
fore, from Equation 5. However, an ML estimator of 
the parameter k is found from the solution for k 
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(other thank=~> of the equation g(k) = 0: 

g(k) = N log (1 + (m/k)] - {ff(!)+ f(2) + ... + f(z)] /k} - { [f(2) + f(3) 

+ ... + f(z)] /(k + !)} - ... - [f(z)/(k + z - l)] (8) 

The equation g(k) = 0 can be solved directly on many 
computers and on some programmable calculators by 
using a standard routine for finding the roots of an 
equation. Alternatively, an iterative solution pro­
cedure such as the Newton-Raphson method (16) may be 
readily programmed for a microcomputer as well as 
for some hand calculators. By using the Newton­
Raphson method, the value of k for the (j + 1) st 
iteration is given by 

(9) 

where k j+l • kj are values of k for the (j + 1) st 
and jth ite r ations and g(k) is as in Equation B. 

g'(k)= [-Nmfk(m + k)] +{ [f(J) + f(2) + ... + f(z)] fk2
} 

+ {[1'(2)+ 1'(3) + ... + f(i)] /(k + 1)2
} 

+ . .. + ff'(z)/(k + z - 1)2 1 (10) 

In applying Equation 9, a starting value of k 
(kol can be found by using the MM procedure. How­
ever, if initial values of k much greater than the 
root are taken, spurious results can be obtained. 
In fact, the ML results reported in this paper were 
obtained by using Equation 9 with a fixed initial 
value of ko ~ 1. 0 because, in acme case a, .... v ...... ~. 

gence could not be obtained with an MM initial value. 
To decide when an acceptably accurate estimate of 

k has been obtained from Equation 9, a decision rule 
in the form of a convergence criterion is neces­
sary. The criterion used allowed a maximum relative 
error of 10"' or 0.01 percent. Iterations were 
terminated when the following inequality was satis­
fied: 

(11) 

Once convergence was achieved, the ML estimate of k 
was obtained from 

(12) 

Transient Traffic Demands 

In view of the time dependencies exhibited by the 
peak-period traffic counts for surveys 1-4, a method 
was proposed that might account more satisfactorily, 
in a very simple fashion, for the underlying non­
stationarity. This involved fitting separate dis­
tributions to the 10-s counts in each 15-min inter­
val and aggregating the resulting frequencies to 
form an aggregated whole-period frequency distribu­
tion for each survey. The purpose of this procedure 
was to investigate whether the aggregated distribu­
tion of counts would fit the data better while at 
the same time explicitly recognize the transient 
nature of the traffic demand pattern for each sur­
vey. These results, together with those for the 
normal method of estimating a single distribution on 
the whole sample of peak-period counts, are pre­
sented in the next section. 

RESULTS 

A number of comparative analyses were conducted by 
using each of the four data sets from surveys 1 
through 4. These analyses examined several issues, 
including methods of applying the theoretical count­
ing distributions to peak-period counts, parameter­
estimation techniques, and goodness-of-fit statis­
tics. More specifically, for each of the four 
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surveys the overall goodness of fit of both Poisson 
and NB distributions to the coll'ected data was de­
termined, two methods of applying the Poisson and NB 
distributions to the peak-period counts were inves­
tigated, and in each analysis that involved the NB 
distribution, two methods of parameter estimation 
were used, namely, the MM procedure and the ML 
method. However, before further discussion of these 
analyses and results, the goodness-of-fit statistics 
are described. 

All goodness-of-fit statistics were based on r 
pairs of observed and predicted frequencies. For 
both 15-min and whole-period frequency distribu­
tions, the cumulative predicted probability distri­
bu.tion (Poisson or NB as appropriate) was used to 
derive r. The minimum value of r was chosen that 
satisfied the following: 

r-1 

L P(r);,. 0.99 (13) 
r=O 

w~ere P(r) is the predicted probability of r vehicle 
a:rivals in a 10-s counting interval. 

Consideration was given to several goodness-of­
fit statistics, in particular to Kolmogorov-Smirnov 
and chi-square statistics. However, the nonpara­
metric Kolmogorov-Smirnov test was not employed be­
cause the predicted distribution parameters were 
estimated from the sample (17). Further, use of 
chi-square statistics would have involved several 
difficulties. These centered on the statistical 
requirement for a minimum predicted frequency per 
cell, which would necessitate combining some ad­
jacent frequencies in the tails of distributions and 
would lead to difficulty or ambiguity in the inter­
pretation of chi-square statistics for different 
models applied to the same data set. 

This difficulty or ambiguity may arise not be­
cause of the minimum frequency requirement per se, 
but because different cell structures, different 
numbers of cells, different numbers of parameters 
estimated from the observed data and required for 
the calculation of predicted frequencies, and hence 
different degrees of freedom can be defined for dif­
ferent models. Also, the large sample strictness 
inherent in these statistics results in very strict 
tests and a tendency to reject the fit of many 
models unless they fit the data extremely well (18). 

It was therefore judged desirable to use statis­
tics that could be readily interpreted and used to 
compare the goodness of fit of different counting 
distributions to the same data set. Accordingly, a 
mean absolute deviation statistic (D) and coeffi­
cient of determination (R 2 ) were chosen. 

The absolute deviation (d) between any observed 
and predicted frequency is given by 

d = IO(n) - F(n)I (14) 

where O(n) is the observed frequency of n arrivals 
per counting interval and F(n) is the predicted fre­
quency of n arrivals per counting interval. 

The mean absolute deviation (D) between the ob­
served and predicted frequency distribution is then 
given by 

r-1 

D = L IO(n) - F(n)l/r (15) 
n=O 

with r defined as before. The main advantage of 
using absolute differences for D is that if the pre­
dicted frequency distribution underestimates some 
frequencies and overestimates others, positive and 
negative differences cannot cancel to give a false 
measure of the overall goodness of fit. 

The coefficient of determination was obtained 
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Table 2. Fitted counting distributions 
m• and results for each survey. 

Survey Distribution (vehicles/ I 0 s) k Iterations D R2 

Poisson 2.615 28.42 0.61 
(2.496, 2.734) 

NB-MM 2.615 4.266 13.58 0.9! 
(2.457 ' 2.772) (2.377' 6.156) 

NB-ML 2.615 3.439 7 11 .93 0.93 
(2.457' 2.772) (2.554, 4.323) 

2 Poisson 1.483 26.10 0.79 
( 1.388, 1.578) 

NB-MM 1.483 2.949 6.73 0.99 
(1.364, 1.601) (1 .823, 4.076) 

NB-ML 1.483 2.639 6 5.28 0.99 
(1.364, 1.601) (1.741 , 3.538) 

3 Poisson 5.268 69.51 0.13 
(5.125 , 5.411) 

NB-MM 5.268 1.442 14.79 0.79 
(4.913, 5.622) (1.232, 1.653) 

NB-ML 5.268 1.024 2 8.94 0.94 
(4.913, 5.622) (0.908, 1.140) 

4 Poisson 4.488 50.84 0.01 
( 4.342, 4.634) 

NB-MM 4.488 2.153 13.63 0.76 
(4.200, 4.776) (1.778, 2.529) 

NB-ML 4.488 1.547 4 9.12 0.89 
(4.200, 4.776) (1 .331 , 1.763) 

895 percent confidence interv als form and k are shown in pa rentheses and are based on Anscombe's study (!2). 

from a linear regression between the predicted and 
observed frequencies of arrivals for each survey. 

As noted earlier, whole-period fits of the count­
ing distributions were determined by estimating the 
distribution parameters from the whole sample of 
10-s counts for each survey. The results are shown 
in Table 2 for the Poisson distribution, NB distri­
bution with parameter estimation by the MM procedure 
(NB-MM), and NB distribution with parameter estima­
tion by the ML method (NB-ML). It can be seen that 
the Poisson fits were inferior to the NB distribu­
tion, especially for the higher-flow, higher vari­
ance-to-mean ratio surveys, 3 and 4. For these two 
surveys the Poisson fits were very poor. For all 
surveys, the NB-ML distributions gave better results 
than the NB-MM distributionsi the difference was 
most noticeable for surveys 3 and 4. 

For each survey, distribution parameters were 
then estimated separately for each 15-min interval. 
The frequency distributions so formed were aggre­
gated over each peak period to form aggregated 
whole-period fits, shown below: 

Survey Distribution 0 R' 
1 Poisson 25.32 0.66 

NB-MM 12.97 0.92 
NB-ML 11.88 0,93 

2 Poisson 24.39 0.81 
NB-MM 7.05 0.98 
NB-ML 5.74 0.99 

3 Poisson 59.44 0.05 
NB-MM 15.18 0.76 
NB-ML 9.60 0.92 

4 Poisson 47. 77 o.oo 
NB-MM 13.52 o. 77 
NB-ML 9.35 0.89 

This approach resulted in some improvement in the 
Poisson fits, but these were still much worse than 
either NB fit. In general, there were only marginal 
changes in the NB fits compared with estimating the 
NB parameters on the whole sample as in Table 2, al­
though surprisingly these changes indicated slight 
reductions in the goodness of fit of the NB distri-
butions. 

Because of the marked improvement in statistical 
goodness of fit of the NB distributions over the 
Poisson distributions, it was decided to inspect 

some of the derived NB frequency distributions more 
closely. Figures 1 through 4 show the observed and 
aggregated NB-ML frequency distributions for each of 
the four surveys. At least two features emerge from 
these figures. First, although the overall fits ap­
pear very good, the NB distribution tended to under­
estimate slightly the number of intervals with zero 
arrivals, which were largely caused by the cyclic 
interruption of the upstream signals. Second, the 
tails of the fitted distributions were much longer 
than those of the observed distributions. One rea­
son for this latter feature is probably that, like 
the Poisson distribution, the NB distribution treats 
vehicles as if they were points. Physical con­
straints on the maximum number of vehicles able to 
pass a point in a given time interval are conse­
quently unaccounted for. Such constraints arise, 
for instance, from finite vehicle lengths, quite 
apart from any inability or unwillingness on the 
part of drivers to minimize the gap between their 
vehicle and the one in front of them. Figures 3 and 
4 for surveys 3 and 4, the higher-flow multilane 
surveys, also show that the NB distribution tended 
to underestimate the frequency of arrivals in the 
mid- to higher range of observed arrivals. These 
arrivals probably consisted of reasonably compact 
platoons, which are characteristic of flows down­
stream from a signal during peak periods. However, 
the NB distribution also tended to overestimate the 
frequency of low (but greater than zero) arrival 
intervals. 

Finally, it was observed that the sample vari­
ance-to-mean ratios for the 10-s counts in each 
15-min interval for each survey tended to vary with 
the mean flow rate. The following relationship was 
therefore fitted (with t-statistics in parentheses): 

v/m = 1.203 + 0.0956 m2 R2 = 0.81 
(7.34) (12.13) (16) 

where m and v are as defined previously in Equations 
5 and 6 and shown in Table 1 for each survey. The 
constant in Equation 16, 1.203, is statistically not 
significantly different from 1.0, the variance-to­
mean ratio value for a Poisson process. Equation 16 
may thus be interpreted to suggest that as the mean 
flow rate approaches zero, the limiting counting 
distribution is a Poisson distribution, whereas the 
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Figure 1. Aggregated frequency distribution: Survey 1. 
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Figure 2. Aggregated frequency distribution: Survey 2. 
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departure from a Poisson process increases with the 
mean flow rate. 

Although Equation 16 is based on results for the 
15-min intervals in each survey, it was able to pre­
dict quite accurately (i.e., well within a 95 per­
cent confidence interval) the whole-period variance­
to-mean ratio for each survey. Clearly, if further 
traffic surveys under a broader range of geometric 
and traffic conditions, and counting intervals, than 
those in surveys 1-4 confirmed a simple functional 
relationship such as that in Equation 16, applica­
tion of the NB distribution would be further simpli­
fied. In that case, the distribution parameters 
could be estimated (by using the MM procedure) 
solely from the mean flow rate, as for the Poisson 
distribution. 

CONCLUSIONS 

The analysis in this paper suggests that the NB dis­
tribution can be applied quite simply to commonly 
occurring problems involving high-variance traffic 
counts with results often markedly better than those 
for other elementary counting distributions, such as 
the Poisson distribution. 

Several methods of fitting counting distributions 
to time-dependent peak-period counts were investi-
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Figure 3. Aggregated frequency distribution: Survey 3. 
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Figure 4. Aggregated frequency distribution: Survey 4. 
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gated, as well as alternative parameter-estimation 
techniques. From the results, it would appear that 
unless there is a particular reason to explicitly 
account for the temporal aspect of peak-period traf­
fic demands, as may be the case in a traffic simula­
tion study, the simpler method of estimating the NB 
distribution from the whole sample of peak-period 
traffic counts is to be preferred. Furthermore, 
from a practical viewpoint, the somewhat simpler MM 
parameter-estimation technique may often be pre­
ferred to the ML ·method, although the latter yields 
more efficient parameter estimates. In any case, it 
is clear that a relatively simple alternative to the 
Poisson distribution exists, which can yield a much 
better representation of high-variance, short-period 
urban traffic counts. 

It is hoped that this paper might stimulate re­
newed interest in application of the NB counting 
distribution, pa.rticularly on the part of practi­
tioners concerned with urban traffic systems 
analysis. 
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Delay Models of Traffic-Actuated Signal Controls 

FENG-BORLIN AND FARROKH MAZOEYASNA 

Traffic-actuated signal controls have more control variables for engineers to deal 
with than a pretimed control. The increased sophistication in their control logic 
provides greater flexibilities in signal control but also makes the evaluation of 
their performance more difficult. At the heart of the problem is that traffic de­
lays cannot be readily related to the control variables of a traffic-actuated control. 
This prompts practicing engineers to rely mostly on short-term, subjective field 
observations for evaluation purposes. To provide an improved capability for 
evaluating alternative timing settings, delay models are developed in this study for 
semiactuated and full-actuated controls that employ motion detectors and se­
quential phasing. These models are based on a modified version of Webster's 
formula. The modifications include the use of average cycle length, average green 
duration, and two coefficients of sensitivity that reflect the degree of sensitivity 
of delay to a given combination of traffic and control conditions. Average cycle 
length and average green duration are dependent on the settings of the control 
variables and the flow pattern at an intersection. They can be estimated by exist­
ing methods. 

Traffic-actuated controls employ relatively complex 
logic to regulate traffic flows. This type of logic 
infuses a much-needed flexibility into signal con­
trol, but it also makes the performance evaluation 
of a traffic-actuated control difficult. A major 
problem is that traffic delays resulting from such a 
control cannot be readily related to the settings of 
the control variables and the flow pattern at an 
intersection. 

Current understanding of traffic delays at a 
traffic-actuated signal is obtained only through 
sensitivity analyses with the aid of computer simu-

lation models. Tarnoff and Parsonson <ll have pro­
vided a detailed review of the findings of these 
simulation studies. Computer simulation models, 
however, have significant limitations. 

For one thing, practicing engineers may not be 
familiar with the nature and the capability of such 
models. Furthermore, to ensure broad applicabili­
ties, simulation models are often difficult to use 
in terms of data needs, requirements of computer 
facilities, and the time one has to spend to learn 
how to use them. As a result, practicing engineers 
still rely mostly on short-term, subjective field 
observations in evaluating timing settings. 

An alternative to the use of computer simulation 
is to develop a model in the form of a formula or a 
set of formulas. Such a model would allow expedient 
evaluation of a large number of alternatives and 
would be particularly useful in searching for opti­
mal ways of using a signal control. This in turn 
could encourage practicing engineers to improve the 
efficiency of existing signal controls. 

To partly satisfy this need, this paper presents 
a set of delay models for semiactuated controls and 
full-actuated controls that employ motion detec­
tors. These delay models are calibrated in terms of 
simulation data. They are applicable to signal con­
trols at individual intersections when single-ring, 
sequential phasing is used. The traffic flows con-
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sidered in this study include only straight-through 
passenger vehicles. Other types of vehicles can be 
transformed into equivalent straight-through passen­
ger vehicles for analysis (_£). 

GENERAL FORMULATION 

The delay models ass ume the following form: 

D = 0.9 {IC(! - Ax)2 /2(1 - AxBy)) + [3600 (By) 2 /2Q(l - By)J} ( I) 

where 

D average delay (s/vehicle), 
C average cycle length (s) , 
x = ratio of effective green to average cycle 

length = Ge/C, 
Ge effective green= G + Y - k (s), 

G average green duration (s) , 
Y yellow duration (s) , 
k loss time per phase, 
Q traffic volume in a lane (vph) , 
y saturation ratio = QC/(QsGel, and 

Qs saturation flow rate, which is approxi­
mately 1800 vph of effective green. 

Equation 1 is a modified version of Webster's 
formula (3). Its unique feature is the inclusion of 
the two coefficients of sensitivity, A and B. The 
reason for including these coefficients is that a 
vehicle subjected to a traffic-actuated control can 
exert an influence in the transfer of right-of-way. 
Consequently, traffic-actuated delays and pretimed 
delays can be expected to have different sensitivi­
ties to both the ratio of effective green to cycle 
length and the saturation ratio. A larger value of 
A represents a lesser degree of sensitivity of the 
average delay to the ratio of effective green to 
cycle length (x). In contrast, a larger value of B 
implies a higher degree of sensitivity of the aver­
age delay to the saturation ratio (y). 

SIMULATION MODEL 

The simulation model used in this study comprises a 
flow processor and a signal processor. The flow 
processor generates vehicle arrivals and processes 
the vehicles through an intersection according to 
the signal indications. The spee1, location, and 
acceleration rate of each vehicle are updated by 
this processor once every second. The operation of 
this processor is a function of the signal indica­
tions. It is independent of the type of signal con­
trol. Based on the control logic of a given type of 
signal control, the signal processor uses flow data 
provided by the flow processor to determine the sig­
nal indications for each 1-s scanning interval. 

Under various combinations of flow and pretimed 
signal settings, average delays obtained from the 
simulation model are generally within 15 percent of 
the values estimated from Webster's formula. This 
indicates that the flow processor can move vehicles 
downstream in a reasonably reliable manner. The 
average greens of individual phases of semiactuated 
controls and full-actuated controls as generated 
from the signal processor are found to be within 2-3 
s of estimates obtained from analytical models 
!i,1>· In addition, the simulated delays for a full­
actuated control under near-optimal control condi­
tions agree very well with estimates obtained by 
Morris and Pak-Pay <§.>. These tests do not consti­
tute a complete validation of the simulation model. 
Nevertheless, they confirm the ability of the simu­
lation model to produce satisfactory data. 
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DELAY MODELS 

Semiactuated controls may be used when a lightly 
traveled side street intersects a major street. De­
tectors are installed on the side street to collect 
flow data for making signal-timing decisions. When 
motion detectors are used, the key control variables 
of this type of control usually include minimum 
green (Gmin> for the ma j or street and initial por­
tion (I), unit extension (U), maximum allowable 
green <Gmax>, and detector setback (S) for the 
side street. Without vehicle actuation of the 
detectors, the green light is always given to the 
major street. 

In contrast, full-actuated controls require the 
use of detectors on all approaches that are sub­
jected to signal control. When motion detectors are 
used, the duration of each green phase in a given 
cycle is governed by the same set of control vari­
ables, wh ich usually includes I, U, Gmax• and S as 
defined previ ously . 

To calibrate Equation 1 for either type of the 
control, three levels of the initial portion were 
considered: 5, 8.5, and 12.5 s. At each level more 
than 90 different combinations of flow conditions 
and settings of the control variables were examined 
through computer simulation. To avoid unnecessary 
complications, only two-phase controls were dealt 
with. Each phase involves two traffic lanes with 
equal or unequal volumes. The unit extension is 
confined to a value between 3 ana 6 s, and the 
detector setback is from 50 to 120 ft. 

Under semiactuated controls, the minimum green 
for the major street varies from 20 to 50 s and the 
maximum green for the side street is limited to 30 s. 

For each combination of the flow and signal con­
trol conditions, the simulation model generates 
average delays, average cycle length, and average 

-<Jreen duration related to each signal phase. The 
generated data were used in Equation 1 to determine 
the combination of A and B that best duplicates the 
simulated delays. 

For semiactuated controls, the data generated 
for the side-street traffic were analyzed separately 
from those for the major-street traffic, The reason 
for this is that semiactuated controls are only 
responsive to the side-street vehicles and thus the 
side-street delays and the major-street delays are 
likely to be affected by the controls in different 
ways. 

The results of the model calibration are shown 
in Figures 1 and 2 for semiactuated controls and in 
Figure 3 for full-actuated controls. Figure 1 shows 
that for semiactuated control, both A and B for the 
side-street delays are greater than or equal to 
1.0. This indicates that the side-street delays are 
less sensitive to the ratio of effective green to 
cycle length (x) and more sensitive to the satura­
tion ratio (y) than pretimed delays. Since B de­
creases with respect to the initial portion, it can 
also be said that a shorter initial portion gives 
rise to a greater sensitivity of the delays to the 
saturation ratio. In other words, when a short ini­
tial portion is used, the average side-street delay 
increases rapidly with respect to the saturation 
ratio. When the G/Gmax ratio increases , howe ver, 
A and B approach 1.0. This implies a conver genc e of 
semiactuated controls to pretimed controls. 

For the major-street traffic, A has a constant 
value of 1.0 (Figure 2) as in the case of a pretimed 
control. The value of B increases with the initial 
portion used for the side-street traffic. Therefore, 
a longer initial portion for the side street could 
cause the major-street delays to rise rapidly with 
the saturation ratio. The value of B for the major­
street traffic also varies with the ratio of average 
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Figure 1. Calibrated values of A and B for side·street traffic under semiactu· 
ated control. 
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Figure 2. Calibrated values of A and B for major-street traffic under semi· 
actuated control. 
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green to minimum green (G/Gminl • When this ratio 
is less than 1.1, the variation of the majo r-street 
green from one cycle to another is small and B ap­
proaches 1.0. 

Under full-actuated controls, the value of A is 
at least as large as 1. O, and it can be concluded 
that average delays resulting from a full-actuated 
control are less sensitive to the Ge/C ratio than 
pretimed delays. 

The value of B exceeds 1.0 when the initial por­
tion is below 7.5 s and drops under 1.0 at a longer 
initial portion. This feature signifies that the 
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Figure 3. Calibrated values of A and B for full-actuated control. 
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sensitivity of the average full-actuated delays to 
the saturation ratio increases when the initial por­
tion decreases. It follows logically that a heavier 
flow should be given a longer initial portion. 
Also, the average full-actuated delays are not so 
adversely affected by the saturation ratio as pre­
t imed delays when the initial portion is greater 
than 7.5 s. The advantage of full-actuated con­
trols, however, disappears when the G/Gmax ratio 
is in excess of approximately 0.95. At this level 
of the ratio, full-actuated controls behave more or 
less like pretimed controls. 

To be useful as a tool for evaluating alterna­
tive timing settings and detector setbacks, Equation 
1 has to be used in conjunction with a method for 
estimating G and c. A reasonable option is to use 
the methods presented by Lin (_!,.?_) in two recent 
studies. These methods relate the average green of 
a signal phase of a semiactuated control or a full­
actuated control to the control variables and the 
traffic flow pattern at an intersection. The formu­
lations of the methods are not simple because of the 
complex logic of the traffic-actuated controls. 
Nevertheless, the methods can be applied manually or 
be implemented in the form of short computer pro­
grams with about 60 FORTRAN statements for semiact­
uated controls and about 100 statements for full­
actuated controls. 

It should be noted that, in their existing 
forms, these estimation methods are generally appli­
cable only when a unit extension of greater than ap­
proximately 3-3.5 s is used. With a shorter unit 
extension, premature termination of green phases is 
quite likely and the methods will require modifica­
tions. 

Based on these methods for estimating G and C, 
the average delays obtained from the delay models 
agree reasonably well with the values generated from 
the simulation model. The difference s are within 3 
s in more than 85 percent of the cases examined in 
this study. 

APPLICATIONS 

The primary applications of the delay models are in 
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Figure 4. Domains of preferred types of two-phase signal control derived from 
delay models and Equation 1. 
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the evaluation of alternative timing settings. By 
using the models as a tool for sensitivity analysis, 
one can examine relatively easily how changes in the 
timing settings and detector setbacks may affect the 
efficiency of a signal control. The models are par­
ticularly useful for searching for optimal controls 
when a microcomputer is available to implement the 
methods for estimating G and C. 

The delay models can also be used to assist in 
the selection of alternative types of signal con­
trol. For example, by using the delay models and 
Webster's formula, one can obtain Figure 4. This 
figure shows the most efficient types of signal con­
trol along pretimed, semiactuated, and full-actuated 
controls for various combinations of flows. 

CONCLUSIONS 

Use of simulation models for evaluating a large 
number of alternative timing settings and detector 
setbacks is usually cumbersome and requires substan­
tial resources. The delay models described in this 
paper provide a more efficient alternative. These 
models, however, are applicable only when motion 
detectors are used and when sequential phasing is in 
effect. Similar models may also be developed for 
other types of traffic-actuated control. The avail­
ability of such simplified models could encourage 
practicing engineers to make an effort to improve 
existing controls. 

Discussion 

Kenneth G. Courage 

Within the scope stated by the authors, the study 
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appears to be sound. The methodology is scientific 
and the results are reasonable. 

The authors propose an extension to Webster's 
delay model to deal explicitly with certain operat­
ing parameters (minimum and maximum green) for a 
traffic-actuated controller. They suggest that a 
model of this form is preferable to existing models 
that treat these parameters implicitly. The results 
of the proposed model are not compared with those of 
the existing models. Such a comparison would have 
made the results more credible. Greater credibility 
might also have been achieved by starting with the 
TRANSYT modification to Webster's model, which deals 
with oversaturated as well as undersaturated opera­
tion. 

The applicability of these results is con­
strained by the scope of the study, which was 
limited to exclude volume density operation and 
presence detection on the approaches. These fea­
tures are both very common and both have been shown 
to produce a more efficient signal operation than 
the conventional actuated controller with motion de­
tection. 

Another limiting factor in the results is that 
the coefficients A and B are shown to vary with the 
parameter G/Gmax· In other words, the optimal 
setting of the operating parameters varies with 
traffic volume; therefore no permanent controller 
settings can be developed by using the proposed 
model. This variation has been recognized in the 
past and was the primary motivation behind the 
development of the volume density controller. 

It must be recognized that the most successful 
modes of locally actuated intersection control are 
based on intuitive mechanical models. These models 
are primitive and they defy purely analytical treat­
ment. Their popularity is derived from the fact 
that they can be fully implemented on the street, 
whereas theoretical models, such as the one dis­
cussed in this paper, cannot. 

Aulhurs ' Closure 

The operation of the pulse-mode traffic-actuated 
control has not been properly modeled and analyzed 
in the past. A comprehensive discussion of this 
issue is not appropriate for this closure. Neverthe­
less, an existing model discussed by Courage and 
Papapanou <ll can be used for a short discussion. 
This earlier model is based on a control strategy 
that has the following characteristics: (a) it dis­
tributes available green time in proportion to de­
mand on critical approaches, and (b) it minimizes 
wasted time by terminating each green interval as 
soon as the queue of vehicles has been properly ser­
viced. We indicated that this control strategy 
closely approximates the operation of the tradi­
tional traffic-actuated controller that has heen 
properly timed and that the delay estimates will 
therefore reflect the best operations that can be 
expected from traffic-actuated control. The valid­
ity of these claims aside, this earlier model is 
aimed at estimating the minimum delays. In con­
t rast, the proposed model provides a mechanism for 
estimating delays under various combinations of 
traffic and control conditions. 

Furthermore, a close examination of the earlier 
model will reveal that the only control variable 
considered in the model is the maximum green of a 
signal phase. Unfortunately, this variable is of 
concern only under very limited conditions. The 
model also uses average cycle length (Cal , which 
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is calculated as Ca = L/ (1. O - Y) , where L is the 
total loss tiR)e per cycle and Y is the overall de­
gree of saturation of critical movements. Again, 
under a traffic-actuated control, the average cycle 
length cannot be adequately estimated from such an 
equation. The result is a model that has little to 
do with the actual timing settings and detector set­
back. 

In short, the proposed and the earlier models 
have distinct characteristics. A comparison of the 
two models is really meaningless and will not make 
the proposed model either more or less credible. 

The discussant suggested that the simulation 
model used to develop the delay models should have 
been calibrated on the basis of the TRANSYT-7F model 
(.!!_) rather than on the basis of Webster's delay 
model Ill· The contention was that Webster's model 
gives unrealistically high estimates of delay when 
the saturation ratio approaches or exceeds 1.0 
(Figure 5). Such a contention reflects a general 
lack of understanding, not only about the nature of 
Webster's model, but also about the flow char­
acteristics at saturation ratios near or exceeding 
1.0. 

Figure 5. Comparison of Webster's model with TRANSYT-7F model . 
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To resolve this issue, it is necessary to point 
out that in terms of delays, the operation of a sig­
nal system can be classified into the following 
states: 

1. Stable state: In this state the average 
delay of a flow is primarily a function of the flow 
rate. Variations in the delays from one field ob­
servation or simulation run to another are small as 
long as the flow rate and the control conditions re­
main unchanged. 

2. Metastable state: In this state the average 
delay depends not only on the flow rate but also on 
the sequence of the arriving headways. If the same 
flow rate persists, a stable value of the average 
delay can still be obtained. However, the varia­
tions in the delays become substantial at a given 
flow rate. 

3. Unstable state: In this state the average 
delay depends not only on the flow rate and the se­
quence of the arriving headways but also on the time 
period in which a given flow rate persists. In 
other words, the average delay is time dependent. 
The longer the flow rate persists, the higher the 
average delay becomes. 

The existence of these states can be identified 
from computer simulation. Figure 6 shows an ex­
ample. There are no clear-cut boundaries between 
the various states. For pretimed control, the meta­
stable state may arise when the saturation ratio is 
in the range of 0.8-0 . 9; the unstable state may 
emerge when the ratio is about 0.9 or greater. 

Webster's model gives the estimated delay for a 
flow that persists indefinitely. Naturally, when 
the saturation ratio approaches 1. O, the estimated 
delay approaches infinity. If this nature of the 
model is not recognized, the comparison between 
Webster's model and the TRANSYT-7F model is just 
like the comparison between apples and oranges. 

Since in the real world a flow will never persist 
long enough to induce an infinite average delay, the 
TRANSYT-7F model attempts to account for this fact 
by using a delay function with finite delay values 
(Figure 5). In so doing, it only gives one a false 
sense of security. The reason is that at high 
saturation flow rates, delay is time dependent. 
Therefore, in a finite time frame, the single delay 
function of the TRANSYT-7F model should be replaced 
with a set of delay functions, each of which is as­
sociated with a given time period of signal opera­
tion. In reality, this is extremely difficult if 
not impossible to accomplish. 

In the absence of better information, Webster's 
model is a reasonable basis for calibrating a simu­
lation model. The calibration, of course, should be 
based on stable or metastable operations. A simula­
tion model calibrated in this manner will not result 
in unrealistically high average delays over a finite 
time period. Figure 7 illustrates this feature. 

In summary, the TRANSYT-7F model does not have 
real advantages over Webster's model. Significant 
improvements can be made only if the delay function 
at high saturation ratios can be explicitly and re­
liably related to time. 

We recognized that the proposed models are not 
applicable to volume-density operation and pres­
ence-mode operation. However, the same methodology 
can be employed to develop a model for either one of 
such operations. 

The discussant seemed to object to the fact that 
the model showed that the optimal settings of the 
operating parameters varied with traffic volume. 
Such variations not only are inherent to pulse-mode 
operation but also exist in presence-mode operation 
and volume-density operation. In fact, as long as a 
signal control requires predetermined settings, it 



38 

Figure 7. Comparison of simulated delays with Webster's delay under pre­
timed control. 
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will not always result in an optimal control under 
varying traffic-flow conditions. Precisely for this 
reason, it is desirable to have a reasonably simple 
yet reliable model to determine the trade-off of 
timing settings with respect to a typical daily flow 
pattern. Such a trade-off analysis would enable one 
to select permanent settings. The use of volume­
density control alleviates but does not eliminate 
this problem. 

It would certainly be a blessing if the operation 
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of a signal control could be adequately represented 
by a primitive and intuitive model. In reality, 
such intuitive models for analyzing traffic-actuated 
controls are often misleading and are usually not 
better than practicing engineers' intuitive judg­
ments. In anticipation of increased use of micro­
computers, there is room for developing models that 
are more reliable than intuitive models but less 
difficult to use than most existing simulation 
models . 
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Another Look at Bandwidth Maximization 

KARSTEN G. BAASS 

One solution to the problem of fixed-time traffic signal coordination is the pro­
vision of a large green band that allows road users to drive at a reasonable speed 
without stopping. This solution is popular with drivers, although it does not 
necessarily lead to delay minimization except in special cases. A method for de­
riving the globally maximal bandwidth together with all possible suboptimal 
values is described. The programs WAVE1 and WAVE2 can also be used to 
generate curves that show the continuous relation between uniform progression 
speed and corresponding maximal bandwidth over a wide range of speeds and 
cycles. The typical shape of this bandwidth-speed relationship is explained 
theoretically, and the theory is used in the development of the algorithm. It is 
shown that bandwidth varies greatly with progression speed and it is suggested 
that setting bandwidth at the globally optimal value may not always be the best 
choice. The decision to adopt a progression speed, a bandwidth, and a cycle 
time should take into account a range of values of speed and cycle. The pro­
posed method was applied to 18 data sets of up to 24 intersections taken from 
the published literature and the results obtained were compared with those 
given by the mixed-integer linear-programming approach. Computer execution 
time is extremely short and the storage space required is negligible, so the 
method could be of interest in practical applications. 

The maximization of bandwidth is one of the two ap­
proaches used for determining offsets between fixed­
time traffic lights on an artery. There are a num­
ber of fairly restrictive hypotheses related to this 
approach, e.g. , the assumptions of a uniform pla-

toon, no platoon dispersion, low volumes, and no or 
very few cars entering the artery from side 
streets. Situations corresponding to these assump­
tions are rare. Nevertheless, the bandwidth-maxi­
mizing approach is psychologically attractive to the 
user, who is unable to distinguish between a non­
synchronized artery and one that is perfectly syn­
chronized for delay and stop minimization but does 
not allow the user to pass at a reasonable speed 
through the artery without stopping. 

r.i ttle and others (.!_) and Morgan (~) were the 
first to suggest a mathematical formulation for the 
bandwidth-maximizing problem, and more recently 
Little and others <ll published a program called 
MAXBAND. This program is based on a mixed-integer 
linear-programming approach and determines the 
speeds that give the overall maximum bandwidth over 
a range of acceptable speeds. The linear-program­
ming approach also allows for variations in speed 
between intersections and enables new constraints to 
be easily introduced. 

This paper describes an algorithm that determines 
the overall maximum bandwidth together with all sub­
optimal values, if they exist, for a wide range of 
speeds. At this time, only two-phase fixed-time 
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traffic light operation is considered and a constant 
speed on the a rtery is ass umed, but the algorithm 
could be gene r alized to chang ing speeds between 
intersections. 

The solution approach is essentially geometric, 
and the algorithm is extremely fast for arteries of 
up to 25 intersections. The l i mi t of 25 is not due 
to the algorithm nor to computing time but was set 
because this number is quite high enough for prac­
t i c al s ync hro ni zation problems . The appr oach also 
prov i des i nsights into t he theo re t ical relationships 
and may e xplai n why t he bandwid th a ppr oach works 
better in certain cases than in others. 

THEORETICAL CONSIDERATIONS 

Morgan (2) has s hown that for a g i ven speed there is 
a set of half- integer offsets tha t gives maximal 
equal bandwidths. It is shown also that one can 
derive another optimal solution with unequal speeds 
and bands from this initial solution. The following 
discussion will thus pertain only to equal maximal 
bandwidths. 

Consider first one of the possible half-integer 
sets of offsets, represented for simplicity on a 
t i me-space dia g ram as i n Figure 1 (o f fset scheme 
0-1-0-0). For the present , we cons ider only speeds 
between a mi nimum and a maximum speed , as s hol<m in 
Figure 1 by the dotted and interrup t ed lines. In 
the following, when necessary, the c ons.t ant K = V*C 

Figure 1. Geometry of a progression. 

Figure 2. Band corresponding to speed Vd in Figure 1. 

di s ta nee 
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is used instead of a fixed speed and a fixed cycle. 
This relation is given by a simple scale transforma­
tion of the time-space diagram. Figure 1 shows that 
there are two extremal values of speed possible. 
The first (Va) occurs when the speed line is tan­
gential to two of the lower reds and the second 
(Vu) when the speed line is tangential to two of 
the upper reds. These two speeds will be called 
possible optimal speeds. They give rise to two 
parallel bands of different bandwidths as shown in 
Figures 2 and 3 . 

As progression speed decreases in Figure 2, the 
bandwidth decreases until a speed is reached where 
bandwidth is zero. As speed increases in Figure 3 
(or the slope of the speed line decreases), the 
bandwidth will ultimately become zero if the speed 
does not reach infinity first. These relations can 
be expressed by the following equations. For the 
case in which the speed line is tangential to lower 
reds and i, j are the critical lights, the slope of 
the speed line is given by 

s = 360/V d •C = ( dj - d;)/(Xj - x;) 

elm = d; + s (xm - x;) (!) 

and the bandwidth at all m intersections is given by 

bmd = (rm /2) + INT*SO +gm - dm 

bmd = INT*SO - [(rm + r;)/2] - s (xm - X;) 

DISTANCE 

Figure 3. Band corresponding to speed Vu in Figure 1. 

'" E 

distance 

(2) 

h 
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where 

xm = cumulative distance from first intersection, 
dm ordinate of upper edge of lower red, 
um ordinate of lower edge of upper red, 
rm = percentage of red at intersection m, 
gm percentage of green at intersection m, and 

C cycle length. 

INT is an integer such that 

where brad is as large as possible within these 
limits. The maximal bandwidth becomes 

For the case in which the speed line is tangential 
to the upper reds and h and k are the critical 
lights, 

(3) 

(4) 

The speed line can now be pivoted about Pl in 
Figui:e 2 <ind speeds and corresponding bandwidths up 
to a bandwidth of ze ro can be determined. Cl ear ly, 
the upper r ed that limits the ba ndwidth will ha ve to 
be fou nd, and i t will in cer t ain cases also happen 
tha t the spe ed line touches a red for m < p before 
B = 0. 0 is obta ined . In this case, the pivot will 
have to be changed. The formula that gives the 
bandwidth for a known pivot point and a known limit­
ing red becomes 

Bd =INT* SO - [(rp + r2)/2) + (360/VC) (xp - x2) 

B,, =INT* SO - [(rp + r2 )/2] - (360/VC) (xp - x2) 

(5) 

(6) 

where p is the number of the pivot intersection and 
1 is the number of the limiting intersection. 

We now consider an artery of four intersections 
in Laval, Quebec, as an example to illustrate these 

Figure 4. Curve relating speed to bandwidth for offset 
scheme and speeds Vu and Vd shown in Figure 1 (Laval 
example) . 
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equations. The data are given below ana the cycle 
time is 80 s: 

Artery Distance (m) Red ! ' l 
l o.oo 25 
2 297.18 24 
3 803.15 40 
4 987.55 40 

Figure 5. Possible speed bands from intersection i for speeds between Vmu 
and Vmln· 

w 
_J 

u 
>­
u 

LL 
0 

DISTANCE 

SPEED (KM/H) 



Transportation Research Record 905 41 

Figure 6. Curves relating speed OFFSET SCHEMES 

to bandwidth for all possible 60 l 0-0-0-0 5 0-1-0-0 
offset schemes for Laval example 2 0-0-0-1 6 0-1-0-1 
(n = 4). 
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Figure 7. Example of V-B 
curve with major oscillations at 
lower speeds (data set 2, 10 
intersections, 52 percent mini­
mum green). 
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Figure 1 shows this artery and from Equations 5 and 
6 the relationships tabulated below can be d.erived: 

V1 V2 Bandwidth 

26.53 2 7.02 I: B INT*50 - 32.5 - 4443.975/V 
27.02 39.26 II: B INT*50 - 32.0 - 3106.665/V 
39.26 48.04 III: B INT*50 - 40.0 - 829.800/V 
48.04 111.21 IV: B INT*50 32.5 + 3614.175/V 

A pivot change from intersection 2 to 1 has to be 
taken into account at a speed of 27.02 km/h. The 
equations above give the relation between B and V 
(or K = V*C and B) as shown in Figure 4. This curve 
is typical; it has a concave part up to the lower 
optimal speed and a convex section for speeds 
greater than the highest optimal speed. There is 
only one optimal speed in the case in which the 
critical lights for Va and Vu are the same and 
have the same amount of green. 

If speeds are allowed to vary to a larger extent, 
other speed bands wili become possible for the same 
set of offsets shown in Figure 1. This is depicted 
in Figure 5. Each of these speed bands will produce 
a V-B curve similar to the one in Figure 4. There 
are 2**(n - 1) possible half-integer sets of offsets 

50 100 

SPEED (KM/H) 

to be considered in this way, and the resulting 
curves of speed against bandwidth can be drawn to­
gether in one graph as shown in Figure 6. The en­
velope of these curves will be the curve of maximal 
bandwidth for each and every speed for a given cycle 
length. And since V*C is a constant, one can also 
derive all possible combinations of V and C that 
have the same bandwidth by using this envelope curve. 

The extremal point of this curve between a mini­
mum and a maximum speed is the same as the one ob­
tained by the linear-programming approach of MAXBAND 
for the special case of uniform speeds. Some in­
teresting remarks can be made by analyzing different 
V-B envelope curves. 

1. There are many optimal values at low speeds 
and less at higher speeds as in Figure 7. This will 
be explained later by a simple formula, but it is 
also intuitively clear from Figure 5. 

2. For the special case of equal distances be­
tween intersections and equal green times, maximum 
bandwidths corresponding to the minimum green may 
not be obtained at reasonable speeds. As the green 
time is decreased (as in Figure 8) from 60 percent 
to 50 i;>ercent and to 40 percent, the same envelope 
curve is displaced on the ordinate by 10 percent. 
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Figure 8. Comparison of speed-bandwidth curves for different mini­
mum greens and equal distances between intersections. 
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Increasing the distance between lights (four times, 
for example) does not change the envelope curve. 
The range of speeds in Figure 9 (top) between 0 and 
30 km/h is merely stretched four times to speeds 
between 0 and 120 km/h. This entails an increase in 
oscillations of the V-B curve. 

3. As average distance between intersections 
increases, the envelope curve becomes more un­
stable. The stability of the band with respect to 
speed decreases. Figure 6 gives an example of a 
relatively stable situation at least between speeds 
of 60-90 km/h with an 80-s cycle. stability should 
also be taken into account in the choice of a band 
and progression speed. If, for example, in Figure 9 
(bottom) an optimal speed of 36 km/h and a band of 
50 percent is chosen and speed increases or de­
creases by only 2 km/ h, the bandwidth will fall to 
only 5 percent. This may explain why certain bands 
are apparently very inefficient as volume increases 
slightly; a slight reduction in speed is produced, 
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but there is a major decrease in bandwidth. It may 
not always be good to adopt the extremal value of 
the V-B curve if this value is on a steep part of 
the envelope curve. 

4. As the number of intersections increases, the 
envelope curve becomes more and more unstable, as is 
shown in Figure 10. In this case, oscillations in­
crease and attainable bandwidth is small. 

Clearly, the discussion up to now is purely theo­
retical and certainly impractical, since it is im­
possible to enumerate all possible combinations of 
half-integer offsets in order to produce the enve­
lope curve that gives the extremal values. In the 
case of 24 intersections there would be 8 388 608 
offset schemes to be investigated and for each off­
set scheme there would be a certa i n number of possi­
ble speeds, depending on the range of speeds to be 
studied. 
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THE ALGORITHM 

The aim is to determine all possible extremal points 
on the V-B envelope curve for up to 25 intersections 
and also for a reasonable range of speeds and cycles. 

It appears impractical to enumerate all possible 

Figure 9. Arteries with equal distance between 
intersections: top, 100 m; bottom, 400 m. 
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half-integer off set combinations. But this enumera­
tion can be avoided. It is obvious that the speeds 
giving rise to the extremal points on the V-B curve 
must be straight lines in the time-space diagram, 
i.e., lines that correspond to Va and Vu . These 
possible optimal speeds can be calculated as 

so 1 0 0 

5 0 1 0 0 

SPEED (KM/ H) 

Figure 10. Example of V-B curve for 24 intersections (data set 15, 47.5 percent minimum green). 
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straight lines between any two critical lights i and 
j for all i = 1. •. n and all j = (i + 1) ••• n. Fur­
thermore, as Figure 11 shows, there may be several 
possible optimal speeds between each pair of i and j. 

For Va (referring to Figure 11), we have 

(7) 

For Vu (referring to Figure 12), we have 

Yu = (720/C) [(xj - xi)/(rj - ri + lOOk)] (8) 

where 1,k = 0 ... m such that 

The resulting speeds are speeds that are extremal 
points on the subset of V-B curves and that may be 
extremal points of the envelope curve. 

We now show that the number (N) of speeds to be 
calculated in this way is small or at least computa­
tionally feasible for all cases in which the number 
of intersections (n) is less than 25. With Vmin 
and Vmax• the limits of the speed range to be in­
vestigated, fixed, we have from Equation 7 for Va 

Figure 11. Geometric relationships for Vd. 
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If we take the same number for Vu, the number of 
speeds Ni to be calculated for each pair i,j would 
be 

where IFIX ( 1) denotes the integer part of 1. 
upper bound for Ni can be obtained by using 

N; ~ 2 {Qi1 - Qi2) ~ (14.4/C)(xj - X;) [{1/V min ) - {1/V max )] 

N; ~ F (xj - x;) 

F = {14.4/C) ((1/Vm;n) - (1/Vmax)J 

An 

{11) 

This result is not surprising. If the range of 
speeds to be considered between Vmin and Vmax is 
small, very few possible speeds will fall between 
these two extremes. Also, as Vmin becomes small 
many speeds are possibly optimal, which explains the 
many oscillations in the V-B curve at low speeds or 
low K-values. From the tabulation below, the impor­
tance of the lower speed range can be seen. In 
fact, 50 percent of possible speeds between 10 and 
infinity and 20 and infinity lie between 10 and 20 
km/h: 

Range 

Vmin 
~ 
10 
15 
20 
30 
40 
30 
20 
15 

o f Spe ed 

100 

60 
80 

125 

F Percentage 

0.1 100.00 
0.09 90.00 
0.067 67.00 
0 ~ 05 so.cc 
0.033 33.33 
0.025 25.00 
0.016 7 16.66 
0.037 5 37.50 
0.058 67 58.67 

Ni depends approximately only on the distances 
between intersections and one can develop a summa­
tion formula for N over all intersections i, which 
constitutes an upper bound for the number N: 

n 

N.;; F [i~l {2i - n - 1) x;] {12) 

Eighteen data sctG were analyzed. These data sets 
were taken from the published literature, and the 
second column in Table 1 gives the references . An 
approximate lower bound for N was obtained by con­
sidering that distances between intersections are, 
on average, 

In this case formula 12 becomes 

N ;;. FL {n3 - n)/6 {13) 

The usefulness of Equations 12 and 13 can be veri­
fied from the data in Table 1. In fact, the formu­
las correspond fairly well to the number (N) of 
speeds actually calculated. Figure 13 shows the 
relation between N and n . It may also be seen in 
Table 1 that the mean distance between intersections 
alone explains more than 80 percent of the number 
N. The remaining percentage is due to the differ­
ences in reds and the variation of distances about 
the mean. The rapidity of the algorithm (called 
WAVEl) is further increased because in many cases 
the configuration of the reds is such that the same 
speeds Va and Vu are generated repeatedly and 
the bandwidth corresponding to these speeds does not 
have to be determined several times. Equations 7 
and 8 show also that Va = Vu when ri " rj. 
This further reduc es the number N. 

The main steps in the algorithm for finding the 
extremal points of the envelope curve and the cor-
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Table 1. Number N for 18 data sets. Data No. of N Lower Upper Avg 
Set Reference Intersections Exact Bound Bound Distance (m) 

I MAGTOP (1975) (~) 5 82 64 88 301.8 
2 Little (1966) (5) 10 367 321 373 184.4 
3 10 468 427 472 245.0 
4 

Le Cocq (197 i) ~) 
Inslllute of Trnf 10 Engineers ( 40 percent) 8 136 132 142 148.6 

(1 950} (7, pp. 229·239) 
Institute of Traf([c ·ng.i neers (1950) 8 139 132 142 148.6 

(J., pp. 229-239) 
6 Davidson (1960) (8) 7 138 116 138 195.9 
7 Purdy (1967) (2) - 6 88 77 88 208.3 
8 LeCocq (1973) (10) 4 61 42 61 401.3 
9 Kell (1956) (!.!)- 10 340 303 344 173.7 

10 Laval 4 34 26 36 246.9 
11 Pignnta.ro (1973) (1 2, pp. 372·381) 6 38 38 46 104.1 
12 Woods (1960) (13;[ip . 7-40 to 7-43) 8 164 157 168 177.1 
13 Morgan ( 1964) (2) 9 169 170 193 135.5 
14 Kelson (1980) (14) 5 58 53 63 253.0 
15 Le Cocq (1973)(i 0) 24 9384 9057 9394 364.6 
16 Le Cocq (1973) (iO) 20 5513 5021 5522 357.5 
17 Le Cocq (1973) (TO) 15 2387 2148 2396 363.3 
18 200 m, 50 percentgreen II 450 464 464 200.0 

Note: All data sets in metric system; C = 80 s; Ymin = 15 kmfh and Ymax = 125 km/h. 

Figure 13. Number of possible optimal speeds N versus number of 
intersections n. 
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responding offsets, if they are required, over all 
ranges of K are described below. Note that certain 
steps and tests that are crucial for rapid execution 
and efficient storage are omitted here for concise­
ness. However, these steps are not essential for an 
understanding of the proposed procedure~ 

1 . Do for i = l ••• ni if i = n, go to step 6. 
2. Do for j "' (i + 1) ••• ni if j = n, go to 

step 1. 

CI= rj - r; 

C2 = (720/C) (xj - x;) 

3. Do for all t o ••• m so that 

If no more ~ satisfy the condition, go to step 2. 

Vdii = C2/(CI HlOO) 

Yuli = C2/(QIOO-CI) 

Do not retain speed if it hits a red light for all k 
t i,j. 

4. 
k = n, 

Calculate for 
go to step 5. 

C3 = 360 (xj - xk)/V dijC or V uii 

C4 = (rj + rk)/2 

bkd = C3 - C4 • INT• 50 if Yd 

bku = -C3 - C4 ± INT•50 if Yu 

INT is such that 

and do for k = 1. .. ni if 

Calculate offset, if required. If not, go to step 4. 

TET = C3-bkd -C4ifYd 

TET = C3 + bku + C4 if Yu 

If TET is negative, change the sign • 
5. 

THETAk = AMOD (TET, 100) 

Bd = M~N lbkd) 

Bu= MlN (bku) 

Go to step 3. 
6. The extremal points are found by a simple 

search algorithm that eliminates extremal points not 
on the envelope curve. 

7. Choose speed and cycle over all acceptable 
extremal points by using the relationship K = VC. 

Another algorithm based on a modified Brooks (.!.?.) 

algorithm, which gives the envelope curve and the 
extremal points, is called WAVE2. This algorithm 
produces the same extremal points as WAVEl but to a 
lesser degree of accuracy. All data sets except 15 
to 18 were also tested by Couture (16), who used the 
MAXBAND program of Kelson (14). The accuracy of 
these approaches is compared in Table 2. For the 
purposes of comparison only, the extremal point 
found by MAXBAND is given. WAVEl determines all 
extremal points and WAVE2 produces also the continu­
ous V-B envelope curve. All data sets were tested 
over a range of Kmin = 640 to Kmax = 10 000, 
which represents the practical limits of V and C. 

Table 3 compares execution times in seconds for 
WAVE! and WAVE2 on an IBM 4341 computer over all 
ranges of K and n and for up to 24 intersections. 
Execution time for WAVEl is highly dependent on the 



46 

ave rage distance beteen intersections. Figure 14 
s hows this compari s on and i t can be s e e n that the 
20-intersection case would be the cutoff poi nt be­
twee n the two programs. 

Figure 15 gives the graphic output of program 
WAVE2 and F i gure 16 is an out put list i ng of the pro­
gr am WAVEl. 

CONCLUSION 

Maximum band width varies with speed, especially 

Table 2. Comparison of precision for MAXBAND, WAVE1, and WAVE2. 

MAXBAND WAVE! WAVE2 
Data 
Set K B K B K B 

I 2156.00 0.3000 2156.00 0.3000 2152.00 0.3000 
2 1364.80 0.3364 1364.80 0.3363 1368.00 0.3333 
3 745 .89 0.4698 745.89 0.4698 744.00 0.4597 
4 1410.21 0.2724 1410.21 0.2724 1416.00 0.2712 
5 1410.21 0.3724 1410.21 0.3724 1416.00 0.3712 
6 704.20 0.4297 704.20 0.4297 704.00 0.4295 
7 1060.80 0.3775 1060.80 0.3775 1064.00 0.3750 
8 3549.70 0.4444 3549.70 0.4444 3552.00 0.4444 
9 1563.41 0.2369 1563.62 0.2368 1560.00 0.2293 

IO 1215.52 0.5539 1215.20 0.5538 1216.00 0.5527 
11 1426.41 0.3393 1426.46 0.3392 1424.00 0.3388 
12 2506.67 0.3500 2506.50 0.3500 2512.00 0.3500 
13 1096.95 0.6000 1096.93 0.6000 1096.00 0.5953 
14 3017 .50 0.4000 3017.60 0.4000 3024.00 0.4000 
15 1488.00 0.2100 1488.00 0.2093 
18 1440.00 0.5000 1440.00 0.5000 

Table 3. Central-processing-unit time for programs WAVE 1 and WAVE2. 

Data 
Set WAVE! WAV E2 

l 0.49 3.82 
2 0.79 5.61 
3 0.94 5.39 
4 0.61 4.58 
5 0.56 4.71 
6 0.54 4.24 
7 0.44 3.52 
8 0.44 3.47 
9 0.98 5.57 

Figure 15. Graphic output of 
WAVE2. 
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l 0 

at 

Transportation Research Record 905 

lower speeds. The extent of this problem depends 
mostly on the distances between intersections. In 
certain cases (when the average distance is great) , 
maximum bandwidth changes so rapidly with speed that 
no stability can be expected, which may partly ex­
plain the unreliable functioning of certain progres­
s ions. It would seem important not only to consider 
the extremal points of bandwidth but also to take 
into account their stability with regard to changing 
speeds. The best choice of speed and bandwidth may 
in fact be lower than the overall maximum . The pro­
posed method generates the entire relationship be-

Figure 14. Comparison of central-processing-unit time for programs WAVE 1 
and"WAVE2. 

35 

30 

25 

u 
w 
(/) 20 

w 
~ ,_ 
I 

::> 
15 0-

u 

10 

10 15 20 

NUMBER OF INTERSECTIONS 

50 100 

SPEED (km/h) 

24 



Transportation Research Record 905 · 

Figure 16. OutputofWAVE1 . 
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VII ESSES OP I !MALES POSSIBLES 34 

VI I. BAN DE VI I. BA NOE VII . BA NOE VI I. BAN DE VI I. BA NOE VI I. BAN OE VI I • BAN DE VI I. BAND[ VI I. BAN OE VJ I. BA NOE 
l 5. 19 55. J O 16.0 3 l I. 75 16. H 42.P5 J 6. 6 0 35.27 L 7. 26 48. n L 17. 42 I 2. J 6 IP. 1 3 14. 72 IP.. 77 46. 73 19.66 4 3. 5 J 2 1. rn 2 0. 64 
2 J. 42 48.75 21. 88 2 2. 07 22 . 95 2J . 84 2J. 09 24.P6 24. 75 41.53 25.36 2n . n 26 . 4~ J5 . 32 n . r2 3L 72 2P. ?2 20 . In 2A.77 30.85 
}I. l 9 J J. J9 3 J. 62 3 5 . 32 3 J. 7 7 35.43 39.07 3 L. 24 H.26 38.06 41. JO 10. n 7 4n,n4 42.71 51.56 n.49 54. 2 I 25,1] 62.n6 46 . RO 
7J. 97 48. 78 77. 29 2 0 . 74 85.04 19.76 104. 5 6 18.29 

EXEMPLE LAVAL 

VI LESSES OP l !MALES SUR LA COURBE O'ENVELOPPE 

V 11. BAN DE PCENI VI 1. BANOE PCENI VI I . BAN OE PCENI 
n . 19 5 5 . )8 J 6. J 8 42.85 77 . 37 L 7. 26 48 . 0J 86. 6 9 
26.U l5.'2 6). 77 28.77 J8.85 70. u H. 77 J5 . 4J 63 . 97 
H.'7 0.78 88.08 l0•.56 '8. 29 69.U 

tween speed and bandwidth in the form of an envelope 
curve, or it may generate all extremal points of 
this curve in extremely short execution times for 
arteries with up to 25 intersections. The proposed 
procedure may be practically useful since it pro­
vides more than just a single point solution and may 
contribute to a better understanding of the basic 
relationships. 
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Abridgment 

Calibration of TRANSYT Platoon Dispersion Model for 

Passenger Cars Under Low-Friction Traffic Flow Conditions 

PATRICK T. McCOY, ELIZABETH A. BALDERSON, RICHARDT. HSUEH, AND ABBAS K. MOHADDES 

The calculation of delay and stops by the TRANSYT program and in turn the 
effectiveness of the signal timings resulting from its optimization procedure de· 
pend on the ability of its platoon dispersion model to accurately predict traffic 
flow patterns from one signal to another. Therefore, calibration of the disper· 
sion factor a and travel-time factor {l in the model is important to the successful 
implementation of the TRANSYT program. However, because of limited re· 
search, a definitive description of the relationship between the appropriate 
values of a and {l and roadway conditions does not exist. The objective of this 
research was to contribute to the ultimate development of a definitive descrip· 
tion of this relationship by calibrating this model for passenger cars under low­
friction traffic flow conditions. Platoon dispersion studies were conducted on 
six arterial street segments (2 two·way two-lane segments and 4 four-lane 
divided segments). Traffic flow patterns of nearly 1700 platoons were analyzed. 
The results indicated that less platoon dispersion was observed in this study 
than has been found in other studies of low-friction traffic flow conditions. It 
was concluded that appropriate values of a and {l for passenger cars under these 
conditions are a equal to 0.21 and {l equal to 0.97 on two-way two-lane streets 
and a equal to 0.15 and {l equal to 0.97 on four-lane divided streets. 

The traffic simulation model in the TRANSYT signal­
timing optimization program is recognized as one of 
the most realistic in the family of macroscopic com­
puterized traffic simulation models <ll· Rather 
than assume uniform traffic flow within platoons 
traveling from one signal to another, the TRANSYT 
model accounts for the effects of the dispersion of 
platoons as they travel between signals. The model 
uses the following recurrence relationship developed 
by Robertson !1l to simulate platoon dispersion: 

q I (i + flt) ; F x q(i) + (I - F) x q 1 (i + {lt - 1) 

q 1 (i) = flow in ith time interval of predicted 
platoon; 

(I) 

q(i) = flow in ith time interval of initial pla­
toon; 

t average travel time over distance for 
which platoon dispersion is being calcu­
lated; 

6 a empirical travel-time factor expressed 
as ratio between average travel time of 
leading vehicle in platoon and average 
travel time of entire platoon (O<S<l.0); 

F D empirical smoothing factor, which controls 
rate at which platoon disperses, ex­
pressed as F = 1/(1 + aSt); and 

a empirical dispersion factor be­
tween O and 1.0. 

The amount of dispersion in the traffic flow pattern 
predicted by Equation 1 is determined by the param­
eters a and S· A value of 0.0 for a and a 
value of 1. 0 for S represents no platoon disper­
sion over the distance for which the platoon disper­
sion is being calculated. Values of 1. 0 for both 
a and s represent a maximum platoon dispersion 
over the distance for which the platoon dispersion 
is being calculated. 

The calculation of deldy dnu stuvs by the TRANSYT 
program and in turn the effectiveness of the signal 
timings resulting from its optimization procedure 
depend on the ability of the recurrence relationship 
in Equation 1 to accurately predict the traffic flow 
pattern from signal to signal (1_). Therefore, se­
lection of appropriate values for a and s is im­
portant to the successful implementation of the 

TRANSYT program. From an analysis of traffic flow 
patterns observed by Hillier and Rothery (].) at four 
sites in West London, England, Robertson <1l deter­
mined that the values of these parameters that re­
sulted in the best fit between the actual and cal­
culated traffic flow patterns were a equal to 0. 5 
and S equal to 0.8. The sites where the observa­
tions were made had different traffic conditions 
that ranged from single-lane flow with heavy parking 
and very restricted overtaking to multilane flow 
with no parking and relatively free overtaking. 
However, Robertson (ll cautioned users of TRANSYT 
that one might expect the appropriate values for a 
and 6 to be a function of site factors such as 
roadway width, gradient, parking, opposing traffic 
volume, traffic composition, and others. 

Since the development of the recurrence relation­
ship in Equation 1, only a limited number of studies 
to evaluate its parameters have been documented. 
Sneddon (4) applied Equation 1 to traffic flow data 
collected-at two sites in Manchester, England, to 
determine the values of a and a that provided 
the best fit to the observed traffic flow patterns. 
One of the sites was a three-lane dual carriageway 
with 10-15 percent commercial vehicles in the peak 
hours and reasonable freedom for overtaking. The 
other site was a two-way road 35 ft wide with 2-3 
percent commercial vehicles, two narrow lanes in the 
direction studied, and severely restricted overtak­
ing. For the three-lane dual carriageway, the best­
fit value of a was 0.40, and for the two-way road, 
the best-fit value of a was 0.63. For both sites, 
the best-fit value of s was 0.8. 

In another study, Collins and Gower (~) observed 
the dispersion of platoons of passenger cars on a 
three-lane dual carriageway in the suburbs of Lon­
don, England. They found that the values of a and 
S that provided the best fit between the observed 
and calculated traffic flow patterns were 0. 20 and 
a.ea, respectivPly. 

In Toronto, Canada, Lam (§_) conducted platoon 
dispersion studies on a four-lane two-way suburban 
arteriul street with left-turn bays. In using Equa­
tion 1 with the parameter values suggested by 
Robertson (i.e., a= a.5 and S = a.8), he found 
an average error of 13. B percent in the computed 
value of delay. Therefore, he calibrated Equation 1 
by using his observed traffic flow data. He found 
that the parameter values that provided the best fit 
between the observed and predicted platoon disper­
sion were a equal to 0.24 and S equal to a.8. 
As a result of this calibration, the average error 
in the computed delay was significantly reduced to 
8.2 percent. 

El-Reedy and Ashworth Ill conducted a study of 
platoon dispersion along a single carriageway in 
Sheffield, England. The road was 33 ft wide. The 
traffic flow observed was on a 5 percent downgrade. 
It was subject to a 30-mph speed limit, and it had a 
bus volume of 12/h. Clearway regulations applied 
during the morning peak period when the observations 
were made. Data were collected at three different 
positions on three different days at distances of 
1082 ft (position A), 1378 ft (position B), and 1837 
ft (position C) downstream from a signal. The good-
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ness of fit of traffic flow patterns predicted by 
Equation 1 with the observed traffic flow patterns 
was evaluated separately for each position. No pla­
toon dispersion was found at position A. The best­
f it parameter values at position B were a equal to 
0.60 and B equal to 0.63. At position C, these 
values were a equal to 0.70 and B equal to 0.59. 

To validate the accuracy of Equation 1 for condi­
tions found in the United States, traffic flow data 
were collected by Alan M. Voorhees and Associates 
(8) on Route 7 east of its intersection with Towl­
ston Road in Fairfax County, Virginia. Data were 
collected 100, 400, and BOO ft downstream from the 
intersection. Vehicle speeds were 55 mph. Equation 
1 was applied to the average traffic flow pattern 
observed at the 100-ft station to predict the traf­
fic flow patterns at the 400- and 800-ft stations. 
The parameter values determined by Lam (i.e., a 
equal to 0.24 and B equal to 0.8) were used to 
predict these patterns, because the data collected 
closely matched the free-flow, suburban arterial 
case evaluated by Lam. At , both the 400- and 800-ft 
stations, close agreement was obtained between the 
observed and predicted traffic flow patterns. Al­
though it was acknowledged that additional research 
should be conducted to further refine the relation­
ship between the parameters of Equation 1 and road­
way conditions, it was concluded that it was pos­
sible to develop the general recommendations regard­
ing this relationship shown in the first two columns 
of Table 1 (8). 

Based on - the results of the study conducted by 
Alan M. Voorhees and Associates (§.l and preliminary 
work performed by the University of Florida, param­
eter values similar to those presented in the first 
two columns of Table 1 are suggested in the user's 
manual for TRANSYT-7F (1). A comparison of these 
values, which are also -presented in Table 1 (1), 
with those from the NCHRP report shows that these 
two sets of suggested parameter values are identical 
except in the case of a for moderate and low fric­
tion. However, as implied by the discussion in the 
user's manual, this agreement is more of an indica-

49 

tion of the extent to which the parameter values 
from the TRANSYT-7F manual were based on those given 
in the NCHRP report than it is a validation of the 
relationship shown between the parameter values and 
roadway conditions. 

A summary of the platoon dispersion studies cited 
above and conducted outside the United States is 
presented in Table 2. Together the findings of 
these studies indicate that there is a relationship 
between platoon dispersion and roadway conditions. 
In general, the greater the apparent level of fric­
tion to traffic flow implied by the description of 
roadway conditions, the greater is the platoon dis­
persion as reflected by a higher best-fit value of 
a. But although there seems to be a general 
agreement between the nature of the relationship 
shown in Table 2 and that presented in Table 1, the 
ranges of the parameter values are greater in Table 
2. Not only does a vary over a wider range, but 
also best-fit values other than O. 8 are indicated 
for a. In fact, the limited amount of platoon 
dispersion research conducted in the United States 
has not investigated values other than O. 8 for B, 
probably because the TRANSYT signal-timing optimiza­
tion program allows the user to specify an input 
value only for a and not for s. The value of 
0.8 for B is fixed in the program. Thus, there is 
a need to develop a more defin i tive description of 
the relationship between these parameters and road­
way conditions. 

The primary objective of the research reported in 
this paper was to provide information that would 
contribute to the ultimate development of a def ini­
tive description of the relationship between the ap­
propriate parameter values of the TRANSYT platoon 
dispersion model presented in Equation 1 and roadway 
conditions. The specific objectives of the research 
were (a) to observe the dispersion of platoons of 
passenger cars on urban arterial streets under low­
friction traffic flow conditions and (b) to cali­
brate the TRANSYT platoon dispersion model for the 
conditions observed. This paper presents the pro­
cedure, findings, and conclusions of this research. 

Table 1. Parameter values recommended in NCH RP Report 233 and in TRANSYT-7F manual. 

TRANSYT-7F 
NCHRP 233 Manual 

C< {J C< {J 

0.5 0.8 0.5 0.8 

0.37 0.8 0.35 0.8 

0.24 0.8 0.25 0.8 

Roadway 
Characteristic 

Heavy friction 

Moderate friction 

Low friction 

Description of Conditions 

Combination of parking, moderate to heavy turns, moderate to heavy pedestrian traffic, narrow 
lane width; traffic flow typical of urban CBD 

Light turning traffic, light pedestrian traffic, 11- to 12-ft lanes, possibly divided; typical of well­
designed CBD arterial 

No parking, divided, turning provisions, 12-ft lane width; suburban high-type arterial 

Table 2. Summary of platoon dispersion studies conducted outside United States. 

Best-Fit Parameter 
Value 

0.20 
0.24 
0.40 
0.63 

0.608 

0.70b 
0.50 

0.80 
0.80 
0.80 
0.80 

0.638 

0.59b 
0.80 

Description of Conditions 

Three-lane dual carriageway; suburban high-type arterial 
'l'ypicnl suburban nrterfol rondwuy with two Innes In each direction: mm lanes provided 
1l1r((·lune dual curriugeway with I 0-15 percent commeroial whicles; reasonable freedom for overt3ki ng 
Two-way road 35 ft wide wllh two narrow lanes in the direction studied; 2·J pl.'rconl commerci11l vehlclos; severely 
restrict~d overtaking 

Single carriageway 33 ft wide on 5 percent downgrade; subject to 30-mph speed limit and clearway regulations dur­
ing peak. periods; bus volume of 12 vehlcles/h in direction studied 

Char ~loristi s ranging from single-lane Oow with hea.vy parking and very restricted overtaking to multilane flow 
with no parking and relatively free overtaking 

a Fo r traffic flow pattern 1378 ft downstream. bFor traffic flow pattern 1837 ft downstream. 

Reference 

Collins and Gower (5) 
Lam (fl -
Sneddon (4) 
Sneddon (1) 

El-Reedy and 
Ashworth (7) 

Robertson (2), Hillier 
and Rothery 0) 
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Table 3. Study sites. 

Lanes Observed 

Width 
Site Type of Arterial Street No. (ft) Alignment Gradient 

I Two-way two-lane l 13 Tangent Level 
2 Two-way two-lane 1 13 Tangent Level 
3 Four-lane divided 2 12 Tangent Level 
4 Four-l ane divided 2 12 Tangent Level 
5 Four-lane divided 2 13 Tangent Level 
6 Four-lane divided 2 12 Tangent Level 

PROCEDURE 

Platoon dispersion studies were conducted on six ar­
terial street segments in Lincoln, Nebraska, during 
the summer of 1981. At each location, the traffic 
flow patterns of platoons of passenger cars dis­
charging through a signalized intersection were 
recorded at four points over a distance of 1000 ft 
downstream from the signal. Two of the segments 
were on two-way two-lane streets and the other four 
were on two-way four-lane divided streets. Each 
segment was a level, tangent section and each had 
low-friction-type roadway characteristics. All of 
the studies were conducted during peak periods under 
fair weather and dry pavement conditions. 

The traffic flow patterns recorded during these 
studies were analyzed to determine the values of the 
parameters a and 6 of the TRANSYT platoon dis­
persion model that provided the best agreement be­
tween observed traffic flow patterns and those pre­
dicted by the model. The Kolmogorov-Smirnov (K-S) 
test was then applied to evaluate the goodness of 
fit of the observed patterns with the patterns pre­
dicted by the calibrated model. Also, in order to 
provide a basis of comparison with previous re­
search, the best-fit values of a with e equal to 
0.8 were determined and tested. 

Study Sites 

In the selection of the study sites, an effort was 
made to find arterial street sections downstream of 
signalized intersections that were typical of low­
fr iction traffic flow conditions. Therefore, all 
six sites selected were level, tangent sections with 
12- to 13-ft lanes, and there was no parking ;it ;iny 
time along them. Four of the study sections did not 
have any driveways along them, and the driveway 
volumes on the other two sections were negligible 
and did not interfere with the platoon flow on the 
sections during the study periods. Two of the sec­
tions were on two-way two-lane streets with 35-mph 
posted speed limits. The other four sections were 
on four-lane divided streets with 45-mph posted 
speed limits. Characteristics of the study sites 
are summarized in Table 3. 

The approaches to the signalized intersections 
upstream of the study sites on the two-way two-lane 
arterial streets had right-turn lanes of sufficient 
length so that right-turn movements did not inter­
fere with the discharge of through-vehicle platoons 
in the adjacent lane. These approaches did not have 
left-turn lanes. However, the left-turn volumes on 
Llu~~e approaches were very low during the study 
periods so that the left-turn movements seldom 
interfered with the discharge of through-vehicle 
platoons. During the conduct of the field studies 
at these locations, the occurrence of left-turn 
movements was noted so that data collected for the 
platoons with which they were associated could be 
excluded from the subsequent data analysis. 
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Speed Peak 
Driveway Limit Period 

Parking Access (mph) Studied 

None None 35 p.m . 
None Limited 35 p.m. 
None None 45 a.m. 
None None 45 a.m. 
None None 45 a.m. 
None Limited 45 a.m. 

The approaches to the signalized intersections 
upstream of the study sites on the four-lane divided 
streets had left-turn and right-turn lanes. These 
lanes were of sufficient length so that the turning 
movements on these approaches did not interfere with 
the discharge of vehicle platoons from the two 
through lanes. 

Data Collection 

At each study site, four observers were stationed 
downstream from the signalized intersection. The 
first observer was located at a point immediately 
downstream from the intersection. The other three 
observers were located downstream from the first 
observer at distances of 300, 600, and 1000 ft, 
respectively. At each of these points, the observer 
recorded the time of arrival of every vehicle coming 
from the intersection by pressing a switch connected 
to a 20-pen recorder. 

A fifth observer was stationed at the site of the 
20-pen recorder, which was located near the inter­
section. This observer made notations directly on 
the recorder chart paper of the following items: (a) 
the beginning and ending of the green times on the 
street being studied, (b) the first vehicle of each 
platoon passing through the intersection, (c) pla­
toons that contained any vehicles other than passen­
ger cars, and (d) platoons that were delayed and/or 
influenced hy turning movements, pedestrians, 
stalled vehicles, or any other circumstances. These 
notations were made to facilitate the identification 
of passenger-car platoons to be studied in the sub­
sequent data analysis. 

Data Analysis 

The 20-pen recorder charts were examined. Data for 
platoons that contained vehicles other than passen­
ger cars and for platoons that were delayed or in­
fluenced by turning movements, pedestrians, stalled 
vehicles, or other circumstances were identified and 
excluded from the analysis. For each of the remain­
ing platoons, the record of its traffic flow pattern 
at each of the four downstream observation points 
was identified and expressed as a histogram relating 
the number of vehicles that passed the point in each 
2-s interval to time referenced to the instant at 
which the first vehicle in the platoon passed the 
first observation point. This histogram representa­
tion of platoon flow past each observation point is 
shown in Figure 1. 

The histograms of all platoon flows at each study 
site were combined to determine the average platoon 
flow pattern at each observation point. The TRANSYT 
platoon dispersion model (Equation 1) was then ap­
plied to the average platoon flow pattern at the 
first observation point to predict an average pla­
toon flow pattern at each of the other three obser­
vation points. Average platoon flow patterns were 
predicted for each combination of a and e values 
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where a and B were varied in increments 'of 0.01 
over the ranges of 0.00-1.00 and 0.50-1.00, respec­
tively. Then, the combination of a and B values 
that minimized the sum of squares of the differences 
between the observed and predicted average platoon 
flow patterns at the 300-, 600-, and 1000-ft obser­
vation points was selected as the best-fit a and 
B values for the study site. The K-S test was 
then applied to evaluate the goodness of fit of the 
observed patterns with those predicted by the cali­
brated model. 

Similarly, to provide a basis of comparison with 
other platoon dispersion research cited earlier, the 
best-fit value of a with B equal to 0.8 was 
determined for each study site. Again, the K-S test 
was applied to evaluate the goodness of fit of ob­
served patterns with the predicted patterns. 

FINDINGS 

Traffic flow patterns were analyzed for nearly 1700 
passenger-car platoons, which ranged in size from 5 
to 20 vehicles on the two-way two-lane study sites 
(sites l and 2) and from 5 to 38 vehicles on the 
four-lane divided study sites (sites 3, 4, 5, and 
6). The best-fit values of the dispersion factor a 
and the travel-time factor B for the average pla­
toon flow pattern at each study site are presented 
in Table 4. Also presented in this table are the 
best-fit values of a for B equal to 0.8. 

Comparison of the best-fit values of a and B 
indicates that under the low-friction traffic flow 
conditions studied there was more platoon dispersion 
on the two-way two-lane sections than there was on 
the four-lane divided sections. Also, comparison of 
these values with those in Tables l and 2 indicates 

Figure 1. Histogram representation of platoon flow pattern. 
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that• less platoon dispersion was obsecved in this 
research than was found in other research on low­
friction traffic flow conditions. Of course, it 
mus~ be remembered that the results of this research 
apply only to passenger-car platoons. The inclusion 
of platoons that had vehicles other than passenger 
cars in them, which was reported to be the case in 
some of the previous research (_!,~,]) , would have 
probably tended to increase the amount of platoon 
dispersion observed in this research. However, 
since the percentage of vehicles other than passen­
ger cars observed at the study sites was very low 
(less than 3 percent) , it is expected that only a 
slight increase would have resulted. 

In comparison with the results of previous re­
search, not only are the best-fit values of a 
found in this research lower, but also the best-fit 
values of B are much higher than 0. 8, which is the 
tcavel-time factor used in the TRANSYT program and 
which is the value found, or apparently in some 
cases used, in previous research (2,4-6,8). How­
ever, the comparison of the best-fit - v:i1-;:;es of a 
for equal to O. 8 shown in Table 4 with the a 
values for the B equal to O. 8 shown in Table l for 
low-friction roadway characteristics indicates that 
more rather than less platoon dispersion was ob­
served in this research than in the previous re­
search. In fact, these higher a values are indic­
ative of moderate-friction conditions rather than 
low-friction ones. However, this was to be ex­
pected, because with the travel-time factor B 
equal to 0.8, the TRANSYT platoon dispersion model 
(Equation 1) predicts platoons to arrive earlier at 
points downstream than if the best-fit values were 
used. Consequently, the resultant best-fit values 
of a for B equal to 0.8 were higher, which 
spread the platoons more and tended to compensate 
for the early arrivals. It should be noted that in 
chis research the average travel time (t) used in 
Equation 1 was the average of the travel times of 
all vehicles in the platoon. 

In all cases, the results of the K-S tests, con­
ducted at a 10 percent level of significance, indi­
cated that the observed platoon flow patterns fit 
those predicted by the calibrated TRANSYT platoon 
dispersion model (i.e., Equation 1 with the best-fit 
values of a and B) at all downstream observation 
points. This was also true for the best-fit values 
of a for B equal to 0.8. 

The relationship between platoon dispersion and 
platoon size was also investigated. The best-fit 
values of a and B for different platoon sizes at 
each study site are presented in Table 5. In gen­
eral, these results indicate that larger platoon 
sizes experience slightly more dispersion than do 
smaller platoon sizes. 

CONCLUSIONS 

Based on the findings of this study, it was con­
cluded that the dispersion of passenger-car platoons 
on urban arterial streets under low-friction traffic 
flow conditions is less than that determined for 

Table 4. Summary of results. Best-Fit Parameter 
Value Range of 

Value of ex Platoon No. of 
Site Type of Street Section ex f3 for f3 = 0.8 Size Platoons 

l Two-way two-lane 0.22 0.99 0.51 5-15 294 
2 Two-way two-lane 0.20 0.96 0.35 5-20 319 
3 Four-lane divided 0.16 0.95 0.38 5-38 309 
4 Four-lane divided 0.13 0.97 0.35 5-23 303 
5 Four-lane divided 0.14 0.99 0.36 5-23 286 
6 Four-lane divided 0.16 0.96 0.38 5-15 180 



52 

Table 5. Best-fit parameter values versus platoon size. 

Platoon Size Range 

5-10 Vehicles 11-15 Vehicles 16-20 Vehicles 

Site °' (J °' (J °' (J 

I 0.21 0.99 0.24 0.99 NA NA 
2 0.21 0.92 0.24 0.94 NA NA 
3 0.08 0.99 0.14 0.97 0.12 0.97 
4 0.09 0.98 0.11 0.98 0.13 0.97 
5 0.06 0.99 0.10 0.98 0.16 0.96 
6 0.13 0.97 0.16 NA NA NA 

Note: NA= sufficient data not available. 

low-friction roadway characteristics by previous re­
search. In addition, the dispersion of passenger­
car platoons is less on a four-lane divided arterial 
street than it is on a two-way two-lane arterial 
street. Also, larger platoons experience more dis­
persion than do smaller platoons. 

In regard to calibration of the TRANSYT platoon 
dispersion model, the average results of this re­
search indicate that appropriate values of the dis­
persion factor a and the travel-time factor a 
for passenger-car platoons under low-friction traf­
fic flow conditions on urban arterial streets are as 
follows: 

Type of Street 
Two-way two-lane 
Four-lane divided 

!!. 
0.21 
0.15 

i 
0.97 
0.97 

Thus, in order to more accurately account for the 
patterns of passenger-car platoon flow for these 
conditions, the input to the TRANSYT program should 
be revised to enable the user to specify the travel­
time factor a as well as the dispersion factor a. 
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Evaluation of Dynamic Freeway Flow Model By 
Using Field Data 

N.A. DERZKO, A.J. UGGE, AND E.R. CASE 

An attempt to calibrate and validate a dynamic freeway model by using real 
data from Queen Elizabeth Way in Ontario, Canada, is described. The model 
used in this research is the one developed by H. Payne; one of the Phillips 
kinetic models was also applied for comparison purposes. The overall conclu­
sion is that the models exhibit instabilities in their behavior and do not track 
real road data correctly. 

Traffic simulation models are playing an increas­
ingly important role in the development of urban 
freeway traffic management systems because they pro­
vide an economical and safe way to evaluate alterna­
tive system designs and control strategies prior to 
implementation. Freeway models in common use today 
are adequate for simulating traffic conditions over 

a period of hours but are not sufficiently realistic 
for the research and development of new surveillance 
and control techniques for real-time applications. 
For such applications, the model must have the abil­
ity to realistically represent the shorter-term dy­
namic phenomena (e.g., shock waves) characteristic 
or traf'tic tlow. These cumlideratiumi l<o!ll tu d t:<o!­
view a few years ago of the state of the art of 
traffic flow models and eventually to the conclusion 
that the Payne model (1-6) seemed to be the most 
realistic and the most developed of the very few dy­
namic models available at the time. Unfortunately, 
although it had been tested to some degree, the 
model had never undergone a comprehensive validation 
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with actual f.reeway data. A.s a result, the decision 
was made to attempt to calibrate and validate the 
Payne model by using data from the Queen Elizabeth 
Way (QEW) Freeway Surveillance and Control System 
(7). That effort is described in this paper. 
- Shortly after work started on validation of the 

Payne model, we became aware of a Boltzmann-type 
statistical model that was being developed by Phil­
lips (8-10). It is a significant improvement over 
an earlier model developed by Prigogine (11) and was 
particularly interesting for two reasm:IB. First, 
Phillips shows that a family of continuum models of 
varying levels of refinement can be derived by tak­
ing the various moments of the governing stochastic 
partial-differential equations. One of these con­
tinuum models is virtually identical to the Payne 
model but has some important differences (which af­
fect model performance at high densities) that were 
later incorporated into the Payne model for compari­
son purposes. The second reason the Phillips formu­
lation was interesting was because it focused atten­
tion on the statistical nature of the calibration 
and validation process, which in turn provided the 
basis for developing a realistic methodology. 

The results so far have not been encouraging, for 
reasons that are not yet entirely understood. Never­
theless, it was felt that our experience would pos­
sibly be of interest to others working in traffic 
flow model research and development. 

MACK AND FREFLO MODELS 

The MACK model was developed by Payne C!.-1.l as an 
analytical tool for evaluating ramp control plans 
and strategies for freeways. It is a macroscopic 
model that represents traffic flow in terms of ag­
gregate measures such as density, speed, and flow 
rate. 

The FREFLO model (4-6) is a successor to MACK. 
Both models have the same-theoretical foundation. 

In both models, the freeway is divided into sec­
tions. The time period is divided into uniform time 
intervals. Each model consists of a set of vehicle 
equations and a corresponding set of dynamic speed­
density equations. Traffic performance data are ac­
cumulated for traffic flow in each freeway section 
defined. The first type of equation expresses the 
conservation of vehicles: 

where 

6t time interval, 
p section density [vehicles/(lane •mile)], 
n = time index, 
q flow rate across upstream boundary [ve­

hicles/ (h • lane)], 
t number of lanes, 

6x section length (miles) , 
fon on-ramp volume (vehicles/h), and 

foff doff-ramp volume (vehicles/h). 

The dynamic speed-density equation is 

uf + 1 ~ uf - llt l uf (uj - uj_ i)/xj + (I /T)[uf - uc(Pj) 

(I) 

+ (v/pj)(pf+ I -pj)/flx;J} (2) 

where 

u = section mean speed (miles/h) , 
T,v relaxation and anticipation parameters, 

and 
Ue (p) equilibrium speed-density curve. 

The three groups of terms express three physical 
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processes. The first is convection; i.e., vehicles 
traveling at speed Uj-1 in the upstream sec.tion 
will tend to continue to travel at that speed as 
they enter the next section. The second term repre­
sents the tendency of drivers to adjust their speeds 
to the equilibrium speed-density relationship. The 
third term expresses anticipation of changing travel 
conditions ahead, i.e., tendency to slow down if the 
density is perceived to be increasing. 

The conservation and dynamic equations are used 
together to update values from time n to time n + 1. 
Under conditions of uniform flow, 

qJ~\I = pjuf (3) 

and this relation is used when updating densities by 
means of the conservation equations. 

PHILLIPS MODELS AND THEIR COMPA.RISON WITH 
PAYNE MODEL 

The work of Phillips (8-10) introduces a description 
of traffic analogous to-that used in the kinetic 
theory of gases. 

we begin with a brief review of this description. 
Let x denote position along the highway and v de­

note vehicle speed. At each time t, we define a 
function (essentially a probability density func­
tion) <p(t,x,v) such that <p(t,x,v) dxdv gives the 
average number of vehicles found in the interval (x, 
x + dx) of road with speed in the interval (v, v + 
dv). We call <p the traffic-distribution func­
tion. The description of phase space (x,v) is flex­
ible. We could, for example, talk about a distribu­
tion function for each lane of a multilane highway 
or for the truck component of traffic. 

The traffic density K(t,x) is found by integrat­
ing: 

K(t, x) = fo- .p(t, x, v)dv (4) 

For many purposes, it is convenient to work with the 
function f(t,x,v), which gives the probability that 
a vehicle randomly chosen at point x will have speed 
in the range (v, v + dv). It is clear that the 
following relationship holds: 

.p(t, x, v) = K(t, x) f(t, x, v) (5) 

Phillips C!!.-.!.Q) derives a number of partial-dif­
ferential equations (or models) satisfied by the 
moments of the traffic-distribution function. The 
Phillips model that most closely resembles Payne's is 

(oK/ot) + (oKu/ox) = o 
(ou/ot) + u(au/ox) = X(uc - u) - (I /K)(dP/dK)(ilK/ilx) 

where 

u = 

ue(K) 
X (K) 
P(K) 

mean speed, 
equilibrium speed-density relation, 
delay coefficient, and 
traffic-pressure function. 

(6) 

There are both strong similarities and very sig­
nificant differences between the Payne and the Phil­
lips models. A.lthough these have been discussed by 
Phillips, we present a more quantitative comparison 
here. 

Since the continuity equation is identical in the 
two models, we begin by rewriting the u-equations in 
a way that suggests finite difference conversions. 
Phillips' equation becomes 

(ou/ilt) = -u(ilu/ilx)- ((dP/dK)(oK/Kox)] -X(K)[u - u.(Kl] (7) 
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Figure 1. Comparison of 
A(K) and 1/T. 

Figure 2. Speed-density 
curves. 

Figure 3. Phillips pressure 
coefficient. 
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Payne's formulation is 

(au/at)= -u(a u/ax)(v/T)(aK/Kax )-(1/T)(u - u, ) (8) 

The tendency-to-equilibrium term is the last one 
in each of the above equations. A graph showing 
). (K) and l/T is given in Figure 1. The value of 
l/T shown is the MACK default value. The Phillips 
coefficient X(K) is calculated by using the 
following: 

(9) 

where Ko, Lo, Co, and Cr are constants given 
by Phillips (~, p. 12). The equilibrium speed-den­
sity curves for Phillips and Payne are compared in 
Figure 2. Again, for Payn~'!! curve we us" Lia" MACK 
default curve: 

u,(K) = 107K3 - 2.31K2 +0.021 5K-7.4x w-s 

For Phillips, we use 

(JO) 
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where ~ = K/ (Ko - Kl and ui. ud, and Od 
are constants given by Phillips (~, p. 27). 

The two curves are qualitatively similar, but 
Payne's curve suffers a bit from the limitations im­
posed by being cubic. In particular, Ue = 0 for 
K > 145 is unrealistic. 

The second-to-last terms in Equations 7 and 8 
also warrant comparison. In Phillips' equation, the 
term (dP/dK) (aK/Kax) arises out of traffic-pres­
sure considerations, where (~, p. 64) 

P(K) = (oau~K)/ \u~ + I4.64<Ja[K/(Ko -Kll 2 I (11) 

In Payne's work, the counterpart (v/T) (aK/Kax) 
i9 called the anticipation term; The Phillips pres­
sure coefficient is plotted in Figure 3. We note 
that tdP/dKI < 25. Payne's anticipation term 
is enormous bY comparison: ~/T = (3600 x 5)/15 
1200. 

With Phillips, it must be noted that dP/dK < 0 
for K > 62 vehicles/mile. This property will 
cause the mean traffic speed to increase for in­
creasing density in this region. This surely cannot 
be correct. 

This completes the quantitative comparison of 
Payne's and Phillips' first-order mean speed equa­
tions. Later in this paper we discuss the results 
of replacing the subroutine in MACK, which embodies 
a finite-difference version of Payne's differential 
equation. The consequences of the differences in 
the two equations become evident there. 

FREEWAY DATA 

The QEW Freeway Surveillance and Control System, lo­
cated west of Toronto, provides continuous traffic­
data collection, traffic-responsive control based on 
both mainline and ramp conditions, incident detec­
tion, hardware-status monitoring, a performance 
evaluation, and reporting capability. The system 
has been described in detail by Case and Williams 
(2). Extensive data and information supplied from 
10 mainline detector stations and several ramp­
meter ing installations served as an excellent input 
for our study of a dynamic freeway flow model. 

Specifically, the data and information collected 
during weekday peak hours in October 1978 have been 
used • 

PRELIMINARY STATISTICAL ANALYSIS 

The purpose of this section is to understand the 
substantial statistical fluctuations in real road 
data . 'T'he Phillips description of traffic is the 
one we adopt as the basis for our analysis. 

Flow Rate 

The distributions of detector output given here are 
for stationary conditions. If the expected flow 
rate is X vehicles per unit time, then the prob­
ability of counting a vehicle in a small time inter­
val T is XT. This type of situation leads to the 
Poisson distribution. Its properties are well 
known. The probability of k vehicles in time T is 

p(k) = (H)k exp(-AT)/k! (12) 

The mean of this distribution is 

E(k) = k~ 
1 

kp(k) =AT (13) 

and the variance is 

Var(k) = i; (k - AT)2 p(k) = H 
k = O 

(14) 
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The traffic-distribution function affects the 
counterdistribution solely through the constant A. 

We proceed to find the relation of A to the 
traffic-distribution function K(x)f(x,v). Since th. 
analysis is done at the fixed point x where the de­
tector is located, we shorten the notation to 
Kf(v). During a time dt, v dtKf(v)dv vehicles are 
counted with speeds in the interval (v, v + dv). The 
weighting factor v enters because a faster vehicle 
will be picked up from farther upstream during any 
given counting interval 6t. Hence, K dtfovf(v)dv ve­
hicles are counted altogether, so that 

A= K fo~ vf(v) dv (15) 

The reasoning in the previous paragraph produces the 
speed distribution as a by-product. The speed-dis­
tribution function is avf (v), where a is chosen 
to make 

Jo~ avf(v)dv = I (1 6) 

The mean speed observed at the detector counter is 

v0 = E(v) =°'Jo~ v2 f(v)dv (I 7) 

It is important to note that this number may be dif­
ferent from the actual mean speed, defined as 

v = Jo~ vf(v) dv ( 18} 

We note that 

v0 =(v 2 + a 2 )/V=v +(a/v)a (1 9) 

where a is the standard deviation of the random 
variable v. The variance of the observed mean speed 
is defined to be 

Occupa ncy 

suppose that p(t)dt gives the fraction of ve­
hicles on the road with measured lengths in (t, 
t + dt). Since t is the length as measured by 
detectors, it must include any component contributed 
by the detector zone. We make the (not-altogether­
j ustified) assumption that length is independent of 
speed. Then the probability that a passing vehicle 
has length in (t, t + di) and speed in (v, v + dv) is 
av f(v)p(i)dvdt. Such a vehicle contributes an amount 

L =max [(Q/v), 6tcoun<erl 

to the occupancy counter, where 6tcounter is the 
counting interval. We make the simplifying assump­
tion that conditions are such that t/v < 6tcounter 
always; that is, 

f(v) = 0 for V .;; Qmax/f>tcoun<cr 

w~th this simplifying assumption, the expected oc­
cupancy contribution per vehicle becomes 

E(L) = °' fo~ dQ fo~ dv(Q/v)vf(v)p(Q) = af Jo~ f(v)dv = aQ ( 20) 

The variance of 1 is 

V(L) = f o~ dQ f; <lv[(Q/v) - a&] 2 vf(v jp(Q) (21) 
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The calculations are simplified if we note that the 
assumed independence of v and i together with 
t/v = (l/v)t lead to the formulas 

E(Q/v) = E(Q)E( l/v) 

E[(Q/v)2] = (E(Q2)E(l/v2) 

from which 

Var(L) = E(Q 2 )E(l/v2
)- [E(Q)E(l/v)) 2 

= Var(Q)Var(l/v) + E(Q)2 Var(l/v) + E(l/v) 2Var(Qj 

(22) 

(23) 

(24) 

It can be checked that the standard deviation of 
a single length measurement is small relative to the 
mean of such a measurement. 

We shall see shortly that the dominant cause of 
variation in the output of the occupancy counter is 
the fact that the number of vehicles counted tends 
to follow the Poisson distribution, except at very 
high density. 

The occupancy counter records the sum S of a ran­
dom number N (having Poisson distribution) of iden­
tically distributed length measurements Li • This 
situation leads to the following formulas: 

E(S) = E(L)E(NJ 

Var(SJ = Var(L)E(N) + E(L)2 Var(N) 

= Var(L) + E(L) 2 E(N) (25) 

when N has a Poisson distribution. The mean occu­
pancy reading, which uses Equations 13 and 15, is 

E(S)/T = A. E(L) (26) 

Density/Occupancy Ratio 

In using road data to check speed times density = 
flow rate, we first calculate speed times occu­
pancy . If we substitute mean values for each factor 
on the left, we should obtain from Equations 19, 20, 
and 26 

u; v2 f(v)dv/J; vf(v)dv) (Ao&) 

The estimate of mean flow rate is 

A.=KJ; vf(v)dv cm 

from Equation 15. Now, consider the following esti­
mate: 

Flow rate/(speed x occupancy) = u; vf(v)dvj 2u; v2 f(v)d vQ (28) 

which is a useful estimate for the density/occupancy 
(d/ o) ratio 1/1 only for very narrow distributions 
f (v) (which is often not the case) • The degree of 
bias in Equation 28 can be better judged from the 
following formula: 

Density/occupancy= (speed x density)/(speed x occupancy) 

= ( l/Q)[µ2/(µ2 + 0 2 )) (29) 

where ~ and a are the mean and standard devia­
tion of v with respect to the density function 
f (v) • This means that the d/o estimates based on 
Equation 28 are too low. The correction factor is 

(µ 2 + 02)µ' = I+ (a/µ )2 (30) 

Calculations of this correction for road data we 
have been using yield correction factors < 1. 05 in 
most cases and < 1.10 for very broad distributions. 
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Figure 4. Evaluation procedure. 
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The evaluation was done by using MACK, a program 
that incorporates a finite-difference version of 
Payne's model. Currently, MACK has been superseded 
by FREFLO. However, the underlying finite-difference 
scheme describing the traffic dynamics is identical, 
as can be seen by a c,omparison of the UPDATE sub­
routines in each. Consequently, we would expect 
similar results for FREFLO. 

MACK calculates the traffic-state functions (den­
sity and mean speed) along the road at each time in­
terval by using as input the initial state and the 
upstream on-ramp and off-ramp flow rates as func­
tions of time. This corresponds to an initial­
boundary-value problem for the underlying partial­
differential equation. 

MACK is linked to the QEW road data files by 
means of a program that calculates the MACK input 
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information and produces a MACK input data set. The 
input of road geometry is also done in MACK input 
format to minimize modifications to MACK software. 

The evaluation procedure is summarized in Figure 
4, and Figure 5 shows the sectioning geometry and 
ramp configurations. 

STATISTICAL AND VISUAL COMPARISONS 

If we assume that the section deviations between 
MACK output and road data have approximately normal 
distributions and are independent for different road 
sections, then the normalized sum of squares of sec­
tion deviations has a chi-square distribution and 
standard statistical theory can be used. 

As an example, we apply the test to evaluate how 
closely the density calculated by MACK agrees with 
the density derived from occupancy observations for 
one of our runs. The relevant figures are contained 
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Table 1. Calculated versus observed densities. 

Road Density Observed Density Calculated Estimated Standard 
Section (vehicles/mile) (vehicles/mile) Observed Density 

l 14.0 15.7 4.0 
2 18.0 16.3 4.0 
3 25.0 17.3 4.1 
4 53.0 18. l 4.2 
5 79.3 18.6 4.2 
6 86.4 18.7 4.3 
7 85.0 20.0 4.5 
8 76.9 21.2 4.6 
9 67.0 21.3 4.6 

10 62.6 21.4 4.6 
11 60.5 19.4 4.4 
12 60.0 23 . l 4 .8 

Note: 2-min data, fixed time; x2 = E[(observed- expected)/standardJ 2 = 5353. 

Figure 6. Speed-occupancy data. 
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in Table 1. A value of x' in this range has ex­
tremely small probability (<< 0.005), which can be 
seen from a standard chi-square table with f = 12. 
The hypothesis is that the values calculated by MACK 
are the correct section density values. Under the 
circumstances, a reasonable conclusion is that MACK 
is not correct. 

A visual comparison is possible because MACK out­
put includes a number of graphs and a density plot. 
Since our procedure generated road data output in 
the same format, a great deal can be learned by 
simply comparing plots. 

MODIFIED MACK 

When difficulties were experienced with MACK, it was 
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Figure 7. Speeds. 
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decided to try a modified version prepared by re­
placing the original finite-difference scheme with 
one based on Equation 7. The relevant formulas are 
as follows: 

(3 1) 

qj1+ I = pjuj1 (32) 

ur I = uj - [ uj I (uj' - uj~ i)/ [l&j + &j-1 )/2] l + (t .. (pj )uj' - llc(Pj' I 

+ (dP/dKJ(pj J I (pj'+ I - p)' J/[pj'(fu<j + &j-1 )/2 ] l) tit] (33) 

where >.., ue, and 
Phillips. 

(dP/dK) are as defined by 

RESULTS 

We rely on visual comparisons in this presentation 
because they suffice for indicating the magnitude of 
the deviation between MACK output and road data. We 
describe selected output from a typical sequence of 
runs. The d/o ratio used is 2.0. This value of the 
d/o ratio has been standardized in all our runs in 
order to come as close as possible to preserving the 
continuity relationships: flow = speed times den­
sity. It can be seen from Figure 6 that this value 
of the d/o ratio leads to a speed-density curve that 
is too far from the origin. This means, of course, 
that the equilibrium speed at any given density is 
too high. 

Figure 7 shows selected mean speed graphs for 
real road data. The corresponding output for MACK 
that uses the default equilibrium speed-density 
curve gives the same information from MACK output. 
The key feature to be noted is that the mean speeds 
increase and the road empties as time progresses in 
the MACK output, whereas the road data exhibit 
fairly steady conditions. The same pattern in terms 
of densities can be seen in Figure Ba and b. 

In an attempt to calibrate MACK, the speed-den­
sity curve was shifted by scaling the density-occu­
pancy axis. The effects of scaling are shown in 
Figure 6. A larger scaling constant produces a 
curve that is closer to the or ig1n, that is, one 
that yields a lower speed at fixed density. The best 
fit of speed-density curve to our observed scatter 
diagrams was obtained with a scaling constant of 
1.25 (i.e., density= 2.5 times occupancy). Use of 
the best-fit speed-density curve did not correct the 
road-clearing effects exhibited by MACK output (see 
Figure Be). 
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Figure 8. Densities. 
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Next, an attempt was made to see whether MACK 
would tro.ck roo.d do.ta correctly for some speed-den­
sity curve, even if it did not fit the usual defini­
tion of such a curve. Figure 8d shows a density 
plot for a scaling constant of 1.4 (i.e., den­
sity= 2.8 times occupancy). Downstream and up­
stream clearing is still evident. In addition, how­
ever, density concentrations as in a traffic jam 
have appeared at section 4. When the scaling con­
stant is increased to 1.4, the density concentration 
continues to coexist with upstream and downstream 
road clearing except that now an actual shock wave 
forms that moves upstream. 

Finally, the performance of our modification of 
MACK based on Phillips' differential equation was 
tested to check whether the differences in terms al­
ready discussed could account for the poor MACK 
tracking properties. Figure 9 shows a density plot 
for the same run as the one presented in Figure 8. 
Once more we see that abnormally low and high den­
sities coexist even for the speed-density relation 
provided by Phillips. 

DISCUSSION AND CONCLUSIONS 

The behavior we have witnessed in this series of 
runs is suggestive of an instability in the simula-
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tion method. There are several areas where the 
simulation method, which is actually a solution al­
gorithm for a system of first-order partial-differ­
ential equations, needs a more detailed study. The 
handling of the downstream boundary condition is 
responsible for the fact that density decrease and 
associated increases in speed move from the down­
stream to the upstream end in all cases. It is also 
conceivable that the handling of the merging process 
has a significant effect on the relationship between 
speed and density. This effect does not seem to be 
large enough to cause the simulation error to con­
centrate downstream of on ramps. These occur in the 
present geometry in sections 1, 7, and 12. 

It is also conceivable that a careful adjustment 
of the speed-density curves on a section-by-section 
basis may improve the fit between the simulation and 
road data for one particular data set. We must re­
member, however, that the qualitative character of 
the simulation has shown itself remarkably sensitive 
to the simulator speed-density relation. The work 
simulator is emphasized because the curve that must 
be used to retard the road-clearing phenomena is far 
below the picture of speed versus density that one 
obtains in plots of real road data. Then, within a 
tiny range of curves, the shock phenomena set in. 

Each of these phenomena must be carefully ex­
amined with regard to its statistical properties in 
designing a simulator that will properly track road 
data. They fall into the realm of fine tuning. we 
do not believe that they contain the seeds of the 
explanation and correction of the performance of 
MACK or for that matter any simulator based on a 
finite-difference method for solving a system of 
first-order differential equations governing mean 
density and speed. we hasten to note that for the 
MACK modification by using a differential equation 
based on Phillips' theory, the results were quanti­
tatively worse than those for MACK. 

Well-Posedness of Partial- Differential Equation 

"Well-posedness" means that the solution must be 
unique and depend on the given data in a continuous 
fashion. 

we observe that either of the first-order models 
is a 2-x-2 system of first-order partial-differ­
ential equations. The intuitively reasonable ini­
tial-boundary value problem (IBVP) is outlined in 
Figure 10. That is, u(x,t) and K(x,t) are to be 
found, given initial states on t = O, 0 < x < L, 
given upstream traffic data (state) for x = O, 
t > O, and given on/off-ramp data for appropriate 
values of x and t > 0. 

Strictly speaking, the well-posedness of the IBVP 
needs proof. The method of characteristics is 
available to handle such questions for first-order 
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equations, and although our intuition about traffic 
flow strongly backs a conclusion that the IBVP is 
well posed, a study along these lines should be 
undertaken at some point in the light of the diffi­
culties we have experienced. 

Finite-Difference Scheme 

In examining this aspect of a simulator, we must re­
member that we are in fact trying to solve a sto­
chastic problem in partial-differential equations. 

Several key questions emerge in looking at a 
finite-difference solution to the first-order IBVP: 

1. Given steady boundary conditions, does there 
exist a steady-state solution to the IBVP? 

2. Does the time-dependent state approach the 
steady state from any initial value? 

3. Do the effects of a momentary perturbation in 
a boundary condition die out as they would in a real 
traffic situation? (This is a key stability ques­
tion.) If they do not, then the statistical fluc­
tuations inherent in real road data make them unus­
able as initial and boundary data. 

The use of MACK or FREFLO to track real road data in 
fact requires deeper knowledge than the above. we 
must, in fact, know something about the distribution 
of state variables generated from distribution of 
input data. These distributions should reflect sta­
bility of the finite-difference scheme as already 
mentioned and they are needed to devise meaningful 
tests to determine whether the simulator is tracking 
faithfully. Techniques are available for tackling 
these questions, and at this point, it seems that 
they are well worth trying. 

Concluding Remarks 

The overall conclusion must be that MACK and FREFLO, 
by virtue of their identical underlying differential 
equation, exhibit instabilities in their behavior 
that make them unsuitable for use as simulators 
tracking real road data in the sense of solving an 
IBVP. Furthermore, it appears that the difficulties 
cannot be corrected by using the first-order differ­
ential equation derived by Phillips. 

Numerous reasons can be advanced for the observa­
tions we have made, but two are dominant in impor­
tance. First, road traffic has a very strong and 
complex stochastic aspect. Fluctuations on a moder­
ate time scale of 5-10 min are very high relative to 
the mean size of quantities being measured. These 
fluctuations of necessity find their way into any 
scheme designed to simulate road behavior and wreak 
havoc if there are any instabilities present. In 
fact, for meaningful results we must ask not just 
for the absence of instabilities--that is, con­
tinuous dependence on data and parameters--but for 
the presence of strong stability properties to cause 
decay of the influences of earlier fluctuations. 

The second reason is that the concepts involved 
in obtaining a differential equation and an IBVP for 
the mean speed function lead to a very sensitive 
dependence on the speed-density relation and pos­
sibly other parameters. Once the upstream flow rate 
and the on/off ramp flow rates are known, a time­
averaged flow rate for each road position is a con­
sequence. Suppose that at some point the speed-den­
sity relationship is too slow to move a sufficient 
number of vehicles over the longer time scale of 5-
10 min. Then densities will increase upstream of 
the point in question to conserve vehicles. This 
effect will depress the road speed even further, ul­
timately starting the typical shock wave moving up­
stream. Since such effects are cumulative, it is 
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clear that they will be observed even if the speed­
density relation is mismatched by a tiny amount. 
Conversely, it is clear that if the speed-density 
relation used by the simulator is a bit too large, 
we will find the scenario of less density and more 
speed, which moves ultimately to clear the road of 
traffic. 

Discussion 

Harold J. Payne 

This paper contributes to the examination of the 
FREFLO model necessary to reach a judgment con­
cerning its ability to represent freeway traffic 
flow and to indicate steps necessary to make use of 
the model. 

In this discussion, three points are addressed: 

1. The calibration/validation process necessary 
before using FREFLO, 

2. Applicability and restrictions in the use of 
FREFLO, and 

3. Recent model improvements. 

The authors describe an effort to calibrate 
FREFLO for application to the QEW freeway in 
Toronto. This entailed collection of data, rectifi­
cation of measurements to model variables (outputs), 
and then a cycle of execution of the FREFLO model, 
assessment of match of model results to data, and 
adjustments to FREFLO. Similar efforts have been 
successfully undertaken in connection with NCHRP 
Project 3-22A, Guidelines for Design and Operation 
of Ramp Control Systems (~). In that study, FREFLO 
was calibrated for freeways in Los Angeles and 
Dallas. The calibrated model subsequently played a 
major role in that study. 

A key element of that calibration, and one that 
was unfortunately and unnecessarily lacking in the 
Toronto work, was the involvement of the FREFLO 
model builders in the calibration effort. At this 
time, the special requirements for effective use of 
FREFLO are not widely known or fully documented, so 
this type of involvement is very important. 

In the instance of the work reported in this 
paper, a critical model restriction was not properly 
observed. The situation is depicted in Figure 11. 
The downstream extent of the congestion modeled by 
FREFLO must be completely interior to the freeway 
segment modeled; some uncongested zone must exist at 
the downstream end. (There are adequate techniques 
to deal with congestion at the upstream end, how­
ever.) Such was not the case in the Toronto work. 
As a consequence, all calibration efforts were 
doomed to failure. 

As a final point, some recent work <Q> has re­
vealed that a discontinuous speed-density relation­
ship, of the sort depicted in Figure 12, more 

Figure 11. Critical restriction on use of FR EF LO. 
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Figure 12. Recent improvements to FREFLO. 
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accurately reflects the equilibrium behavior of 
freeway traffic. The discontinuity has significant 
impacts on the ability of FREFLO to model geometric 
discontinuities. It may also be very important to 
the study of ramp metering (13). 

Authors' Closure 

We would like to thank Payne for his comments. 
During the study, and especially in its initial 

stage, the FREFLO model builder was involved in our 
work. We had considerable documentation and even 
the benefit of his personal instructions. 

We would like to point out that the behavior ex­
hibited by the model was very similar to that ob­
served in an earlier FREFLO simulation ( 14) of an 
idealized freeway with a bottleneck in the middle. 
The situation with uncongested downstream sections 
was simulated by using simplified hypothetical test 
cases, but the results exhibited incorrect patterns 
similar to those shown by Payne (6). Many different 
"cures" to the problem werp t .ri P-;;,, i nt:'l 1.1a inCJ thosQ 
suggested by Payne, but to no avail. Finally, it 
was concluded that the hypothetical speed-density 
curve used was unrealistic and the decision was made 
to proceed with an evaluation based on data obtained 
from an actual system , the subject of this paper. 

For a model t<!l .be of any practical value, the 
model builder must strive to develop ones that do 
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not require any additional involvement by the 
builder during implementation and application stages. 
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Passenger-Car Equivalents for Rural Highways 

WILEY D. CUNAGIN AND CARROLL J. MESSER 

The objective was to determine the passenger-car-equivalent (PCE) value for 14 
different vehicle types under varying conditions of traffic and roadway geom· 
etry. This was accomplished by analyzing field data collected in several states 
on both two-lane and four-lane highways. Data included headways, speeds, 
and travel times by vehicle type, traffic-volume condition, and roadway-section 
type. An analytical model was developed to estimate PCE values based on 
speed distributions, traffic volumes, and vehicle types. The calibrated model 
was used to estimate PCE values for 14 vehicle types under specified typical 
conditions for two-lane and four-lane rural highways. Composite PCE values 
for a range of geometric, volume, and percentage-of-truck values are presented 
and compared with values from other research. 

The utility of a rural highway in serving traffic is 
a function not only of the geometric characteristics 
of the highway but also qf the composition of t' e 
traffic. The presence of large and/or low-perfo -
mance vehicles in the traffic stream reduces the 
total number of vehicles that can use the highway. 
The effects of trucks and other low-performance 
vehicles may be equated to an equivalent number of 
passenger cars added to the traffic stream if appro­
priate analytical models of traffic flow, vehicle­
operating characteristics, and field validation of 
data are available. Passenger-car equivalents 
(PCEs) may be based on a consideration of passing, 
speed, occupancy, or capacity impacts. 

This paper describes the methodology and results 
of a study done for the u.s. Department of Transpor­
tation ( 1) • The results of this study were sub­
mitted for use in the Cost-Allocation Study of the 
Federal Highway Administration (FHWA) , which has 
proposed an adjustment in the allocation of highway 
costs among the several classes of vehicles. Rural 
two-lane two-way highways and two-lane one-way 
(i.e ., four..:. lane) facilities were studied in Texas, 
North Carolina, Pennsylvania, Colorado, and west 
Virginia. Flat, moderate, and steep grade geo­
metrics were studied for both types of highways. An 
attempt was made to collect traffic speed and head­
way data at all volume levels. PCE values for 14 
vehicle types were determined both empirically and 
theoretically by using an analytical model developed 
in this research. 

BACKGROUND 

PCE values have been used primarily in the framework 
of traffic-capacity procedures. PCE values are 
employed as a device to convert a traffic stream 
composed of a mix of vehicle types into an equiva­
lent traffic stream composed exclusively of passen­
ger cars. The availability of such values permits 
the specification of capacity in terms of PCEs ex­
clusively and provi des the basis for development of 
procedures to express any traffic-stream composition 
in terms of: PCEs. By applying such procedures, an 
analyst can directly convert an existing (or pro­
jected) traffic volume composed of a mix of vehicle 
types into an equivalent PCE volume, which can . then 
be compared with specified PCE (capacity) service 
volumes. These methods, whether applied to two-lane 
two-way highways or two-lane one-way (i.e. , four­
lane) highways, have generally been those described 
in the 1965 Highway Capacity Manual (HCM) (~). 

The HCM gives both generalized and specific 
values of PCEs. Average generalized PCEs of trucks 
are given i n the HCM as related to generali zed ter­
rain conditions and levels of service. PCEs are 
also provided for trucks on specific individual 

highway grades. 
from 2 to 12. 
to lOB . 

The generalized PCEs range in value 
The specific-grade PCEs range from 2 

The literature review carried out as a part of 
this research showed consistent agreement that the 
PCEs presented in the 1965 HCM for specific grades 
on two-lane highways are too high, especially for 
large percentages of trucks on steep grades. There 
was less than unanimous agreement on the issue of 
wheth ~ r the incremental negative impact of adding 
trucks to the traffic stream decreases as the per­
centage of trucks in the traffic stream increases. 
The PCEs in the multilane section of the HCM vary 
greatly and in a complex manner. 

The two-lane and four-lane PCE values will be 
addressed separately in the following sections. 

TWO-LANE HIGHWAYS 

The basic HCM (~) equation for the conversion of a 
mixed-traffic-stream volume to an all-pas senger-car 
volume for two-lane highways is as follows: 

where 

maximum volume for a given level of 
service (LOS) L (total for both direc­
tions) , 
volume-to-capacity ratio at LOS L, 
adjustment factor for lane width and 
lateral clearance at LOS L, 

TL truck adjustment factor at LOS L, and 
BL bus adjustment factor at LOS L. 

(1) 

The truck adjustment factor (TL) is calculated 
from the following equation: 

TL = l / [l + PT(EL -1)) (2) 

where PT is the decimal fraction of trucks in the 
traffic stream and EL is the PCE for trucks at LOS 
L. 

The PCE values for trucks operating on grades of 
a given length and percent are calculated in the HCM 
(2) from separate speed distributions of passenger 
c-;;rs and trucks at a given volume level. The cri­
terion used is the relative number of passings of 
trucks by passenger cars in relation to the number 
of passings of passenger cars by passenger cars. The 
specific method is known as the Walker method. It 
had been mentioned earlier by both Normann (_l) and 
Wardrop (4) but is named for the man who applied it 
in the 19G5 HCM. 

The Walker method is used to calculate PCEs for 
trucks operating on grades. The separate speed 
distributions of passenger cars and trucks at a 
given traffic volume are used to compute the rela­
tive number of passings that would have been per­
formed per mile of highway if each vehicle continued 
at its normal speed for the conditions under consid­
eration. A gradability (speed versus distance up a 
sustained grade) curve for a weight/horsepower ratio 
of approximately 325 lb/hp, considered typical of 
conditions on two-lane highways carrying a variety 
of trucks [Figure 1 (~) J, was us ed to develop an 
average speed over grades of varying steepness and 
length as shown in Figure 2 (~). When this average 
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Figure 1. Effect of length and steepness of grade on speed of average truck on two-lane highway. 
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Figure 2. Mean speed of average truck over entire length of grade on two-lane 
highway. 

Figure 3. PCEs for various average truck speeds on two-lane highway. 
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speed was known, Walker's method was used to calcu­
late PCEs as may be seen in Figure 3 (2). Table l 
contains the HCM PCEs calculated from- this meth­
odology for specific terrain conditions. The gen­
eralized HCM PCEs are shown below. No PCE values 
were given for recreational vehicles. 

PCE for 
Level of Level Rolling Mountainous 

Eguivalent Service Terrain Terrain Terrain 
~ (truck) A 3 4 7 

B and c 2.5 5 10 
D and E 2 5 12 

Es (bus) All 2 4 6 
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Table 1. PCEs of trucks on two-lane highways on specific individual 
subsections or grades. 

Grade 
(%) 

0-2 

3 

4 

5 

6 

7 

Length of 
Grade (miles) 

All 

0.25 
0.50 
0.75 
1 
1.50 
2 
3 
4 

0.25 
0.50 
0.75 
I 
1.50 
2 
3 
4 

0.25 
0.50 
0.75 
I 
1.50 
2 
3 
4 

0.25 
0.50 
0.75 
I 
1.50 
2 
3 
4 

0.25 
0.50 
0.75 
I 
1-50 
2 
3 
4 

PCE for All Percentages of Trucks 
(Ey) by Level of Service 

A and B 

2 

5 
10 
14 
17 
19 
21 
22 
23 

7 
16 
22 
26 
28 
30 
31 
32 

10 
24 
29 
33 
35 
37 
39 
40 

14 
33 
39 
41 
44 
46 
48 
50 
24 
44 
50 
53 
56 
58 
60 
62 

c 

2 

3 
10 
I6 
21 
25 
27 
29 
31 

6 
20 
30 
35 
39 
42 
44 
46 

IO 
33 
42 
47 
5I 
54 
56 
57 

17 
47 
56 
59 
62 
65 
68 
71 

32 
63 
71 
74 
79 
82 
85 
87 

D and E 
(Capacity) 

2 

2 
7 

14 
20 
26 
29 
3I 
32 

3 
20 
32 
39 
44 
47 
50 
52 

7 
37 
47 
54 
59 
63 
66 
68 

I6 
54 
65 
70 
75 
80 
84 
87 

35 
75 
84 
90 
95 

100 
104 
108 

The spatial-headway method uses the relative 
amount of space "consumed" by a vehicle to determine 
its PCE. This method was recently applied by the 
Institute for Research (IFR) to obtain PCE values on 
urban freeways (5). 

The equivalent-delay method uses the ratio of the 
delay experienced by a passenger car due to nonpas­
senger cars to the delay experienced by a passenger 
car due to other passenger cars. The delay caused 
to standard passenger cars due to lower-performance 
passenger cars is explicitly considered. 

Craus <!> used the equivalent-delay concept to 
determine PCE values on two-lane highways based on 
both the Walker method and the delay to vehicles due 
to opposing traffic. Craus suggests that the PCE 
values given in the 1965 HCM are 34 percent too high 
for 10-mph trucks at LOS A, 40 percent too high at 
LOS C, and 46 percent too high at LOS E. Craus• 
model also predicts that PCEs will increase with 
increasing volume. 

FOUR-LANE HIGHWAYS 

The basic equation for the conversion of mixed-traf­
fic-stream volume on a multilane rural highway to an 
all-passenger-car volume is as follows: 

(3) 
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Table 2. PCEs of trucks on ordinary multilane highways on specific individual 
subsections or grades . 

Grade 
(%) 

0-1 

2 

3 

4 

5 

6 

PCE (Ey) 

Length 
of 
Grade 
(miles) 

LOS A Through C by 
Percentage of Trucks 

LOS D and E (Capacity) by 
Percentage of Trucks 

3 10 I5 20 5 10 15 20 

All 2 

0.25-0.50 5 
0.75-I 7 
1.50-2 7 
3-4 7 

0.25 10 
0.50 10 
0.75 10 
I IO 
1.50 I 0 
2 10 
3 10 
4 10 

0.25 12 
0.50 12 
0.75 I2 
I 12 
1.50 12 
2 12 
3 12 
4 12 

0.25 13 
0.50 13 
0.75 13 
I 13 
1.50 13 
2 13 
3 13 
4 15 

0.25 14 
0.50 14 
0.75 14 
I 14 
1.50 14 
2 14 
3 14 
4 19 

2 2 

4 4 
5 5 
6 6 
7 8 

8 5 
8 5 
8 6 
8 6 
9 7 
9 8 

10 10 
10 II 

9 5 
9 5 
9 7 

10 8 
II 10 
II 11 
12 13 
13 15 

IO 6 
11 7 
II 9 
I2 10 
13 12 
14 14 
15 16 
17 19 

10 6 
II 8 
12 10 
13 12 
14 14 
15 16 
I6 18 
19 20 

2 2 2 2 
3 3 5 4 
4 4 7 5 
6 6 7 6 
8 8 7 7 

4 3 10 8 
4 4 10 8 
5 5 JO 8 
5 6 10 8 
7 7 10 9 
8 8 10 9 

10 10 10 10 
11 II 10 10 

4 3 13 9 
5 5 13 9 
7 7 13 9 
8 8 13 10 

10 10 13 11 
II 11 13 12 
13 13 13 13 
15 14 13 14 

4 3 14 10 
7 7 14 II 
8 8 14 II 

10 10 14 13 
12 12 14 14 
14 14 14 15 
16 15 14 17 
19 17 16 19 

4 3 15 10 
8 8 15 11 

10 10 15 12 
12 11 15 14 
14 13 15 16 
16 15 15 18 
18 17 15 20 
20 20 20 23 

2 2 

4 3 
5 4 
6 6 
8 8 

5 4 
5 4 
5 4 
6 5 
7 7 
8 8 

10 10 
11 II 

5 4 
5 5 
7 7 
8 8 

10 10 
11 11 
14 14 
16 16 

6 4 
7 7 
9 8 

10 10 
13 13 
15 15 
17 17 
22 21 

6 4 
8 8 

10 10 
13 13 
15 15 
18 18 
20 20 
23 23 

2 

3 
4 
6 
8 

3 
4 
5 
6 
7 
8 

10 
II 

3 
5 
7 
8 

10 
11 
14 
15 

3 
7 
8 

10 
13 
15 
17 
19 

3 
8 

JO 
II 
14 
16 
I9 
23 

in which SVL is the service volume (mixed vehicles 
per hour, total for one direction) for LOS L. 

The PCE values for multilane highways in the 1965 
HCM were based on the relative delay due to trucks, 
which was determined by the Walker method in con­
j unction with gradability curves. 

The generalized PCEs for multilane highways sug­
gested by the 1965 HCM are shown below. (Separate 
consideration of EB (buses) is not warranted in 
most problems; EB is used only where bus volumes 
are significant.) 

Level of 
Service 
A 

B through E 

PCE for 
Level Rolling Mountainous 
Terrain Terrain Terrain 
Widely variable; one or more trucks 
have same total effect, causing other 
traffic to shift to other lanes; use 
equivalent for remaining levels in 
problems 
2 4 8 
1. 6 3 5 

The PCEs for specific terrain 
conditions are shown in Table 2. 
Table 2 generally decrease for 
ages of trucks. 

and traffic-volume 
The PCE values in 

increasing percent-

Researchers at the Polytechnic Institute of New 
York (PINY) used simulation data from a model devel­
oped by the Midwest Research Institute (MRI) ( 7) to 
develop truck equivalents for varying percentages of 
trucks on any severity of sustained grade (~). IFR 
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recently completed a study to determine PCEs by the 
spatial-headway method for trucks and other nonpas­
senger cars on urban freeways (5). 

The equivalent-delay method- was applied in this 
research. On four-lane highways, overtaking vehi­
cles are inhibited only by concurrent-flow traffic. 
Faster vehicles may pass at will except when ob­
structed by slower vehicles passing still slower 
vehicles. This concept was used by Newman and Mos­
kowitz in a study for the California Department of 
Transportation and formed the basis for the PCE 
values used in the 1965 HCM (~,~). In this research, 

PCEij = (D;; - Dbase)/Dbase 

where 

PCE of vehicle type i under condition 
j, 
delay to passenger cars due to vehicle 
type i under condition j, and 
delay to standard passenger cars due 
to slower passenger cars. 

MAJOR FACTORS INFLUENCING PCEs 

(4) 

Determination of PCEs in this study included the 
following factors: roadway geometrics (up and down 
roadway grades, the length of grade, and the number 
of lanes), vehicle performance characteristics 
(length of vehicle, weight, and horsepower), and 
traffic flows (volume demand, directional split on 
two-way two-lane roads, percentage of vehicle types, 
and vehicle speeds) • 

Geometric Factors 

The range of grades considered extends from 0 to 7 
percent. Three levels of grades were defined: 

1. Level (0-1 percent), 
2. Moderate (2-4 percent), and 
3. Steep (5-7 percent). 

The 1965 HCM terrain descriptions (flat, rolling, 
mountainous) were purposely avoided since the ter­
rain descriptions are generalizations of average 
conditions. 

Two grade conditions were studied at each data­
collection site. At each site, measurements were 
tak1rn on a level seotion of the road u.nd on u. mod­
erate or steep grade in the immediate vicinity. 

Vehicle Performu.nce Fu.ctors 

The terminology "vehicle performance" is used to 
describe the speed capabilities of individual vehi­
cles operating along a road of given geometrics. The 
term "operations" is used to describe the collective 
behavior of a mix of vehicle types in the traffic 
stream. The vehicle performance capabilities of the 
following 14 vehicle types were considered: 

1. Base automobile (standard and compact), 
2. Small automobile (subcompact), 
3. Motorcycle, 
4. Bus (intercity, school, transit), 
5. Single-unit truck with two axles and four 

wheels (pickups, vans, delivery), 
6. Single-unit truck with two axles and six 

wheels (various weights), 
7. Single-unit truck with three or more axles 

(various weights), 
8. Three-axle truck combination (2S2, 2-1, 

various weights), 
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9. Four-axle truck combination ( 2S2, various 
weights) , 

10. Other four-axle truck combinations (3-1, 2-2, 
3Sl, 2Sl, various weights), 

11. Five-axle truck combination (3S2, various 
weights) , 

12. Other five-axle truck combinations (2S3, 3-2, 
2Sl, 2-3, various weights), 

13. Truck combinations with six axles or more 
(3-3, 2S2-2, 3S2, various weights), and 

14. Recreational vehicles--car and trailer, 
motorhome, pickup camper. 

Except for the last category listed, these are the 
case-study visual categor ics for the FHWA Highway 
Performance Monitoring System. 

Traffic Flow Factors 

Volume levels were chosen to relate approximately to 
level of service. The following volume ranges 
correspond to the indicated levels of service for 
uninterrupted flow on two-lane one-way (four-lane) 
highways in the 1965 HCM: 

Volume Approximate Level Volume 
ivehicles/h) of Service 
0-600 A 

601-1000 B 
1001-1500 c 
1501-1800 D 
1801-2000 E 
Over capacity F 

The maximum service volumes 
highways under uninterrupted 
given by the 1965 HCM in terms 
in both directions as follows: 

Maximum Service Approximate 
Volume (both Level 
directions) of 
(vehicles/h) Service 
400 A 
900 B 

1400 c 
1700 D 
2000 E 
Over capacity F 

Level 
1 
2 
3 
4 
5 
6 

for two-lane two-way 
flow conditions are 
of the total traffic 

Volume 
Level 
l 
2 
3 
4 
5 
6 

By defining the volume rang~s 

of service, five volume levels 
used. 

in terms of levels 
(1 through 5) were 

PCE Matrix 

A three-dimensional PCE matrix was constructed. The 
dimensions of the matrix are the 14 vehicle types 
listed previously, 6 rural highway section types 
(one or two lanes per direction times level, mod­
erate, or steep grade), and 5 traffic-volume levels. 

The 14 vehicle types, 6 rural highway section 
types, and 5 volume levels yield a matrix containing 
420 cells. As might be expected, sufficient data 
could not be collected for all of the cells in the 
matrix. Volume levels above volume level 3 were not 
observed except at one two-lane one-way site with a 
moderate grade (Charlotte, North Carolina). 

DATA COLLECTION 

Data-collection sites were chosen to attempt to 
collect data that encompass the full range of vehi­
cle types, volume levels, and rural highway section 
types (both by number of lanes and alignments) 
listed in the previous section. 
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Figure 4. Data-collection configuration. 

-

Figure 5. Loop configuration. 

~35'-

Site-Selection Criteria 

Super 8 
Movie Camero 

Four sites were chosen on two-lane two-way highways 
and four on two-lane one-way highways. Operational 
data were collected at two locations per site. One 
location was on a level section of highway and the 
second was on a moderate or steep section of high­
way. Truck weight and horsepower data were col­
lected concurrently with the traffic-flow data. 

The eight sites (four two-lane and four four­
lane) were located in five states, as follows: 

l. Colorado: two-lane and four-lane, 
2. Texas: two-lane and four-lane, 
3. west Virginia: two-lane, 
4. Pennsylvania: two-lane and four-lane, and 
5. North Carolina: four-lane. 

These states included sites where most, if not 
all, of the combinations of vehicle type, vehicle 
weight/horsepower ratio, volume level, and rural 
hig 'iway section type are available. 

Data-Collection Techniques 

Data were collected by using both an automatic 
data-collection system and a time-lapse camera, as 
shown in Figure 4. Headways, speeds, and occupancies 
were determined from data accumulated by the auto­
matic data-collection system. Visual-classification 
data were collected by using Super-8 Timelapse Cor­
poration cameras. Truck-characteristic data were 
collected concurrently. 

The sensors for the automatic data-collection 
system were pairs of inductive loops connected to a 
roadside terminal box, shown in Figure 5. The loops 
were 6 ft laterally by 12 ft longitudinally in a 
rectangular shape, spaced 35 ft from leading edge to 
leading edge; there were two conductors in each 
loop. The loops were fixed to the pavement surface 
by using 3-in-wide gray duct tape. A coating of 
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rubber-based adhesive was then applied to both the 
tape and approx i mately 3 in of the adjacent roadway 
surface to provide a stronger bond. The material 
used was Miracle Construction Adhesive, and it dried 
to a firm state in approximately 30 min under dry, 
warm conditions. 

The roadside terminal box contained a remote 
oscillator for each loop, tuned to different 
frequencies to minimize interference for 
transmission to the Radian Corporation DART II 
computer located approximately 100 ft from the edge 
of the highway. The Radian DART II is a 
microprocessor-based data-acquisition system that 
contained both the vehicle detector circuits and an 
IBM flexible disk drive for recording data. 
Traffic-flow data were collected as time of 
actuation and time of deactuation for each of the 
four inductive loops in the configuration shown in 
Figure 5. The date, time, loop identification 
number, and current loop status (on or off) were 
recorded for each input event. 

Visual vehicle classification data were collected 
by using Super-8 Timelapse Corporation cameras. The 
cameras display time of day digitally, to the 
second, on the film image. The cameras were gen­
erally set to l frame/s, although in some instances 
2 frames/s was used. The time of day for all cam­
eras and computers was set daily prior to starting 
the study. The time-lapse cameras were aimed at the 
loops to enable identification of the vehicles ac­
tuating the detectors as well as to provide a means 
of match with the truck-weighing operation data. 

Concurrent with the automatic data-collection and 
visual data-collection effort, trucks were weighed 
at a point remote from the loop locations. The 
truck weighing included a side variation in methods, 
which ranged from the portable "loadometer"-type 
scales used in Pennsylvania to the directional, 
double-sided platform scale station in North Caro­
lina, which processed two queues of trucks simul­
taneously. Truck weight, horsepower, identifying 
features, and time of day were manually recorded for 
pairing with observed traffic-flow data. Photo­
graphs of the trucks were taken in most cases to 
confirm site identity. 

After extensive communication with the highway 
departments in Texas, Colorado, Pennsylvania, North 
Carolina, and West Virginia and following a field 
inspection trip to each location, the sites were 
chosen and studied from May through August of 1981. 

DATA REDUCTION 

The data were stored by the Radian Corporation DART 
II automatic data-collection system on flexible 
diskettes. The format of each record was as follows: 

l. Date, 
2. Time (hour, minute, second, and ticks of a 

240-h clock) , 
3. Detector number, and 
4. Detector on or off indicator. 

The data on the flexible diskettes were interpreted 
and transferred to an 800-bit/in magnetic tape in 
the form of BO character records in the same general 
form shown above. These records were then analyzed 
to determine the actuation trajectory of each vehi­
cle. Simultaneously, the vehicles were identified 
as one of the 14 types previously described. The 
resulting vehicle data were then coded in the fol­
lowing format: 

l. Site number, 
2. Lane number, 
3. Vehicle type, 
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4. Date, 
5. Time of first trap detector on, 
6. Time of first trap detector off, 
7. Time of second trap detector on, and 
8. Time of second trap detector off. 

Volume-level samples were obtained by expanding 
5-min samples to 1-h volumes: 5-min samples of the 
same volume level were then concatenated. Headways 
and speeds by vehicle type within each volume level 
at each unique location were analyzed. Only volume 
levels 1, 2, and 3 were found at the sites studied, 
with the exception that the Charlotte, North Caro­
lina, site had some traffic of volume level 5. A 
total of 13 991 vehicles were observed at the two­
lane one-way (four-lane) sites, and 11 213 vehicies 
were observed at the two-lane two-way sites. 

DATA ANALYSIS 

The data were analyzed to produce a number of sta­
tistics to be applied in the PCE procedures. Spa­
tial-headway and speed mean values were derived by 
lane, site, vehicle type, and volume level. The 
truck-weight data obtained concurrently with the 
traffic-stream data were also processed to provide 
insight into the effects of weight and horsepower on 
vehicle performance. 

PCE values were determined by using the Walker, 
spatial-headway, and equivalent-delay methods. These 
could be computed directly for only those volumes 
and vehicle types sampled. Since very little data 
were available at volume levels 3, 4, and 5, models 
were developed to allow estimation of PCEs on the 
basis of the Walker method or the equivalent-delay 
method for varying volume levels and percentages of 
trucks and recreational vehicles. Vehicle speed 
estimates were based on the gradability curves de­
veloped by MRI (7) and weight/horsepower and traf­
fic-stream data collected during this study. 

The model for estimating the Walker-method PCEs 
used the following equation: 

where 

VOLi 
O'ii.PC • 

VO~pc = 

PCE of vehicle type i, 
number of overtakings of vehicle type 
i by passenger cars per mile per hour, 
volume of vehicle type i per hour, 
number of overldkluyi; uf lower-per­
formance passenger cars by other 
passenger cars per mile per hour, and 
volume of lower-performance passenger 
cars per hour. 

(5) 

The model for estimating the equivalent-delay 
PCEs used the following equation: 

PCEi = (OTJVOy) [(1/TSSP)- (1/MPCSP)] 

7 (0TLPc/VOLLpc) [(1/AVCRSP)-(1/MPCSP)] 

where 

TSSP mean speed of mixed traffic stream, 
MPCSP mean speed of traffic stream with only 

higher-performance passenger cars, and 
AVCRSP = mean speed of traffic stream when it 

contains only passenger cars. 

(6) 

Unimpeded vehicle speeds were estimated for typi­
cal grade conditions for each of the 14 vehicle 
types on two-lane and four-lane highways by using 
typical weight/horsepower values for each vehicle 
type. Insufficient data were obtained for motor-

Transportation Research Record 905 

cycles to estimate PCEs. The typical grade condi­
tions used for PCE computation were 

1. Flat (0 percent grade) i 

2. Three percent grade, 1 mile long; and 
3. Six percent grade, 1 mile long. 

The models were calibrated for the grade condi tions 
observed; then PCE values were computed for the 
above typical conditions. 

A fundamental assumption in the Walker method is 
that faster vehicles are not impeded in passing as 
they overtake slower vehicles, so queues do not 
form. Conversely, in the equivalent-delay model, it 
is assumed that faster vehicles are always impeded 
by slower vehicles, which results i n queues on the 
analysis section. It was assumed that the Walker 
method is appropriate for volume level 1, and the 
equivalent-delay method is appropriate at volume 
level 5. A linear combination of the Walker and 
equivalent-delay PCEs was computed for each inter­
mediate volume level. 

PCE values for each vehicle type, roadway condi­
tion, and volume level were derived. For the two­
lane highways, up-grade PCEs were computed. For the 
four-lane highways, the median and outside lanes 
were considered separately. Due to space con­
straints, the individual-vehicle-type PCE values are 
not presented here. They may be found elsewhere <.!I. 

Composite PCE values for all trucks and recrea­
tional vehicles, weighted and pooled by constituent 
proportion of the truck population, were considered. 
This mechanism supports continuation of the current 
percentage-of-truck input to the truck factor with a 
single truck PCE rather than use of a large number 
of truck types and PCE values. These composite 
values were computed and are shown in Table 3 for 5, 

Table 3. Composite PCE values for two-lane and four-lane highways. 

Volume Level 
Trucks 

Roadway Type (%) 2 3 4 5 

Two-Lane Hishway 

Two-lane flat 5 1.5 1.6 1.6 1.6 1.7 
10 1.5 1.6 1.6 1.7 1.8 
15 1.5 1.6 1.7 1.8 1.8 
20 1.5 1.6 1.8 1.8 1.9 
25 1.5 1.7 1.8 1.9 2.0 

Two-lane moderate 5 3.0 3.2 3.5 3.7 4.0 
10 3.0 3.3 3.7 4.0 4.4 
15 3.0 3.4 3.8 4.3 4.8 
20 2.9 3.5 4.0 4.5 5. 1 
25 2.9 3.5 4.2 4.8 5.4 

Two-lane steep 5 5.5 7.3 9.6 12.0 15.5 
10 5.4 7.6 10.5 13.3 13.3 
15 5.3 8.9 11.1 12.1 12 .6 
20 5.3 8.1 10.4 11.7 12.0 
25 5.3 8.2 JO.I 11.7 11.1 

Four-Lane Highway 

Four-lane flat 5 1.7 1.8 1.8 1.9 2.0 
10 1.7 1.8 1.9 2.0 2.1 
15 1.6 1.8 1.9 2.0 2.1 
20 1.6 1.8 1.9 2.1 2.2 
25 1.6 1.8 1.9 2.1 2.2 

Four-lane moderate 5 2.9 3.3 3.7 4.1 4.5 
10 2.9 3.4 3.9 4.4 5.0 
15 2.9 3.5 4.0 4.6 5.3 
20 2.9 3. 5 4.2 4.8 5.6 
25 2.9 3.6 4.3 5.1 5.8 

Four-lane steep 5 6.8 9.3 14.6 19.8 25.6 
10 6.4 8.2 9.9 12.9 17.0 
15 6.0 7.1 7.1 10.0 13.I 
20 5.6 6.3 6.7 8.0 JO.I 
25 5.3 5.6 5.7 6.5 7.8 
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Table 4. Comparison of PCE values for two-lane highways. 

PCE Value 

HCM HCM TT! (25 
Roadway Type Volume General Specific percent trucks) 

Two-lane flat A 3 2 1.5 
B 2.5 2 1.6 
c 2.5 2 1.6 
D 2 2 1.6 
E 2 2 1.7 

Two-lane moderate A 4 17 2.9 
B 5 17 3.5 
c 5 21 4.2 
D 5 21 4.8 
E 5 20 5.4 

Two-lane steep A 7 41 5.1 
B 10 41 8.2 
c 10 59 IO. I 
D 12 59 11.7 
E 12 70 I I.I 

Table 5. Comparison of PCE values for four-lane highways. 

PCE Value 

Trucks HCM HCM 
Volume (%) General Specific !FR PINY TT! 

Four-Lane Flat 

A-C 5 2 2 1.2 1.8 
A-C 10 2 2 1.2 1.8 
A-C 15 2 2 1.2 1.8 
A-C 20 2 2 1.2 1.8 
DE 5 2 2 1.8 2.0 
DE 10 2 2 1.8 2.1 
DE 15 2 2 1.8 2.1 
DE 20 2 2 1.8 2.2 

Four-Lane Moderate (3 percent, l mile long) 

A-C 5 4 8 8.5 3.3 
A-C 10 4 6 7 3.4 
A-C 15 4 5 7 3.5 
A-C 20 4 6 7 3.6 
DE 5 4 8 8.5 4.3 
DE 10 4 6 7 4.7 
DE 15 4 5 7 5.0 
DE 20 4 6 7 5.2 

Four-Lane Steep (6 percent, I mile long) 

A-C 5 8 13 21.5 10.2 
A·C 10 8 12 18 8.2 
A-C 15 8 12 18 6.9 
A-C 20 8 II 18 6.2 
DE 5 8 14 21.5 22.7 
DE 10 8 13 18 15.0 
DE 15 8 13 18 11.6 
DE 20 8 11 18 9.0 

10, 15, 20, and 25 percent trucks. These values 
include all buses and recreational vehicles. 

A comparison among PCEs from the 1965 HCM (2), 
both general and specific; the IFR study (5) -on 
urban freeways; the PINY study (8) from MRI design 
charts Cll; and the values computed in this research 
at the Texas Transportation Institute (TTI) is shown 
in Tables 4 and 5. The PCE values found for trucks 
in this research generally agree with the 1965 HCM 
general values, as well as with the PCEs found by 
!FR on flat urban freeway sections. The specific 
values, however, found in the 1965 HCM for the two­
lane moderate grade (3 percent, 1 mile long) and the 
two-lane steep grade (6 percent, 1 mile long) are 
seriously divergent. In the light of other recent 
research, for instance, that of McLean (10) and 
ours, which concludes that the PCE values for-trucks 
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on long grades are much too high, serious considera­
tion should be give n to substantial reductions in 
the HCM specific-grade PCE values. 

The four-lane PCE values for flat terrain are in 
virtual agreement for all of the values shown in 
Table 5. For four-lane PCE values for moderate 
grades, (3 perc e nt , 1 mile long) t he HCM specific 
values and the l?INi' values are both somewhat higher 
than the HCM general and the PCEs computed in this 
study. The PCE values for the four-lane steep grade 
are all of the same order of magnitude, although a 
lack of sensitivity to percentage of trucks is appa­
rent in all sources except this research. 

CONCLUSIONS 

This research provided several significant findings 
for two-lane and four-lane rural highways, as listed 
below: 

1. The generalized PCE values for two-lane and 
four-lane rural highways in the 1965 HCM are sub­
stantiated by the PCEs determined in this research 
for the composite stream of nonpassenger car types. 

2. The PCE values for specific grades on two-lane 
rural highways are overly conservative for both 
moderate and steep grade conditions. 

3. It is not necessary to increase the complexity 
of the truck-factor equation (Equation 2) • EL 
values may be used for a composite traffic stream 
consisting of buses, trucks, and recreational vehi­
cles. EL is shown in this research to be an ex­
plicit function of (a) percentage of trucks, (b) 
volume level (1, 2, 3, 4, 5), and (c) grade condi­
tion (flat, moderate, steep, and four-lane or two­
lane) . 
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Discussion 

Roger P. Roess 

The subject of l?CEs has received considerable atten­
tion in recent years for two different reasons. The 
federal government has supported a number of studies 
for the development of l?CE values for various cate­
gories of trucks with the purpose of using these 
values in the allocation of the road-user tax burden 
among these categories of trucks as well as among 
other vehicles that use the nation's highways. The 
research reported by the authors results from one 
such study. The subject has also received attention 
in a variety of studies directed at producing meth­
odologies for the third edition of the HCM. 

Cunagin and Messer should be complimented on the 
thoroughness and quality of their work. Their paper 
points out, however, one of the hazards of working 
with PCE values: the lack of any general consensus 
of what l?CE values are and how they ought to be 
calibrated. 

Various researchers have used a variety of cri­
teria for calibrating PCE values: 

1. Relative numbers of passing maneuvers on two­
lane highways, 
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2. Delay caused by trucks in the traffic stream 
(equivalent delay), 

3. Relative spatial headways of trucks compared 
with those of passenger cars, and 

4. Equivalent volume/capacity ratio. 

Cunagin and Messer have used a combination of the 
first two criteria in calibrating PCE values for 
their study. This method is an adaptation of the 
methods used to develop the values of the 1965 HCM. 

The authors compare the study results with PCE 
values calibrated at PINY for Transportation Re­
search Circular 212 (11). In general, the study 
values are lower than the PINY values in Circular 
212. 

It should be noted that PINY values were cali­
brated to produce an equivalent volume in passenger 
cars per hour that used the same percentage of the 
roadway's capacity as the actual volume of mixed 
traffic, i.e., to keep the volume/capacity ratio 
constant. Thus, since the two studies started with 
different concepts of PCEs, it is not unusual that 
the results differ, even significantly. 

The use of PCEs is a critical point. Messer has 
clearly recognized this in his recent draft report 
on the capacity of two-lane rural highways. In his 
formulation of new capacity-analysis procedures, he 
has not used the values resulting from the study 
reported in this paper, the focus of which was not 
capacity analysis. For capacity analysis, he sug­
gests the use of factors based on producing an equiv­
alent volume in passenger cars per hour that travels 
at the same average speed as the actual volume of 
mixed traffic. This is directly related to the use 
of average speed as a measure of effectiveness for 
level of service of two-lane rural highways. 

For multilane highways, there is considerable 
evidence that the PCE values used in Circular 212 
are too high, primarily because the standard truck 
selected for calibration was too heavy to reflect 
current conditions. These factors are now being 
revised as part of Project 3-2BB of the National 
Cooperative Highway Research Program, which will 
produce the third edition of the HCM. 

In summary, the paper presents a most comprehen­
sive treatment of PCE calibration and use. The 
philosophical issue of whether or not PCE values are 
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an appropriate measure by which to evaluate the 
allocation of road-user taxation remains but is not 
one that can be addressed in the context of a study 
such as that reported here, since it was a given 
objective of the sponsor. 
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Abridgment 

Traffic Data-Collection Systems: Current Problems and 

Future Promise 
RICHARD W. LYLES AND JOHN H. WYMAN 

Evaluations were undertaken of off-the-shelf automatic traffic data-collection 
systems to examine their capabilities in two specific areas: data collection for 
speed compliance and vehicle classification by type. A prototype system de­
veloped by the United Kingdom's Transport and Road Research Labora­
tory (TRRL) was also briefly tested. System performances in the speed mode 
were not outstanding although several systems showed promise, whereas in the 
vehicle-classification mode, performance was not good and most systems expe­
rienced serious problems. Significant problems were also encountered in the 
use of pneumatic tubes as sensors. In the classification mode most systems 
also suffered from inadequate classification schemes (i.e., number and defini­
tion of categories). However, the TRRL system performed quite well; it uses 
a more sophisticated classification scheme (proposed as an alternative to cur· 
rent schemes) and incorporates inputs from both presence and axle sensors. 

Transportation engineers deal continually with large 
amounts of traffic data generated in a variety of 
ways and for numerous purposes. Because many states 
are experiencing financial problems, data-collection 
activities are being reviewed from several perspec­
tives: whether the data are really needed, what ac­
curacy is required, and what the best ways are to 
collect them. Institution of the national maximum 
speed limit (NMSL) and the attention brought by the 
Federal Highway Administration (FHWA) to developing 
the Highway Performance Monitoring System (HPMS) 
have also focused attention on data-collection tech­
niques. 

Although several states have investigated and/or 
invested in a different automatic data-collection 
system, most data collection in the areas noted has 
been done manually. Not only is this a labor-inten­
sive operation, but there are other problems that 
may be introduced, e.g., seasonal bias of data and 
unreliability of observers. In spite of the appar­
ent need for labor- and cost-saving systems, until 
recently no organization had undertaken a comprehen­
sive review of currently available systems or their 
performance. In light of this, FHWA contracted for 
an extensive evaluation of such systems with regard 
to how well they could satisfy data needs in two 
specific areas: collecting speed-compliance data 
(with regard to the NMSL) and classifying ·vehicles 
by type (e.g., on the basis of axle spacing and 
overall length) • 

Manufacturers' names will not be used with regard 
to which system was best or worsti rather, the dis­
cussion will be limited to conunents about system 
capabilities in general. [The exception to this 
will be in the discussion of sensing devices (indi­
rectly) and experimental systems developed in the 
public domain.] However, findings with regard to 
specific systems may be found in final reports to 
FHWA (,!,ll . Systems that were evaluated were pro­
duced by the following manufacturers: Leupold and 
Stevens, Inc. i Safetran Traffic Systems, Inc. i 
Streeter-Ameti Redland Automation, Inc. (Sarasota 
Division) i and Golden River Corporation. A proto­
type unit from the United Kingdom's Transport and 
Road Research Laboratory (TRRL) was also tested as 
part of the program but will not be discussed di­
rectly. 

GENERAL DESCRIPTION 

The discussion that follows is directed to available 
off-the-shelf systems that are marketed for general 

purposes and does not necessarily apply to special­
purpose systems used in a research context. 

In general, systems used for speed monitoring or 
for vehicle classification have four basic compo­
nents: sensing devices (sensors), which provide the 
essential indication, or signal, of a vehicle's 
presence and movementi detectors, which receive the 
signals from the sensors and amplify and/or inter­
pret themi and the recorder and processor, which re­
ceive the signals from the detectors and calculate 
the speed or assign a category, record that informa­
tion, and perform whatever manipulations of the 
basic data are necessary to present them in final 
form (e.g., individual vehicle speeds and frequency 
counts) • Although these components essentially 
serve the functions indicated, most. systems do not 
actually have separable components beyond the sens­
ing device. In addition, all systems are currently 
limited to using only one type of sensing device in 
a given installation. 

Most systems are capable of producing either 
speed or classification (by type) data but not both 
concurrently. However, it should be noted that when 
a system is operating in the classification mode, a 
speed calculation is made internally as a prerequi­
site to classification. 

Sensors that are conunonly used include inductance 
loops, pneumatic tubes, coaxial cables, and tape­
switches, although the last is typically used only 
in research situations. Inductive loops are typi­
cally imbedded in the pavement and are thus perma­
nent and hence most costly, whereas the tubes and 
cables are used on the road surface and have shorter 
lives. Although commonly used, easy to install, and 
fairly inexpensive, the tubes are most prone to dam­
age: The inherent high visibility of the installa­
tion led to one of the most prevalent problems in 
recent testing in Maine--purposeful damage by truck­
ers (i.e., locking their trailer brakes and skidding 
over the installation). Hence, life expectancy is 
unpredictable at best. It should also be noted that 
air leaks are often hard to find and intermittent 
operation of systems is possible. The latter is a 
serious problem since total volumes or populations 
of classification categories may be incorrectly es­
timated from data that appear to be good. 

The visibility of cables is apparently consider­
ably less than that of tubes (comparative tests 
showed that the tubes were always seen and damaged 
by truckers, whereas no attempts were made on cable 
sensor installations). Easy to install, the cables 
are longer lasting than tubes and will resist pur­
poseful damage but will eventually succumb to snow­
plows, studded tires, and sharp dragging objects 
that breach their protective rubber coating. Varia­
tions of the cables (T-shaped cross sections imbed­
ded in pavement) have been developed and used by 
TRRL with considerable long-term success. 

There are several other sensing devices that have 
at least some potential for collection of vehicle­
classification and/or speed data, including the 
self-powered vehicle detector ( 3, 4) , the magnetic­
gradient vehicle detector (5,6), optical sensing 
(7), audio signals (8), and electronic timers (9). 
R;dar can also be used for speed data collection i1-
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though it is generally conceded that for large-scale 
collection programs it is cost-inefficient; it has 
limitations in high-volume situations in being able 
to record the speeds of specific vehicles in queues 
and in introducing bias toward lower speeds given 
the proliferation of citizen-band radios and radar 
detectors. Although potential use of other such 
sensors is not barred, their use in the near future 
in automatic systems seems unlikely. 

PROBLEMS WITH EXISTING SYSTEMS 

The existing data-collection systems were subjected 
to a series of tests to evaluate their performance 
in field situations, i.e., how well they performed 
in general and whether they did what they were pur­
ported to do. The systems were tested on separate 
occasions in the speed mode and in the vehicle-clas­
s ification mode. 

Results in Speed Mode 

Results in the speed mode were as follows: 

1. Primary problems were missed vehicles and in­
accurate speeds. 

2. Inaccurate speeds adversely affected speed­
compliance percentages; there was a general high 
skew that was especially noticeable in the tails of 
the speed distribution (e.g., percentage over 55, 
65). 

3. There was variation in accuracy from unit to 
unit (same manufacturer) or from site to site (same 
unit). 

4. When test system was compared with base sys­
tem(s) such as radar, fifth wheel, and/or optical 
timer, average speeds of samples of vehicles were 
typically within l mph. 

Results in Vehicle-Classi£ication Mode 

The following results were found for the vehicle­
classification mode: 

1. Classification 
either overall length 
les and spacing (axle 
tubes) • 

schemes were based only on 
(loop based) or number of ax­
sensoc based, e.g., pneumatic 

2. Sensitivity of loop detectors caused signifi-
cant errors. 

3. Minimum length error: 5-8 percent of vehi­
cles were not measured within ±5 ft. 

4. Maximum length error: 82 percent of vehicles 
were not measured within ±5 ft (loop detector out 
of tune) • 

5. Minimum percentage of ax la-based classif ica­
tions: 15-20 percent of vehicles were misclassified. 

6. Maximum percentage of axle-based class if ica­
tions: two-thirds of vehicles were misclassified. 

Sensor Problems 

The sensor problems included the following: 

1. Axle-sensor-based units were limited to the 
number of axles and axle spacings. 

2. Loop-based units were limited to overall 
length only. 

3. Nature of axle sensors was nonpermanent. 
4. Undetected intermittent failure of axle sen­

sors (especially tubes) is possible. 
5. Tubes are highly visible and often purpose­

fully damaged. 
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Problems with Other System Components 

The following are problems with other system compo­
nents: 

1. System-loop detector adjustments can be crit­
ical (and ace variable by site). 

2. There are numerous minor breakdowns. 
3. Missed or misclassified vehicles are not ob­

viously due (in some instances) to sensor failures. 
4. Classification schemes ace typically simplis­

tic. 

Positive Aspects of Systems 

The existing systems are not without positive as­
pects. For example, it is clear that the technology 
exists to process information from either axle or 
presence sensors. In addition, some fairly sophis­
ticated differentiations among vehicles were incor­
porated into the different systems' classification 
schemes. 

CURRENT AND PROPOSED VEHICLE-CLASSIFICATION SCHEMES 

As part of the larger question of what data are 
really needed, there is some debate over what con­
stitutes an adequate vehicle-classification (by 
type) scheme (10). For currently available systems, 
the number of available categories varies from four, 
based entirely on overall . length (raw data from 
loops), to eight, based on the number of axles and 
axle spacings (raw data from axle sensors). Users 
of vehicle-classification data, however, appear to 
desire more detail than is currently being pro­
vided. For example, FHWA has examined schemes with 
from 7 to 32 categories and currently suggests 13 in 
the Highway Performance Monitoring System (HPMS) 
program (11). At this point, then, there appears to 
be a significant gap between what available systems 
can deliver and what users desire. 

The currently proposed schemes themselves also 
have some problems since they do not necessarily re­
flect logical differentiations among vehiCle types. 
Some of the problems with currently di11cu111111d 
schemes are summarized below (based on FHWA-supplied 
definitions and 1977 FHWA truck-weight study data) : 

1. There is substantial overlap in classifica­
tions of automobiles; with the trend in downsizing, 
ourrcnt cutoff!! (e.g., !!Ubcompacl venius slctrn1arcl ur 
compact) are inappropriate--for wheelbase, < 100 
in; for overall length, < 180 in. 

2. There is overlap between vans, light pickups, 
and standard sedans or station wagons. 

3. There is overlap between light trucks and 
pickup trucks. 

4. No system is accurate on motorcycle differen­
tiation. 

5. Bus categories overlap with some trucks1 
buses are seriously overestimated. 

In an effort to provide a somewhat more reason­
able departure point for further discussion of vehi­
cle classification, the scheme in Table l is pre­
sented. It is characterized by the following: (a) 
it is based on information that can be obtained from 
axle sensors alone, (b) it recognizes some obvious 
problems with some differentiations and eliminates 
them, and (c) it considers the frequency of encoun­
tering certain types of vehicles (i.e., how impor­
tant a specific category is). Three comments are 
pertinent. First, the scheme is based on data from 
FHWA and assumes that the shortcomings of those data 
do not seriously compromise the characteristics of 
different types of vehicles (e.g., some vehicle 
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Table 1. Vehicle-classification proposal (14 categoriesl. 

Vehicle 
Category Description Proposed Rule 

E-1 Passenger cars, light trucks, Axles= 2; wheelbase.;;; 10 ft 
vans 

E-2 Heavy-duty pickups, delivery Axles= 2; wheelbase> 10 ft 
trucks, 2A6T's 

E-3 Cars and light trucks with one- Axles= 3 or 4; 1,2 spacing 
or two-axle trailers .;;; 10 ft; 5.5 ft< 2,3 spacing 

< 22 ft 
E-4 Three-axle single-unit trucks Axles= 3 and not E-3 
E-5 Trucks and semitrailers (2S2) Axles= 4 and not E-3; 3 ft.;;; 3,4 

spacing .;;; 10 ft 
E-6 Four-axle single-unit trucks Axles= 4 and not E-3; 3 ft .;;; 2,3 

spacing .;;; 5 ft 
E-7 Other four-axle combinations Axles= 4 and not E-3, E-5, 

and E-6 
E-8 Trucks and semitrailers (3S2) Axles = 5; 2 ft .;;; 4,5 spacing 

.;;; JO ft 
E-9 Other five-axle combinations Axles= 5 and not E-8; 3 ft.;;; 2,3 

spacing .;;; 5 ft 
E-10 Trucks and semitrailers plus Axles = 5 and not E-8 or E-9 

full trailers (2Sl-2) 
E-11 Trucks and semitrailers plus Axles = 6 and 5 ,6 spacing > 7 ft 

full trailers (3Sl-2) 
E-12 Trucks and semitrailers (3S3) Axles = 6 and not E-11; 4,5 

spacing .;;; 6 ft 
E-13 Other six-axle combinations Axles= 6 and not E-11 or E-12 
E-14 Other seven-or-more-axle Axles = 7 or more 

combinations 

Note: An optional category would be for 281 truck and semitrailer combination. 

types are underrepresented although it is assumed 
that recorded wheelbases, etc., would not differ 
from a scientifically drawn sample of the type) • 
Second, the scheme does not attempt certain differ­
entiations that could be made if overall length data 
were also considered (e.g., buses could probably be 
better differentiated). Third and last, the pro­
posed scheme is presented only as a point of depar­
ture for discussion by data users and others and not 
as the ultimate scheme. 

CONCLUDING REMARKS AND RESEARCH SUGGESTIONS 

Speed calculation and vehicle classification by 
length, wheelbase, axle spacings, and number of ax­
les are conceptually straightforward: e.g., the im­
plicit decision rules for given categories are 
easily stated in terms of overall length and/or the 
information from axle sensors. While the currently 
marketed systems tested typically used only a limit­
ed number of categories, the more complex classifi­
cation schemes do not necessarily imply the develop­
ment of new technology but rather a refinement of 
that which exists. There are, however, several 
areas that would benefit from additional work and/or 
attention. These are outlined below: 

1. A permanent, or at least longer-lived, axle 
sensor should be developed. At this point, it ap­
pears that some derivation of the coaxial cable 
would be the most likely candidate. 

2. Prototype systems should be developed to ex­
amine the problems, if any, in interfacing coaxial 
cables with existing systems. 

3. A single classification scheme should be 
developed for use by the states (for their own pur­
poses) and FHWA. Such a scheme should recognize, 
for example, trends in vehicle sizes, especially in 
the passenger-car categories. 

4. Systems need to be developed that can process 
inputs from a variety of sensing devices (e.g., from 
only coaxial cables or from a cable-and-loop combi­
nation). 

5. System internal logic needs to be versatile 
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enough to accommodate minor changes in the number 
and parameters of categories. 

6. All systems should have at least the option 
of printing out hourly data (inherently useful) so 
that the time of potential breakdowns can be esti­
mated. 

7. All systems should have straightforward and 
fully documented diagnostics, calibrations, and ad­
justments that can be made by the user. 

8. Systems that can simultaneously classify ve­
hicles by type and collect speed data should be in­
vestigated. 

The Automatic Vehicle Classification System 
(AVCS) developed by TRRL and tested in Maine (12-16) 
meets many of the above requirements, and the test 
results clearly demonstrated that reasonably sophis­
ticated traffic data-collection systems can be de­
veloped and used successfully in the field and that 
the resulting data will have applicability in sever­
al areas of concern to engineers, planners, and pol­
icymakers. 

There are, however, several questions that remain 
to be addressed by FHWA, the states, and other po­
tential users of such systems and/or the resultant 
data: 

1. Is the demand for such sophisticated data so 
widespread as to warrant the development of systems 
capable of delivering them? 

2. Can sufficient consensus be achieved among 
the potential users on the form of required data so 
that basic parameters required for classification 
and minimum or maximum system capabilities can be 
defined? 

3. Will the states and other local and nongov­
ernment users pursue purchase of new systems if such 
data are not required and system acquisition is not 
supported by the federal government? 

The last point to be made concerns the capabilities 
of systems that use more or less permanent sites 
(i.e., AVCS or AVCS-type system) versus those that 
might be truly portable (i.e., that use temporary 
road-surface sensors). Current sensor technology, 
and even that only available in prototype form, 
basically constrains sophisticated equipment to us­
ing permanent sensor arrays that require a large 
initial commitment of time and resources to imple­
ment any comprehensive data-collection program: more 
primitive systems can deliver lower-quality data 
much more cheaply. In this regard, it is not clear 
whether a truly portable system (including temporary 
sensors) can provide the same quality of data as an 
AVCS-type system in a permanent installation. It is 
apparent that large quantities of good data can be 
collectedi are they worth the cost of acquisition? 
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Analysis of TRANSYT Platoon-Dispersion Algorithm 

NAGUI M. ROUPHAIL 

The development of an analytical solution to the recursive platoon-dispersion 
formula used in TRANSYT models of traffic flow is presented. Flow rates in 
the predicted platoon measured at the kth interval of the jth simulated cycle 
are expressed in terms of demand and capacity rates at the source intersection 
in addition to signal-control and travel-time parameters. It was found that the 
TRANSYT recursive formula implicitly contains a cycle factor that results in 
an underestimation of the toal flow rate simulated. An estimate of that error 
has been formulated, which can be applied as a constraint on the required simu­
lation time in TRANSYT. The analytical solution also provided insight into 
the determination of critical intersection spacings below which signal coordina­
tion becomes feasible. 

The proliferation of digital computer model applica­
tions in the areas of traffic flow and control in 
the past decade has led to the successful develop­
ment of several widely used traffic signal opera­
tions models, such as Network Simulation Model 
(NETSIM), Signal Operations Analysis Package (SOAP), 
Traffic Network Study Tool (TRANSYT) , and Traffic 
Signal Optimization Program (SIGOP) <l-il. 

TRANSYT, a program for traffic signal timing and 
coordination initially developed in the United King­
dom by Robertson (5), has been successfully applied 
at many intersections in Europe and the United 
States. The TRANSYT-7F version, for example, has 
recently been used in the National Signal Timing 
Optimization Project (6), which encompassed 11 
cities and approximately 500 signalized intersec­
tions in the United States. 

The fundamental principle of traffic representa-

tion in TRANSYT-type models is platoon-dispersion 
behavior. Simply stated, as a queue of vehicles 
leaves the stopline on the green indication, its 
shape is altered along the downstream link in a man­
ner reflective of the desire of individual drivers 
to maintain comfortable time headways. Thus, al­
though the flow rate at the stopline is equivalent 
to the saturation rate in the presence of a queue 
and to the demand rate thereafter (assuming un­
dersaturated operation) , the flow patterns measured 
at an observation point t seconds downstream of the 
stopline would be considerably different. 

Mathematically, platoon-dispersion behavior is 
expressed by the following recursive relationship: 

IN(k + t) = F x OUT(k) + (! - F) x IN(k + t - 1) (1) 

where 

IN(k + t) 

OUT(k) 

t 

flow rate 
predicted 
pointi 

in kth 
platoon 

time 
at 

interval of 
observation 

flow rate in kth time interval of 
original platoon at stoplinei 
e times average platoon travel time 
from stopline to observation point 
le is an empirical travel-time fac­
tor expressed as ratio between travel 
time of leading vehicle in platoon 
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F 

and average travel time of entire 
platoon; a value of 0.8 has been sug­
gested for use in TRANSYT models 
<DJ; and 
empirically derived platoon-smoothing 
factor. 

F is a function of travel time and geometric condi­
tions on the link. To date, however, it has been 
expressed in terms of travel time only, as shown 
below: 

F= !/(!+at) (2) 

where n is the platoon-dispersion factor. Esti­
mates of 0.50 and 0.35 were found to give the best 
fit to observed traffic under moderate travel fric­
tion in the United Kingdom and the United States, 
respectively. However, a recent U.S. study, de­
scribed in a paper in this Record by McCoy and 
others, reported a correlation between the value of 
n and arterial geometries under low-friction traf­
fic flow conditions. Values of n = 0. 21 and 
n = 0.14 were suggested in the modeling of two­
lane two-way and four-lane divided arterials, com­
pared with the 0.25 value recommended in TRANSYT 
under the same conditions. 

Thus the predicted flow rate at any time step is 
expressed as a linear combination of the original 
platoon flow rate in the corresponding time step 
(with a lag of t) and the flow rate of the predicted 
platoon in the step immediately preceding it. 

The platoon-dispersion model formulated in Equa­
tion 1 has been successfully validated with field 
data collected in London and Manchester, England (_~). 

The objectives of this study thus may be stated 
as follows: · 

1. Develop a close-form solution to the platoon­
dispersion algorithm in TRANSYT-type models, 

2. Investigate the time-dependency impacts of 
the algorithm on the predicted platoon flow rates, 
and 

3. Explore potential uses of the analytical ex­
pressions developed in the study for signal-coordi­
nation schemes. 

The first step of the analysis was concerned with 
the determination of the platoon flow rates at the 
stopline of a signalized, isolated intersection, as 
discussed below. 

FLOW RATES AT ISOLATED INTERSECTIONS 

Consider the flow patterns occurring at an isolated 
signalized intersection (or peripheral intersection 
in a TRANSYT network), assuming undersaturated oper­
ation. 

The following variables are defined: 

c = cycle length (s), 
g effective green time (s), 
r effective red time (s), 
). g/c, 

gs saturated green time (s), 
gu unsaturated green time (s), 

n = number of time steps in a cycle as de­
fined in TRANSYT, 

q average demand rate (vehicles/s) , 

s = saturation flow rate (vehicles/s) , 
q/s, y 

x 
IN(k,j) 

OUT(k,j) 

degree of saturation (= y/:I.), 
arrival rate in step k of cycle j, and 
departure rate in step k of cycle j. 
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Based on the flow profiles indicated in Figure 1, 
it can be shown that 

sg, = q(r + g,) or g. = rq/(s - q) = ry/(1 - y) 

Since r = c - g = c(l - ).) , 

g, = cy(I - ).)/(! - y) (3) 

It is assumed that the red interval is made up of 
k1 time steps. Therefore, 

or 

(4) 

Similarly, k2 is defined as the last time step 
in the saturated portion of the green phase, mea­
sured from the beginning of the effective-red inter­
val. Thus 

k2 x(c/n)=r+g. 

or with some manipulation, 

k2 = n(l - ).)/(! - y) (5) 

Finally, let k3 be the last time step in the 
cycle. By definition, 

(6) 

Thus the following flow rates are used to describe 
the original platoon flow in step k of cycle j at 
the "source" intersection: 

IN(k,j) = q I..,; k ..,; n, for allj 

OUT(k,j) = o I ..,; k .;; n(i - A), for allj 

OUT(k,j) = s n(l - ).) < k..,; n(i - ).)/(! -y), for allj 

OUT(k,j) =q n(l - A)/(1-y) < k " n, for allj 

(7) 

(8) 

(9) 

(10) 

Note that under fully saturated conditions (i.e., 
). = y) , the outflow rate described in Equation 10 
is eliminated. 

ANALYTICAL SOLUTION DEVELOPMENT 

Case for Initial Cycle 

The inflow rate in step k of the first simulated 
cycle measured at an observation point t seconds 

Figure 1. Flow patterns at isolated intersection. 
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downstream of the stopline is expressed mathemati­
cally" by Equation 1, rewritten below: 

IN(k + t, 1) = F x OUT(k, 1) + (1 - F) x IN(k + t - 1, 1) (la) 

From Equation 8, it is evident that no departures 
occur in the red interval; i.e., 

JN(k+t, l)=O 1.;k .; n(l -A.) (11) 

The flow rate corresponding to the saturated portion 
of the effective-green phase is derived from Equa­
tion 9 as 

IN(k + t, I) = F x s + (1 -F) x IN(k + t - 1,1) 

Let k now be measured from the beginning of the ef­
fective-green phase and define the variable uo as 

u0 = IN[n(l -A)+ t, l] 

where the subscript zero refers to the last step of 
the effective-red interval, 

Substituting into Equation 1 gives 

Uo+ 1 = F x s + (1 - F)uo 

u!+I =Fxs+(l-F)u1 

and, in general, 

uk = F x s + (1 - F)uk-l 

Therefore, 

k-1 
uk = (1 - P)k uo + L F,(l - F)Q 

Q= O 

When k is measured from the start of the red in­
terval, 

But from Equation 11, uo = O; therefore, 

JN(k + t, 1) = s(l - (I - F)k-n(t-X)] n(l - A.) < k .;;; n(I - >..)/(! - y) (12) 

The flow rate corresponding to the unsaturated 
portion of thA grAAn phaBe i~ derived from Equwtion 
10 as 

IN(k + t, 1) = F x q + (1 - F) x IN(k + t - !, !) 

Let k be measured from the beginning of the unsatu­
rated portion of the green phase and define uo as 

~o =IN { [n(l - >..)/(! - y)] + t , 1} 

where the subscript zero refers to the last step of 
the saturated green time. 

From Equation 12, it can be shown that 

~o = s{ I - (! - F) [n(l -A.)/(! - y)] - n(l - >..)} 

= s {I - (1 - F) [ny (1 - A.)/(J -y)]} (13) 

Proceeding in a similar fashion as that above for 61, 
6 2 , and so on gives 

' ' k-1 
uk = (1 - F)k u 0 + L Fq(l - F)2 

Q=o 

=(1-F)k ~o + q(l -(1-F)k] 
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Substituting uo from Equation 13 and letting k be 
measured from the start of the red interval, 

IN(k + t, J) = s [1 _(I _ F)"Y(l -X)/( 1-Y)] (1 _ F)k-[ n(t-X)/(1-y)) 

+ q { 1 - (I - F)k-[n(l-X)/(1-y)J} (n(l - >..)/(1 -y)] 

(14) 

A summary of the flow rates derived in this sec­
tion is presented in Table 1. Note that the flow 
rates are valid only in the first simulated cycle in 
TRANSYT, as the subsequent analysis explains. 

Case for Subsequent Cycles 

If we refer to Table 1, it can be proved that 

L IN(k + t, !) < L OUT(k, 1) for 0 .;;; t.; ~ 
k=I k=I 

This is primarily due to the recursive nature of the 
platoon-dispersion formula itself, which continu­
ously incorporates a fraction of all previous flow 
rates in the calculation of the predicted platoon. 
Thus the difference 

n 

L OUT(k, !) - L IN(k + t, 1) 
k=! k=I 

may be viewed as a residual flow from cycle 1 that 
will be dispersed in cycles 2, 3, ••• , j according 
to the dispersion formula in Equation 1. The same 
reasoning may be applied for platoons generated in 
the second and subsequent cycles throughout a simu­
lation run. 

Thus for a particular cycle j, the flow rate in 
the predicted platoon at time (k + t) may be viewed 
as the sum of two components: 

1. Flow rate due to the original platoon gener­
ated in step k of cycle j at the source intersection 
and 

2. Residual flow rate from all previous platoons 
generated in cycle 1, 2, .•• , j - 1 at the source 
intersection. 

The first component is identical to the flow rate 
generated in the first simulated cycle, i.e., with 
no consideration of previous platoons. This concept 
is illustrated graphically in Figure 2, which de­
picts the progression of a platoon downstream of an 
isolate..:i inl.,t:llection and the associate(! residual 
flows generated in each cycle. 

The residual flow rate from the ith cycle that 
occurs in step k of the jth cycle (j > i), Ri,j,k• 
can be expressed by the following equation: 

R;,i,k =IN(n+t, l)x(l -F)k+n(H-1) 

For example, letting i = 1, j 2 gives 

Rl,2,k = IN(n + t, !) x (!-Ft 

Table 1. Platoon-flow boundary values. 

Case Travel Time kl <; k .. k2 

I 0 I .;;; k.; n(l -A.) 
2 0 n(l -A)< k .;;; [n(l - A)/(! -y)] 
3 0 [n(l -A)/(l -y)} < k .; n 
4 Same as I 
5 Same as 2 
6 Same as 3 

k2 
"o~ = (c/n) I: IN (k + t, ~) . 

k=k1 

(15) 

Q~· 

Zero 
qc(l - ;\.)/(! -y) 
qc(A.-y)/(l -y) 
qc(l - >..) 
qcy(l - >..)/(! - y) 
qc(>.. - y)/(l -y) 



Transportation Research Record 905 

Figure 2. Platoon-dispersion formula characteristics. 
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Figure 3. Summary of flow rates for initial cycle. Boundaries for (k) IN(k+t, l ) 

l S k s n(l - >.) 0 0 

2 ~ n(l-1') < k ~ ( I->') 

n( l -1') < k 
(l - y) S n q 

s[l -(l-F)ny( l -X) /(1-y)] >< 

(1-F) k- [ n ( 1-1.) / (1 - y)] 

+ q [i _ (l-F/-[n(l-1')/(l-y) ]] 

a l = Red phase at source intersect i on 

2 = Saturated por tion of green phase 

3 = Unsaturated port i on of green phase 

which is 
OUT(k,l) 
sidered. 

consistent with Equation l 
term is eliminated when cycle 

since 
2 is 

the 
con-

Therefore, the total flow rate in the predicted 
platoon, including residuals from all previous 
cycles, is expressed as 

(
J-1 ) 

IN(k + t,j) = ~ Ri,i,k + IN(k + t, l} 
i= l 

(16} 

which suggests that the flow rates (and consequently 
the actual number of vehicles) simulated in TRANSYT 
appear to be systematically related to the length of 
a simulation run. 

Solving Equation 16 for j = 2,3,4, respectively, 
gives 

IN(k + t, 2} = IN(n +t, 1)(1 - F)k + JN(k + t , l} 

IN(k + t, 3) =(~, R;,3,k) + IN(k + t , l} 

But from Equation 1 5 , 

R1,3,k = IN(n + t , l} x (1- Ft+n 

R2,3,k = IN(n + t, 1) x (1 - F)k 

Ther efor e, i t can be shown t ha t 

IN(k + t, 3} = IN(n + t , 1)(1 - F)k [l + (1 - F)"] + IN(k + t, 1) 

(17} 

(18} 

A similar derivation for j = 4 gives 

IN(k + t, 4) = IN(n + t, l}(l - F)k (I+ (1 - F)" + (1- F)2 ") 

+IN(k+t , 1} (19) 

which leads to a general expression for cycle j, 
j > l: 

IN(k + t,j) = [ IN(n + t, 1)(1 - F}k :~o (I - Fr"] + IN(k + t, l} 

= IN(n + t, 1)(1 - Fl { [I - (1 - F}"<Hl] / (l - (I - F}" ]} 

+ IN(k+t,l} (20) 

Equation 20 is a general platoon-dispersion for­
mula that predicts the flow rate in the kth step 
(l < k < n) of the jth simulated cycle in 

TRANSYT-:- Because the term containing the cycle 
designation j vanishes at j = l, the expression is 
considered valid for any cycle, including the ini­
tial one. 

values of IN(n + t,l), 
the set of general ex­
realized. A summary of 
4. 

By substituting the 
IN(k + t,l) from Figure 3, 
pressions for flow rates is 
these is presented in Figure 

CYCLE FACTOR AND ERROR ESTIMATION 

The dependency of platoon flow rate on cycle desig­
nation implies that each time an IN histogram is 
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Figure 4. General expressions for flow rates. 

OUT(k,j) IN(k+t,j) Cycle Regiona k1 $ k $ k2 (j) 

l * 1 $ k $ n(l-A) 0 0 

2• n(l-1.) <k<~ - (1-y) 

3• 11_(1->.) k 
(1-y) 

$ n q 
s[l - (l-F)ny(l-\)/(1-yJ] (l-F/ -[n(l-A) /(1-y)] 

+q[l - (l-F)k-[n(l-1.)/(1-y)J] 

n (1-\) 

(1-F)k [I -(1-F)n(j,~l) ]{q[t - (l-F)n(A-)')/(1-}')J 

1 - (1-F) 

+ s (J-F)n(\-rJ (1 -r ) x [1 _ (l-F)ny(l-\)/(1-yJ]} 

n(l-J.) < k <~ 
- ( L-r) 

s[1 - (l-F/-n(l-1-J] + (1-F)k[l - (1-F)n(.~l) ] 
I - (I -F) 

> 1 
x {q[t - Ll-F)n(,\-~·)/(1 -y l] + s(l-F)n(!.-y)/(1-y) 

x [1 - (1-F)n) (1-!.)/(l-r)J} 

s [l - Ll-F)ny(l-!.)/(1-y)J (l-F)k-[n(l-1.)/(l-y)] 

n(l - >.) < 
ll->'l 

s n q 

+q[l - (l-F)k-[n(l-1.)/(1-rJl] + (1-F)k [l - (l-F)
11

(jn-I)] 

1 - (1-F) 

x {q[l - (1-F)n(!.-y)/(l-yJ] + s(l-F)n(A-)')/(l-y) 

x [1 - (l-F)ny(l-1')/(J-y)]} 

al - Red signal indication at source intersection. 2 • Queue released on green indication (g
5 

in eq. 3). 

= Vehicles Released at arrival rate on green indication. 

constructed in TRANSYT from essentially the same OUT 
patterns, the resulting flow rates will be dif­
ferent. This time dependency is re~lected in Equa­
tion 20 by the term (1 - (1 - F) n(J-1)], hereafter 
designated the cycle factor. 

To demonstrate the impact of the cycle factor on 
the number of vehicles generated in a TRANSYT run, 
consider a simulation period lasting m cycles. 
Since the total number of vehicles leavinq the stop­
line each cycle is qc, the total number of vehicles 
simulated is mqc. At an observation point t seconds 
downstream of the stopline, the corresponding number 
of vehicles arriving in cycle j can be calculated as 
follows: 

Qi= (c/n) ~ !N(k + t,j) (21) 
k = I 

and the total number of vehicles simulated in m 
cycles is 

(22) 

The relative cycle error based on m simulated cycles 
(EnJ is now defined as 

Em= [qc - (Q/m)] /qc x 100 percent (23) 

where Q/m is the average number of vehicles gener­
ated per cycle in the predicted platoon, based on a 
simulation run lasting m cycles. 

The variable Qj in Equation 21 has been calcu­
lated for the three flow patterns considered at the 
source intersection. The results are tabulated in 
Figure 5, 

In order to ascertain the validity of the total 
flow expressions of Q, two special cases were con­
sidered: 

1. Travel time is zero (F = 1): In this case, 
the IN flow value in Equation 21 should duplicate 
the OUT flow values at the source intersection , 

2. Travel time is infinity (F = 0): In this 
case, the IN flow values in Equation 21 should du­
plicate the IN flow values that occur at an isolated 
intersection. 

In both cases, cycle dependency was considered neg­
ligible, since j was set to infinity. Formulas for 
the two cases are summarized in Table 1. 

Proof: Based on the OUT patterns derived in 
Equations 8 through 10, the total flow generated at 
the source intersection can be expressed as follows: 

n(l-1..) 

Q1 = ~ 0 x ( c/n) I .;; k<; n(l - /I.) 
k = I 

n(l-1..)/(1-y) 

Q2 = L sx(c/n) n(l - /I.)< k.;; [n(I - /1.)/(1 -y)] 
k=in(l-1..)]+l 

q x (c/n) [n(l - /1.)/(1 - y)] < k.;; n 
(n(l-1..)/(1-y}]+l 

(24) 

(25) 

(26) 

It can be rea<llly shown that the values of Q1 1 

Q2, and Q3 correspond precisely to expressions 
1, 2, and 3 given in Table 1. 

Proceeding in a similar fashion for t = m, it 
is observed that the q multipliers in expressions 4, 
5, and 6 are actually the durations of the red, 
saturated-green, and the unsaturated-green inter­
vals, respectively, at the source (and in fact iso­
lated) intersection. In other words, the flow rate 
in each of the three regions has a fixed value q 
throughout the cycle, a distinct feature of the 
isolated-intersection arrival-flow pattern. 

A computer program was written to calculate the 
relative cycle error (Eml for a variety of travel-
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Figure 5. Number of vehicles generated in predicted platoons. 

Figure 6. Relative cycle error for t = 20 s. 
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time, signal-control, and simulation-run parame­
ters. The results are depicted graphically in Fig­
ures 6 and 7. These graphs are useful in the 
preliminary determination of the required duration 
of a simulation run, so as to maintain the relative 
cycle error below a prespecified threshold. For 
example, for a pair of intersections that are 20 s 
apart (under free-flow conditions), a relative cycle 
error of 10 percent will not be exceeded if a simu­
lation period is selected that is (a) 4 cycles long, 
each made up of 30 steps, or (b) 17 cycles long, 
each made up of 5 steps. The corresponding values 
for a travel time of 60 s are 11 steps and 49 cycles. 

It was also noted that the cycle error is vir­
tually independent of the degree of saturation at 
the source intersection, at least within the degree 
of saturation range tested in this study (0.55 < x 

1 s 'k s n(l-1') 

n(l-A) < k < n(l-J.) 
- (l-y) 

n[l-.\) < 
( 1-y} 

$ n 

77 

£ l l - {l-F)n(Jn- 1) x llF-F) x [1 - (l-F)n(l-1')] 

n l - ( 1- F) 

x (q [1 - (l-FJn(1'-y)/(l-y)} s(l-F)n(A-y)/ll-y) 

x [1 - (l-F)ny(l-A)/(1-y)J)! 

£ 1~ + {( I - (J-F)n(j-1) 
n I (J-y) I - (l-F) 11 

xq[l- (l-F)n(A-y)/(1-y)J +s(l-F)n(A-y)/(l-y) 

x [i . (l-F)ny(l-J.)/(1-y)J). s } 
(l-F ) n(l-J.) 

x ((1-~ Jn~J ->.) •J x [1 - (1-F)ny(J-J.)/ll-y)J)\ 

c ! •1nP-r) { >[I - (1-11)
11 ·(l-:\)/(l-Y)) 

ii (1-y) - + (l-F)n(l-X)/(1 -r ) 

+ 1(1 - ( l - F)n(jn-1)] x (q [1 - (l-F)n(J.-y)/(1-y)J 

l - (1-rJ 

• s(l-F) 11 (>.-i•J/(l-y) x [1 - (1-r)ny[l-A)/[l-y)J)I} 

~ (ll - l 'J 11 ~l -J.) '1 x [ 1 _ (l-F)n(J.-y)/(1-y)J)/ 

C • 60 seconds 

5 11.,11 cycle 

- - - ?IO 1t•P'/ cycle 

NUMBER OF CYCLES 

SIMULATED 

~ 1.00). Thus in a simulation of a TRANSYT net­
work, the controlling factor in the selection of re­
quired simulation time and interval duration is in 
fact the highest link travel time. Once an accept­
able cycle error is attained for that critical link, 
all other links in the network will automatically 
satisfy that same requirement. 

Of course, if the analytical expressions derived 
in this study were to substitute for the recursive 
relationship in TRANSYT, under steady-state cycle 
conditions (i.e., j = m), then the cycle error 
would be totally eliminated. 

SIGNAL COORDINATION FEASIBILITY LIMITS 

The derivation of analytical solutions to the pla­
toon recursive formula makes it possible to study 
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Figure 7. Relative cycle error for t = 60 s. 
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the potential value of providing signal coordination 
between the source intersection and a hypothetical 
destination intersection located within t seconds of 
travel. This is accomplished by comparing the ac­
tual flow rates arriving at the destination inter­
section with the predicted flow rates had the desti­
nation intersection been considered isolated in 
nature. 

Consider a time interval of length r that corre­
sponds to the red signal indication at the source 
intersection. For an isolated intersection, the 
proportion of vehicles arriving in r (Pc) is 
simply the proportional duration of interval r to 
the cycle length (c). In other words, 

P, = c( l - 'A)/c = 1 - A (27) 

Now if we consider the actual proportion of arrivals 
in interval r based on platoon dispersion after time 
t (Pr,tl, it can be shown that 

3 

P, 1 = Q~ ,/ ~ Q~ i x 100 percent 
I > i= l I 

(28) 

where Qm, i is the steady-state (j = m) number 
of vehicle arrivals at the destination intersection 
that originated in interval i (i = 1,2,3) at the 
source intersection. Q-values are depicted in Fig­
ure 5. 

Similar expressions 
arrivals corresponding 

are developed for vehicle 
to the saturated (gs) and 

30 40 

ISOLATED r, g, 

60 70 80 

TRAVEL TIME FROM 
SOURCE SIGNAL lttcl 

unsaturated (9ul portions of the green interval, 
as follows: 

Pg,= cy(l - X)/c(l - y) = y(l - X)/(l -y) (29) 

3 
Pg, 1 = (Q~,gsf ~ Q~,;) x 100 percent (30) 

• l=I 

(31) 

3 

Pgu,t = (Q~.su /.~ Q~.1) x 100 percent 
J= l 

(32) 

The values of P1 , where I denotes a general inter­
val, are plotted against free-flow travel time be­
tween source and destination intersections in Fig­
ures 8 and 9 by using three different demand/ 
capacity ratios. 

The graphs clearly demonstrate that the source 
platoon rapidly degenerates (with time) into a uni­
form flow pattern, although theoretically the two 
patterns coincide only at t = m. It is also ob­
served that the rate of platoon degeneration is de­
pendent on the degre'E! of saturation at the source 
intersectioni in general, a platoon degenerates more 
rapidly at higher degrees of saturation. 

To the extent that the platoon-dispersion formula 
in TRANSYT is valid, Figures 8 and 9 may be used to 
investigate intersection spacing thresholds for sig­
nal coordination. There is no attempt in this paper 
to develop any such guidelines, in part because of 
the narrow scope of the numerical examples depicted 
in the figures. However, as additional data are 
successfully tested, a mathematical model with 
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Figure 9. P1 versus travel-time functions for x = 1.00. LEGEND : r •RED INTERVAL EXAMPLE ' C• 601K 
Q, • SATURATED GREEN INTERVAL r•30oec 

g1 •30tec 
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10 

Table 2. Cycle dependency of queue lengths and delays: numerical example. 

Cycle 

Variable !st 3rd 10th 50th 

Average flow rate in predicted 0.032 0.210 0.247 0.249 
platoon• (vehicles/s) 

Average flow rote in green in- 0.064 0.22 1 0.253 0.255 
tcrvolb (.vehlcles/s) 

Average queue length0 (vehicles) 0 2.58 3.55 3.63 
Uniform vehicle delay [vehicles/ 0 154.8 213.0 217.8 

(s·cycle)] 

~Averaa:o at sburce intCr&i:c Uon ~ o.2svcihlcJc/s. 
Aauming 'lero gy-een ort~c l bctw~*'h lnU.'..11cctiom' a.nd green interval of 30 ~· 

cQu.-euo. lenglh is zero In fin.t cycle slnec nll iurivaJs occur in the green inn1rvol at the 
destination intersection. 

travel time and degree of saturation as independent 
variables and a measure of the absolute difference 
between Pr and Pr,t as the dependent variable 
could be used directly to estimate the value of pro­
viding signal coordination between a pair of inter­
sections. 

ILLUSTRATIVE EXAMPLE 

The following numerical example demonstrates the 
impact of cycle error on the magnitude of uniform 
vehicle delay, which is a component of the perfor­
mance index in TRANSYT. Mathematically, delay is 
expressed as follows: 

n 

du = (c/n) 2: mk (33) 
k=l 

where du is the uniform delay in vehicles per sec­
ond per cycle and mk is the queue length during 
step k in vehicles c, n, k as defined earlier. mk 
is calculated as follows: 

mk =max {mk - 1 + (c/n) [IN(k) - OUT(k)), 0} (34) 

Thus, for a pair of intersections operating under 
a simultaneous-progression pattern (i.e., offset• 
OJ and identical g/c ratios, it is assumed that 
c = 60 s, g = 30 s, t = 60 s, n ~ 10, a = 0.35, 
q ~ 900 vehicles/h (0.25 vehicle/s), and s = 1800 
vehicles/h (0.50 vehicle/s). 

By using the flow equations shown in Figure 4, 
the predicted platoon-arrival rates at the destina­
tion intersection were calculated. When these IN 
flow rates were overlaid on the OUT patterns (that 

20 30 40 60 

ISOLATED r, Q, 

70 

TRAVEL TIME FROM 
SOURCE SIGNAL flK) 

is, zero offset, g/c = O. 50 at the destination in­
tersection) , queue length and delay estimates were 
obtained by using Equations 33 and 34. 

This procedure was carried out for platoons gen­
erated in the 1st, 10th, and 50th cycles of a simu­
lated TRANSYT run. The results are summarized in 
Table 2. 

The average flow rates, queue lengths, and uni­
form delays exhibited virtually identical variations 
with cycle number. All were underestimated in cy­
cles 1, 2, and 3. Between the 3rd and the 10th 
cycles, all performance measures were within 5 per­
cent of their terminal values reached at the later 
cycles. The location of a knee (point of substan­
tial slope c hange ) in the delay-versus-cycle rela­
tionship may be viewed as a desirable upper limit on 
the simulation time beyond which little will be 
gained in terms of computational accuracy of the 
performance measures . 

Further work is planned regarding an investiga­
tion of cycle-factor impact on the final TRANSYT 
settings, which was beyond the scope of this paper. 

CONCLUSIONS 

An analytical solution to the recursive platoon­
dispersion formula used in TRANSYT-type models has 
been developed in this paper. 

The findings of the study have potential signifi­
cance in several aspects of macroscopic traffic sim­
ulation modeling: 

1. The recursive relationship in TRANSYT con­
tains a time-dependent factor, which in turn under­
estimates the total flow generated in a simulation 
run and consequently all performance measures (such 
as delays and stops) associated with it. The analy­
tical expressions developed in the study give a pre­
cise measurement of that factor. 

2. Time dependency of flow rates generated in 
TRANSYT may be reduced by increasing the simulation 
period, the number of steps per cycle, or both when 
the recursive relationship is used. As an option, 
however, it is possible to use the analytical ex­
pressions derived in this study under steady-state 
cycle conditions (i.e., assuming an infinite number 
of runs) , which thus eliminates the time-dependency 
effect. 

3. A number of expressions developed in this 
study describe the process by which a platoon of 
vehicles degenerates into a uniform-flow pattern. 
The rate of degeneration was found to increase with 
the degree of saturation at the source intersec-
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tion. Mathematical models are suggested to evaluate 
signal coordination feasibility limits between a 
pair of intersections. 
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Optimization Model for Isolated Signalized 

Traffic Intersections 

W.B. CRONJE 

The existing methods for the optimization of isolated fixed·time signalized 
traffic intersections are applicable either to undersaturated stationary condi­
tions or to oversaturated conditions. As far as is known, no model exists that 
is applicable to all conditions. A model is developed for the optimization of 
fixed-time signalized intersections that is applicable to undersaturated as well 
as to oversaturated conditions. In the model, the macroscopic approach to 
traffic flow is used. Although it is not so accurate as the microscopic approach, 
values are obtained for delay and number of stops that are accurate enough for 
practical purposes and that use much less computer time. Macroscopic simula­
tion is then approximated by the geometric probability distribution. In this 
case also, values for delay and number of stops are obtained that are accurate 
enough for practical purposes and that use much less computer time. Conse­
quently, the geometric probability distribution model is recommended for the 
optimization of fixed-time signalized traffic intersections. 

The purpose of this paper is the development of a 
model for the optimization of fixed-time signalized 
intersections. 

Most of the research in the field of signalized 
intersections has been done for undersaturated con­
ditions. In this paper, however, we shall not refer 
to specific shortcomings, but as a result of these 
shortcomings, it has been decided to develop an ac­
curate model for practical application to undersatu­
rated and oversaturated conditions. 

First, microscopic and macroscopic simulation are 
compared in the stationary zone with reference to 
averag" rlelay and number of stops. The difference 
is found to be negligible for practical purposes, 
and macroscopic simulation is used in the further 
development of the model because it uses much less 
computer time. 

Second, average delay and number of stops are 
determined by macroscopic simulation in the nonsta­
tionary zone. Good agreement is found between the 
values obtained at the end of the nonstationary zone 
and those in the stationary zone. Macroscopic simu­
lation in the nonstationary zone can therefore be 
deemed correct (see Figure 1). 

Last, macroscopic simulation is approximated by 
the geometric probability distribution to further 

reduce computer time. Good agreement is found for 
all practical purposes, and the geometric model is 
therefore recommended for the optimization of fixed­
time signalized intersections. 

COMPARISON BETWEEN MICROSCOPIC AND MACROSCOPIC 
SIMULATION 

Macroscopic traffic flow at a signalized intersec­
tion is indicated in Figure 2, which shows average 
arrivals per unit time interval (q), overflow of 
vehicles at the end of the previous cycle (QBJ , 
overflow of vehicles at the end of the cycle (QEJ, 
cycle length (cJ in seconds, effective green time 
(gJ in seconds, effective red time (r) in seconds, 
and saturated flow ( sJ in vehicles per second. The 
total delay per cycle (DJ is the area under the 
queue-length diagram: 

D = [(2·03 + q·r)r/2] + [(q·r +Os+ 0E)g/2] (!) 

The number of stops per cycle (NJ is the number of 
vehicles that arrive while there is a queue plus the 
overflow at the start of the cycle (QBJ: 

N=c·q +Os (2) 

Microscopic traffic flow is indicated in Figure 3. 
In the macroscopic case, arrival of vehicles per 

cycle is obtained by generating random numbers. In 
the microscopic case, gaps between vehicles are ob­
tained similarly. 

By working from a zero origin, the times of ar­
rival and departure are obtained; thus the delay is 
experienced. By summation of the delay for all ve­
hicles, the total delay (DJ is obtained. The aver­
age delay (d) is then the total delay divided by the 
sum of all the vehicles arriving during the period 
considered. 

The number of stops is obtained as follows. 
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Figure 1. Transition from nonstationary to stationary zone as flow increases. 
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r 
.c 
~~ 
~~ 
0-' ,I 

I, 

~ 
r 

)\ 

Figure 3. Arrivals and departures at signalized intersection. 

at Constant Headway 

Randl.'11: Arrivals 

If a vehicle is delayed, it is counted as a stop 
and if a vehicle does not depart during the cycle in 
which it arrives, an extra stop is counted. The 
average number of stops is obtained by dividing the 
total number of stops (N) by the total number of 
arrivals during the period considered. 

The values for average delay and average number 
of stops as obtained for microscopic and macroscopic 
simulation are indicated in Table 1, from which it 
is clear that the difference between microscopic and 
macroscopic simulation is, for practical purposes, 
negligible. Because it uses less computer time, 
macroscopic simulation is used for further analysis. 

MACROSCOPIC SIMULATION MODEL 

Analy sis 

The following equations are used: 

(3) 

(4) 

Table 1. Average delay and average number of stops for microscopic and 
macroscopic simulation. 

Microscopic Macroscopic 
Simulation Simulation 

g x q d n d n 

40 12 0.5 0.83 450 25.92 1.23 25.67 1.27 
24 0.5 0.74 800 8.17 0.73 8.20 0.85 

60 18 0.5 0.83 450 30.59 1.09 30.77 1.14 
36 0.5 0.74 800 10.74 0.71 10.62 0.81 

80 24 0.5 0.83 450 36.23 1.04 36.15 1.07 
48 0.5 0.74 800 13.46 0.71 13.24 0.79 

100 32 0.5 0.78 450 35.95 0.94 35.76 0.97 
64 0.5 0.69 800 12.94 0.63 12.68 0.69 

120 38 0.5 0.79 450 42.30 0.94 42.24 0.97 
76 0.5 0.70 800 15.66 0.64 15.52 0.70 

Notes: Average delay per vehicle in seconds: d = D/(q·c). 
Average number of stops per vehicle: n = N/(q·c). 
Ratio of average number of arrivals per cycle to the maximum number 

of departures per cycle: x = (q·c)/(s·g). 
q = average number of arrivals per hour . 

P(D) = P(Q8 ).P(q·c)-P(s·g) 

P(N) = P(Q8 )-P(q·c)-P(s·g) 

F.(D) = ~ D;·P(D;) 
I 

F.(N) = ~ N;·P(Ni) 

where 

I 

q•c 
s•g 

average number of arrivals per cycle, 
number of departures per cycle, 
probability of overflow QE, 
probability of total delay, 
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(5) 

(6) 

(7) 

(8) 

P(QE) 
P(D) 
P(N) 
E(D) 
E(N) 

= probability of total number of stops , 
expected value of total delay, and 
expected value of total number of stops. 

P(q•c) is obtained from the arrival distribu­
tion. P(s•g) is obtained from the departure rate, 
and P(QB) is obtained as follows. 

Assume zero flow initially. With zero flow, 
there can be no overflow at the end of the cycle; 
thus QE = o. But QE becomes Qs for the next 
cycle; therefore, QB = 0 for the first cycle and 
it is clear that P(QB = 0) = l and that P(QB = 
1, 2, 3, •.• ) = O. The probability diagram is 
therefore as indicated in Figure 4. 

By varying the number of arrivals per cycle 
(q•c) between zero and j so that 

J 

i~o P(q·c = i);;. 0.9999 (9) 

and by substituting 
q•c in Equation 3, 
obtained. 

the possible values of QB and 
different values for QE are 

The procedure will be 
ample. Assume that s•g 
P (s•g) = l. 

Ex amp le l 

illustrated with an 
is an integer such 

ex­
tha t 

If we use cycle length (c) of 40 s, saturated flow 
(s) of 0.5 vehicle/s, flow (q) of 800 vehicles/h, 
Poisson arrivals, and effective green time (g) of 
16 s, 

s•g o. 5 • 16 8 vehicles departing per cycle, 

m = q•c = (800 • 40) / 3600 = 8.888 888 9 arrivals 
per cycle. 
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It is found that j in Equation 9 equals 22. 
fore, q• c is varied between zero and 22. 
first cycle, QB = O. 

There­
For the 

Put Qs = 0 and s•g = 8 in Equation 3; then 

(1 0) 

Figure 4. Probability distribution diagram for 0 8 in first cycle. 

0 
. . .. .. ...... QB 

Table 2. Probability of QE . 

q-c QE P(QE) q·c QE P(QE) 

0 - 8 0.000 137 9 12 4 0.070 054 9 
1 -7 0.001 225 9 13 5 0.047 900 8 
2 -6 0.005 448 4 14 6 0.0304132 
3 -5 0.016 143 5 15 7 0.018 022 6 
4 -4 0.035 874 4 16 8 0.010012 6 
5 -3 0.063 776 6 17 9 0.005 235 3 
6 -2 0.094 483 9 18 10 0.002 585 4 
7 -1 0.119 979 6 19 11 0.001 209 5 
8 0 0.133 310 6 20 12 0.000 537 6 
9 1 0.131 664 8 21 13 0.000 227 5 

10 2 0.117 035 4 22 14 0.000 091 9 
11 3 0.094 574 1 

Figure 5. Probability distribution diagram for QE. 

1 o. 4704060 

0.0304 148 
0.0052356 

10 .. • . •• 14 
QE 

Table 3. Average delay and number of stops by macroscopic simulation. 

Stationary Nonstationary 
Condition Condition 

g x q d n d n 

40 12 0.5 0.83 450 25.67 1.27 25.68 1.27 
24 0.5 0.74 800 8.20 0.85 8.21 0.86 

60 18 0.5 0.83 450 30.77 1.14 30.82 1.14 
36 0.5 0.74 800 10.62 0.81 10.64 0.81 

80 24 0.5 0.83 450 36.15 1.07 36.27 1.08 
48 0.5 0.74 800 13 .24 0.79 13 .23 0.79 

100 32 0.5 0.78 450 35.76 0.97 35.79 0.97 
64 0.5 0.69 800 12.68 0.69 12.67 0.69 

120 38 0.5 0.79 450 42.24 0.97 42 .25 0.97 
76 0.5 0.70 800 15.52 0.70 15.51 0.70 
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By substituting q•c in 
0) = 1, P(s•g) = 1, and 
model in Equation 4, the 
2 are obtained. 

Equation 10 and P(QB = 
P(q•c) from the Poisson 
values of P (QE) in Table 

QE cannot be negative; thus 

0 
P(QE = O) = ~ P(QE = i) = 0.470 380 8 

i=-8 

By adjusting the values in Table 2 so that t P(QE) = 
1, the probability diagram in Figure 5 is obtained. 

For the next cycle , ~ becomes Qs . Values of 
Qs from zero to 14 are there f ore available. For 
each value of QB, the series of values of q•c 
from zero to 22 is substituted in Equation 3 and a 
probability distribution diagram for QE for each 
value of QB is obtained. 

The probabilities of ~ on these diagrams are 
then summed over all the diagrams, that is, over 
QB, according to the following equation: 

(11) 

The probabilities obtained are again adjus ted to 
sum to 1, ~ again becomes Qs, and the probabil­
ity distribution for the next cycle is determined. 

This procedure is repeated until average delay 
becomes constant in the unsaturated case or until 
the increase in average delay from cycle to cycle 
becomes constant in the oversaturated case. 

If this constant average delay in the nonstation­
ary undersaturated case is equal to the average de­
lay as obtained for stationary conditions, then the 
method whereby average delay is obtained for nonsta­
tionary conditions by macroscopic simulation can be 
deemed to be correct. 

The values obtained for average delay and average 
number of stops for stationary and nonstationary 
conditions are indicated in Table 3. 

From Table 3 it is clear that the differences are 
negligibly small. Thus the nonstationary analysis 
can be deemed correct. 

APPROXIMATING MACROSCOPTC STMULATION BY GEOMETRIC 
PROBABILITY DISTRIBUTION MODEL 

The following form of the geometric distribution is 
suggested as an approximation model: 

P(K) = (1 - f)fK ( 12) 

where P(K) is the probability of a queue of length K 
at the start of the cycle and f is the probability 
of a queue at the start of the cycle. Let 

f= E(Qe)/ [1 + E(Qs)J (13) 

In another paper in this Record, I have shown 
that for the geometric approximation model the ex­
pected overflow at the end of the cycle is 

E(QE) = E(Qe) + E(q·c) - E(s·g) 

s·g-1 
- ~ P(s·g) ~ P(g·c)[E(Qa)(l - f'·g-q-c) + q·c - S•g) (14) 

s· g q·c= o 

The expected number of s tops is 

&·g- 1 ( 
E(N) = E(Q8 ) + E(q·c) + s~g P(s·g) q ·~~ o P(q·c) (q·c)/c/ ([(s·g)/g) 

- [(q·c)/c] } ) [E(Qs)(J - f•·g-q·c) + q·c -s·g) (15) 
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Figure 6. Probability distribution diagram for 0 8 • 
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Table 4. Macroscopic simulation and geometric model at undersaturation. 

Simulation 

c g q x d n 

40 12 0.5 450 0.83 25.68 1.27 
24 0.5 800 0.74 8.21 0.86 

60 18 0.5 450 0.83 30.82 1.14 
36 0.5 800 0.74 10.64 0.81 

80 24 0.5 450 0.83 36.27 1.08 
48 0.5 800 0.74 13.23 0.79 

100 32 0.5 450 0.78 35.79 0.97 
64 0.5 800 0.69 12.67 0.69 

120 38 0.5 450 0.79 42.25 0.97 
76 0.5 800 0.70 15.51 0.70 

and the expected total delay is 

F.(D) = E(Q8 )·c + 0.5 [E(q·c)·c - E(s·g)g) + s~ P(s·g) 

x ::~~ P(q·c) (1/2l [(s·g)/g] - [(q·c)/c]}) 

Geometric Model 

d n 

22.26 1.19 
7.88 0.85 

27.93 1.09 
10.45 0.81 
33 .82 1.05 
13.12 0.79 
35.02 0.97 
12.66 0.69 
41.53 0.96 
IS.SO 0.70 

x jE(Q8 )[2 - fs·g-q-c(l + f)] + (q·c - s·g)2 -(q·c - s·g-1)2 f i} 

x (1/(1-f)] (16) 

By applying Equations 12 through 16 to example 1, 
the probability distribution below is obtained: 

QB P(Q5) Os P(Q5) 
0 0.376 540 9 8 0.008 595 6 
1 0.234 757 9 9 0.005 359 0 
2 0.146 361 9 10 0.003 341 1 
3 0.091 250 7 11 0.002 083 1 
4 0.056 891 1 12 0.001 298 7 
5 0.035 469 2 13 o.ooo 809 7 
6 0.022 113 6 14 o.ooo 504 8 
7 0.013 786 9 

The probability distributions in Table 2 and the 
tabulation above are indicated in Figure 6. 

In Table 4, macroscopic simulation is compared 
with the geometric model at undersaturation and in 
Table 5 at oversaturation. 

From Figure 6 and Tables 4 and 5, it is clear 
that there is close agreement between macroscopic 
simulation and the geometric model. 

An application to a two-phase intersection is 
illustrated in example 2. The intersection data are 
given below (Tir T2r and T3 are consecutive 
time periods in seconds): 

Phase s g 
-1-- o.s l6 
2 0. 5 18 

ql Tl q2 
400 1000 6oo 
500 1800 750 

T2 
2400 
2400 

q3 T3 
BOO 1200 
1000 1200 

83 

Table 5. Macroscopic simulation and geometric model at oversaturation. 

Simulation Geometric Model 

c g x q d n d n 

40 24 0.5 1.00 1080 36.46 1.72 34.91 1.68 
24 0.5 1.10 1188 69.38 2.60 70.68 2.63 

60 36 0.5 1.00 1080 46.86 1.58 44.70 I.SS 
36 o.s 1.10 1188 99.03 2.51 100.74 2.54 

80 48 0.5 1.00 1080 S6.2S 1.50 S3.58 1.47 
48 0.5 1.10 1188 128.S4 2.47 130.54 2.SO 

100 64 0.5 1.00 l IS2 61.59 1.43 S8.52 1.40 
64 0.5 1.10 1267 155.38 2.44 157.47 2.46 

120 76 0.5 1.00 1140 69.99 1.40 66.51 1.37 
76 0.5 1.10 1254 185.20 2.42 187.41 2.44 

Rates of 3.1 • 10" 2 rand/stop and 1.74 • lO·• 
rand/s for total delay, as obtained from research by 
the National Institute for Transportation and Road 
Research in Pretoria, Republic of South Africa, are 
used. The rand is the unit of currency in the Re­
public of South Africa (1 rand= $0.78 (1983 U.S.)). 

The results obtained for a range of cycle lengths 
are indicated below, from which it is seen that the 
minimum cost occurs at the same underlined cycle 
length: 

Cost (rands) 
c Simulation Model Geometric Model 
-40 122.54 115.24 

so 95.13 91. 24 
60 82.56 79.77 
70 74.60 72.29 
80 70.90 68.82 
90 65.70 63.95 

100 65.45 63.83 
110 59.08 57.65 
120 62.79 61.34 

CONCLUSIONS 

It is clear from the results indicated in the graphs 
and tables that the differences between macroscopic 
simulation and the geometric model are for all prac­
tical purposes negligibly small. The fact is sub­
stantiated by the results obtained for example 2 and 
indicated at the end of the previous section. The 
geometric approximation model for the cost optimiza­
tion of fixed-time signalized traffic intersections 
is therefore recommended because it uses much less 
computer time. 

Only the Poisson probability distribution model 
was used in the research. I have shown <!.l that, 
irrespective of which probability model of the Pois­
son, binomial, and negative binomial is used for the 
arrival of vehicles at a signalized intersection, 
the minimum cost occurs at the same cycle length. 
The Poisson distribution, being simpler, was there­
fore used in this research. 
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Comparison of SOAP and NETSIM: Pretimed and 

Actuated Signal Controls 

ZOLTAN A. NEMETH AND JAMES R. MEKEMSON 

Delay and fuel-consumption rates estimated by the relatively easy-to-use, 
deterministic Signal Operations Analysis Package (SOAP) were compared with 
results generated by the microscopic and stochastic Network Simulation Model 
(NETSIM). The study involved three cases of isolated signalized intersections: 
two-phase pretimed controller, two-phase fully actuated controller, and multi­
phase pretimed controller. More than 80 combinations of left-turning and 
through traffic volumes were investigated in each case. Whereas SOAP esti­
mates excess fuel consumption at intersections, NETSIM generates total fuel 
consumption. The difference between the two was found to be fairly uniform 
and corresponded to a realistic 18-mile/gal fuel efficiency under uninterrupted 
30-mph flow conditions. In terms of delay prediction, SOAP and NETSIM are 
found to be entirely compatible after the differences in delay definitions, 
SOAP's more conservative left-turn saturation-flow-rate relationship, and 
NETSIM's delay sensitivity to unit extensions for actuated signal controllers 
were taken into account. In addition, the volume/capacity ratio at which 
SOAP begins to overestimate delay due to the use of Webster's delay equation 
may be lower than now assumed. Last, the difference between SOAP and 
NETSIM average delays can probably be reduced by a more studied coordina­
tion between SOAP and NETSIM input parameters. Evidence is offered to the 
operating engineer that the easy-to-use SOAP produced results supported by 
the sophisticated NETSIM. 

Poorly timed traffic signals result in the ineffi­
cient use of intersection capacity and contribute to 
delay and fuel waste. The considerable amount of 
research effort that has been directed in the past 
at the problem of efficient signal timing has re­
sulted in a variety of tools that range from rela­
tively easily applied computer programs to sophisti­
cated and complex digital simulation models. 

The Network Simulation Model (NETSIM) is an exam­
ple of a complex digital simulation model. It was 
developed for the Federal Highway Administration 
(FHWA) (_!.). Peat, Marwick, Mitchell and Company and 
General Applied Science Laboratories developed the 
UTCS-1, the earlier version of the model. Although 
it is basically a network simulation model, it is 
also applicable to the analysis of a single signal­
ized intersection. The Signal Operations Analysis 
Package (SOAP) is one example of a relatively easy­
to-use tool. It offers a practical method of signal 
timing and intersection performance evaluation in 
the form of a computer program. This program was 
developed for the Florida Department of Transporta­
tion and FHWA by the University of Florida. The im­
plementation package has been widely distributed (2). 

Although SOAP and NETSIM are very different - in 
their computational base, they are generally assumed 
to produce realistic results. Whereas SOAP is a de­
terministic, macroscopic model based on a set of 
simple equations, NETSIM is a stochastic, micro­
scopic, digital simulation model that handles each 
vehicle separately. NETS IM is based on car-follow­
ing and lane-changing rules; it considers different 
vehicle types and also recognizes conflicts between 
left turns and oncoming traffic as well as the im­
pact of traffic that is backed up from the preceding 
intersection. 

SOAP is a relatively simple method to use, where­
as in comparison NETS IM is very complex. The dif­
ference raises a very intriguing question: Can SOAP 
and NETS IM produce compatible results under similar 
traffic conditions? A positive answer would of 
course reflect favorably on both NETSIM and SOAP. 

OBJECTIVE AND SCOPE OF STUDY 

The objective of this study was to apply both SOAP 

and NETSIM in the analysis of a signalized intersec­
tion and compare generated delays and fuel consump­
tion for consistency. Three cases were investigated. 

Case 1 involved the intersection of two two-lane 
roadways. Left-turn lanes were added on all ap­
proaches. The intersection was controlled by a pre­
timed two-phase signal. 

Case 2 involved the same intersection layout but 
the signal control was changed. A fully actuated 
two-phase traffic signal was specified in this case. 

Case 3 involved the intersection of two four-lane 
roadways. Left-turn bays were added on each ap­
proach. The intersection was controlled by a pre­
timed multiphase signal. Left-turn phases were pro­
vided for all left-turning movements. 

In each case, the east-west roadway was con­
sidered the minor street. Approach volumes and 
left-turn percentages were held constant on this 
roadway in each case. Seventy percent of the major­
street volume was northbound and 30 percent was 
southbound. At least 80 combinations of intersec­
tion volumes and left-turn percentages were investi­
gated in each case. 

DEFINITION OF SELECTED PERFORMANCE MEASURES 

Delay and fuel consumption were selected as perfor­
mance measures. 

Average Delay 

SOAP uses the widely known Webster delay formula to 
estimate delay: 

d = [c(l - A)2 /1(1 - Ax)] + [x2 /2q(l -x)) -0.65(c/q2 
) 113 x (2 + 5~) (!) 

where 

d delay per vehicle (s) on particular movement 
of intersection approach, 

c = cycle length (s), 
X proportion of effective green time (g) given 

to movement (i.e., g/c), 
q approach flow (vehicles/s) , 
x =degree of saturation (i.e., q/xs), and 
s = saturation flow (vehicles/s) • 

From these average delays, total delays per approach 
and, by summation, total intersection delays are 
calculated. From total intersection delays the av­
erage delay to all vehicles passing through the in­
tersection is cletermlned. (Further references tu 
average delay in this paper will be to this average 
delay.) 

Delay is defined in SOAP as the difference in 
average travel time through the intersection and the 
travel time for a vehicle that is not stopped or 
slowed down by a signal. 

The definition of delay in NETSIM appears to be 
identical: Total delay time is computed as the dif­
ference between the total travel time and idealized 
travel time for each link based on a designated tar­
get speed. However, a significant difference is in­
troduced by the microscopic nature of NETSIM, in 
that each vehicle is assigned an individual target 
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speed, which ranges from 75 to 127 percent of the 
link target speed. The travel time of a vehicle is 
thus influenced not only by the traffic signal, but 
also by friction among individual vehicles within 
the traffic stream. Since the total length of the 
upstream and downstream links simulated in NETSIM 
for this study amounts to 4000 ft, a significant 
proportion of the total delay may be unrelated to 
the traffic signal itself. 

Delays generated by NETS IM, therefore, could be 
expected to be higher than delays calculated by Web­
ster's delay equation, since the latter is based on 
estimated time spent in queue. 

Total Delay 

Total delay is defined by both NETSIM and SOAP as 
the product of average delay and total intersection 
volume. 

Fuel Consumption 

The definitions of fuel consumption are clearly dif­
ferent in the two methods. 

NETSIM generates the total gallons of fuel con­
sumed by all vehicles. The computation is based on 
an assumed proportion of vehicle types and corre­
sponding fuel-consumption rates by each type during 
idling, accelerating, and traveling at a given speed. 

SOAP, on the other hand, computes only the excess 
fuel consumption due to idling delays and accelera­
tions from stopped positions. Two equations are 
used to calculate these two components. 

If the two methods are compatible, NETSIM total 
fuel consumption is expected to be consistently 
higher than SOAP excess fuel consumption by a fairly 
uniform amount. 

STUDY PROCEDURES 

SOAP was first run to compute the optimal cycle 
lengths and splits for each 30-min simulation period 
corresponding to the different volume combinations. 
The signal timing selected by SOAP was then speci­
fied for NETSIM as input. 

In general, inputs were specified for both NETSIM 
and SOAP with care in order to achieve maximum com­
patibility. No grades, parking, or pedestrian in­
terference were assumed. Desired free-flow speed 
was specified as 30 mph. 

Delays and fuel-consumption levels were then gen­
erated by both SOAP and NETSIM. 

Scatter plots and regression equations were 
developed as a first step to establish that the pat­
terns of delays and fuel consumption generated by 
the two methods under the different conditions were 
consistently similar and that the differences in ac­
tual values did not conflict with what is expected 
due to the differences in definitions, as explained 
above. 

The regression analysis p r esented in Table 1 in­
dicates that the differences were very consistent, 
and, as expected, NETSIM produced higher average de­
lay and higher fuel consumption. 

ANALYSIS OF DIFFERENCES 

Average Dela y 

Case 1: Pretimed Two-Phase 

In Figures 1, 2, 3, and 4, average delays predicted 
by SOAP and NETSIM are presented related to total 
intersection volumes and left-turn percentages on 
the major roadway. 

As stated earlier, directional distribution on 

Table 1. Correlation between NETSIM and SOAP outputs. 

Sample 
R2 Case Size Regression Equation SE 

80 ADNET = 4.432 + l .333ADSO 0.911 l.898 
FCNET = 2.903 + 5 .203FCSO 0.991 0.743 

2 88 ADNET=7.832+ l.85ADSO 0.863 1.643 
FCNET = 4.463 + 4.92FCSO 0.985 0.951 

3 85 ADNET = -6.174 + l .294ADSO 0.936 1.602 
FCNET = 19.673 + 2.800FCSO 0.991 0.689 

Notes: These equations were developed for the sole purpose of testing the level of 
correlation. ADNET = NETSIM average delay (s); ADSO = SOAP average 
delay (s); FCNET = NETSIM total fuel consumption (gal); FCSO =SOAP 
excess fuel consumption (gal) . 

Figure 1. Average delay profiles: 
SBLT, 30 percent (case 1). 

Figure 2. Average delay profiles: 
SBL T, 5 percent (case 11. 

Figure 3. Average delay profiles: 
NBLT, 5 percent (case 11. 
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Figure 4. Average delay profiles: 
NBL T, 30 percent (case 1 ). 

"" Cl 
Qi 
0 

•O 

., 20 
Cl' 

j 

--- NETSIM 

--SOAP 

1400 1600 

Volumes , vph 
1800 

the major street was 70 percent northbound and 30 
percent southbound. In Figures 1 and 2, southbound 
left-turn (SBLT) percentages were held constant, and 
northbound left-turn (NBLT) percentages and inter­
section volumes were varied. In Figures 3 and 4, 
the NBLT percentages were held constant. 

The following observations can be made: 

1. There is a fairly uniform 7. 5- or 8-s basic 
difference in average delays between SOAP and NETSIM 
in the lower volume range. At the specified 30-mph 
free-flow (or target) speed, this difference corre­
sponds to an approximate 2.4-mph drop in average 
speeds within NETSIM. It is not unreasonable to as­
sume that the simulated internal friction, as ex­
plained in the definition of NETSIM average de'lay, 
could realistically account for that much speed dif­
ference. 

2. The second observation is that the patterns 
of delays predicted by SOAP and NETSIM as volumes 
and left-turn percentages were varied are similar in 
all four figures. The only major exception to this 
second observation is the high NETSIM delay estimate 
seen in Figure 2 for an intersection volume of 1800 
with 20 percent NBLT. This particular data point 
demonstrates the highly stochastic nature of NE'l'SIM 
and therefore the occasional random appearance of a 
measure of performance outside the general pattern 
of results. 

3. The difference in delays between NETSIM and 
SOAP is observed to be less uniform at the higher 
intersection volume levels in Figures 2 and 3. A 
possible explanation for the nonuniform delay dif­
ferences may be the more conservative left-turn sat­
uration-flow-rate relationship within SOAP as com­
pared with NETSIM. This would result in higher 
degrees of saturation and therefore higher delay es­
timates in SOAP. 

In general, average delays increase as intersec­
tion volumes increase. Delays, however, increase 
especially rapidly with increased intersection vol­
umes when 

1. SBLT percentages are high (compare Figure 1 
with Figure 2 and note that SBLT percentages are 5 
and 30 percent, respectively) and 

2. NBLT percentages are low (compare Figure 3 
with Figure 4 and note that NBLT percentages are 5 
and 30 percent, respectively) • 

A review of the approach-by-approach distribution 
of total delays at an extreme combination of north­
bound (5 percent) and southbound (20 percent) left­
turn percentages will help to understand the above 
observations (intersection volume, 1800 vehicles/h; 
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cycle length, 90 s; 
82.6/17.4 percent): 

major/minor green split, 

Type of Delay 
Total 
Northbound 

Through lane 
Left lane 

Southbound 
Through lane 
Left lane 

Minor 
Through lanes (each) 
Left lanes (each) 

Hours per 30-
Min Period 
7.973 

0.902 
0 .049 

0.132 
1. 300 

2.378 
0.417 

At any given approach volume, low NBLT percent­
ages correspond to high northbound through percent­
ages and also to high conflicts between northbound 
through and SBLTs. The high delay on the SBLT lane 
(corresponding to low NBLT) thus becomes understand­
able. 

However, the major source of high average inter­
section delay is the delay on the minor street. Ap­
parently, the long cycle time (90 s) and short minor 
green phase ( 17. 4 percent) created a nearly satu­
rated condition on the minor street. 

In conclusion, the pattern of average delays un­
der various volume and left-turning percentages as 
calculated by the Webster delay equation in SOAP is 
similar to that generated by the stochastic NETSIM 
model for case 1. At least some of the differences 
in average delays (NETSIM delays are higher than 
SOAP delays) can be related to the travel-time delay 
simulated in NETSIM over the 2000-ft approach link 
and 2000-ft-long departure link. Some of the non­
uniform delay differences might be attributed to 
different left-turn saturation-flow-rate relation­
ships in the two models. 

Case 2: Actuated Two-Phase 

Results are presented in Figures 5, 6, and 7. The 
following observations can be made: 

1. The basic difference in delay estimates in­
creased sharply as compared with the two-phase pre­
timed case. (Compare Figure 4 with Figure 7.) 
NETSIM estimated delays 14-18 s higher than SOAP as 
compared with a difference of 7-8 s for the pretimed 
two-phase case. Closer examination reveals that 
SOAP delay estimates for actuated control are about 
2 s lower than the pretimed case and are therefore 
acceptable. However, NETSIM delay estimates are 5-8 
s higher than those for the pretimed case. A review 
of NETSIM data input parameters showed that the unit 
extension used in the simulation was chosen to be 4 
s. Studies have shown that an actuated controller 
with 4-s unit extensions will result in delays much 
higher than those with an optimally timed pretimed 
controller. A 3-s or lower unit extension would 
have generated much lower NETSIM delay estimates. 
•rhis sensitivity of delay to unit extension is 
clearly shown in Figure 8 (3) • 

2. The second observation is that SOAP greatly 
overestimated delay for three data points, as shown 
in Figure 5 at 1600 and 1800 vehicles/h. These high 
delay estimates are probably due to conservative 
left-turn saturation-flow rates, which in turn re­
sult in near-saturated conditions where Webster's 
equations are known to overestimate delays. 

Case 3: Pretimed Multiphase 

Results of the multiphase pretimed-signal case are 
presented in Figures 9, 10, and 11. The first ob-
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servation is that NETSIM and SOAP results are very 
close. NETSIM delays tend to be higher by a few 
seconds only, except at the highest intersection 
volume, at which differences in delay increase. The 
small delay differences at the lower volume levels 
are a result of reduced friction between vehicles of 
varying target speeds in NETSIM. This reduction in 
friction is due to a segregation of vehicles with 
respect to individual target speeds between the two 
lanes on each approach and exit link. In general, 
as volume increases, segregation of vehicles with 
respect to target speeds declines due to fewer lane­
changing opportunities, and hence NETSIM-simulated 
delay increases. The patterns of delay correspond-

Figure 5. Average delay 
profiles: NBL T, 5 percent 
(case 2) . 

Figure 6. Average delay 
profiles: NBLT, 20 percent 
(case 2). 

Figure 7. Average delay 
profiles: NBLT, 30 percent 
(case 2). 
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ing to volume and left-turn percentage changes are 
identical. Observe the delay pattern at 3500 vehi­
cles/h: 

1. At 15 percent NBLT, delays increase rapidly 
in the higher volume range as SBLT percentages in­
crease, as shown in Figure 9. 

2. At 30 percent NBLT, delay is still highest 
when SBLT percentage is the highest, but delays 
overlap at lower SBLT percentages (Figure 10) • 

3. At 35 percent NBLT (Figure 11), the relation­
ship between average delays and SBLT percentages 

Figure 8. Relationship between 
unit extension and delay. 

Figure 9. Average delay 
profiles: NBLT, 15 percent 
(case 3). 

Figure 10. Average delay 
profiles: NBLT, 30 percent 
(case 3). 
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Figure 11. Average delay 
profiles: NBL T, 35 percent 
(case 3). 
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reverses. Average delays decrease as SBLT percent­
ages increase both in SOAP and in NETSIM. 

In conclusion, NETSIM and SOAP produce delays in 
case 3 that are almost identical except at the 
higher through and left-turn conflicts of the high­
est intersection volumes. 

Fuel Consumption 

Samples of SOAP excess fuel consumption and NETSIM 
fuel consumption are presented in Table 2. As 
stated earlier, NETSIM calculates total fuel con­
sumed by traffic over a 4000-ft length, whereas SOAP 
estimates only excess fuel consumption caused by the 
traffic signal. If both methods are correct, then 
the difference between the two should be consistent. 

The last column of Table 2 presents this differ­
ence, expressed with an accuracy of 0.001 gal. 

This difference in case 1 (pretimed two-phase 
signal) is between 0.041 and 0.042 gal/vehicle. 
Over the 4000-ft section simulated by NETSIM, this 
difference corresponds to 18.0-18.5 miles/gal. 

In case 2 (two-phase fully actuated signal) the 
difference is between 0.042 and 0.043 gal/vehicle, 
only slightly higher than in case 1. In case 3 the 
difference is slightly lower in general than in case 
1 or case 2. 

In summary, the difference between NETSIM fuel 
consumption and SOAP excess fuel consumption is very 
consistent and corresponds to approximately 
18-mile/gal fuel efficiency under uninterrupted flow 
conditions. 

COMPARISON OF LEFT-TURN SATURATION-FLOW RATES 

Comparison of the NETS IM and SOAP delay estimates 
indicated that SOAP overestimates delay for some 
high-volume and left-turn combinations. It was sug­
gested earlier that SOAP's left-turn saturation-flow 
rate is conservative as compared with that of 
NETSIM. As part of a larger research project, a 
graph of left-turn saturation-flow rate versus op­
posing volume was developed by using NETSIM. As can 
be seen in Figure 12, SOAP' s left-turn saturation­
flow rate is indeed conservative as compared with 
that of NETSIM. 

Incorporating the NETSIM developed left-turn sat­
uration-flow-rate relationship into SOAP and again 
running the experiments from Figure 5 resulted in 
much lower delay estimates for the three high-delay 
points of Figure 5, as shown in Figure 13. Only one 
point, 30 percent SBLT, is still higher than de-
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Table 2. Correlations between SOAP excess fuel consumption and NETSIM 
total fuel consumption. 

Major-Street 
Left Turns Inter- Fuel Consumption 

section (gal/ 30 min) 
NBLT SBLT Volume Difference" 
(%) (%) (vehicles/h) SOAP NET SIM (gal/vehicle) 

Case 1 

10 10 J800 8.32 46.28 0.042 
JO 10 1600 7.08 40.12 0.041 
JO 10 1400 6.19 35.08 0.041 
10 10 1200 5.19 29.77 0.041 
JO 20 1800 9.15 49.01 0.042 
10 20 1600 7.15 40.67 0.042 
10 20 1400 6.09 35.06 0.041 
JO 20 1200 5.19 29.94 0.041 
10 30 1800 12.02 49.08 0.041 
10 30 1600 7 .51 40.93 0.042 
JO 30 1400 6.15 35.23 0.042 
10 30 1200 5.18 29.96 0.041 

Case 2 

10 10 1800 8.63 47.45 0.043 
10 10 1600 7.75 41.41 0.042 
10 10 1400 6.51 35.93 0.042 
10 10 1200 5.20 30.68 0.042 
10 20 1800 8.22 47.36 0.043 
10 20 1600 7.44 41.77 0.043 
10 20 1400 6.53 36.08 0.042 
10 20 1200 5.21 30.49 0.042 
10 30 1800 8.33 47.39 0.043 
10 30 1600 7.26 41.41 0.043 
10 30 1400 6.42 36.28 0.043 
10 30 1200 5.23 30.35 0.042 

Case 3 

25 15 3500 26,84 97.17 0.040 
25 15 3000 21.05 80.90 0.040 
25 J5 2500 16.56 66.57 0.040 
25 25 3500 29.17 98.73 0.040 
25 25 3000 21.89 81.74 0.040 
25 25 2500 16.81 66.47 0.040 
25 35 3500 32.31 109.46 0.044 
25 35 3000 23.23 84.39 0.041 
25 35 2500 17 .15 67.48 0.040 

3 Sample calculation, first row: difference in gallon consumption = 
46.28 - 8.32 = 37 .96 gal; 30-min volume = 1800/2 = 900 vehicles; 
differenm.~ - 37.96/900 - 0.0422 gal/vehicle. 

Figure 12. Comparison 
of NETSIM and SOAP 
left-turn saturation- 1200 

flow rates. £. 
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0 ~oo eoo 1200 
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sired. This overestimate is probably due to the 
fact that Webster's delay equation is very sensitive 
to high degrees of saturation. 

SUMMARY AND CONCLUSION 

Delays and fuel consumption estimated by the deter­
ministic SOAP based largely on Webster's delay equa­
tion were compared with results generated by the 
microscopic NETSIM. 

More than 80 combinations of 30-min left-turn and 
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Figure 13. SOAP average delay !l<l~--~-----­

profiles with NETS(M derived 
left-turn saturation-flow rates. 
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through traffic volumes were studied in three dif­
ferent signal-control variations. 

Results were almost identical when a multiphase 
pretimed traffic signal was simulated. In the case 
of a two-phase pretimed signal, NETSIM delays were 
somewhat higher, as expected, and the relative 
changes in delays corresponding to relative changes 
in volumes and left turns were similar. 

In the case of a two-phase fully actuated signal, 
the difference between NETSIM and SOAP average delay 
was higher than in the other two cases but can be 
explained by too long a unit extension specified in 
NETSIM. SOAP appeared to overestimate delays at a 
few points, which corresponded to conditions of high 
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volume/ capacity ratios. The overestimated delays 
for these points were due to conservative SOAP esti­
mates of left-turn saturation-flow rates. 

The patterns of NETSIM and SOAP delays were simi­
lar enough to indicate that with adqitional research 
the correlation could be further improved. In this 
study no attempt was made to change any of the first 
set of inputs (unit extension time, minimum green, 
maximum green, lost time, etc.) in order to increase 
the correlation between NETSIM and SOAP. 

After differences in definitions had been ac­
counted for, NETSIM and SOAP fuel-consumption esti­
mates were found to be identical for all three cases. 
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Analysis of Existing Formulas for Delay, Overflow, 

and Stops 
' W.B. CRONJE 

An analysis is made of existing formulas for average delay, average overflow, 
and average number of stops for undersaturated conditions. The examination 
of these formulas covers a large variation in flows and cycle lengths, so recom­
mendations are based on a thorough examination. The formulas examined are 
those developed by Webster, Miller, and Newell. It is concluded that the 
Newell formulas give the most accurate results. 

The 
are 
and 

delay formulas that are predominant in practice 
those developed by Webster (1), Miller (~,_1), 

Newell <i>· Hutchinson <2l examined these 
formulas for accuracy. The standard of comparison 
is, however, a derived formula. Futhermore, 
Hutchinson (_~) covered only average delay . In th is 
paper, however, the standard of comparison is com­
puter simulation, and in addition to average delay, 
average overflow and average number of stops are 
also examined. The reason for this is that in the 
optimization of fixed-time signalized intersections, 
delay as well as number of stops should be used in 
the optimization process. 

Throughout the comparison the value of I, the 
variance-to-mean ratio of flow per cycle, is taken 
as 1 because it has been shown (~) that for the 
optimization of fixed-time signalized traffic inter­
sections it is immaterial which probability distri-

bution is used for the arriving traffic at a 
signal. The Poisson distribution, because of its 
simplicity, is therefore used. 

ANALYSIS OF AVERAGE DELAY AND OVERFLOW FORMULAS 

The Webs t er (.!_) equat i ons are a s fol l ows: 

d = [c( l - A.)2 /2( 1 - A.·x)] + [x2 /2. (1 - x)q] - 0.65 (c/q2 )
113 x<2+ s·1'.) 

Q0 = q (d-0.5 · c( l - A.)] 

The Mi ller 1 equations (~) a re as f ollows: 

d = ((1 - A.)/2(1 - A.·x)] { c(l - A.)+ [(2 · x - 1)1/q(l - x)] 

+. [(I+ A·X - 1)/s] } 

Q0 = 0 for x .;; 0.5 

= I(2·x - l)/2(1 - x) fo r x > 0.5 

The Miller 2 equations (_1) are as follows: 

d = ((1 -A.)/2(1 -A.·x)] ( c(l - A.) + { exp(-(4/3)J[(A-c-s)0· 5 (1 - x)/x) 

7 q(l- x)} ) 

(1) 

(2) 

(3) 

(4) 

(5) 
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Q0 = exp[-(4/3)](X·c·s) 0· 5 [(1- x)/x]/2(1- x) 

The Newell 1 equations (_!) are as follows: 

d = [c(l - A.)2 /2(1 - A.·x)] + [I·H(µ)x/2·q(l - x)] 

+ [I(l - A.)/2·s(l - A.·x)2 ] 

Oo = l·H(µ)x/2(1 - x) 

(6) 

(7) 

(8) 

A suggested modification to Newell 1 gives Newell 
2: 

d = [c(l -A.)2 /2(1 -A-x)] + [I·H(µ)x/2·q(l - x)] 

where 

average delay (s/vehicle) , 
average overflow at end of cycle, 

(9) 

d 

Qo 
y q/s = ratio of average arrival rate to sat-

uration flow, 
A g/c = proportion of cycle that is effec-

tively green, 
g effective green time (s) , 
I variance-to-mean ratio of flow per cycle, 
x s ratio of average number of arrivals per 

cycle to maximum number of departures per 
cycle, 

c =cycle length (s), 
q average number of arrivals per unit time, 

and 
s =saturation flow (vehicles/s). 

Table 1. Average delay for macroscopic 
simulation and standard formulas. 

0 g x 

40 12 0.5 0.50 
0.70 
0.90 
0.95 

40 24 0.5 0.50 
0.70 
0.90 
0.95 

60 18 0.5 0.50 
0.70 
0.90 
0.95 

60 36 0.5 0.50 
0.70 
0.90 
0.95 

80 24 0.5 0.50 
0.70 
0.90 
0.95 

80 48 0.5 0.50 
0.70 
0.90 
0.95 

100 32 0.5 0.50 
0.70 
0.90 
0.95 

100 64 0.5 0.50 
0.70 
0.90 
0.95 

120 38 0.5 0.50 
0.70 
0.90 
0.95 

120 76 0.5 0.50 
0.70 
0.90 
0.95 
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It can be shown that 

H(µ) = exp[-µ-(µ 2 /2)] 

where 

µ = (1 - x) · (s·g) 0· 5 

The values obtained for average delay and average 
overlow and the simulation values are indicated in 
Tables 1 and 2. 

If we take the simulation values as the standard 
and calculate the standard deviation for the values 
in Tables 1 and 2, the values given below are ob­
tained: 

Standard Formula 
Miller Miller Newell Newell 

Variable Webste r _ 1 __ _ 2 __ 1 _2 __ 
Avg de- 2.061 3.820 2.122 1.445 1.471 

lay 
Avg over- 0.293 1.063 0.193 0.204 

flow 

ANALYSIS OF AVERAGE NUMBER OF STOPS 

Figure 1 is a queue-length diagram for a signal 
cycle with overflow at the end of the cycle in which 
the overflow of veh i cles at the end of previous 
cycle (Qs), the overflow of · vehicles at the end of 

Avg Delay (d) 

Standard Formula 

q Simulation Webster Miller 1 Miller 2 Newell! Newell 2 

270 13 .07 13.76 1 J.65 I J.95 13.42 12.45 
378 17.12 17.32 18.22 15 .89 17 .59 16.47 
486 38.42 37 .60 42.10 38.15 40.06 38.75 
513 78.90 70.25 75.82 71.58 73.62 72.25 
540 5.20 5.99 4.74 4.61 5.52 4.70 
756 7.34 8.35 8.00 6.28 7 .85 6.66 
972 18.37 18.82 20.31 16.61 19.95 18.06 

1026 36.68 35 .14 37.35 33 .05 37.22 35.06 

270 18.47 19.37 17.42 17.50 18.75 17.78 
378 22.32 23.11 24.42 21.15 22.74 21.62 
486 43.71 43.47 48 .8 1 42 .93 45 .06 43.74 
513 81.17 76.12 82.67 76.25 78.67 77 .30 
540 7.40 8.24 7 .03 6 .87 7 .72 6.90 
756 9.76 10.96 10.75 8.76 10.16 8.97 
972 20.76 21.85 23.79 19.04 22.29 20.40 

1026 37 .63 38.29 41.07 35.42 39.69 37.52 

270 24.08 25.00 23 .18 23 . 17 24.29 23.32 
378 27.92 28.99 30.62 26.76 28.22 27.10 
486 49.22 49.51 55 .52 48.14 50.36 49.05 
513 85.59 82.19 89.52 81.32 84.01 82.64 
540 9.67 10.50 9.31 9.15 9.97 9.16 
756 12.32 13.59 13.51 11.37 12.66 11.47 
972 23.46 24.96 27.27 21.72 24.86 22.97 

1026 40.36 41.56 44 .79 38.05 42.37 40.20 

288 28.41 29.31 27 .65 27.57 28.60 27.64 
403 32.23 33.49 35.19 31.12 32.44 31.31 
518 51.73 52.89 59.05 50.62 52.93 51.59 
547 84.23 83.38 90.93 81.37 84.34 82.94 
576 9 .98 10.81 9.70 9 .53 10.31 9.53 
806 12.79 14.10 13.96 11 .93 13 .14 11.96 

1037 23.56 25.38 27.60 21.70 24.88 22.87 
1094 38.70 40.90 44.05 36.65 41.28 38.94 

285 34.14 35.00 33.42 33.32 34.32 33.35 
399 38 .18 39.51 41.47 37.10 38.33 37.21 
513 57.82 59.57 66.28 56.79 59.09 57.76 
542 90.74 91.78 99.99 89.08 92.20 90.81 
570 12.26 13.08 11 .97 11.81 12.59 11.81 
798 15.48 16.79 16.76 14.64 15 .82 14.64 

1026 26.60 28.69 31.21 24.78 27 .79 25.81 
1083 42.21 44.79 48.34 40.13 44.69 42.38 
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the cycle (~) , and the effective red t i me in 
s econds (r) are shown. The total del ay per cycle is 
the area under the queue-length curve such that 

D = [(2 ·QB + q·r) r/2] + [(q·r +QB+ QE)g/2] (10) 

where D is the total delay per cycle i n seconds. 
The number of stops per cycle is the number of 

arrivals while there is a queue plus the overf low at 
the beginning of the cycle such that 

N = c · q + Q8 (11) 

where N i s the number of stops per cycle. 
Figure 2 is a queue-length diagr am for a signal 

Table 2. Average overflow for macroscopic 
simulation and standard formulas. 

g x 

40 12 0.5 0.50 
0.70 
0.90 
0.95 

40 24 0.5 0.50 
0.70 
0.90 
0.95 

60 18 0.5 0.50 
0.70 
0.90 
0.95 

60 36 0.5 0.50 
0.70 
0.90 
0.95 

80 24 0.5 0.50 
0.70 
0.90 
0.95 

80 48 0.5 0.50 
0.70 
0.90 
0.95 

100 32 0.5 0.50 
0.70 
0.90 
0.95 

JOO 64 0.5 0.50 
0.70 
0.90 
0.95 

120 38 0.5 0.50 
0.70 
0.90 
0.95 

120 76 0.5 0.50 
0.70 
0.90 
0.95 

Figure 1. Queue-length diagram for cycle with overflow at end of cycle. 
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cycle without overflow a t the end of the cycle. Thi s 
case a l so has to be considered . 

D = [(2 · Q8 + q·r)r/2] + [(q·r + Q0 )
2 /2(s - q)] (12) 

N = { r + [(q + Qe)q/(s - q)] } + Qe (13) 

The average delay is 

d = D/(q·c) (14) 

and the average number of stops is 

n = N/(q·c) (IS) 

Avg Overflow (Q0 ) 

Standard Formula 

q Simulation Webster Miller I Miller 2 Newell I 

270 0.06 0.00 0.00 0.04 0.07 
378 0.43 0.35 0.67 0.41 0.43 
486 3.34 3.19 4.00 3.48 3.42 
513 9.28 8.02 9.00 8.42 8.34 
540 0.02 0.00 0.00 0.01 0.02 
756 0.25 0.07 0 .67 0.23 0 .24 
972 2.97 2.92 4.00 3.00 3.00 

1026 8.27 7.74 9.00 7.85 7.87 

270 0.03 0.00 0.00 0.02 0.04 
378 0.32 0.22 0.67 0.30 0.32 
486 3.14 3.03 4.00 3.21 3.19 
513 8.62 7.85 9.00 8.11 8.09 
540 0.01 0.00 0.00 0.00 0.01 
756 0.16 0.00 0.67 0.15 0.15 
972 2.64 2.66 4.00 2.67 2.69 

1026 7.45 7.49 9.00 7.43 7.51 

270 0.02 0.00 0.00 0.01 0.02 
378 0.25 0.10 0.67 0.23 0.24 
486 2.97 2.90 4.00 3.00 3.00 
513 8.27 7.72 9.00 7.85 7.87 
540 0.00 0.00 0.00 0.00 0.00 
756 0.10 0.00 0.67 0.10 0 .09 
972 2.41 2.42 4 .00 2.42 2.45 

1026 7.15 7.28 9.00 7.10 7.22 

288 0.01 0.00 0.00 0.00 O.Dl 
403 0.18 0.00 0.66 0.17 0.17 
518 2.71 2.72 3.97 2.74 2.75 
547 7.72 7.50 8.93 7.49 7 .56 
576 0.00 0.00 0.00 0.00 0 .00 
806 0.06 0.00 0.66 O.D7 0.05 

1037 2.17 2.13 4.01 2.17 2.19 
1094 6.60 6.96 8.93 6.66 6.81 

285 0.00 0.00 0.00 0.00 0.01 
399 0.15 0.00 0.67 0.14 0.13 
513 2.59 2.65 4.00 2.63 2.65 
542 7.59 7.65 9.18 7.54 7.64 
570 0.00 0.00 0.00 0.00 0 .00 
798 0.04 0.00 0.67 0.05 0.03 

1026 2.00 1.91 4.00 2.01 2.01 
1083 6.45 6.85 9.00 6.50 6.66 

Figure 2. Oueue·length diagram for cycle without overflow at end of cycle. 
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Table 3. Average number of stops for 
macroscopic simulation and standard 
formulas. 

g x 

40 12 o.s o.so 
0.70 
0.90 
0.95 

40 24 o.s 0.50 
0.70 
0.90 
0.9S 

60 18 o.s a.so 
0.70 
0.90 
0.95 

60 36 o.s a.so 
0.70 
0.90 
0.9S 

80 24 o.s o.so 
0.70 
0.90 
0.95 

80 48 o.s 0.50 
0.70 
0.90 
0.9S 

100 32 o.s 0.50 
0.70 
0.90 
0.95 

100 64 o.s a.so 
0.70 
0.90 
0.9S 

120 38 o.s o.so 
0.70 
0.90 
0.9S 

120 76 o.s o.so 
0.70 
0.90 
0.9S 

By substituting the average-overflow equations 
(Equations 2, 4, 6, and 8) into Equations 10 through 
15, the values for average number of stops are ob­
tained, which are indicated in Table 3. 

If we take the simulation values as the standard 
and calculate the standard deviation for the values 
in Table 3, the values below are obtained: 

Variable 
Avg no. of 

stops 

Standard Formula 
Webster Miller 1 
0.060 0.094 

CONCLUSIONS AND RECOMMENDATIONS 

Miller 2 
0.049 

Newell 1 
0.050 

From an inspection of the values for average delay 
given above, it is clear that the Newell formulas 
for average delay approximate the simulated values 
much more closely than the other formulas. Newell 1 
gives a slightly better approximation than Newell 2. 
For practical purposes, this difference is negli­
gible and the fact that Newell 2 contains one term 
less than Newell l makes the former equation, 
namely, Equation 9, preferable for calculating aver­
age delay at all signalized intersections for under­
saturated stationary conditions. 

From an inspection of the values for average 
overflow, it is seen that Miller 2 approximates the 
simulated values more closely than the other formu­
las. However, since Newell is, for practical pur­
poses, as accurate and since Equation 9, which has 
already been suggested for calculating delay, also 
contains H(µ), the Newell equation, Equation 8, is 
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Avg No. of Stops (n) 

Standard Formula 

q Simulation Webster Miller I Miller 2 Newell I 

270 0.90 0.82 0.82 0.84 0.8S 
378 1.04 0.99 1.09 1.01 1.01 
486 1.60 l.S9 1.74 1.64 1.63 
Sl3 2.62 2.41 2.58 2.48 2.46 
S40 0.64 O.S7 0.57 0.57 0.58 
7S6 0.81 0.70 0.83 0.74 0.74 
972 1.21 1.27 1.37 1.28 1.28 

1026 1.69 1.68 1.79 1.69 1.69 

270 0.87 0.82 0.82 0.83 0.83 
378 0.97 0.93 1.02 0.95 0.9S 
486 1.36 1.37 1.49 1.40 1.39 
Sl3 2.00 1.92 2.0S 1.95 l.9S 
S40 0.62 O.S7 0.57 O.S7 O.S7 
7S6 0.77 0.69 0.78 0.71 0.71 
972 1.08 1.16 l.2S 1.16 1.17 

1026 1.40 1.44 1.53 1.43 1.44 

270 0.86 0.82 0.82 0.83 0.83 
378 0.94 0.90 0.99 0.92 0.92 
486 1.2S 1.27 1.37 1.28 1.28 
S13 1.71 1.68 1.79 1.69 1.69 
S40 0.60 0.S7 0.57 O.S7 O.S7 
7S6 0.75 0.69 0.76 0.70 0.70 
972 1.03 I.II 1.19 1.11 I.I I 

1026 1.27 1.32 1.39 1.31 1.32 

288 0.83 0.81 0.81 0.81 0.81 
403 0.92 0.88 0.9S 0.90 0.90 
518 1.16 1.19 1.28 1.19 1.19 
547 1.49 1.49 1.59 1.49 I.SO 
S76 o.ss O.S3 0.53 0.53 O.S3 
806 0.70 0.6S 0.71 0.66 0.66 

1037 0.97 1.02 1.14 1.03 1.03 
1094 1.17 1.23 1.29 1.22 1.22 

28S 0.83 0.81 0.81 0.81 0.81 
399 0.91 0.88 0.94 0.89 0.89 
513 1.12 I.Is 1.23 1.1 s I.IS 
S42 1.41 1.42 l.S 1 1.42 1.42 
S70 0.56 O.S4 O.S4 0.54 0.54 
798 0.70 0.66 0.70 0 .66 0.66 

1026 0.9S 0.98 1.12 0 .99 0.99 
1083 1.13 1.19 l.2S 1.18 1.18 

recommended for calculating average overflow at all 
signalized intersections for undersaturated sta­
tionary conditions. 

From an inspection of the values for average 
number of stops, it follows that for the same rea­
sons as in the case of average overflow, the Newell 
equation for average overflow is suggested for cal­
culating the average number of stops for under­
saturated stationary conditions. 

Hutchinson (2_) indicates that within the prac­
tical limits in which flow and saturation flows can 
be measured, any formula can be used for calculating 
average delay. The Newell 2 delay equation, because 
of its simplicity and accuracy , however, is recom­
mended for the calculation of average delay at 
fixed-time signalized traffic intersections. 
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Derivation of Equations for Queue Length, Stops, and 

Delay for Fixed-Time Traffic Signals 
W.B. CRONJE 

The existing methods for the calculation of queue length, number of stops, and 
delay for isolated traffic intersections are applicable either to undersaturated 
stationary conditions or to oversaturated conditions. As far as is known, no 
model exists that is applicable to all conditions. Equations are derived for the 
calculation of queue length, number of stops, and delay for isolated fixed-time 
signalized intersections that are applicable to undersaturated as well as to over­
saturated conditions. In the derivation the macroscopic approach to traffic 
flow is used. This approach has been shown to be sufficiently accurate for 
practical purposes. Traffic flow at a signalized intersection is considered a 
Markov process. Equations are derived for expected queue lengths, expected 
number of stops, and expected total delay. These equations can also be used 
for the optimization of isolated fixed-time signalized intersections. 

Traffic flow at a signalized intersection is a 
Markov process. The states being considered are the 
queue lengths at the beginning and the end of the 
signal cycle, and the time interval over which 
changes in these states take place is the length of 
the signal cycle. 

The equation governing the states is as follows: 

where 

QE = overflow of vehicles at end of cycle, 
Qs = overflow of vehicles from previous cycle, 

q ~ average arrivals per unit time interval, 
c = cycle length (s), 
g ~ effective green time (s) , 
s = saturated flow (vehicles/s) , 

(I) 

q•c number of arriving vehicles per cycle, and 
s•g maximum number of departing vehicles per 

cycle. 

Equation 1 can be represented by the transition 
probability matrix shown in Figure 1, in which 
P(Qe,OE:l is the probability of transition from 
state Qe to state ~· P(s•g) is the probabil­
ity distribution of departing vehicles, and P(q•c) 
is the probability distribution of arriving vehicles. 

Equation 1 is illustrated by Figure 2, in which r 
is effective red time in seconds. 

DERIVATION 

Consider one approach to an intersection controlled 
by a fixed-time signal. Consider one cycle on the 
approach in which vehicles are expected to arrive 
according to a distribution P(q•c). The satura­
tion-flow vehicles are distributed according to 
P(s•g). 

Let P(Qs,QE) be the probability of an over­
flow of QE vehicles at the end of the cycle, given 

an overflow Q8 at the start of the cycle. The form 
of this probability is shown as a matrix in Figure 3. 

The expected overflow at the end of the cycle is 
given by 

= ,~. P(s·g) [. , .~ o P(q·cJ OB~o (QB+ q·c - S·gJP(QuJ 

'TI P(q·cJ s··-r- I (Qu + q·c - S·gJP(QBJ ] 
~·c=o QB=o 

= E(QBJ + E( q·cJ - E(s·gJ 

A queue-length diagram with overflow at the end 
of the cycle is indicated in Figure 4. 

The total number of stops per cycle is the number 
of vehicle arrivals while there is a queue. Overflow 
vehicles stop twice. 

If there is overflow at the end of the cycle, the 
total number of stops per cycle is as follows: 

N = Qll + q·c (3) 

A queue-length diagram without overflow at the 
end of the cycle is indicated in Figure 5. 

If there is no overflow at the end of the cycle, 
the total number of stops per cycle is as follows: 

N =QB+ r·q + [(Qu + r·qJ/(s - qJ] q 

Figure 1. Transition probability matrix for Equation 1. 

"' O' 

J 

0 

QE-

0 

P(Q8 , QE) P(s · g) · P(q · c) 

(4) 
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Figure 2. Queue-length diagram illustrating Equation 1. 

Ti me 

Figure 3. Transition probability matrix. 

0 2 8 

P{Q8, QE) = P(s • g) · P(q • c) 

1 
Replacing r in Equation 4 by (c - g) gives 

N =QB+ c·q + [(q ·c)/c] ((Os+ q·c - s·g)/ { [(s·g)/g ] - [(q ·c)/c] I) (5) 

Except for the third term of Equation 5, Equa­
tions 3 and 5 are identical. The third term of 
Equation 5 clearly covers the case of no overflow at 
the end of the cycle and is applicable to the zone 
to the left of the origin in Figure 3. 

The expected number of stops per cycle is there­
fore given by 

E(N) = ~ N·P(N) 

= ,i:, P(s·g) k~o P(q·c) Q~= o (o .. +q·c + [(q ·c)/c ] 

((Os+ q·c - s·g)/ { [(s·g)/g] - [(q·c)/c] I)]· P(Qs) I 
s•i.: - 1 s · ~ -4 ·c- I 

= E(Qu) + E(q·c) + ,2;, P(s·g) ~.f= o P(q·c) Q;=o P(Onl · [(q·c)/c·] 

x (00 i q·c - s·g)/ { [(s·g)/g] - [(q·c)/c] I (6) 
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Figure 4. Queue-length diagram with overflow at en.d of cycle. 

Figure 5. Queue-length diagram without overflow at end of cycle. 

A queue-length diagram with overflow at the end 
of the cycle can also be represented by Figure 2. 

Total delay is the area under the queue-length 
curve. 

If there is overflow at the end of the cycle, 
total delay is given by (see Figure 2) 

D =Owe+ 0.5 (q·c·c - s·g-g ) (7) 

If there is no overflow at the end of the cycle, 
total delay is given by (see Figure 5) 

D =Os· r +q-r · (r/2) + [(OH+ q-r)/(s - q)] · [(Os+ q-r)/2] (8) 

Replacing r in Equation 8 by (c - g) gives 

D =Os · c + O.S(q·c·c - s·g·g) + 0.5 ((Ou+ q-c - s·g) 

-;. { [(s·g)/g] - [(q·c)/c]l) (9) 

If the same reasoning is applied to Equations 7 
and 9 as in the case of the number of stops, the ex­
pected total delay is given by 

s·g-1 
E(D) = c · E(0 8 ) + O.S[c · E(q·c) -g, ·E(s·g)) + E P(s·g) E P(q·c) 

&·ll 4·c-o 

s·g- wc- t 

x E_ P(Q 8 l{(Os+q·c-s·g) 2 /{[(s ·g)/g] -[(q·c)/cJl) o .. -o r (I 0) 

Assume that the overflow at the start of the 
cycle is distributed according to the following geo­
metric distribution: 

(11) 

with 

f= E(OuJl[l + E(Qu)l (!'.!) 
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Some properties of the geometric probability dis­
tribution are 

i ( I - f) fi = I - f" t I 
i = 0 

(13) 

E (i- n)(l -f)fi = [r/(I - r)j(l - f")-11 
i=O 

(14) 

f (i-n)2 (1- f)fi = [1/(1-f)I{ [f/(1-f)][2-f"(l + f)] 
i=O 

(15) 

The last part of Equation 2 is as follows: 

s·g-q·c-1 

Q;=o (Qo + q·c- S·g)P(Qu) (16) 

In expression 16, put n • (s•g - q•c) and 
substitute P(Qal from Equation 11. Then expres­
sion 16 becomes 

n-1 n 

Q ~o (Qo -n)(l -f)fQB = ~ (Q0 -n)(l -f)fOB -(n-n)(J -f)f" 
B Qe=O 

If Equation 14 is applied, Equation 17 becomes 

[f/(1- f)J(I - f")- n = { E(Q8 )/[1 + E(Q0 )]} /(I - ( E(Q8 ) 

_,.[I+ E(Q 8 )]}) (1-f")-n= E(QoXI -f")-n 

= E(QoXI - r•· 4 - 4 ·c)- S·g + q·c 

Equation 2 therefore becomes 
s·g-1 

E(QE) = E(Qo) + E(q·c)- E(s·g) - ~ P(s.g) ~ P(q·c) 
s·g q·c=O 

(17) 

x [E(Qe)(I - f' g-q·c) + q·c - s·g) (18) 

The transformation of Equation 6 is identical, 
which gives 

s·g-1 

E(N) = E(Qe) + E(q·c) + s~g P(s·g) 4 ·~o P(q·c) ( [(q·c)/c]/{ [(s·g)/g) 

- [(q·c)/c] I) [E(Q9)(1 - rs·g-q·c) + q·C - S·g) (19) 
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The numerator of the last part of Equation 10 is 

s·g-4 ·c-J 

08~ 0 P(Qe)(Qe + q·c - s·g)2 
(20) 

If the same transformation is applied, expression 
20 becomes 

E (Qu -nf(l - f) f 00 -(n- n)( J-f)f" = £ (Q 0 -n)2 

Qu=o Qu=o 

x ( l-f)fQu 

If Equation 15 is applied, Equation 21 becomes 

(1/(1 -f)] {f/(I - f)[2-f"(I + f)J + n2 -(n + lj2f i 
= Jl/(l - f)] {E(Q0 )[2-f'" ~-4·c(I + f)] +(s·g-q.c)2 

- (s·g - q·c + 1)2 f} 

Equation 10 therefore becomes 

s·g-1 
E(D) = c · E(Q 0 ) + 0.5 [c · E(q·c) - g · E(s·g)) + ~ P(s·g) ~ P(q·c) 

s·g q·c =O 

x ( 1/2 { [(s·g)/g] - [(q·c)/c] \) { E(Q0 )[2 - rs·s-4·°(1 + f)] 

+ (q·C - S·g) 2 
- (s·g- q·C + 1)2 fl [1/(1 - f)j 

(2 1) 

(22) 

where Equation 18 gives E(~), the expected over­
flow at the end of the cycle1 Equation 19 gives 
E (N) , the expected number of stops per cycle; and 
Equation 22 gives E(D), the expected total delay per 
cycle. 

CONCLUSIONS AND RECOMMENDATIONS 

I have shown in another paper in this Record that 
the equations developed in this paper for expected 
queue length, expected number of stops, and expected 
total delay show very close agreement with simula­
tion. 

They are also applicable to undersaturated as 
well as to oversaturated conditions. By assigning 
monetary rates to number of stops and delay as cal­
culated by Equations 19 and 22 and varying the green 
times for the various phases, the optimum cycle 
length at the minimum cost can be obtained. 

PUblication of this paper sponsored by Committee on Traffic Control Devices. 
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Developmental Study of Implementation Guidelines for 

Left-Turn Treatments 

HAN-JEI LIN AND RANDY B. MACHEMEHL 

At signalized intersections, the common treatment for improving left-turn per­
formance is to increase left-turn capacity by installing a left-turn bay or a sepa­
rate left-turn phase. However, under given traffic conditions and geometric 
configurations, there have been no universally accepted guidelines for ascertain­
ing the need for a left-turn treatment. In this research, the TEXAS traffic simu­
lation model is employed to study the capacity and performance of left-turn 
movements at signalized intersections in order to devise warrants for left-turn 
treatments. Since left-turn performance is germane to left-turn capacity, exist­
ing methods for estimating left-turn capacity are thoroughly reviewed and a 
new method that can yield reasonable estimates for left-turn capacity under 
general conditions of left-turn movements is proposed. Furthermore, different 
measures of effectiveness are used to evaluate the performance of left-turn 
movements under various traffic conditions. With a set of delay criteria, 
critical conditions of left-turn movements are identified. Finally, a new 
capacity-based warrant is derived from the relationship between the critical 
left-turn volume and left-turn capacity. 

Left-turn maneuvers at signalized at-grade intersec­
t ions have been recognized as highly problematic. 
Numerous guidelines have been used to indicate the 
need for separate left-turn lanes and signal phases, 
yet none seems to have achieved general acceptance. 
This paper represents a summary of some significant 
findings of a three-year research effort directed 
toward development of guidelines for implementation 
of left-turn treatments. The study was sponsored by 
the Texas Department of Highways and Public Trans­
portation in cooperation with the Federal Highway 
Administration, U.S. Department of Transportation. 

REVIEW OF WARRANT CONCEPTS 

At signalized intersections, the common treatment 
for improving left-turn performance is to increase 
left-turn capacity by adding a bay or a separate 
left-turn phase. However, unrler given traffic con­
ditions and geometric configurations, there have 
been no universal guidelines for traffic engineers 
to determine whether a bay or a separate left-turn 
phase is justified. The variations in existing 
guidelines stem from different methodologies and 
criteria adopted for evaluating left-turn perfor­
mance. The methodologies could be analytical 
models, simulation models, or field observations, 
whereas the criteria may be a certain level of de­
lay, conflict, or accidents. The resulting guide­
lines usually will fall into five categories of 
warrants: delay, volume, capacity, conflict, and 
accident. Although conflict and accident warrants 
are useful for the trade-off analysis of a left-turn 
treatment, study of them by analytical or simulation 
analysis is very difficult. Thus, only the first 
three types of warrants will be discussed here. 
Existing left-turn warrants will be reviewed, and by 
applying a set of delay criteria to left-turn per­
formance curves (1), critical conditions of left­
turn operations can be defined. Efforts will be 
devoted to developing a general form of left-turn 
warrant that can identify the need for a left-turn 
treatment under various traffic conditions and geo­
metric configurations. 

SEPARATE LEFT-TURN PHASE 

Agent and Deen (~) conducted a survey of warrants 
currently being used by state highway agencies for 

installing a separate left-turn phase and found that 
numerous discrepancies exist: 

Type of warrant 
Delay 

Volume 

Accident 

Left-Turn Warrant 
Left-turn delay in excess of two 

cycles 
One left-turner in 1 h being de­

layed more than one cycle 
Product of left-turn and opposing 

volumes < 50 000 
Product of left-turn and opposing 

volumes > 100 000 
More than two vehicles per approach 

per cycle during peak hour 
50 or more left-turn vehicles in 1 

h on one approach and average 
speed of through traffic > 45 
mph 

> 100 left-turn vehicles during 
peak hour 

Left-turn volume > 90 vph 
Left-turn ADT > 500 for two-lane 

roadway 
100-150 left-turn vehicles during 

peak hour (small cities) 
150-200 left-turn vehicles during 

peak hour (large cities) 
120 left-turn vehicles in design 

hour 
90-120 left-turn vehicles in design 

hour 
> 100 turns per hour 
Five or more left-turn accidents 

within 12-month period 

It has also been observed (3,4) that a left-turn 
phase, when not required, will - cause more delay to 
drivers during other phases and even to 
left-turners. Therefore, it is very important to 
have clear and effective guidelines for implementing 
a separate left-turn phase. 

In order to develop warrants, a set of criteria 
must be chosen. If criteria on delay are employed, 
left-turn warrants in terms of delay, volume, and 
capacity can be obtained. A volume warrant may be a 
minimum left-turn volume level or a product of the 
left-turn and opposing volumes. The latter is also 
called the volume-product warrant. From the tabula­
tion above, it can be seen that a minimum left-turn 
volume level is the most popular type of left-turn 
warrant. However, this type of warrant does not 
include the interactive effect of opposing traffic 
volume and the number of opposing lanes. It also 
makes no distinction between the left-turn and the 
opposing volumes. For example, if a left-turn phase 
is justified when the product of the left-turn and 
the opposing volumes is greater than 50 000, it does 
not matter whether there are 500 vph and 100 vph of 
opposing and left-turn volumes, respectively, or the 
other way around. Moreover, for a single opposing 
flow of 100 vph, according to the volume-product 
warrants shown below, the warranted left-turn vol­
umes would be higher than the left-turn capacity 
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estimated by any of the commonly used estimation 
methods discu~sed elsewhere (_!) : 

Product of Opposing and Left-Turn 
Peak-Hour Volumes 

No. of Agent Texas 
Opposing and Transportation 
Lanes Deen (2) SS I TE Institute (5) 
l 50 000 45000 50 000 
2 100 000 90 000 90 000 
3 135 000 110 000 

A recent report (~) presented a capacity warrant 
in which a separate left-turn phase is recommended 
if the ratio of left-turn demand to capacity is 
greater than 0.7. This capacity warrant can be 
misleading, as pointed out by Lin (1), because two 
traffic conditions wi th the same degr"ee of left-turn 
saturation may not be equally severe for left-turn 
operations. 

Left-turn operations evaluated 
performance measures by using the 
simulation model have been studied 
purpose of developing warrant.s , the 
turn delay criteria are used to 
conditions for left-turn operations: 

with different 
TEXAS traffic 
(1). For the 

following left­
def ine critical 

l. The average left-turn delay reaches 35 s, 
2. The 90th-percentile left-turn delay reaches 73 

s, 
3. Five percent of left-turners are delayed more 

than two cycles, and 
4, Four left-turners in l h are delayed more than 

two cycles. 

Performance curves were developed that related 
each of these criteria to left-turn and opposing 
flow volumes by using the TEXAS model. Examples of 
the curves are presented here as Figures l and 2, 
and they illustrate the relationships for 90th-per­
centile left-turn delay when opposing flows consist 
of two and three lanes, respectively. Each plotted 
point of ea.ch performance c u rve represents the 
arithmetic mean of eight repeti t ions of 45 min of 
simulated observation time. 

By applying each of these criteria to its corre­
sponding left-turn performance curve (_!), critical 
left-turn volumes can be determined as shown in 
Table l. It can be seen that the criteria of 35 s 
for the average left-turn delay and 73 s for the 
90th-percentile left-turn delay will usually gen­
erate the lowest critical left-turn volumes. On the 
other hand, the criteria of 5 percent of left-

Figu1' 1. The 90th-percentile left-turn delay under various traffic conditions 
at four-by-four signalized intersections with adequate length of bay. 
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turners delayed more than two cycles and four left­
turners in 1 h delayed more than two cycles gen­
erally will lead to the highest critical left-turn 
volumes, Traffic engineers may choose any level 
between the highest and lowest critical left-turn 
volumes as the warranted left-turn volume depending 
on which er i ter ion they regard as more important. 
The decision regarding a separate left-turn phase 
can be made as follows: A separate left-turn phase 
is required if all four delay criteria are met; no 
separate left-turn phase is needed if none of the 
four criteria is satisfied. When some but not all of 
the four delay criteria are satisfied, a judgment is 
required by the traffic engineer. A typical deci­
sion chart is shown in Figure 3. 

Figure 2. The 90th-percentile left-turn delay under various traffic conditions 
at six-by-six signalized intersections with adequate length of bay. 
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Table 1. Critical left-turn volumes based on different criteria for three types 
of signalized intersections with adequate length of bay. 

O'iterion 

Two-by-Two Signalized Intersection 

Average left-turn delay, 35 s 
90th-perccntile left-turn delay, 73 s 
Five percent of left-turners delayed more 
than two cycles 

Four left-turners in 1 h delayed more than 
two cycles 

Ratio of left-turn demand and capacity, 0.7 
Product of left-turn and opposing volume, 

50 000 

Four-by-Four Signalized Intersection 

Average left-turn delay, 35 s 
90th-percentile left-turn delay, 73 s 
Five percent of left-turners delayed more 
than two cycles 

Four left-turners in 1 h delayed more than 
two cycles 

Ratio of left-turn demand and capacity, 0.7 
Product of left-turn and opposing volumes, 

90 000 

Six-by-Six Signalized Intersection 

Average left-turn delay, 35 s 
90th-percentile left-turn delay, 73 s 
Five percent of left-turners delayed more 
than two cycles 

Four left-turners in 1 h delayed more than 
two cycles 

Ratio of left-turn demand and capacity, 0.7 
Product of left-turn and opposing volumes, 

110 000 

Opposing Traffic Volume (vph) 

200 300 400 500 

255 170 90 50 
255 170 90 50 
255 195 120 70 

260 180 110 70 

222 176 128 85 
250 167 125 100 

275 200 155 110 
275 195 155 110 
290 220 170 130 

275 195 160 120 

217 179 153 122 
300 225 180 150 

165 65 25 15 
165 75 30 15 
195 90 40 30 

175 75 55 35 

147 93 68 45 
183 122 92 73 

Notes: Green per cycle (G/C) = 0.5; C = 60 s. No t corrected for trucks and buses. 
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Figure 3. Typical decision chart for implementing left-turn treatment. 
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with these critical left-turn volumes, Tables 2 
and 3 show that neither the volume products nor the 
volume-to-capacity ratios remain cons tant over op­
posing volumes. This is not su rpr ising, since these 
two types of warrants were found inadequate in the 
previous discussions. The question is what kind of 
left-turn warrant could appropriately describe the 
results s hown in Table l; in other words, what type 
of left- tur n warr ant might apply if it is not a 
volume-capacity ratio or a cross product of volumes. 
The an swer might be r evealed by examining the rela­
tion be tween t he l eft-turn c a pacity and the opposing 
volume from a d ifferent v iewpoint . 

It was found that the left-turn capacity OL can 
in general be obtained from a linear equation as 
follows (.!) : 

QL = Oc (G/C) - eoOo (!) 

where Oc a nd eo assume different values over 
different r a nges of opposing volume. Equation l can 
also be written as follows: 

(2) 

The physical meaning of Equation 2 can be ex­
plained as f ollows . The coeffic i ent eo (1) is the 
equivalence factor for convert i ng opposing - to left­
turn vehicles. Thus, the left-hand side of Equation 
2 is the sum of total conflicting flows in terms of 
left-turn vehicles produced by converting opposing 
to left-turn vehicles by using the equivalence fac­
tor e 0 . In this sense, the right-hand side of 
Equation 2 is the maximum volume of total conflict­
ing flows t.ha t c an be processed through the signal­
ized intersection o r can be regarded as the capacity 
of t he conflic t area. It follows t ha t Q0 wiJ.l be 
the max i mum vol ume of c onflicting flows t hat can be 
processed in l h of green time, or it can be called 
the effective capacity of the conflict area. When 
the c apacity of the conflic t area is used, opposing 
vehicles not only have priority over left-turn vehi­
cles but also have a weight less than that of left­
turn vehicles. 

Note that if Equation 2 is divided by eo, it 
will become 

(3) 

Let eL l/eo and Then 
Equation 3 will become 

(4) 
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Tabla 2. Ratios of aritlcal left-tum volumes to left-turn capacities under 
different lev·els of opposing volumes and number of oppo1ing lanes. 

Criteria for Determining Critical Left-Turn Volumes 

90th-
Avg Percentile 5 Percent of Four 

No. of Opposing Left-Turn Left-Turn Left-Turners Left-Turners in 
Opposing Volume Delay, Delay , Delayed > I h Delayed > 
Lanes (vph) 35 s 73 s Two Cycles Two Cycles 

Single 200 0.80 0.80 0.80 0.82 
300 0.67 0.67 0.77 0.71 
400 0.49 0.49 0.65 0.60 
500 0.41 0.41 0.58 0 .58 

Two 300 0.87 0.87 0.92 0 .87 
400 0.78 0.76 0.86 0.76 
500 0.71 0.71 0.78 0.74 
600 0.69 0.63 0.74 0.69 

Three 600 0.79 0.79 0.93 0.83 
900 0.49 0.56 0.68 0 .56 

1200 0.26 0.31 0.41 0.57 
1500 0.23 0.23 0.47 0.54 

Notes: G/C = 0.S ; C = 60 s. Not corrected for trucks and buses. 

Table 3. CroSl products of critical loft-turn volumes and opposing volumes 
under different levels of opposing volumes and number of opposing lanes. 

Criteria for Determining Critical Left-Turn Volumes 

90th-
Avg Percentile 5 Percent of Four 

No. of Opposing Left-Turn Left-Turn Left-Turners Left-Turners in 
Opposing Volume Delay, Delay , Delayed > I h Delayed > 
Lanes (vph) 35 s 73 s Two Cycles Two Cycles 

Single 200 51 000 51 000 51 000 52 000 
300 51 000 51 000 58 500 54 000 
400 36 000 36 000 48 000 44 000 
500 25 000 25 000 35 000 35 000 

Two 300 82 500 82 500 87 000 82 500 
400 80 000 78 000 88 000 78 000 
500 77 500 77 500 85 000 80 000 
600 72 000 66 000 78 000 72 000 

Tiuee 600 99 000 99 000 I 17 000 I 05 000 
900 58 500 67 500 81 000 67 000 

1200 30 000 36 000 48 000 66 000 
1500 22 500 22 500 45 000 52 500 

Notes: G/C::::: 0. S; C = 60 s. No t corrected for trucks an d buses. 

Equation 4 has a physical meaning similar to that 
of Equa t i on 2 except that the t o tal conflicting 
flows are represented in terms of oppos ing vehicles 
by converting left-turn to opposing vehicles with 
the left -turn equivalence factor eL. A left-turn 
equivalence factor of 1.6 has been used in the lit­
eratur e a nd found s uitable for single opposing flow 
less than 1000 vph in the TEXAS model . Howe ver , the 
le ft-t urn e quivalence factor er_ , a s will be s hown 
late.r , is no t a constant value for all opposing 
volumes a nd geometric config urations . 

In order to preclude critical conditions of 
left-turn operations, left-turn demand or the total 
conflicting flows should not be near capacity. Let 
Ow be a critical left-turn volume at signalized 
intersections that have adequate length of bay with­
out a separate left-turn phase. Let f 0 be the 
allowable utilization factor of the conflict area, 
defined as follows: 

fc = (Qw + eoOo)/Qc (G/C) 

He nee, for any 
QL, there exists 

critical left-turn volume 
an allowable utilization 

(5) 

Ow < 
factor 
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of the conflict area fc < 1.0 such that the 
following equations hold: 

(6) 

or 

Qw = fcQc (G/C) - eoQo (7) 

As Ow appr oac hes OL• fc will approach 1.0. 
In this case, Equation 6 is reduced to Equa tion 2. 
If values of ea, fc, and Oc under various 
traffic conditions and geometric configurations are 
known, the critical left-turn volume Ow can be 
determined from Equation 7. Therefore, Equation 7 
can serve as a left-turn warrant. Typical values of 
eL, ea, Oc• and fc are shown in Table 4. To 
assist traffic engineers in using their judgement, 
fc-values for predicting the lowest and highest 
critical left-turn volumes are provided. From Table 
4, the following conclusions can be drawn: 

l. For a given intersection geometry and cycle 
split, t he left-tur n equiva l e nce f a c tor [eL (= 
l/eol l, t he eff ective capacity o f t he conf lict 
area (Qc l , a nd t he allowa bl e utilization facto r of 
the conflic t area ( f 0 ) have d iffe rent va lues for 
different ranges of opposing volume. 

2. The left-turn equivalence factor varies from 
l. 6 for low volumes of single opposing flow to B. 9 
for high volumes of three opposing flows. Generally, 
the fewer the number of acceptable gaps, the larger 
the left-turn equivalence factor will be. 

3. The effective capacity of the conflict area 
varies from 465 to 93a vehicles/green hour. For the 
same opposing volume, the effective capacity in­
creases with the number of opposing lanes. 

4. The allowable utilization factor of the con­
flict area varies from a. 79 to 0.96. For a given 

Table 4. Values of el, e0 , f0 , and 0 0 for different opposing volumes and 
number of opposing lanes. 

Effective 
Capacity of 

Equivalence Conflict 
No.of Factor Area Oc Allowable 
Opposing Opposing Volume 0 0 (vehicles/ Utilization 
Lanes (vph) el eo green hour) Factor fc 

Single 0 < 0 0 C/G < 1000 1.6 0.634 879 0.84-0.87 
1000 < 0 0 C/G < 1350 2.9 0.348 590 0.79-0.82 

Two 0 < 0 0 C/G < 1000 2.0 0.500 930 0.86-0.92 
1000 < OoC/G < 1350 2.8 0.353 780 0.82-0.87 
1350 < 0 0 C/G < 2000 6.0 0'.167 465 0.79-0.84 

Three 0 < 0 0 C/G < 1000 2.2 0.448 930 0.91-0.96 
1000 < 0 0 C/G < 1350 3.4 0.297 780 0.88-0.94 
1350 < 0 0 C/G < 2400 8.9 0.112 465 0.72-0.84 

Table 5. Recommended left-turn warrants for separate left-turn phase under 
different levels of opposing volumes and number of opposing lanes. 

No. of 
Opposing 
Lanes 

Single 

Two 

Three 

Opposing Volume Oo 
(vph) 

0 < 0 0 C/G < 1000 
1000 < 0 0 C/G < 1~50 
0 < 0 0 C/G < 1000 
1000 < 0 0 C/G < 1350 
1350 < 0 0 C/G <!2000 
0 < 0 0 C/G < 1000 
1000 < 0 0 C/G < 1350 
1350 < 0 0 C/G < 2400 

Critical Left-Turn Volume 
Ow(vph) 

770(G/C) - 0.63400 
480(G/C) - 0.34800 
855(G/C) - 0.50000 
680(G/C)- 0.35300 
390(G/C)-0.16700 

900(G/C) - 0.44800 
735(G/C) - 0.29700 
390(G/C)- 0.11200.. 
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intersection geometry, the allowable utilization 
factor of the conflict area decreases as the oppos­
ing volume increases. 

From Equation 7, the relation between the criti­
cal left-turn volume and the left-turn capacity can 
be obtained as follows: 

Qw = fc Qc (G/C) - eoQo 

= (Qc (G/C)- eoQo] - [Qc (G/C)- fcQc (G/C)] 

= QL - (I - fc) Qc (G/C) 

Let 

M =(I - fc) Qc (G/C) 

Then 

(8) 

(9) 

(JO) 

Equation 10 reveals that the critical left-turn 
volume is M vehicles less than the left-turn capac­
ity. This implies that there exists a threshold 
located at M vehicles lower than the left-turn ca­
pacity and that once the left-turn demand reaches 
this threshold, the left-turn operations will become 
critical. The value of M depends on the geometric 
configuration, the signal-timing scheme, and the 
level of the opposing volume. Left-turn warrants 
for a separate left-turn phase under various traffic 
conditions and geometric configurations can be ob­
tained from Table 5 by using Table 4. Decision 
charts for a separate left-turn phase are provided 
in Figures 4 through 6. If a left-turn demand is 
greater than the warranted left-turn volume obtained 
from Table 5 or Figures 4 through 6, the four left­
turn delay criteria are all satisfied. Thus, a 
separate left-turn phase is required. 

Compared with simulation results from the TEXAS 
model, the recommended left-turn warrants in Table 5 
predict the highest critical left-turn volume within 
about 10 vehicles for the case of a 0.5-cycle split 
and a 60-s cycle length. The volume-product war­
rant, the volume-capacity-ratio warrant, and the 
recommended warrant are compared in Figures 7 
through 9. 

LEFT-TURN BAY 

An adequate length of bay has been assumed in study­
ing warrants for a separate left-turn phase. Should 
a left-turn bay not be adequately long or not be 
provided at all, left-turn and through vehicles will 
incur more delay due to interactions among them. 
Moreover, through vehicles impeded by the left-turn 
queue may attempt hazardous lane changes. A left­
turn bay is always desired: however, the construc­
tion of a left-turn bay usually involves redesigning 
the intersection and thus is costly. Therefore, it 
is important to know when a left-turn bay is re­
quired and how long the bay should be. This section 
will concentrate on developing warrants for a left­
turn bay, and the bay length wi 11 be left for dis­
cussion in the next section. 

For unsignalized intersections, Failmezger (~) 

and Harmelink ( 7) proposed a relative warrant and 
volume warrants,- respectively, for the construction 
of a left-turn bay. The relative warrant is based 
on an index of hazards, construction costs, and past 
traffic accide nt data. If the numerical value of 
the indicator parameters of the relative warrant is 
greater than 1, a left-turn bay is recommended. The 
volume warrants developed by Harmelink are based on 
queuing-theory analysis and field studies of traffic 
behavior. If the opposing and left-turn volumes are 
known, the bay length required can be determined 
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Figure 4. Decision chart for implementing separate 
left-turn phase at signalized intersections for which 
G/C • 0.4 and C = 60 s. 

Figure 5. Decision chart for implementing separate 
left-turn phase at signalized intersections for whid1 
G/C = 0.5 and C = 60 s. 

Figure 6. Decision chart for implementing separate 
left-turn phase at signalized intersections for which 
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Figure 7. Comparisons among different warrants for 
separate left-turn phase at two·by·two signalized 
intersections. 

Figure 8. Comparisons among different warrants for 
separate left-turn phase at four-by-four signalized 
intersections. 

Figure 9. Comparisons among different warrants for 
separate left-turn phase at six-by-six signalized 
intersections. 
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Table 6. Values of e L, 80 , 0.,, and f c for single opposing flow. 

Through Volume 
Opposing Volume Oo in Median Lane 
(vph) (vph) eL eo oc fc 
O < Q0 C/G < 1000 100 1.6 0.634 855 0.84-0.87 

200 1.7 0.5 93 820 0.84-0.87 
300 1.9 0.526 680 0.84-0.87 
400 2.2 0.455 560 0.84-0.87 

0 < Q0 C/G < 800 500 2.9 0.340 415 0.84-0.87 

1000 < Q0 C/G < 1350 100 3.2 0.310 530 0.79-0.82 
200 3.7 0.270 460 0.79-0.82 
300 4.5 0.220 375 0.79-0.82 
400 5.6 0.180 300 0.79-0.82 

800 < Q0 C/G < 1350 500 4.0 0.250 295 0.79-0.8'.l 

Table 7. Values of el, e 0 , O., andfc for two opposing flows. 

Through 
Volume in 

Opposing Volume Q0 Median Lane 
(vph) (vph) eL eo Oc fc 

O < Q0 C/G < I 000 100 2.0 0.507 910 0.86-0.92 
200 2.1 0.48J 840 0.86-0.92 
300 2.3 0.443 740 0.86-0.92 
400 2.6 0.380 615 0.86-0.92 

0 < Q0 C/G < 800 500 3.3 0.305 455 0.86-0.92 

1000 < Q0 C/G < 1600 100 2.7 -o.310 770 0.82-0.87 
200 2.9 0.340 695 0.82-0.87 
300 3.4 0.290 590 0.82-0.87 
400 4.4 0.230 465 0.82-0.87 

800 < Q0 C/G < 1600 500 5.3 0.188 365 0.82-0.87 

1600 < Q0 C/G < 2000 100 6.3 0.160 435 0.79-0.84 
200 7.1 0.140 37'i 0.79-0.84 
300 8.7 0.115 310 0.79-0.84 
400 11.t 0.090 240 0.79-8 .84 
500 16.7 0.060 160 0.79-0.84 

Table 8. Values of e L, e0 , Q., andfc for three opposing flows. 

Through 
Volume in 

Opposini: Volume 00 Median Lane 
(vph) (vph) CL eo oc ~ 
0 < Q0 C/G < 1000 100 2.2 0.450 910 0.91-0.96 

200 2.3 0.430 840 0.91-0.96 
300 2.5 0.400 745 0.91-0.96 
400 2.9 0.343 615 0.91-0 .96 

O < Q0 C/G < 800 500 3.6 0.280 460 0.91-0.96 

1000 < Q0 C/G < 1600 100 3.2 0.3 17 775 0.88-0.94 
200 3.4 0.297 705 0.88-0.94 
300 3.9 0.260 605 0.88-0 .94 
400 4.8 0.2 10 485 0.88-0.94 

800 < Q0 C/G < 1600 500 5.8 0.173 375 0.88-0.94 

1600 < Q0 C/G < 2000 100 9.1 0.110 445 0.72-0.84 
200 10.0 0.100 395 0.72-0.84 
300 11.1 0.090 335 0.72-0.84 
400 14.3 0.070 260 0.72-0.84 
500 20.0 0.050 105 0.72-0.84 

from charts provided. As t o signalized intersec­
tions, Dart (BJ performed a computer simulation to 
develop wa rran ts for a le ft-t um bay . If de l ay is 
used as a design criterion, the need for a bay can 
be asc e rtai ned . In this section , warrants for a 
left-turn bay will be explored from its relation to 
left-turn capacity. 

Before warrants for a left-turn bay are devel­
oped, criteria for defining critical conditions when 
there is no bay must be chosen. The four left-turn 
delay criteria used in developing warrants for a 
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separate left-turn phase seem to remain relevant in 
this case. However, the through delay in the median 
lane should also be an important concern since 
thro ugh ve hicles i n t he me d i an lane will be i mpeded 
by lef t -turn i ng veh icl e s if t he re is no bay. The 
question is what an appro priate t h r o ugh delay cri­
ter ion would be . It has b e e n found ( 1 ) that the 
average through delay in the median lane is not 
considerably greater than that in the curb lane so 
long as no more than 5 percent of the left-turners 
are delayed more than two c ycles . In view of this, 
the f ou r left-turn delay criter ia alone would be 
appropriate for developing warrants for a left-turn 
bay. 

Eince the same criteria are used, warrants for a 
left-turn bay can be derived through an approach 
similar to that for a s epara te left-turn phase. For 
the convenience of d iscussion, left-turning vehicles 
in the opposing flows are ignored first and then 
taken into consideration later. 

Case 1 : No Left-Turning Vehicles in Oppos i ng Flows 

If we refer to Lin's study !!), the left-turn capac­
ity for the no-bay case when there are no left-turn­
ing vehicles in opposing flows in general can be 
obtained as follows: 

(11} 

By the same argument as in the previous section, 
warrants for a left-turn bay can be expressed as 
follows: 

Ow= QL - (I - fc) Oc (G/C) (12) 

Typical values of eL, eo, QC, and fc are 
summarized in Tables 6 through B. 

Case 2: Left-Turning Vehicles in Oppos i ng Flows 

The left-turn capacity when there is 
there are VoL and Qo left-turning 
vehicles per hour in opposing flows 
follows !!l : 

no 
and 
will 

bay and 
through 

be as 

QL =QL -aQo 

where 

N 

left-turn capacity with no bay when there 
are v 0L left-turning vehicles per hour in 
opposing flows, 
left-turn capacity with no bay when there 
are no left-turning vehicles in opposing 
flows as defined in Equation 11, 
0.317 (Pc - 1,0/N), 
percentage of opposing traffic in curb 
lane, and 
number of opposing lanes. 

(13) 

Thus, the warrant for a left-turn bay when there 
are left-turning vehicles in opposing flows can be 
obtained as follows: 

(14) 

Since the war ranted left-turn vo l ume Qw can be 
obtained from Equatio n 12, the left-tur n volume Qw 
required for construction of a bay when there are 
left-turning vehicles in opposing flows can be 
determined from Equation 14. 

REQUIRED LENGTH OF LEFT-TURN BAY 

Once a decision has been made regarding the con-
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Flgure 10. Maximum number of left-turn vehicles stored in bay under 
various traffic conditions at two-by-two signalized intersections. 
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Figure 11. Maximum number of left-turn vehicles stored in bay under various 
traffic conditions at four-by-four signalized intersections. 
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struction of a left-turn bay at a signalized inter­
section, the next step would be to determine how 
long the left-turn bay should be. The American 
Association of State Highway and Transportation 
Officials (AASHTO) (~) states that storage length 
should be 1.5-2.0 times the average number of vehi­
cles that would be stored per cycle based on design 
volume. Unfortunately, this guideline may not 
clearly recognize the fact that the average number 
of left-turning vehicles store d per cycle will de­
pend on the opposing volume and the signal-timing 
scheme. For t he same left-turn demand, the number 
of left-turning vehicles stored in the bay for high 
opposing volume will be much larger than that for 
low opposing volume. Messer (10) used a combina tion 
of theory and traffic simulation to develop the 
relation between left-turning volume and left-turn 
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Figure 12. Maximum number of left-turn vehicles stored in bay under various 
traffic conditions at six-by-six signalized intersections. 
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bay length required for a protected left-turning 
movement. In this section, the bay length required 
for an unprotected left-turn movement will be de­
rived based on the simulation results from the TEXAS 
model. 

From the study of left-turn queuing (!.l, it was 
found that the relationship between the average and 
the maximum values of left-turn queue length can be 
approximately represented by the following equations: 

Based on the average condition: 

Lm = 5.5L°· 5 8 (R2 = 0.95) (15) 

Based on 95 percent confidence level: 

L.n =7.4[0.55 (R2 = 0.86) (16) 

where Lm is the maximum left-turn queue length in 
vehicles and L is the average left-turn queue length 
in vehicles. 

If the bay length is designed based on the aver­
age condition, the bay length will be exceeded under 
a given traffic condition with a probability of 
0. 5. On the other hand, if the bay length is de­
signed based on the 95 percent confidence level, the 
bay length will be exceeded with a probability of 
0.05. Any bay length in between will have a prob­
ability greater than 0.05 but less than 0.5 of being 
exceeded. 

On the assumption that a passenger car 
truck or a bus will occupy We ft and wT 
bay length, respectively, the required bay 
can be determined from the following equation: 

and a 
ft of 
length 

(17) 

where PT is the percentage of trucks in the left­
turning traffic flow (decimal) . 

Figures 10 through 12 are charts for determining 
the required bay length based on the 95 percent 
confidence level. 

CORRECTIONS FOR TRUCKS AND BUSES 

So far, it has been assumed that the traffic popula­
tion consists of passenger cars only. For traffic 
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Figure 13. Factors for adjusting left-turn capacity for 
different combinations of opposing and left·turn truck 
percentages. 
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flows in which passenger cars are mixed with trucks 
and buses, the left-turn warrants obtained in the 
previous sections have to be modified, From Lin's 
study (1), the left-turn capacity for mixed traffic 
flows can be obtained by adjusting the "truck-free" 
capacity as follows: 

where 

QL • left-turn capacity for mixed traffic 
flows (vph) , 

QL = left-turn capacity for traffic without 
trucks and buses (vph), and 

(! 8a) 

fT correction factor for trucks and buses ob­
tained from Figure 13. 

Theref ore, the left-turn warrant for mixed traffic 
will be 

DISCUSSION 

Although the four left-turn delay criteria adopted 
in this study have been suggested by researchers and 
practicing engineers, it is recognized that differ­
ent criteria and methodologies might bring out dif­
ferent left-turn warrants. It seems appealing to 
have simplified left-turn warrants such as constant 
volume-capacity ratios or cross products of volumes. 
However, simulation results from the TEXAS model 
show little evidence of such simple relations. 
Alternatively, this study reveals a new type of 
capacity warrant. The warranted left-turn volume is 
at some margin from the left-turn capacity, whereas 
the margin may have different constant values over 
different ranges of opposing volume. This type of 
left-turn warrant, though more complicated, is more 
reasonable. It is hard to believe that complicated 
left-turn operations can be characterized by a 
single numerical value with reasonable accuracy, 
especially over a wide range of traffic conditions. 

Another important problem would be how to estab­
lish the phasing plan for a signal that has a sepa­
rate left-turn phase. As in the case of no left­
turn bay, the required bay length must be known once 
a left-turn bay is warranted. In fact, to know how 
to implement a left-turn treatment effectively is 
more important than to know when to implement it. In 
many field studies, it has been found that the 

left-turn delay is increased after a separate left­
turn phase has been implemented. This might happen 
when the left-turn phase is not really justified or, 
more likely, the left-turn phase is not properly 
designed. Hence, it is necessary to have guidelines 
for phasing the left-turn signal. 

- Th e Texas Transportation Institute (5) provided 
guidelines for choosing a phasi ng schem~, such as 
leading, lagging, or skipping (actuated) left-turn 
phase for a single left-turn movement. However, how 
to determine the cycle length and duration of a 
left-turn phase is not quite clear. A simple guide­
line for timing the left-turn phase might be as 
follows: The total time available for left turns in 
1 h after addition of a separate left-turn phase 
should not be less than that before it was added. 
For example, for an opposing traffic flow of 400 vph 
at a two-by-two signalized intersection, the trans­
parency [ratio of accepted gap time to total time 
Cl,) l is 0. 22. That means the total time available 
for left turns in 1 h is 792 s. Thus, the total 
time for the separate left-turn phase, either pre­
timed or actuated, should not be less than 792 s. 
Otherwise, the left-turn delay would be increased 
after a separate left-turn phase had been imple­
mented. When left turns are prohibited during the 
through green phase, the duration of the left-turn 
phase should be at least 11 s if a cycle length of 
70 s is used. For protective or permissive left 
turns, the duration of the left-turn phase can be 
less than 11 s since some part of the green phase 
for opposing traffic is used by left-turners. As to 
an actuated left-turn phase, the maximum extension 
for the phase can be set at 11 s. When the left­
turn demand is saturated, the actuated signal would 
perform as pretimed so that the total available time 
for left turns in 1 h would be 792 s. Moreover, for 
the pretimed signal, whether the left-turn phase 
should be added to or taken out of the original 
cycle length is not a trivial question. Since the 
cycle split for opposing flows is critical to the 
left-turn delay, a rule of thumb would be to keep 
the cycle split as near the original cycle split as 
possible . 
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Determining Capacity and Selecting Appropriate Type of 

Control at One-Lane Two-Way Construction Sites 

PANOS G. MICHALOPOULOS AND ROGER PLUM 

The problem of determining the most appropriate type of traffic control at 
one-lane two-way construction sites (i.e •• on two-lane two-way roadways where 
one lane is temporarily closed for repairs and the other must be shared by both 
directions of traffic) is addressed. Capacity and performance tables and figures 
are presented for stop-sign, signal, or flagger control. These were developed by 
a microscopic simulation program that was adjusted and calibrated from field 
data. Following safety and visibility constraints, selection of the most ap­
propriate control type can be made from the capacity and performance estima· 
tions obtained from the methodology presented here along with some practical 
considerations. An overview of existing practices followed by most states is 
also presented. 

Traffic control at construction and maintenance 
zones has become particularly important in recent 
years, especially in view of increased government 
liability for accidents and incidents on public road 
systems and the reduced tolerance for inefficient 
operating conditions. Despite the attention re­
cently given to the development of design standards 
and improved traffic control at construction and 
maintenance zones, few guidelines are currently 
available for determining capacity and the most 
appropriate type of control at two-lane two-way 
roadways where one lane is temporarily closed and 
the other must be shared by both directions of 
traffic. Such is frequently the case for two-lane 
two-way bridges during deck repairs. 

The Minnesota Department of Transportation, 
recognizing the need for further research in this 
area, sponsored a research project to (a) determine 
capacity and select the most appropriate type of 
control (including optimal timing plans in the case 
of signal control) and (bl develop guidelines for 
increasing safety by appropriate signing. In this 
paper only the first issue is addressed, but it 
should be noted that all the results of this study 
are described in a final report (J,.l, which may be 

consulted for further details not included here due 
to space limitations. 

Selection of the most appropriate type of control 
(i.e., among stop sign, pretimed or actuated signal, 
and flagger) requires performance evaluation of each 
alternative, which in turn is dependent on capacity 
estimations. An extensive literature search com­
bined with a survey of practices in all states 
revealed the absence of any well-established method­
ology for dealing with problems of capacity, perfor­
mance evaluation, and selection of the most appro­
priate type of control. For this reason, a more 
systematic procedure was developed and is described 
here. It should be kept in mind that although the 
basic research was geared toward one-lane bridges 
during the construction or maintenance operations, 
the results are general and apply to any similar 
situation in which a single lane is alternately used 
by both directions of travel. 

The problems of capacity determination and per­
formance evaluation with stop-sign control were 
resolved by generating tables based on simulation, 
whereas the signal-control case (pretimed or actu­
ated) was treated both analytically and by simula­
tion. Finally, flagger control was assumed to be 
similar to actuated-signal control, at least from 
the capacity and performance points of view (i.e., 
excluding visibility and safety aspects), and there­
fore it was not treated separately. Naturally this 
assumption is only an approximation, but in view of 
the difficulties involved in realistically modeling 
flagger control, it was felt that such approximation 
should suffice. It should be pointed out that the 
simulation programs and their results were tested 
against actual data collected at 15 sites by time­
lapse photography, and model calibrations and ad­
justments were made. Similar comparisons were also 
made with the analytical results. 



106 

Table 1. Observed capacities for various expressway lane-closure conditions 
and work activities. 

Work Activity 

Median barrier or guard-
rail repair 

Pavement repair, mud-
jacking, pavement 
grooving 

Striping, resurfacing, 
slide removal 

Installation of pave-
men t markers 

Middle lanes (for any 
reason) 

BACKGROUND 

No. of Lanes in One 
Direction 

In Normal In Work 
Operation Area 

2 I 
3 or 4 2 
4 3 
2 I 
3 or 4 2 
4 3 
2 I 
3 or 4 2 
4 3 
2 I 
3 or 4 2 
4 3 
3 or 4 2 
4 3 

Observed 
Capacity 
(vph) 

1500 
3200 
4800 
1400 
3000 
4500 
1200 
2600 
4000 
1I00 
2400 
3600 
2200 
3400 

Although considerable progress has been made in 
recent years in improving traffic operations at 
construction zones, very little is known about the 
capacity of the one-lane situation, described ear­
lieri this information is needed for selecting the 
most appropriate type of control. In this section, 
only the existing literature on capacity considera­
tions is reviewed. Existing signal-timing practices 
are omitted due to space limitations; pertinent 
information on this subject can be found elsewhere 
(_!,]). 

The factors that affect roadway capacity can be 
divided into two categories: roadway and environ­
mental factors and traffic factors. In the first 
category one may include items such as lane width, 
lateral clearance, horizontal and vertical align­
ment, pavement conditions, and weather conditions. 
Traffic factors in general include the percentage of 
large vehicles (trucks, buses, etc.), fluctuation of 
the demani1, confl icts, lane distribution, flow 
inter r uptions , e t c . Although in current literature 
most of these factors have been taken into account 
for surface streets and highways during normal 
operations, only a few were considered at construc­
tion sites. Table l Cl,!l shows observed capacities 
of expressways with lane closures. The table sug­
gests single-lane capacity ranging from 1100 to 1500 
vehicles per hour (vph). The Highway Capac ity 
Manual sugges ts that maximum capacity per lane at 
construction zones is 1500 vehicles/h. These figures 
refer to saturation-flow estimates; i.e., they 
assume uninterrupted flow. Experience in Europe Cll 
indicates lower values, which vary slightly among 
countries. The guidelines developed in Germany 
appear to be the most conservative and take speed 
into account. According to these guidelines, the 
per-lane saturation flow in a construction area is 
1200 vph if average speed in the construc tion zone 
is "greate r than 30 mph. The above figure dec r eases 
by 5 percent when average speed drops to 25 mph and 
by 20 percent for speeds less than 20 mph. 

The figures given above assume only one-way 
operation, and although they might seem unrelated to 
alternate use of the same lane by both directions of 
travel, they are in fact needed for estimating 
capacity when signal control is imposed. Before 
this section is concluded, it is noted that, to the 
best of our knowledge, no additional information is 
available in the literature concerning the capacity 
of the situation in question; i.e., no information 

Transportation Research Record 905 

was found for determining capacity at one-lane 
two-way construction sites. The only exception is 
the case of pretimed signal control, which is partly 
covered by the guidelines of the Organization for 
Economic Cooperat ion and De velopment (OECD) C.ll • 
Even in this case , howe ver , t he c apacity estimations 
are rather crude. 

CAPACITY ESTIMATION 

Capacity is the most crucial measure for determining 
the best type of control. This is because in most 
pfactical applications the simplest type of control 
is sought, provided that it can handle the demand 
without c a us ing se rious d isrup t ions to a dj acent 
intersections o r resulting i n excessive de l ays to 
the users . Fur t hermore, a s will be s e en in subse­
quent sections, knowledge of capacity is essential 
for estimating the performance of each type of 
control. In addition to the type of control, ca­
pacity is affected by geometric factors (including 
visibility), traffic factors, environmental condi­
tions, speed, and length of the construction zone. 
The geometric factors (excluding length) can be 
taken into account by appropriate estimation of 
saturation flow (by field measurement, earlier 
experience, or from the literature presented in the 
previous section) • Traffic factors can be consid­
ered by converting demands to passenger-car units 
(PCUs) and by incorporating the appropriate peak­
hour factor or probability distributions. Finally, 
speed and length of the construction zone can be 
considered by measuring or estimating the traverse 
(or crossing) time (i.e., the time required to 
travel the entire construction zone}. In the ab­
sence of empirical data, the report by Michalopoulos 
and others (]) may be consulted for estimating the 
average crossing time analytically. 

As mentioned earlier, capacity with signal con­
trol can be estimated analytically; however, with 
stop-sign control, best solutions can only be given 
by either extensive data collection or simulation. 
In the absence of extensive data, the second ap­
proach was followed in this study. The program 
prepared for simulating one-lane construction sites 
and employed for determining capacity and evaluating 
control performance is described in the following 
sections. 

For the problem of estimating saturation flow, 
Table l can be used as a guideline in the absence of 
field data. Based on this and the suggestion of the 
OECD report (l), a value of 1200 vph is recommended 
as more realistic than that recommended in the 
previous section, especially at one-lane bridges. 
This figure is rather conservative and could easily 
be exceeded under ideal conditions or it could vary 
according to the type of work activity as Table l 
suggests. It is also stressed that conversion of 
the demands to PCUs is needed for signal timing and 
estimating the performance of the various control 
alternatives. A number of suggestions are available 
in the literature, but in the absence of personal 
experience the following factors are suggested Cll : 

1. Trucks or buses with three axles or more, 2.25 
PCU; 

2. Two-axle trucks, 2.00 PCU; and 
3. Motorcycles, 0.5 PCU. 

These values can be increased or decreased by 3 
percent for each l percent downhill or uphill grade 
accordingly. 

ONELANE Computer Simulation Program 

Analytical techniques for determining capacities and 



Transportation Research Record 905 

measures of_ effectiveness at one-lane construction 
sites generally fail to account for the randomness 
of arrivals and the variability of travel times in 
the construction area. Consequently, computer 
simulation of traffic by using a random-arrival 
generator and a probability distribution for travel 
times was developed for evaluating capacities at 
such locations. 

Previously existing computer programs that simu­
late traffic controlled either by stop signs or by 
traffic signals were designed to accommodate stan­
dard intersections, where two or more roadways 
intersect. Initially, employment of existing pro­
grams was attempted by proper data manipulation 
(e.g., by employing long clearance and extension 
intervals or assuming dummy phases) in order to 
avoid costly development of new software. However, 
after some experimentation two of the most widely 
known simulation programs [NETSIM (~) and TRAFLO 
(&_) J proved not to be adaptable to the case under 
consideration. This inability to be adapted was 
primarily caused by the longer clearance intervals 
required at construction sites and/or the particular 
characteristics of such areas. For instance, the 
case of a one-lane site controlled by stop signs, 
where vehicles are discharged one or two at a time 
from alternating approaches, did not conform with 
either of the existing programs. Thus, a new simu­
lation program called ONELANE was developed specifi­
cally to accommodate the particular characteristics 
of one-lane sites. 

Following are some of the general input require­
ments of the ONELANE program: 

1. Type of control--stop-sign, pretimed, or 
actuated signal control--must be specified. 

2. Demand on each approach must be converted to 
PCUs per hour. 

3. Saturation flow rate of the common lane during 
construction is required in passenger cars per hour. 

4. Average lost time (during transitions) to 
reach saturation flow is given in seconds. 

5. Mean traverse interval in seconds is derived 
empirically or by using the methods described ear­
lier. 

6. sos of the actual traverse intervals are 
calculated. It is assumed in the program that 
actual traverse intervals are distributed normally 
about the mean. 

7. If stop-sign control is being simulated, a 
maximum platoon size is chosen. This is the maximum 
number of vehicles that traverse the construction 
site at a time as a group. Under ideal conditions 
only one car should be crossing at a time. However, 
it was observed that this condition is not always 
met; i.e., two or more cars c-0uld be departing from 
the same approach as soon as it receives priority. 
Thus, one must measure or assume the maximum number 
of cars that are likely to depart at a time. The 
program allows maximum platoon size to depart if the 
queue on the approach that has priority is long 
enough; otherwise, fewer cars are released according 
to the actual demand when the approach under consid­
eration receives priority and traffic starts moving. 

B. If signal control has been selected, the user 
has the option of specifying the traffic signal 
settings or allowing the program to determine the 
optimum settings as described in the next section. 
For pretimed control, the settings include cyole 
length and green, amber, and all-red times for both 
approaches. For actuated signal control, the set­
tings include minimum and maximum g.reen times, 
amber, and all-red times as well as extension inter­
vals. 

ONELANE is a microscopic simulation program; 
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i.e., each vehicle is followed from the time it 
arrives on an approach until the time it departs the 
single-lane portion of the construction area. Ar­
rivals are assumed to be random: a minimum headway 
is determined by the user-specified saturation flow 
rate and the average arrival headway is determined 
by the demand on each approach. 

During the simulation, vehicles are discharged 
from an approach only if opposing vehicles have 
cleared the one-lane portion of the construction 
site. With stop-sign control, if vehicles are 
waiting on both approaches, it is assumed that 
platoons passing through the one-lane section will 
alternate between approaches. If vehicles are 
waiting on just one approach, platoons from that 
approach will discharge consecutively until a vehi­
cle arrives on the opposing approach. With signal 
control, it is assumed that no vehicles violate the 
signal by departing the stop line while a red signal 
indication is displayed. 

As each vehicle is discharged from the stop line, 
the delay and the number of stops encountered by the 
vehicle are calculated along with the current queue 
size (in vehicles) on that approach. Actual tra­
verse time for each vehicle is obtained from a 
normal distribution of clearance intervals with the 
constraint that a faster vehicle cannot pass a 
slower one. 

As the simulation progresses, the average delays 
and number of stops on each approach are constantly 
updated. At the end of the simulation, these values 
as well as the maximum queue size and the average 
energy consumed on each approach are printed along 
with the number of cars serviced and the final queue 
size. Before we conclude, it should be noted that 
the ONELANE program was tested against the field 
data collected and calibrations were made accord­
ingly. The details of testing and calibration have 
been presented elsewhere <.!>· 

Estimation of Capacity with Signal Control 

Once the saturation flow and the optimal signal 
settings have been determined, the capacity on each 
approach can be estimated from 

Q = s(g/c) (!) 

where 

Q hourly capacity flow rate [passenger cars per 
hour (pcph)], 

s one-lane saturation flow rate (PCUs/h) , 
g effective green interval of approach being 

considered (s) , and 
c =cycle length (s). 

The cycle length is the sum of the green, amber, 
and all-red times on both approaches. Effective 
green interval g can be determined from 

g = G+ A-LT 

where 

G 2 actual green time (s), 
A amber time (s), and 

LT lost time (s). 

(2) 

It should be noted that this method for 
determining capacity is valid for both pretimed and 
traffic-actuated signal systems. However, in the 
case of traffic-actuated control, the equations must 
be modified slightly. Since in actuated signals 
capacity is achieved when both the cycle length and 
the green time are maximized, maximum cycle length 
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figure 1. Capacity of signal control at one-lane construction sites. 
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Since the above method of calculating capacity is 
deterministic and does not take the variability of 
arrivals and travel times into account, the capacity 
of one-lane construction zones with signal control 
was also estimated and tabulated by using the ONE­
LANE simulation program. This was accomplished by 
using the following approach: increments of 4 s 
were employed for clearances (traverse times) from 4 
to 48 s. For each clearance interval, a range of 
volumes from 100 to 1200 pcph, in increments of 100 
pcph, was assumed on each approach. Each combina­
tion of demands and clearance interval was simulated 
for 1 h 10 times to dampen the effect of any single 
extraordinary simulation. The results from the 10 
simulations were then averaged to arrive at a reli­
able estimate of each measure for that combination 
of clearance interval and demands. Demands were 
judged to exceed capacity if the actual volume 
serviced on either approach was less than 95 percent 
of the demand on that approach, which indicated a 
final queuP. Rize of at least 5 percent of demand. It 
should be noted that signal timing for each set of 
volume combinations was determined first (i.e., 
prior to simulation) by using the methodology of the 
next section. 

Curves were developed from the simulations for 
each mean clearance interval. These curves were 
combined in Figure 1, which can be used as a guide­
line. It should be noted that a saturation flow of 
1200 pcph and a total lost time (excluding all-red) 
per cycle of 7.4 s (3.7 s per approach) were used in 
all simulations. The latter as well as the variance 
in travel times were derived from the collected data. 

A single set of curves is presented in Figure 1 
despite the fact that two types of signal control, 
pretimed and actuated, were simulated. This is 
because the capacity results from the two types of 
control were so similar in most cases as to be 
nearly indistinguishable. This is not an unexpected 
result, since at volumes greater than or equal to 
capacity, actuated signals operate as pretimed, and 
if properly timed, they should yield the same capac­
ity. Consequently, one set of results effectively 
serves for both methods of control. 

To use the curves in Figure 1, one simply enters 
from the bottom of the figure with the demand on one 
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approach and from the left side of the figure with 
the demand on the opposing approach. One then 
proceeds vertically from the bottom and horizontally 
from the left to the intersection of the two de­
mands, which indicates the maximum allowable mean 
clearance interval (MCI) by interpolation between 
the curves for various MCis. If the actual (or 
estimated) MCI at the one-lane site exceeds the 
value found in the figure, signal capacity is ex­
ceeded. An actual MCI less than or equal to that 
found from Figure 1 indicates that traffic-signal 
control is capable of accommodating the demands 
without significant delays or queueing. 

A final consideration in evaluating capacity 
estimates for traffic-signal control is determining 
how well the analytical methods described at the 
beginning of this section approximate the simulation 
results. If we assume a fifty-fifty split (i.e., 
equal demands on both approaches) , a mean clearance 
interval of 12 s, and lost times equal to those 
indicated earlier (3. 7 s/phase/cycle), effective 
green time (with the maximum cycle length) would be 
71.3 s on each approach. This assumes an amber time 
of 3 s and an all-red time of 9 s to accommodate the 
12-s clearance interval. By using Equation 1, the 
capacity per approach would be (1200 x 71. 3) /168 = 
509 pcph. As can be seen in Figure 1, this analyti­
cal result compares very favorably with the results 
of the simulations. Further comparisons between the 
analytical approach and points from different curves 
confirmed the consistency between the two capacity­
determination methods; i.e., inclusion of random 
effects did not (on the average) alter significantly 
the results of Equation 1. 

Estimation of Capacity with Stop-Sign Control 

As mentioned earlier, no reliable analytical methods 
existed for determining the capacity of one-lane 
construction sites controlled by stop signs. For 
this reason, the use of the simulation program 
proved to be essential. 

By proceeding as in evaluating the capacity under 
signal-controlled conditions, a range of demands on 
each approach was simulated for MCis in increments 
of 4 s. In addition, maximum platoon sizes of one 
to five vehicles were tested. A maximum platoon 
size of one vehicle means that every vehicle dis­
charged comes to a complete stop at the stop line. A 
maximum platoon size of two vehicles means that in a 
queue of two or more vehicles, the first vehicle in 
line will stop at the stop line and then depart, 
whereas the second vehicle in the queue will follow 
the first without coming to a complete stop at the 
stop line. Then it is assumed that the next vehicle 
in line (if any) will stop. A maximum platoon size 
of three vehicles implies that up to two vehicles 
will follow the first in the platoon without coming 
to a full stop at the stop line, etc. 

The simulation of each combination of MCI, maxi­
mum platoon size, and demands was repeated 10 times 
to avoid random noise possibly resulting from a 
single simulation. Any case in which the average 
actual volume for the 10 simulation runs was less 
than 95 percent of the demand on either approach was 
judged to be operating under oversaturated condi­
tions; i.e., the combination of demands exceeded the 
capacity of the site. 

As was done for traffic-signal control in the 
previous section, a series of curves was constructed 
that represent the demand limits that can be accom­
modated by using stop-sign control (1). Depicted in 
Figure 2 is the set of capacity curves found for a 
maximum platoon size of two vehicles and a satura­
tion flow of 1200 vph. Capacity from this figure is 
simply found as before (Figure 1) or by entering 
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Figure 2. Cap~city of stop·slgn control at one~ane construction sites: 
ma.Kimum platoon size of two vQhicles, s = 1200 vph. 
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Figure 3. Capacity of stop-sign control at one-lane construction sites: 
maximum platoon size of one vehicle, s • 1600 vph. 
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demand on one approach, proceeding to the appropri­
ate MCI, and finding capacity on the other axis. 
From the field data it was found that the maximum 
plat oon size of 2 was most c ommon . It is therefore 
recommended that F igu re 2 be used in the majority of 
cases when employment of stop-sign control is being 
considered. Similar figures were derived for maxi­
mum platoon sizes of one to five vehicles ; Figures 3 
and 4 present the cases of maximum p latoon sizes of 
1 and 2, respectively, derived by assuming satura­
tion flow of 1600 vph. Space limitations do not 
allow inclusion of all figures and tables presented 
in an earlier report (!_). It should be noted, 
however, that in real life, queued vehicles often do 
not come to a complete stop at stop signs. The 
effect of these rolling stops would be to increase 
the effective capacity of a site to a point above 
that for the case in wh i ch all vehicles come to a 
full stop. Therefore, capacities found from the 
simulations that used a maximum platoon size of one 
vehicle were felt to be low. Further, in many cases 
the vehicle immediately behind the first one in the 

Figure 4. Capacity of stop-sign control at one-lane construction sites: 
maximum platoon size of two vehicles, s • 1600 vph. 
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queue will follow t hat fr ont veh icle past the stop 
sign without actually stopping or slowing down for 
t he sign . This is especially true when the front of 
the l eading vehicle has come to a stop at some point 
past the stop sign before proceeding , which leaves 
less than a f ull car length between the stop sign 
and the second vehicle in line. However, rarely 
will two vehicles in a row follow the leading vehi­
cle without at least one slowing for the stop sign. 
Consequently , c apac ities found from the simulations 
that used a maximum platoon size of three or more 
vehicles may be a littl e h igh . 

When. the capacities under stop-sign c o ntrol 
(F igure 2) are c ompared with those under signal 
control (Figure 1), it is apparent that the capac ity 
with stop signs is significantly l owe r than the 
capacity with traffic signals, g iven the same tra­
verse MCI. This result was antic ipated, since 
signals allow for large platoons of vehicles to 
traverse a construction site as a group, whereas 
stop signs restrict the platooning effect. 

For those combinations of demands and mean tra­
verse intervals where both stop-sign control and 
signal contr ol are feasible alternatives, selection 
of one type of control over the othe r may be based 
on several different f actors. Some guidelines in 
making such a decision have been i ncluded in a later 
section, although it must be recognized that the 
criteria for selecting the optimal alternative may 
depend not only on performance, but also on cost , 
accident experience, and personal judgment. 

Before this section is concluded, it should be 
pointed out that actual demands at the test sites 
were insufficient to a llow varification of the 
entire range of capacity tables developed. However, 
the data collected were useful in adjusting and 
calibrating the ONELANE program based on the ac­
tually observed measures of effectiveness (i.e., 
delays, stops), traverse time variability, minimum 
departure headways, capacity at a few locations, etc. 

SIGNAL TIMING 

In the previous sect i on, optimal signal settings 
were required to determine the capacity of a one­
lane construction site when traffic-signal control 
is being evaluated. In addition, after it has been 
determined that traffic signals are the most appro-
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Figure 5. Optimal cycle lengths. 
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priate type of control, optimum settings are needed 
for minimizing delays. 

In the following two subsections, a procedure for 
determining the optimal signal settings for both 
pretimed and actuated signals is presented. The 
settings derived from these procedures are based on 
assumptions that are commonly accepted but may not 
apply in any particular situation. Therefore, when 
traffic-signal control is implemented, it is advis­
able to field check the operation of the system and 
make appropriate adjustments. 

Timing of Pretimed Si_gJ1_!1ls 

In order to calculate the optimal cycle length and 
green times for each approach, the following infor­
mation is required: 

1. Demand on each approach, 
2. Estimation of saturation flow rate, and 
3. MCI. 

In order to accommodate the worst case, the 
demand used for each approach should be the highest 
hourly volume during the day. I f, for example, 
different settings are required for the morning, the 
afternoon, and the off-peak periods, it is possible 
that three different demands will be used for each 
approach in calculating all the appropriate set­
tings. In the case of single settings of the sig­
nal, the peak-hour volume should be used on each 
approach, regardless of its time of occurrence. This 
is common practice in signal timing and ensures that 
the peak demands will be accommodated in both direc­
t ions; such treatment, however, will also tend to 
increase overall delays during off-peak demands. In 
the following discussion, the acceptable range of 
signal setting s is given as well as an optimal value 
that minimizes average delay. More specifically, 
the minimum cycle length (in seconds) is (~l 

(3) 
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where 

t MCI (s); 
q1 ,q2 g demands on approach 1 and approach 2, 

respectively (pcph) ; and 
s = saturation flow of common lane (pcph) • 

For safety, the minimum cycle length (cminl must 
be at least 30 s. 

If a maximum green interval of 72 s {i.e., a 
value slightly higher than that used in England (lll 
is assumed, the maximum cycle leng th should be 

Cm ax= 144 + 2t (4) 

Finally, the optimum cycle length that minimizes 
average delay is <ll 

Capt= (3t + 5)/[1 -(q1 + q2)/s) (5) 

This is the value that should be used in most cases, 
subject to the restrictions that the actual cycle 
length must be greater: than or equal to Cmin and 
less tnan or equal to Cmax· 

To simplify selection of the proper cycle, calcu­
lations for a wide range of demands and clearance 
intervals were made and are presented in Figure 5. 
A saturation flow rate of 1200 pcph was employed in 
developing this figure. To use Figure 5, enter the 
horizontal axis with the sum of demands on both 
approaches converted to PCUs. Proceed vertically 
until the proper MCI is intersected. From that 
point, proceed horizontally to the left and read the 
cycle length from the vertical axis. 

Once the actual cycle lenqt h has been determined, 
the green t imes for both approaches are such that 
the degree of saturation on each approach is the 
same~ i.e., 

(6) 

(7) 

In addition to green times, an amber clearance 
interval be ween 3 and 5 s in durat ion should be 
included. Values less than 3 s are not recommended, 
since vehicles usually require at least 3 s to 
stop . Values greater than 5 s are not advisable, 
s i nce longer amber clearance intervals tend to 
increase the number of violations. 

Finally, if the mean traverse time is greater 
than the amber clearance interval , an all-red inter­
val equal to the difference should be included after 
the amber interval on each approach. This addi­
tional time will help to ensure that vehicles al­
ready traveling the one-lane portion in one direc­
tion will be cleared before vehicles on the opposing 
approach receive a green signal indication. 

Timing of Actuated Signals 

The use of traffic-actuated signals at one-lane 
construction sites offers the same basic advantage 
as at intersections. When demands on the approach­
ing roadways are varying considecably with time, 
traf.fic-aotuated control wil.l usually decrease the 
delay and inefficiency. 

The guidelines for the yellow and all-red times 
given in the last section are still valid for actu­
ated control. These guidelines may also be compared 
with those given by the Department of Transportation 
in England <ll. 

The minimum green time should be set to 12.0 s, 
i.e., the same as in pretimed signals. Any phase 
duration less than this limit is considered unsafe 
(ll. A vehicle extension interval (following the 
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minimum green) of 7. 0 s per actuation is recom-:­
mended. The objective here is to allow a vehicle to 
clear the detector (it takes about 3. 0 + 1 s for 
this at s = 1200 PCU/h) and to allow a reasonable 
time for another arrival. This is also justified by 
the long traverse times, which make i t unwise to end 
a phase prematurely (this would result in decreased 
capacity and increased delay). It is of course 
assumed that only one detector per approach is 
employed and that it is placed at the stop line. If 
more than one detector is employed, the extension 
interval should equal the travel time from the first 
upstream detector to the stop line. The maximum 
green time should be in the range of 12-72 s Ill so 
that the maximum cycle should not exceed (144 + 2t) 
s (Equation 4). Calculation of the optimal maximum 
green interval <Gmax> can easily follow from the 
design volumes, which can be obtained from the 
guidelines of the previous section. With the design 
volumes known, Equations 3-7 can be used for calcu­
lating optimum cycle and green times as if the 
signal were pretimed. The values so obtained can be 
used as optimal maximum green times provided that 
they fall within the bounds specified earlier (12-72 
s); otherwise, the boundary values should be em­
ployed. It should of course be noted that the 
maximum extension interval is Gmax - 12 s. In the 
absence of volume information and/or for comparing 
the maximum green times calculated from the above 
guidelines, specific reconunendations for initial 
values of the signal settings as well as for field 
adjustments have been given elsewhere <1>· 

ESTIMATION OF MEASURES OF EFFECTIVENESS 

Although in most rural and low-volume situations 
selection of the simplest type of control subject to 
capacity considerations may suffice, this is not 
necessarily the case at urban or high-volume sites. 
Thus, as the complexity of the construction site 
increases, control performance becomes important and 
further analysis is needed. This analysis i nvolves 
estimation of measures of effectivensss such as 
delay, queue size, number of stops, and energy 
consumption. The objective is, of course, selection 
of a traffic-control strategy that both meets the 
demands adequately and optimizes the measure (s) of 
effectiveness judged to be most important in a 
particular instance. 

In the remainder of this section, procedures for 
estimating the most conunon measures of effectiveness 
for different types of control are presented. It 
should be noted, however, that due to the lack of 
sufficient information, safety considerations are 
not included. 

Analytical Methods 

For pretimed and actuated signal control, analytical 
methods exist for estimating the measures of effec­
tiveness mentioned above. These methods were origi­
nally developed for use at isolated signals and are 
also applicable to one-lane construction sites <.~.> . 
It should be kept in mind, however, that these 
analytical techniques are only approximations. This 
is due to the simplifications made in the process of 
obtaining closed-form solutions of a rather complex 
process. 

Estimation of delay, stops, and maximum queue 
size with pretimed signal control can be made by 
employing Webster's methodology <!> as suggested in 
the OECD report (]). Since this methodology is 
widely known, it is not presented here; suffice it 
to mention that further details of this method along 
with numerical examples may be found in an earlier 
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report <l>, which also gives guidelines for satu­
rated conditions [not treated by Webster (8)). 

A similar procedure for estimating delays, stops, 
and maximum queue size (analytically) was developed 
by Courage and Papapanou ( 9) for actuated signals, 
and it was adopted in this study. According to this 
procedure, average delay at a particular approach of 
a traffic-actuated signal can be estimated from 

d = 0.9 { [c (I -"A.)2 /2(1 -h)] + (3600 xI /2q(I - x1M (8) 

where 

d average delay per vehicle (s) ; 
c = average cycle length under actuated 

operation, which is cycle length as if 
signal were pretimed; average cycle can be 
calculated from Equation 5 subject to 
maximum and minimum values suggested in 
that section: 

t:. = G/c ; 
G = average green time provided to approach 

being analyzed calculated from average 
cycle and Equations 6 and 7; 

q arrival flow rate at approach under consid­
eration; 

x degree of saturation = q/t:.s; 
x1 • (q~cmax>l<Gmax~s); 

cmax • maximum cycle length at which controller 
is set determined from guidelines of sec­
tion on signal timing; 

Gmax • maximum green time provided by controller 
to approach being analyzed determined from 
guidelines given in section on signal 
timing; and 

s =saturation flow (PCU/h). 

As in the case of pretimed signals, Equation 8 is 
valid for undersaturated conditions, i.e., as long 
as x1 .S. 0.95. If the average cycle resulting 
from the computations tends to exceed or equals the 
maximum cycle, then the signal operates in a pre­
t imed mode. In such a case, the procedures of pre­
timed control apply. 

The maximum queue size under actuated control is 
(.2_) 

N = q(Cm ax - Gmax)/3600 (9) 

where N represents the maximum queue size in cars 
that should be expected at the approach being ana­
lyzed and the remaining parameters are as defined in 
Equation 8. Finally, the average number of stops 
per car, or equivalently the percentage of vehicles 
stopping , is 

P = 11 - (G/c)J /[I- (q/s)J (IO) 

Once delays and stops have been determined, ex­
cess energy consumption can easily be estimated by 
assuming average consumption factors for idling and 
stops (J:.,_2). In conclusion, it is noted that no 
reliable analytical estimations of the measures of 
effectiveness with stop-sign control are available 
at this time. 

Simulation 

In the previous subsection, analytical methods for 
estimating the measures of effectiveness were pre­
sented. Because these analytical methods will yield 
only approximations, caution must be exercised in 
applying the results derived from these techniques. 
Naturally, more accurate results can be obtained by 
employing the ONELANE simulation program, which is 
specifically designed for this purpose. In order to 
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Table 2. Measures of effectiveness for stop-sign control. 

Demand (pcph) 
Avg No. of Stops per 
Vehicle 

Avg Delay per Vehicle 
(s) 

Maximum Queue Size" 
(vehicles) 

Energy Consumed (gal/ 
1000 vehicles) 

Avg Clearance Approach 
Interval (s) 1 

Approach 
2 

Approach 
I 

Approach 
2 

Approach 
I 

Approach 
2 

Approach 
J 

Approach 
l 

Approach 
I 

Approach 
2 

4 100 
200 
200 
300 
300 
300 
400 
400 
400 
400b 
500 
500 
5oob 
600 
600b 
700 
8oob 

8 100 
200 
200 
300 
300 
300b 
400 
400b 
5oob 

J2 100 
200 
200 

~~~b 
400b 

16 JOO 
200 
200b 
300b 

20 100 
200 
zoob 
300b 

24 100 
zoob 

28 JOO 
2oob 

32 1oob 

JOO 
100 
200 
100 
200 
300 
JOO 
200 
300 
400 
100 
200 
300 
100 
200 
100 
100 
100 
100 
200 
100 
200 
300 
100 
200 
100 
100 
100 
200 
100 
200 
100 
100 
100 
200 
100 
100 
100 
200 
JOO 
100 
JOO 
100 
100 
100 

1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.4 
7.6 
1.0 
1.4 

15.5 
I.I 

13.2 
5.8 

25.5 
l.O 
1.0 
1.0 
1.0 
1.9 
9.9 
l.2 

17.9 
23.8 

1.0 
1.0 
2.4 
1.5 

16.7 
7.1 
1.0 
1.3 
8.6 
8 ,1 
1.0 
4.1 

11.7 
17.2 

1.1 
10.7 

1.5 
12.6 

3.4 

1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
l.O 
8.0 
1.0 
1.0 
1.1 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.1 
9.9 
1.0 
1.1 
1.2 
1.0 
1,0 
2;5 
l'.0 
2.8 
1.0 
1.0 
1.0 
8.3 
1.1 
1.0 
1.1 

J 1.8 
1.1 
1.1 
1.2 
1.5 
1.7 
3.3 

8Maximum platoon size is two vehicles. blndicates that demWlds exceed capacity . 

2.3 
2.4 
2.9 
2 .5 
3 .4 
4.9 
2.7 
4.3 

J4.5 
14J 

3.4 
11.2 

252 
5 .3 

170 
58.2 

267 
3.5 
4.1 
7.4 
5.4 

33.9 
265 

8.8 
403 
188 

5 .1 
8.8 

69.7 
20 .4 

592 
128 

9.3 
25.2 

368 
208 

J6.7 
136 
608 
6J7 

32.0 
522 

66.1 
835 
235 

assist the designer, tables and figures for estimat­
ing the measures of effectiveness similar to those 
presented in the earlier sections were also devel­
oped by simulation with the same volume and traverse 
MCI combinations. Signal settings, lost times, 
saturation flow, and other parameters were the same 
as in Figures 1 and 2. For stop-sign control dif­
ferent tables were generated for each maximum pla­
toon size. Table 2 can be used for estimating the 
measures of effectiveness when maximum platoon size 
is 2. The tables for the remaining maximum platoon 
sizes and control alternatives are not presented 
here due to space limitations. 

After completion of the tables that estimate the 
measures of effectiveness, a comparison was made 
between the analytical and the simulation results 
for the case of signal control. The following 
conclusions were drawn from this comparison: 

1. In practically every case, the analytical 
methods tended to overestimate average delay per 
vehicle. This overestimation ranged from less than 
10 percent at demand combinations close to capacity 
to more than 40 percent at relatively low total 
demands. In general, the percentage of overestima­
tion was higher for the minor approach than for the 
major approach. 

2.2 
2.7 
2.9 
1 .S 
3.7 
5 .2 
4.0 
4.9 
8.3 

148 
4.7 
6.4 
9.6 
5.7 
7 .5 
6.8 
7.2 
3.3 
5.1 
7 .3 
6.9 

14.2 
264 

9.1 
15 .1 
12.5 
5.3 

10.0 
75.0 
U.6 
84.7 
16.4 

8.6 
18.9 

357 
23.0 
15.0 
30.5 

612 
31.0 
29.7 
44.4 
68.J 
84.4 

224 

I 
2 
2 
2 
2 
3 
2 
3 
7 

32 
4 
7 

72 
5 

58 
24 

122 
2 
3 
3 
4 
9 

44 
6 

88 
54 

2 
4 
9 
y 

lOJ 
33 

3 
7 

42 
37 

3 
19 
67 

103 
4 

60 
5 

96 
13 

I 
2 
2 
2 
2 
3 
2 
2 
4 

33 
2 
3 
4 
2 
3 
2 
2 
2 
2 
3 
2 
4 

44 
2 
4 
3 
2 
3 

10 
3 

10 
3 
3 
3 

42 
4 
3 
4 

68 
4 
4 
5 
6 
6 

12 

10.4 
10.4 
10.5 
10.4 
10.6 
11.0 
10.5 
10.8 
16 .1 
99.6 
10 .7 
15.5 

197 
11.7 

161 
67 .6 

300 
10.6 
10.7 
11.4 
11.2 
24.7 

143 
13 .0 

246 
270 

10.8 
11.9 
35.6 
18 .2 

266 
92.3 
11.6 
17.5 

147 
11 6 

13.2 
64.1 

21 8 
275 

16.7 
194 
25 .7 

266 
73.3 

10.4 
10.4 
10 .5 
10 .4 
10.6 
11.0 
10.4 
10.7 
12.9 

104 
10 .6 
11.9 
52.6 
10.9 
38.3 
19 .7 
54.5 
10.6 
10.7 
11.4 
10.9 
16.4 

143 
11.5 
77.0 
42.9 
10.9 
11.5 
37.0 
13.5 

126 
31.5 
11.6 
14.6 

145 
45 .2 
13.l 
33.7 

2J9 
114 

16.6 
99 .2 
26.1 

156 
72 .0 

2. The analytical estimates of the average number 
of stops per vehicle also were generally higher than 
the simulation results, although the magnitude of 
overe_stimation was significantly less than that for 
delays. In fact, the analytical methods actually 
matched the simulation results in several cases. As 
was found for delays, the tendency to overestimate 
was more pronounced on the minor approach. 

3. Estimates of maximum queue size by using the 
analytical methods were generally lower than those 
found by using simulation. Regardless of the magni­
tude of the maximum queue size, the differences 
between the two methods were consistently between 
two and four vehicles. One possible explanation for 
the discrepancy is that the analytical methods do 
not adequately account for the variability of demand 
within the control period. The aforementioned 
difference was only for undersaturated conditions. 

4. Because the analytical methods tended to 
overestimate both the average delay and the average 
number of stops per vehicle, analytical energy 
consumption estimates were higher. 

Perhaps of greater interest to the reader is the 
comparison of the measures of effectiveness between 
stop-sign control and traffic-signal control. This 
comparison is addressed next along with other con-
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siderations for determining the desirable control 
alternative. 

GUIDELINES FOR DETERMINING MOST APPROPRIATE CONTROL 

Practical Considerations 

Although only the few most widely employed control 
alternatives were analyzed in detail in this study, 
it should be realized that other options are also 
available. In what follows, a brief discussion on 
the practical considerations of each alternative is 
presented followed by a more rational approach based 
on operational efficiency. 

The self-regulating type of control is generally 
nothing more than warning signs that allow motorists 
to determine priority for themselves. This control 
is generally used only in very short zones and under 
very low demands. Where there is a potential for 
conflict, the system breaks down quite easily, 
especially in terms of legal assignment of right-of­
way. Although self-regulating control is used suc­
cessfully in some states, it was not included among 
the controls considered during this study. 

Yield signs on one or both approaches have also 
been used in other states. They too offer some ad­
vantages under very low volumes and in short 
construction areas. Where a yield sign is posted on 
one approach only, the assignment of right-of-way is 
positive and understandable. When yield signs are 
posted on both sides, assignment of right-of-way may 
not be fully understood by motorists. Because the 
capacity of the yield type of traffic control is 
limited, it also was not considered. 

The posting of stop signs on both approaches to 
the construction area has been used in Minnesota and 
several other states. The installation of such 
signs is inexpensive and requires very little spe­
cial equipment and time. In theory, the stop control 
control should provide for a safe environment since 
all motor is ts will be stopping in advance of the 
construction site and therefore reducing their 
speeds through the construction area. The full stop 
should also allow motorists to observe and react to 
any construction equipment or workers that may be 
present on the site. 

In reality, there are many violations of the stop 
sign, although most are rolling stops where moto­
rists are reacting to the stop-sign control and to 
the conditions present for traffic and construction. 
Many of the observed violations were motorists who 
sought to catch up to a previous vehicle traveling 
in the same direction rather than stop and wait for 
traffic from the opposite approach to pass across 
the bridge. There were very few flagrant violations 
of the stop sign. The stop-sign control appears to 
be understood quite well by motorists. Observations 
at the several sites did not indicate that motorists 
were confused by the unusual placement of a stop 
sign compared .with that which they normally en­
counter at intersections. Motorists also tended to 
react quite well to the need to allow for clearance 
intervals and to wait for traffic from the other 
side to clear the site. 

Traffic signals are often installed at one-lane 
sites, primarily because of their positive control 
of traffic. Both fixed-time and full actuated sig­
nals will provide a very visible and positive con­
trol over approaching motorists. Full actuated 
signals can be very efficient in view of the varying 
demands. Fixed-time signals, although they have 
very positive control over motorists, are relatively 
inefficient since they cannot react to any varia­
tions in demand. Because of this and the long 
clearance periods required for bridges, delays can 
be rather substantial. 
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In signal control, however, it is necessary to 
design, install, and remove the traffic signal, at a 
considerably higher cost than that of stop signs. 
Signals also require a source of power, which may be 
a problem in some outlying areas. There is also a 
continual maintenance responsibility and a potential 
for equipment malfunctions that could totally upset 
the positive control of traffic. Fixed-time signals 
are relatively maintenance free when properly in­
stalled. Actuated signals do require some periodic 
checks to make certain that detectors are working 
properly and that intervals are properly set. An 
additional problem with traffic-signal control is 
that the green light is an invitation for motorists 
to proceed into the construction zone at a speed 
that might be greater than desirable. There is also 
a concern that drivers may speed up to make the 
green light or to run a yellow light. Perhaps it is 
worthwile to note that observations indicated that 
red-light violations were quite infrequent. 

Flaggers are probably the most efficient type of 
traffic control that can be used. They will provide 
a very positive control over motorists and can react 
to changing conditions immediately. A flagger can 
also react to necessary stoppages of traffic for 
work operations or for equipment maneuvering. 
Flaggers can react to varying clearance intervals 
required for traffic and can practically ensure the 
highest efficiency over any type of traffic control 
through the construction area. Flagge rs, however, 
are expensive in that their cost is directly related 
to both size and duration of the project. Further, 
it is necessary to provide not only flaggers at 
either end of the site but also periodic relief 
during their working period. When flaggers are used 
at night, lighting should be provided that again 
increases overall cost and requires a source of 
electrical power. 

It is also possible to use a combination of con­
trols. A fixed-time traffic signal can be equipped 
with a remote-control device to override the con­
troller and provide manual control. This would 
allow manual regulation of traffic during peak hours 
and higher efficiency. With this option, it is 
necessary to ensure that the clearance intervals not 
be modified or that the individual operating the 
system has a very clear understanding of the opera­
tion of the signal and the legality of the clearance 
intervals. 

A similar combination to provide increased effi­
ciency can be made by using stop-sign control sup­
plemented by flaggers during peak hours. This eli­
minates the need for night-time lighting but pro­
vides for a highly efficient method of moving peak­
hour volumes. The many advantages of flaggers can 
be made use of during the day in both peak-traffic 
and construction periods. The relatively inexpen­
sive stop-sign control can be used at other periods, 
assuming that the capacity is available. It is also 
possible to use flaggers during the working day and 
during the heavier traffic hours but to revert to 
yield control or self-regulating control during 
other hours. 

Further Considerations 

Perhaps the most important factor in determining 
traffic control at a one-lane construction site is 
sight distance. Unless vehicles can see each other 
at opposite ends of the one-lane section of roadway, 
stop-sign and possibly signal control should be 
excluded. The guidelines of the section on capacity 
estimation could be considered in determining maxi­
mum sight distances for stop-sign and signal con­
trol. After sight-distance and safety constraints, 
determination of the most desirable control scheme 
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Figure 6. Optimal control of one·lane construction site based on minimum 
total delay. 
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could be made on capacity considerations alone , 
which may result in elimination of one or more 
alternatives; capacity can be determined from the 
methodology presented in this paper. If sight-dis­
tance and capacity requirements are met by more than 
one type of control, the next determining factor 
s hould be a comparison of the costs and benefits of 
each type of control. Aside from the direct costs 
of installing and maintaining stop signs or signals 
or of paying flaggers, the user costs in terms of 
energy consumption and delay may also be considered. 

A comparative analysis between stop-sign and 
signal control was performed for each of the mea­
sures of effectiveness. Based strictly on total 
delay during the design hour (the hour for which the 
signal settings were determined), Figure 6 was 
derived. To use this figure, find the point of 
intersection of the demands of the two approaches. 
If this point of intersection lies to the left and 
below the appropriate MCI curve, stop-sign control 
will yield lower delays than will signal control. On 
the other hand, if the point lies to the right and 
above the MCI curve, signal control will yield lower 
delays than stop-sign control. From this figure, it 
can be seen that for MCis greater than about 20 s 
and demands greater than 200 vph, the total delay 
when stop-sign control is used will always be higher 
than that for signal control. 

When the average number of stops and the average 
energy consumed for the two types of control were 
compared, it was found that in all cases signal 
control y it!l<lt!d a lower number of slops and a lower 
energy consumption than stop-sign control. This 
result is at least partly attributable to the pla­
tooning effect of signals, in which queued vehicles 
rarely are required to stop more than once, whereas 
queued vehicles controlled by stop signs often stop 
several times before being discharged. 

CONCLUSIONS 

Safety along with demand-capacity considerations 
constitute the basic criteria for selecting the most 
appropriate type of control at one-lane construction 
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sites. The guidelines presented here allow estima­
tion of capacity for each control scheme so that 
exclusion of one or more options that fail to accom­
modate demand is now possible. Among the control 
strategies that pass the basic capacity and visi­
bility tests, further screening can be accomplished 
from safety considerations. Lack of sufficient 
experimental data did not allow recommendation of 
safety guidelines sufficient for detailed design. 
Thus, in addition to visibility one could adopt the 
OECD recommendations (3) concerning the maximum 
lengths of the construction zone for stop-sign and 
signal control (60 and 250 m, respectively). Al­
though no specific data are available for accident 
predictions, it should be expected that accidents 
decrease as the sophi stication of the control strat­
egy increases. 

After the basic capacity and safety tests, fur­
ther screening can be accomplished from the practi­
cal considerations of the previous section, cost-ef­
fectiveness analysis, and performance evaluation 
following the procedures described earlier. It 
should be kept in mind that for situations out of 
the realm of the tables and charts presented here, 
employment of the simulation program developed is 
highly advisable. This program can also be used for 
further accuracy or experimentation and it was 
originally run on a Cyber 730 computer at an average 
cost of less than $5/h of simulation (the low cost 
is due primarily to the event scan structure of the 
program). Recently the program was rewritten in 
BASIC, and it can run on an Apple II microcomputer 
(at a considerably higher execution time but at 
practically zero cost) • Employment of the program 
is particularly recommended for simulating saturated 
conditions, which are not covered here. 

As mentioned earlier, prediction of accident and 
safety performance in general was not studied in 
sufficient detail due to the lack of sufficient 
data. This subject along with further testing of 
the program results for the entire volume-capacity 
range were left for future research. Further, it 
should be noted that calibration of the program was 
based on the data collected at rural situations. 
Adjustments of certain program parameters may be 
needed for urban conditions. 
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Single-Lane Capacity of Urban Freeway During 

Reconstruction 

ROBERT E. DUDASH AND A.G. R. BULLEN 

Lane capacities of an urban freeway under various traffic-flow configurations 
during reconstruction are determined. The urban freeway studied was the Penn­
Lincoln Parkway, Interstate 376, located in Pittsburgh, Pennsylvania. The study 
locations on the freeway were in the vicinity of the entrance and exit portals of 
the Squirrel Hill Tunnel. Traffic flows were studied in the right lane of a two­
lane section of the highway for three distinct operating conditions. The first 
condition consisted of both lanes traveling in the same direction. For the 
second condition, the left lane was closed because of construction, which left 
only a single lane open to traffic. In the third condition, the left lane had a 
single lane of traffic traveling in the opposite direction. The results of this 
study determined the flow, average speed, and density at capacity for each of 
the operating conditions. A comparison of the data indicated that the single-
lane capacity of both sides of the tunnel was significantly lower during the second 
and third operating conditions; during the third condition, the lowest level of ca­
pacity was attained. Generally, for a two-lane, two-way facility under forced 
flow, the sustained capacity for a single lane was about 1200 vehicles/h. With 
both directions under forced flow, a two-way flow of 2400 vehicles/h could 
be sustained. 

Various procedures have been published through the 
years to evaluate the capacity of a roadway. These 
include, in the United States, the 1950 Highway Ca­
pacity Manual (!), the 1965 Highway Capacity Manual 
[Highway Research Board Special Report 87 1111, and, 
most recently, Interim Materials on Highway Capacity 
[Transportation Research Circular 212 (3)). 

These evaluations of capacity, ho;-ever, do not 
consider the effect on traffic flow of construction 
work zones adjacent to a roadway. Within the past 
several years, the trend of constructing new high­
ways has decreased, and the trend of reconstructing 
inadequate highways has increased. Unfortunately, 
the development of the evaluation of traffic flow 
through construction work zones has not developed at 
the same rate. The main examination of the subject 
has been by Dudek l!l, who reports on capacity stud­
ies at urban freeway maintenance and construction 
work zones in Houston and Dallas, Texas, for five-, 
four-, and three-lane freeway sections. 

CONSTRUCTION WORK-ZONE EVALUATION 

A study was conducted to compare lane capacities of 
an urban freeway while it was under various traffic­
flow configurations during reconstruction. The ur­
ban freeway studied was the Penn-Lincoln Parkway, 
Interstate 376, located in Pittsburgh, Pennsyl­
vania. The locations chosen for comparison were in 
the vicinity of the entrance portal (site A) and 
exit portal (site Bl of the Squirrel Hill Tunnel. 

The parkway is a four- to six-lane divided urban 
freeway traversing east and west. It has an average 

daily traffic volume of 92 000 vehicles. The Penn­
sylvania Department of Transportation embarked on a 
2-year safety improvement project to update the fa­
cility for a length of 6 miles i this consisted of 
the placement of a new 8-in concrete overlay road 
surface, new shoulders and concrete median barrier 
for the entire length of the project, and the reha­
bilitation of both tubes of the Squirrel Hill Tunnel. 

The construction phasing consisted of recon­
structing the westbound lanes during the 1981 con­
struction season and the eastbound lanes during the 
1982 construction season. The construction required 
that the westbound and the eastbound lanes be com­
pletely closed during various stages of their recon­
struction. Since no convenient alternative route 
was available to detour parkway traffic, it was nec­
essary to maintain two-way opposing traffic on the 
lanes opposite those being reconstructed. 

Traffic flows were studied for the two locations 
in the right lane of a two-lane section of the high­
way for three distinct operating conditions. The 
first condition was for both lanes traveling in the 
same direction (two lanes, one way). For the second 
condition, the left lane was closed to traffic be­
cause of construction, which left only a single lane 
of traffic (one lane, one way). In the third condi­
tion, the left lane had a single lane of traffic 
traveling in the opposite direction (two lanes, op­
posing). Figures 1, 2, and 3 depict the three traf­
fic conditions. 

The horizontal alignment at the sites consisted 
of horizontal curves that were designed for vehicle 
speeds of more than 65 mph. The vertical alignment, 
traveling west to east, consisted of O. 5 mile of 
+4.5 percent grade approaching site A and 1 mile of 
-2.5 percent grade approaching site B. 

The roadway section for sites A and B varied for 
each condition. During the two-lane one-way condi­
tion, two lanes, each 12 ft wide, existed. The 
right edge of pavement was paralleled by a curb 6 in 
high and a beam guardrail. The left edge of pave­
ment was paralleled by a 6-in mountable curb and a 
grass median. 

For the one-lane one-way condition, one lane 12 
ft wide existed. The right edge of pavement re­
mained unchanged for the two-lane, one-way condi­
tion. The left edge of roadway was paralleled by 
55-gal drums spaced 100 ft center to center. 

The two-lane opposing condition consisted of one 
lane 12 ft wide for the eastbound traffic and one 
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Figure 1. Two-lane one-way condition. 
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lane 12 ft wide for the westbound traffic. The two­
way opposing traffic was separated by a 4-in double 
yellow center line, raised pavement markers, and 
traffic guideposts 18 in high. 

The section for the 4225-ft-long eastbound tube 
of the tunnel consisted of two lanes 12 ft wide. 
The right edge of pavement was paralleled by a curb 
8 in high and a parapet 1.5 ft high. The left edge 
of pavement was paralleled by a curb 8 in high and a 
parapet and pedestrian walkway 1.5 ft high. The 
vertical clearance was 19 ft at the face of the 
portal. Inside the tunnel 92 ft, the vertical 
clearance dropped to 14 ft 2 in. The same traffic 
control devices used for the roadway during each 
traffic condition were the same once inctalled in 
the tunnel for each of the same traffic conditions. 

The data were collected by a Stevens PPRII print 
punch traffic classifier. Volume, speed, and vehi­
cle classifications were monitored. The speed data 
were reduced to space mean speed and the counts were 
reduced to flow. From the space mean speed and 
flow, density was then determined and the relation­
ships of flow versus density, speed versus density, 
and spe~d versus flow were plotted. 

Usually, data were collected for each day from 
about 6:00 a.m. to about 7:00 p.m. Two days of data 
collection were carried out at each site for each 
traffic condition. 
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RESULTS AND ANALYSIS 

Total data results are summarized in Table 1, which 
shows the maximum 5-min flow rate along with the 
speed and density conditions for each site and traf­
fic condition. Also given are the observed maximum 
sustained 1-h traffic flows. All maximum flow rates 
were monitored during forced-flow conditions with 
approximately 9 percent trucks. A comparison of the 
data indicated that the single-lane capacity for 
sites A and B was signiflr.antly lower during the 
one-lane one-way and the two-lane opposing condi­
tionsi during the two-lane opposing condition the 
lowest level of capacity was attained. 

The data show that for normal operating condi­
tions during the two-lane one-way condition, the 
maximum lane flow was about 1550 vehicles/h for 5 
min and about 1350 vehicles/h for 1 h. This gives a 
peak hour factor of 0.87. 

Under the one-lane one- way condition, the maximum 
5-min flow was slightly more than 1400 vehicles/h, 
whereas the sustained 1-h flow was about 1200 vehi­
cles/h. These volumes represent the maximum 
throughput of a single lane of traffic through the 
construction zone and are about 90 percent of the 
normal volume. 

The two-lane opposing condition provided a fur­
ther reduction of traffic flow to a 5-min flow of 
1350 vehicles/h and a 1-h flow of just less than 
1200 vehicles/h, which represented a further reduc­
tion of about 5 percent in maximum throughput. 

The overall results of the study can be seen in 
Figures 4 and 5, which show the speed-flow envelope 
curves for these traffic conditions. Observation of 

Table 1. Summary of traffic-flow data. 

Site A (tunnel Site B (tunnel 
entrance) exit) 

Condition Day I Day 2 Day 1 Day 2 

Two lanes one way 
Maximum 5-min flow (vehicles/h) 1512 1560 1596 1644 
Mean speed (mph) 25 .6 37.0 45.3 42.4 
Density (vehicles/mile) 59 42 35 39 
Maximum 1-h flow (vehicles/h) 1355 1359 1402 1414 

One lane one-way 
Maximum 5-min flow (vehicles/h) 1428 1416 1536 1488 
Mean speed (mph) 27.2 26.1 39.1 36.4 
Density (vehicles/mile) 53 54 39 41 
Maximum 1-h flow (vehicles/h) 1169 1208 1264 1258 

Two lanes opposing 
Maximum 5-min flow (vehicles/h) 1368 1308 1344 1356 
Mean speed (mph) 25 .9 28 .8 39.6 39.5 
Density (vehicles/mile) 53 45 34 34 
Maximum 1-h flow (vehicles/h) 1188 1153 1187 1223 

Figure 4. Speed-flow relationship, entrance portal, for all three conditions. 
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Figure 5. Speed·flow relationship, exit portal, for all three conditions. 
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the curves provides the following conclusions for 
site A (tunnel entrance) : 

l. The shape of the curves for each condition 
delineates wide envelopes, which is an indication 
that the entrance of the tunnel was a bottleneck lo­
cation. 

2. The curves were influenced by the reduction 
in the number of lanes available for traffic. The 
plot for the one-lane one-way condition and the two­
lane opposing condition resulted in a shift of the 
curves down and to the left. 

3. The opposing traffic during the two-lane op­
posing condition had a slight influence on the 
speed-flow curve. The curve moved left from the 
curve for the one-lane one-way condition. 

The conclusions for site B (tunnel exit) were as 
follows: 

l. The shape of the curves for the two-lane one­
way condition and the one-lane one-way condition 
delineates narrow envelopes, which is an indication 
of free flow. The wide envelope of the two-way op­
posing condition indicates a bottleneck location. 

2. The speed-flow curves were influenced by the 
reduction in the number of lanes available for traf­
fic. The plot for the one-lane one-way condition 
and the two-lane opposing condition resulted in a 
shift of the curves down and to the left of the two­
lane one-way condition. The overall traffic flows 
were controlled, however, by the discharge past the 
tunnel entrance. 

CONCLUSIONS 

The study was mainly concerned with determining the 
single-lane capacity of an urban freeway while under 
various reconstruction configurations, but it also 
gives some quantitative insight into capacity flows 
of a two-way two-lane highway. 

The study shows that single-lane traffic flow 
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through a construction zone is significantly less 
than single-lane traffic flow as part of a multilane 
flow under normal conditions. Single-lane flow 
alongside an opposing traffic stream has a somewhat 
lower capacity than single-lane flow with no oppos­
ing traffic stream. 

Generally, it seems that for single-lane traffic 
flow under the given geometric conditions and 9 per­
cent trucks, a flow of only 1200 vehicles/h can be 
sustainedi short-term flow rates go up to 1350 vehi­
cles/h. These agree reasonably well with the Texas 
study conducted by Dudek !!l. During forced-flow 
conditions, however, traffic flow is very variable 
and follows no particular speed-flow relationship. 

During the two-way opposing traffic condition, 
forced flow existed from both directions. Some 
manual-count samples showed that with two-way traf­
fic, similar flows were being achieved in the oppo­
site lane. This would indicate that the capacity of 
two-way two-lane sections of roadway with the given 
geometrics under forced-flow conditions can reach 
2400-2500 vehicles/h. 

Comparison of the data for each of the traffic­
flow configurations indicates that the tunnel en­
trance was a restraint to traffic flow during the 
two-lane one-way condition and for the one-lane one­
way condition. However, during the one-lane oppos­
ing condition, the opposing traffic caused the re­
straint to the traffic flow. 
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Comparative Analysis of Signalized-Intersection 

Capacity Methods 

ADOLF D. MAY, ERGUN GEDIZLIOGLU, AND LAWRENCE TAI 

The primary objective of this study was the evaluation of eight methods cur­
rently available for capacity and traffic-performance analysis at signalized in­
tersections. The eight methods included the U.S. Highway Capacity Manual 
method, British method, Swedish method, Transportation Research Board 
(TRB) Circular 212 planning method, TRB Circular 212 operations and design 
method, Australian method, National Cooperative Highway Research Prograrri 
(NCH RP) planning method, and NCH RP operations method. The evaluation 
was based on applying the eight methods to five intersection data sets for which 
not only input data were available but also field measurements of lane satura­
tion flows, delays, and percentage of vehicles stopped. The five intersections 
varied from simple geometric designed intersections with pretimed two·phase 
signals to more complicated intersections with actuated multiphase signals. 
Cost-related and effectiveness-related criteria were established in order to eval­
uate the eight methods. The cost-related criteria included time needed to learn 
the method, input requirements, clarity and completeness of methodology, and 
time needed to apply the method. The effectiveness-related criteria included 
degree of disaggregation, capacity-performance outputs, flexibility of use, and 
accuracy of predictions. The conclusions included the identification of the 
limitations of the study, significant results, and future research directions. The 
NCH RP operations method and the Australian method were found to be the 
most cost-effective methods. The other methods were about equal in their cost­
effectiveness. The NCHRP planning method was found to be an acceptable 
method when level of effort available is limited and only overall intersection 
evaluation is needed. 

Since an intersection is a point that has to serve 
all approaches in turn on a highway network, gener­
ally the capacities of intersections determine the 
capacities of a highway network. In order to in­
crease the safety and the capacity of intersections, 
signals have been used since the 1920s (_!.). The 
first U.S. Highway Capacity Manual (HCM) in 1950 
contained a chapter for estimating the capacities of 
signalized intersections (2). Numerous studies have 
been undertaken to evaluate the different aspects of 
signalized intersections, and many capacity methods 
have been developed. Each method corresponds to 
certain conditions. There is a need for a compara­
tive evaluation to determine which methods should be 
chosen to evaluate a certain aspect of a signalized 
intersection. Therefore, a study was designed to 
apply the eight most accepted methods for capacity 
analysis to five comprehensive intersection data 
sets in order to draw conclusions about the eight 
methods. 

A literature search was undertaken and resulted 
in the identification of eight leading methods for 
the capacity analysis of signalized intersections. 
These methods are 

1. U.S. HCM method [1965 (~.ll, 

2. British method [1966 (4,5)], 
3. Swedish method [1977 (G,7)], 
4. Transportation Research - Board (TRB) Circular 

212 planning method [1980 (8)], 
5. TRB Circular 212 operations and design method 

[1980 (8)), 
6. Australian method [1981 (2_)], 
1- National Cooperative Highway Research Program 

(NCHRP) planning method [1982 (10)], and 
8. NCHRP operations method [1982 (10)]. 

The next step in the research was to make a com­
parative analysis of the eight methods in which 
their input requirements and output options were 
considered. Inputs were classified as approach 
width, approach volume, exclusive left- or right­
turn lane and length of this lane, percentage of 

heavy vehicles, number of local buses, parking con­
ditions, peak-hour factor, pedestrians, and several 
others. outputs were classified as saturation flow, 
capacity, delay, percentage of stopped vehicles, 
qu~ue length, degree of saturation, level of service 
(LOS), signal timing, and several others. This 
analysis and a classification scheme of the methods 
are given next. 

The third task was to obtain intersection data 
sets that included all input data requirements for 
all eight methods as well as selected traffic­
performance measurements that could be compared with 
the predictions of the various methods. Five inter­
sections were selected from an NCHRP studyi all five 
intersections were located in the San Francisco Bay 
Area. They included simple geometric designed in­
tersections with two phases and extended into more 
complicated actuated intersections with multiphases. 

The fourth task was to apply the eight methods to 
the five intersection data sets. Each method was 
carefully studied in terms of clarity of use, tech­
nical completeness, and time requirements for learn­
ing and applying the method. 

The fifth task was the comparative analysis and 
evaluation of the eight methods. The criteria for 
evaluation consisted of input requirements, output 
flexibility, accuracy of results, and level of 
effort. 

INPUT REQUIREMENTS AND OUTPUT OPTIONS 

Input requirements and output options are a mixed 
blessing. On the one hand, higher levels of input 
or output generally require more data collection and 
preparation, more complicated analytical procedures, 
and greater time required to learn and use the 
method. On the other hand, lower levels of input or 
output generally limit the breadth of application, 
degree of accuracy, and flexibility of output. 
Hence users must carefully select that method that 
meets their desired objectives at minimum cost. 
This discussion is included to aid users by provid­
ing a comparative analysis of input requirements and 
output options of the various methods. Input re­
quirements and output options are summarized in two 
tables and explained in the next two sections. A 
classification scheme of the methods is developed 
and is discussed in the third section. 

Input Requirements 

The input requirements of each of the methods were 
reviewed and are summarized in Table 1. The follow­
ing paragraphs describe the contents of Table 1 
under three subcategories: supply inputs, demand 
inputs, and control inputs. 

Supply inputs consist of geometric dimensions, 
lane configurations, street alignment, bus-stop lo­
cation, parking, and site characteristics. The only 
supply input required by all methods is the presence 
of turning lanes and the permitted movements by 
lane. The two TRB Circular 212 methods and the 
NCHRP planning method require little additional 
supply input. On the other hand, the other five 
methods require considerably more supply, particu­
larly the NCHRP operations method. 
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Table 1. Input requirements of eight methods. 

Method 

TRB Circular 21 2 

Input Requirement U.S. HCM British Swedish Planning 

Supply input 
Geometric dimension 

Approach width x x x 
Lane width x 
Turning-lane length x 
Distance to parking x x 

Lane configuration 
No. of lanes x x 
Turning Janes x x x x 
Permitted movements x x x x 

Street alignment 
Horizontal x 
Vertical x x 

Bus-stop location x 
Parking 

Presence x x 
Turnover 

Site characteristic 
Population x 
Location x x 

Demand input 
Approach volume 

Through x x x x 
Right-turn x x x x 
Left-tum x x x x 

Vehicle classification 
Truck x x x 
Bus x x x 
Motorcycle or bicycle x x 

Traffic pattern 
Peak-hour factor x 
Arrival platoon 

No. of local buses x 
Pedestrian volume x 

Control input 
Signal-timing plan 

Cycle length x x x x 
No. of phases x x x x 
Duration of phases x x x x 

Other signal information 
Pedestrian time x 
Pedestrian pushbutton 

Note: X indicates maximum input. Some methods do not require some inputs. 

Demand inputs consist of approach volumes, vehi­
cle classifications, number of local buses, pedes­
trian volumes, and traffic patterns. The only de­
mand input required by all methods is the approach 
volume. The TRB Circular 212 planning method and 
the NCHRP planning method require no additional de­
mand input data. On the other hand, the other six 
methods require considerably more demand input, par­
t i cularly the NCHRP operations method. 

Control inputs include the signal-timing plan and 
other signal information. In most methods the 
signal-timing-plan input is optional. That is, the 
signal-timing-plan data can be used in the method if 
provided or can be determined by the method if all 
other input data are provided except for the signal­
timing plans. This option is most readily available 
in the British, Swedish, Australian, and NCHRP oper­
ations methods. 

In summary, the TRB Circular 212 planning method 
and the NCHRP planning method require the least in­
put, whereas the NCHRP operations method requires 
the greatest amount of input. It should be noted 
that some of the methods that require the greatest 
amount of input have incorporated default values 
when selected input data are not available. 

Output Options 

The output options of the methods were reviewed and 

NCH RP 
Operations 
and Design Australian Planning Operations 

x x x 
x x x 

x x 
x x 

x x x x 
x x x x 
x x x x 

x x 
x 

x x 
x 

x x 

x x x x 
x x x x 
x x x x 

x x x 
x 

x x 
x 

x x 
x x x 

x x x x 
x x x x 
x x x x 

x 
x 

are summarized in Table 2. The following paragraphs 
describe the output options of the various methods 
on a comparative basis. 

The upper portion of Table 2 provides a compari­
son between the methods in terms of disaggregation 
of analysis: lane, lane group, approach, and total 
intersection. The TRB Circular 212 planning method, 
the TRB Circular 212 operations and design method, 
and the NCHRP planning method analyze the total in­
tersection in an aggregate form. At the other ex­
treme in output flexibility, the NCHRP operations 
method permits the analysis to be made on an indi­
vidual-lane basis and then provides for aggregation 
of results on a lane-group, approach, and intersec­
tion basis. The HCM method and the British method 
perform their analyses on an approach and/or turn­
ing-lane basis. The Swedish and Australian methods 
perform their analyses on an individual-lane basis, 
which could be but is not formally aggregated. 

The major outputs of most methods are capacity 
related and performance related. The TRB Circular 
212 planning method, the TRB Circular 212 operations 
and design method, and the NCHRP planning method do 
not provide any capacity-related or direct perfor­
mance outputs. All other methods provide for ca­
pacity-related outputs and (with the exception of 
the HCM method, which provides load-factor informa­
tion) vehicle-performance-related measures such a s 
delay, percentage of stopped vehicles, and queue 
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Table 2. Output options of eight methods. 

Method 

TRB Circular 212 

Output Option U.S. HCM British Swedish Planning 

Degree of disaggregation 
Lane x• x• x 
I J1ne grnHp 
Approach x x 
Total intersection x 

Capacity-related 
Saturation flow x x x 
Capacity x x x 

Vehicle-performance-related 
Avg delay x x 
Percentage of stopped vehicles x x 
Queue length x x 
Load factor x 

Ped es trian-perf ormance-rela ted 
Delay 
No. stopped 

LOS x x 
Preliminary design x x x x 
Improved signal timing 

Cycle length x x 
No. of phases 
Duration of phases x x 
G/C ratio x x 

3Turn Janes only. 

length. The Australian method also provides pedes­
trian performance output. 

All U.S. methods provide for an LOS determination 
and all methods provide for some preliminary design 
evaluation. The British, Swedish, Australian, and 
NCHRP operations methods provide for signal-timing 
determination with the capacity-performance analysis. 

Classification of Methods 

A review of the last two sections shows that these 
eight methods fall into a classification scheme that 
consists of three groups of methods determined by 
their input requirements and output options. The 
first group is called the most comprehensive group 
and consists of the British method, the Swedish 
method, the Australian method, and the NCHRP opera­
t ions method. These methods require extensive in­
puts and analysis time but result in wide and exten­
sive output information. Group 2 is intermediate 
according to work, input requirements, and output 
options and consists of the HCM method and the TRB 
Circular 212 operations and design method. The 
third group includes the least-complicated methods, 
which require the least input and working time, and 
consists of the TRB Circular 212 planning method and 
the NCHRP planning method. These methods can be 
used for a very fast overview investigation of the 
performance of intersections. The variety of com­
prehensiveness between methods complicates the com­
p.:irativc analysis by considering bath the colit and 
the effectiveness and by restricting the appropriate 
method selected by the method's dependence on appli­
cation, input data availability, and output require­
ments. These issues will be addressed later. 

INTERSECTION DATA SETS 

The next task of the study was to obtain intersec­
tion data sets that included all input data require­
ments for all eight methods as well as selected 
traffic-performance measurements that could be com­
pared with the predictions of the various methods. 
Five such data sets were obtained from an NCHRP 

NCH RP 
Operations 
and Design Australian Planning Operations 

x x 
x 
x 

x x x 

x x 
x x 
x x 
x x 
x x 

x 
x 

x x x 
x x x x 

x x 
x x x 
x x 

x x x 

study. These particular intersection data sets were 
selected by considering completeness of field mea­
surements, variety of design and control features, 
and proximity to the San Francisco Bay Area. 

The location and characteristics of these five 
intersections and their input and traffic-perfor­
mance measurements will be presented and described 
in the following two sections. 

Location and Characteristics of Intersections 

The first intersection is located in Berkeley, Cali­
fornia, at Sacramento and Dwight. Sacramento is a 
divided north-south major arterial with two through 
lanes in each direction plus an exclusive left-turn 
lane. Dwight is an undivided east-west collector­
type street with one lane in each direction. The 
intersection is located in a residential area and 
some distance from adjacent signalized intersec­
tions. The signal is a two-phase pretimed con­
trolled signal with a 70-s cycle. The traffic flows 
are generally light and the percentage of trucks is 
of the order of 1-2 percent. Parallel parking is 
permitted on all approaches and near-side bus stops 
occur on the Sacramento approaches with a far-side 
bus stop eastbound on Dwight. 

The second intersection is located in Berkeley, 
California, at San Pablo and University. San Pablo 
is a divided north-south major arterial with two 
through lanes and an exclusive left-turn lane in 
each direction. University is .:i divided cast-west 
major arterial with two through lanes and an exclu­
sive right-turn lane (left-turning movements are 
prohibited). The intersection is located in an out­
lying business district and adjacent signalized in­
tersections are approximately 0.25 mile away with an 
average level of coordination. The signal is a two­
phase pretimed controlled signal with a 65-s cycle. 
The traffic flow is moderately heavy--4-6 percent 
trucks. Parallel parking and near-side bus stops 
are located on all approaches. 

The third intersection is located in El Cerrito, 
California, at Carlson and Central. 
north-south major arterial with two 

Carlson 
through 

is a 
lanes 
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and an exclusive left-turn lane in each direction. 
Central is an east-west major arterial with two 
through lanes in each direction. The intersection 
is located in an urban fringe area and has little 
signal coordination with adjacent signals. The sig­
nal is a three-phase pretimed controlled signal with 
an 80-s cycle (the third phase is for exclusive 
left-turn movements from Carlson). The traffic flow 
is moderately heavy--1-3 percent trucks. Parking is 
not permitted on any of the approaches and near-side 
bus stops exist on the eastbound and southbound ap­
proaches. 

The fourth intersection is located in Richmond, 
California, at San Pablo and McDonald. San Pablo is 
a divided north-south major arterial with two 
through lanes and with exclusive left-turn and 
right-turn lanes. McDonald is an east-west major 
arterial with one through lane and with an exclusive 
left-turn lane in each direction (in addition, east­
bound McDonald has an exclusive right-turn lane). 
The intersection is located in an outlying business 
district and there are no· nearby adjacent signals. 
The signal is a six-phase fully actuated controlled 
signal with a maximum 95-s cycle. The sequence of 
phasing is eastbound (all movements), westbound (all 
movements) , northbound and southbound left-turn 
movements only, continued northbound or southbound 
left-turn movement with adjacent through and right­
turn movement, and finally the through- and right­
turn movements only on San Pablo. The traffic flow 
is very heavy with 0-2 percent trucks. Parking is 
not permitted on any approach and the only bus stop 
(near side) is located on the eastbound approach. 

The fifth and last intersection is located in 
Berkeley, California, at Grove and Rose. Grove is a 
north-south collector-type street with a single-lane 
approach in each direction. Rose is an east-west 
collector-type street with a single-lane approach in 
each direction. The intersection is located in an 
urban fringe area with no nearby adjacent signals. 
The signal is a two-phase pretimed controlled signal 
with a 65-s cycle. The traffic flow is generally 
light--1-5 percent trucks. Parking is permitted on 
all approaches and there are far-side bus stops on 
Grove. 

In summary, these five intersections have some 
common features and at the same time each has some 
unique features. All intersections are located in 
flat topography, have four approaches, provide for 
two-way operations on all crossing streets, and have 
less than 6 percent truck traffic. The unique fea­
tures of the intersection at Sacramento and Dwight 
are that two approaches· have only single lanes and 
the traffic flow is generally light. The intersec­
tion at San Pablo and University has fairly heavy 
pedestrian and local bus activities and special turn 
features (no left turns on two approaches and an ex­
clusive right-turn lane). The intersection at Carl­
son and Central has a three-phase pretimed signal 
controller and parking is not permitted on any of 
the approaches. The intersection at San Pablo and 
McDonald has a six-phase fully actuated signal con­
troller and operates under very heavy traffic condi­
tions. The intersection at Grove and Rose has only 
single-lane approaches with relatively heavy pedes­
trian activities. 

Input and Traffic-Performance Measurements 

The field measurements that are necessary in order 
to apply the eight methods to the five intersections 
are given in Table 3. Not all input measurements 
were required in all of the eight methods. 

Selected traffic-performance measurements were 
taken for selected lane groups at the five intersec­
tions. These field measurements consisted of satu-
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ration flow, average delay, and percentage of vehi­
cles stopped. These measurements are presented in 
Figures 1-3. 

NUMERICAL RESULTS 

The eight methods were then applied to the five in­
tersection data sets. This application process pro­
vided three different ways of evaluating and compar­
ing the eight methods. First, the application 
provided insights as to the clarity and the com­
pleteness of the methods. Evaluation of clarity and 
completeness of the methods will be discussed later. 

Second, the application provided estimates of 
time requirements to learn and apply each method. 
These time-requirement estimates are presented in 
Table 4 for comparative purposes and not as absolute 
values. As noted from the table, time needed to 
learn and apply the methods varied considerably. 

Finally, the application provided traffic-perfor­
mance predictions that could be compared with field­
measured traffic performances. These comparisons 
included saturation flow, average total delay, per­
centage of vehicles stopped, and LOS and will be 
presented and discussed in the following four para­
graphs. 

Five of the eight methods predict saturation 
flow. Measured saturation flow and directly compar­
able predicted saturation flow for the five methods 
were available for 13 lane groups. These saturated 
flows are presented in tabular form in Figure 1. 
The intersection number, direction of movement, and 
permitted traffic movements are identified for each 
lane group. Then the lane saturation flows for each 
of the five methods are presented as well as the 
measured values. The mean value and standard devia­
tion are given for each column. 

Four of the eight methods predict average total 
delay. Measured delay and directly comparable pre­
dicted delay for the four methods were available for 
30 lane groups. These average total delays are pre­
sented in tabular form in Figure 2. The individual 
lane groups are identified and average total delays 
entered for each method. The mean value and stan­
dard deviation are given for each column. 

Four of the eight methods predict percentage of 
vehicles stopped. Measured percentage of vehicles 
stopped and directly comparable predicted percentage 
of vehicles stopped for the four methods were avail­
able for 30 lane groups. These data are presented 
in tabular form in Figure 3. The individual lane 
groups are identified and the percentage of vehicles 
stopped is entered for each method. The mean value 
and standard deviation are given for each column. 

Three of the methods could not be included in the 
saturation-flow evaluation and four of the methods 
could not be included in the evaluation of average 
total delay or percentage of vehicles stopped. In 
order to provide some form of comparison for these 
methods, an LOS analysis was performed. The mea­
sured LOS was based on measured average total delay 
and converted to the LOS scale based on the NCHRP 
operations method scale relationship. All five U.S. 
methods provided LOS predictions. These LOS indi­
cators are presented in tabular form in Figure 4 for 
30 lane groups. The individual lane groups are 
identified and LOS is entered for each method. Dif­
ferent methods provided different levels of aggrega­
tion of LOS as indicated in Figure 4. 

COMPARATIVE ANALYSIS AND EVALUATION 

The comparative analysis and evaluation of the eight 
methods are discussed in this section. The criteria 
selected for evaluation included level of effort 
required and quantitative or qualitative effective-
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Table 3. Input measurements of five selected intersections. 

Sacramento-Dwight (Berkeley) San Pablo-University (Berkeley) Carlson-Central (El Cerrito) 

Input" NB SB E.B WB NB SB EB WB NB SB EB 

Approach width (ft) 45 45 17 21 39 39 31 32 34 34 22 
No. of through lanes 2 2 1 l 2 2 2 2 2 2 2 
No. of right-turning lanes 0 0 0 0 0 0 I 1 0 0 0 
No. of left-turning lanes 1 I 0 0 I l 0 0 1 1 0 
Length, turning Jane (ft) 110 110 170 165 150 100 
Right-turning radii (ft) 10 10 10 10 10 10 10 10 15 10 40 
Lefl-lu111i11i; 1auii NA NA NA NA NA NA NA NA NA NA NA 
Gradient of approach 0 0 0 0 0 0 0 0 0 0 0 
Peak-hour factor 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.85 
Bus-stop location y y y N y y y y N y y 

Site characteristic Residential Outlyin~ business Fringe 
Parking condition y y y y y y y y y N N 
Parking distance to stop line (ft) 110 72 65 60 90 90 140 140 165 
Approach volume 720 620 440 390 420 480 820 850 680 260 800 
Load factor NA NA NA NA NA NA NA NA NA NA NA 
Right-turning volume 50 40 50 18 65 52 13 120 40 37 200 
Left-turning volume 84 125 55 47 73 81 210 59 78 
Heavy vehicles(%) l 1 2 1 6 3 4 4 1 1 2 
No. of local buses 11 0 0 0 8 7 8 13 0 1 7 
Bicycles or motorcycles (%) NA NA NA NA NA NA NA NA NA NA NA 
Pedestrian volume 0 0 9 51 57 84 7 45 1 5 0 
No. of parking maneuvers I 1 1 1 3 1 3 3 
Arrival type 3 3 3 3 3 3 4 4 4 3 3 
Signal timingb Pt Pt Pt Pt Pt Pt Pt Pt Pt Pt Pt 
No. of phases 2 2 2 2 2 2 2 2 3 3 3 
Pedestrian walking time (s) II 9 22 22 16 16 17 17 19 14 17 

Note: Y =yes; N = no; NA ::::: not available. 
3 These parameters are those required by the 'NCHRP method (!2)· bPt = pretimed; Act= fully actuated. 

ness. These two criteria were applied to the eight 
methods and the comparative analysis and evaluation 
are presented in the following two subsections. 

Level of Effort Reguired 

Time needed to learn the method, input requirements, 
clarity and completeness of methodology, and time 
needed to apply the method were used to assess the 
level of effort required. This evaluation resulted 
in the classification of the eight methods into 
three groups. 

The first group, the one requiring the least 
level of effort, consisted of the TRB Circular 212 
planning method and the NCHRP planning method. 
These two methods required only 1-2 h in order to 
learn the method and only O. 5 h to typically apply 
the method. These two methods required much less 
input data than the other six methods. The experi­
ence from this study indicated that step-by-step 
procedures and sample problems are slightly clearer 
in the NCHRP planning method than in the previous 
TRB Circular 212 planning method. 

The second group, the one requiring a moderate 
level of effort, consisted of the HCM method and the 
TRB Circular 212 operations and design method. 
These two methods required 2-4 h in order to learn 
the method and approximately 1 h to typically apply 
the method. These two methods required a moderate 
amount of input data and are about equal in terms of 
clarity and quality of sample problems. 

The third and last group consisted of the four 
methods that require the greatest level of effort. 
These were the British, the Swedish, the Australian, 
and the NCHRP operations methods. These methods 
required 8-20 h to learn and typically required 1-4 
h per application. Input requirements were rather 
significant; they varied from the British method, 
which required the least in this group, to the NCHRP 
operations method, which required the greatest 
amount of input data. Several of the methods, nota­
bly the NCHRP operations method, provided default 
values when certain input data are not available. 

Of these four methods, the NCH RP operations method 
is the most user-oriented; it uses clear step-by-
step procedures and numerical examples. 

guantitative or gualitative Effectiveness 

Degree of disaggregation, capacity-performance out­
puts, flexibility of use, and accuracy of predic­
tions were used as criteria in assessing the quanti­
tative or qualitative effectiveness of the eight 
methods. It was more difficult to classify the 
eight methods into groups based on criteria of quan­
titative or qualitative effectiveness. Instead, the 
methods will be evaluated for each criterion indi­
vidually in the following four paragraphs. 

The criterion of degree of disaggregation pro­
vided a clear differentiation between methods. The 
two TRB Circular 212 methods and the NCHRP planning 
method are the most aggregated in that results are 
provided only for the total intersection. The next 
level of disaggregation was provided by the HCM 
method and the British method on an intersection­
approach basis and for special turn lanes. The 
Swedish and the Australian methods provide analysis 
on an individual-lane basis. The greatest degree of 
flexibility in degree of disaggregation is provided 
in the NCHRP operations method, in which the user 
may perform analysis by individual lane, lane group, 
approach, and/or total intersection. 

The criterion of cap;icit.y-performance output ap­
plied to the eight methods provided a three-level 
classification. The two TRB Circular 212 methods 
and the NCHRP planning method provided the least 
output; only the overall LOS was specified , The HCM 
method provided saturation-flow and capacity values 
but the only performance values were load factor and 
LOS. The other four methods (British, Swedish, Aus­
tralian, and NCHRP operations methods) provided sat­
uration flow, capacity, delay, percentage of stopped 
vehicles, and queue-length outputs. In addition, 
the Australian method provided pedestrian-perfor­
mance outputs. 

The criterion of flexibility of use included LOS, 
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Figure 1. Results for lane saturation flow. 
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Figure 2. Results for average total delay. Figure 3. Results for percentage of vehicles stopped. 
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Table 4. Comparison of level of effort for eight methods. 

Method 

TRB Circular 212 
NCH RP 

Operations 
Level of Effort U.S. HCM British Swedish Planning and Design Australian Planning Operations 

Time needed to learn (h) 4 8 20 2 4 20 1 15 
Time needed to apply (h) 1 1 4 1/2 1 3 1/2 3 

Figure 4. Results for LOS. 
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a) using t he criteria in t he 11old11 report of NOIRP .3-28 Project. 

blHeasured v alues are derived from measured stopped delay values based 
on t he NCHRP 3-28 criteria . 

preliminary design, and signal-timing applications. 
The five u.s. methods all provided LOS results. All 
eight methods could be used in preliminary design 
investigations. The major difference between meth­
ods was in signal-timing applications. The British 
and the Swedish methods provided consider able flex­
ibility with signal-timing investigations. However, 
the Australian and the NCHRP operations methods pro­
vided the greatest flexibility with signal timing. 
The NCHRP operations method wac especially user­
oriented; it provided step-by-step instructions and 
accompanying work sheets. 

The criterion of accuracy of predictions provided 
a very quantitative comparison between methods. Not 
all eight methods provided numerical results that 
could be compared with the various measurements 
taken in the field. Therefore, it was necessary to 
use different measurements to compare different 
methods. Lane saturation flow was used to ·compare 
the HCM, British , Swedish, Australian, and NCHRP 
operations methods. Percentage of delay and vehi­
cles stopped was used to compare the British, Swed­
ish, Australian, and NCHRP operations methods. LOS 

was used to compare the five u.s. methods. The com­
parison between these measurements and predictions 
will be discussed in the next four paragraphs. 

The results for lane saturation flow were pre­
sented in Figure 1. The measured Qnd predicted lane 
saturation flows are shown for 13 lane groups and 
the calculated mean and standard deviation are indi­
cated at the bottom of the column for each method. 
In the following analyses, it is assumed that the 
measured values are correct and any differences be­
tween the predicted and measured values are consid­
ered to be errors in the predicted methods. Statis­
tical analyses were performed and their results are 
given in Table 5. The two best prediction methods 
for lane saturation flows were the NCHRP operations 
method and the Australian method. However, even 
these methods had mean errors of the order of 8-12 
percent of the mean measured lane saturation flows. 

The results for average total de~ay were pre­
sented in Figure 2. The measured and predicted av­
erage total delays are shown for 30 lane groups and 
the calculated mean and standard deviation are indi­
cated at the bottom of the column for each method. 
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Statistical analyses were performed and their re­
sults are shown in Table 5. Average stopped delay 
was actually measured in the field and predicted by 
the NCHRP operations method. A factor of 1.3 [based 
on an earlier Federal Highway Administration (FHWA) 
study and also reported in the NCHRP study) was ap­
plied to the stopped aelays in order to compare them 
with the other methods that are based on total aver­
age delay. The best prediction method for total 
average delay was the Australian method, followed by 
the British and the Swedish methods. The NCHRP 
method performed the least effectively and inspec­
tion of the regression plots indicated two subgroups 
of data points: separate left-turn lanes and other 
lane groups. Further linear-regression analysis of 
these two subgroups provided the following addi­
tional results: 

Separate left-turn lanes: 

dabs= 0.74dpred - 5.95 with r = 0.91 (!) 

Other lane groups: 

dabs= 0.9ldpred + 2.48 with r = 0.82 (2) 

These results clearly indicate that the major defi­
ciency in predicting total average delay in the 
NCHRP method lies with separate left-turn lanes. 

The results for percentage of vehicles stopped 
were presented in Figure 3. The measured and pre­
dicted percentages of stopped vehicles are shown for 
30 lane groups and the calculated mean and standard 
deviation are indicated at the bottom of the column 
for each method. Statistical analyses were per­
formed and their results are shown in Table 5. The 
NCHRP operations method was slightly better than the 
other three methods, which were about equal. How­
ever, all four methods exhibited mean errors of the 
order of 20-25 percent of the measured mean of per­
centage of stopped vehicles. 

The LOS results were presented in Figure 4. Be­
cause of the integer nature of LOS, the comparative 
analyses were performed in a slightly different 
manner, as given in Table 6, in which frequencies of 
differences in LOS between the indicated method and 
the field results are displayed. For example, if we 
consider the HCM method, the LOS of 11 of the 30 
lane groups was predicted to be one LOS higher than 
that obtained in the field. The NCHRP operations 
method predicts slightly lower (worse) LOS than 
field conditions, whereas the other four methods 
predict one LOS higher (better) than field condi­
tions. The percentages of the frequencies for each 
method are tabulated below. Three levels of per­
centages are given: predicted LOS equals field re­
sults, predicted LOS within plus or minus one LOS of 
field results, and predicted LOS within plus or 
minus two LOS of field results. The TRB Circular 
212 operations and design method and the NCHRP oper­
ations method represented field conditions slightly 
better than the other three methods. 

Method 
TRB Circular 212 

Opera-
tions NCHRP 

U.S. Plan- and Plan- Opera-
Level HCM .!!..!.!!s.._ Design ning tions 
Predicted 27 33 33 27 40 

equal to 
field (%) 

Predicted 77 66 94 74 83 
within 
±1 LOS of 
field (%) 

Predicted 
within 
±2 LOS of 
field (%) 

Method 

u.s. 
HCM 
97 

CONCLUDING REMARKS 

TRB Circular 212 
Opera-
tions 

Plan- and 
ning Design 
93 97 

125 

NCHRP 
Plan- Opera-
ning tions 
97 100 

This final section contains some concluding remarks 
about the limitations of the study, significant re­
sults, and future research directions. 

There were a number of factors that limited the 
effectiveness of this study. All data sets were 
obtained at intersections located in the San Fran­
cisco Bay Area and did not include locations else­
where in the United States or abroad. Although the 
characteristics of the five intersections varied, a 
greater variety of intersections and traffic charac­
teristics would have enhanced the study. Additional 
traffic-performance measures such as total delay, 
load factor, and queue length should have been ob­
tained in the field in order to more fully evaluate 
prediction methods. Greater precision in the field 
measurements and more lane groups would have 
strengthened the statistical analysis and its inter­
pretation. Finally, some of the procedures in some 
of the methods were not explicit, which caused the 
users to apply judgment and not always get identical 
results. 

The eight methods were compared on the basis of 
their cost-effectiveness. The NCHRP operations 
method and the Australian method were found to be 
the most cost-effective. The other methods were 
about equal in their cost-effectiveness. 

Table 7 attempts to summarize the most signifi­
cant results of this comparative study by assessing 
the level of effort required and quantitative or 
qualitative effectiveness. In regard to level of 
effort required, the eight methods were classified 
into three groups: least effort, moderate effort, 
and most effort. In regard to quantitative or qual­
itative effectiveness, the comparisons are more dif­
ficult because of the variety of ways effectiveness 
could be measured and because of strengths and weak­
nesses in the various methods. The NCHRP operations 
method and the Australian method were found to be 
the most effective, followed by the Swedish and 
British methods. The HCM method was the next most 
effective, followed by the two TRB Circular 212 
methods and the NCHRP planning method. The NCHRP 
planning method was found to be an acceptable method 
when level of effort available is limited and only 
overall intersection evaluation is needed. 

Future research should have two major direc­
t ions. First, this comparative study should be ex­
tended to eliminate or at least reduce the previ­
ously identified limitations. These include 
broadening the environments and intersection types, 
increasing the number of lane groups, including 
additional field traffic-performance measurements, 
and providing greater field measurement precision. 
Second, the two NCHRP methods should be enhanced. 
some deficiencies have been identified in this study 
and it is suggested that user surveys be undertaken 
to identify other possible difficulties. The major 
research effort should be directed toward increasing 
the accuracy and reducing the level of effort re­
quired by the NCHRP operations method. Although 
some improvement in accuracy of predicting lane sat­
uration flow and percentage of stopped vehicles is 
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Table 5. Statistical analysis of results for lane saturation flow, total average delay, end percentage of stopped vehicles. 

Lane Saturation Flow 

Prediction Method 

Calculation Measured U.S. HCM British Swedish Australian NCH RP 

Overall mean value 1491 1393 1907 1692 1576 1522 
Significant difference between measured and predicted means (0.05 level) No Yes Yes No No 
SD 182 229 309 211 211 137 
Significant difference between measured and predicted SDs (0.05 level) Nu Nu Nu Nu Nu 
Mean error 249 424 236 174 117 
Root-mean-square error 280 526 280 208 147 
No. of high estimates 4 11 11 9 7 
No. of low estimates 9 2 2 4 6 
Llnear regression 

Y-intercept +1333 +1212 +792 +807 +293 
Slope +0.113 +0.146 +0.413 +0.434 +0.787 
Correlation coefficient (r) 0.14 0.25 0.48 0.50 0.59 
Significant difference from slope = 1.00 Yes Yes Yes Yes No 
Significant difference between r and r = 0 No No No No Yes 

Table 6. Analysis of results for LOS. 
Method 

TRB Circular 212 

LOS 
Difference U.S. HCM Planning 

+3 2 
+2 I B 
+l 11 10 

0 8 10 
-1 4 0 
-2 5 0 
-3 0 0 

Table 7. Summary of comparative analysis. 

Method 

Item U.S. HCM British Swedish 

Level of effort required Moderate Most Most 
Quantitative/qualitative effectiveness 

Degree of disaggregation 2 2 3 
Capacity-performance outputs 2 3 3 
Flexibility of use 2 3 3 

Accuracy 
Lane saturation flows 2 2 2 
Total avg delay NA 3 3 
Percentage of stopped vehicles NA 2 2 
LOS 2 NA NA 

tll!Si!l!tl, thl! yrl!atl!st inaccuracies were in predict­
ing delay. A limited investigation revealed that 
the magnitude of errors in estimating delay was 
greatly influenced by type of lane group and espe­
cially delays associated with exclusive left-turn 
lane groups. One of the major objections to the 
NCHRP operations method is the level of effort re­
quired. The primary ways of reducing the level of 
effort required are through improved use of default 
values, employment of nomographs, and/or computeri­
zation. 
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Total Avg Delay Percentage of Stopped Vehicles 

Prediction Method Prediction Method 

Measured British Swedish Australian NCH RP Measured British Swedish Australian NCH RP 
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Speeds and Flows on an Urban Freeway: Some 
Measurements and a Hypothesis 

V.F. HURDLE AND P.K. DATTA 

Speeds and flows were measured in a bottleneck section of a six-lane urban 
freeway near Toronto, Canada, on three successive mornings. The average ca­
pacity flow was 1984 passenger-car units per lane per hour, very close to the 
traditional value of 2000, but at an average speed of 80 km/h (49 mph), a 
much higher speed than is usually indicated in textbooks and manuals. Fre­
quency distributions of the observed flows and speeds at capacity are reported 
and used as a part of a general discussion of the meaning of the term "capacity." 
In order to study the relationship between speed and flow, measurements were 
also made before the section reached capacity. At flows less than three-fourths 
of capacity, the average speed was 100 km/h (62 mph); there was no apparent 
decrease in speed as the flow increased. Between three-fourths of capacity and 
capacity, a gradual reduction in speed from 100 km/h to the 80-km/h speed 
observed at capacity was expected, but no such smooth speed transition was 
observed. The nature of the data leads to the hypothesis that the average 
speed on an urban freeway with a speed limit, where neither grades nor curva­
ture is severe and where the traffic is not affected by downstream bottlenecks, 

may not vary as a function of flow but may depend only on whether the traffic 
is or is not a capacity flow discharged from an upstream queue. 

A good understanding of the way in which speed 
varies with flow is an essential prerequisite to the 
creation and use of any level-of-service concept for 
freeways. Unfortunately, misinformation about this 
relationship abounds. In this paper, we present 
some data and some ideas that we hope will help to 
combat some of the misinformation. As we studied 
the data, however, we found ourselves questioning 
not just the things we had intended to challenge, 
but also some of the things we ourselves believed. 
What was intended to be a straightforward presenta-
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Figure 1. Typical speed-flow relationship. 
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tion of a simple empirical study gradually became 
instead an essay that asks more questions than it 
answers. 

As an introduction to both the data set and the 
unanswered questions, consider Figure 1. The speed­
f low relationship shown there is not based on any 
data set but is our impression of conventional wis­
dom, the sort of curve one often finds in books and 
papers or on the blackboard in transportation engi­
neering classes. 

That Figure 1 is not entirely correct is immedi­
ately obvious. The upper branch of the speed-flow 
relationship canno·t have a negative slope at all 
points but must be horizontal at very low flows; 
anyone who drives knows that the first car on a 
multilane road does not slow down just because a 
second car appears. It would also seem to be obvi­
ous that the speed does eventually drop. What is 
not obvious, however, is how large the flow becomes 
before the drop begins or how far the speed drops. 
Some theorizing may be possible, but these ques­
tions must ultimately be answered by making measure-
ments. 

Over the years, many measurements have been made 
and various curves have appeared in the literature 
or have been circulated privately. Some indicate a 
rapid drop-off in speed near capacity, whereas 
others do not; some show a single, continuous curve, 
whereas others show the upper and lower (dashed) 
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branches as separate curves. No attempt will be 
made here to summarize this large number of reports 
(although we will pause to bemoan the fact that many 
are of limited use because detailed information 
about the locations and traffic conditions is not 
readily available). One recent report (l), by 
Roess, McShane, and Pignataro, is of particular 
interest here, however, because it shows high speeds 
at flows of at least three-fourths of the roadway 
capacity. A speed-flow relationship from this 
report is reproduced in Figure 2. 

This curve is a major step in the right direc­
tion; we hope it will lay to rest forever the myth 
that speeds on North American freeways vary as a 
function of flow even at moderate flows. [On free­
ways without speed limits or with speed limits well 
above 100 km/h (62 mph), the situation may be quite 
different. Thus the applicability of some of what 
we say must be limited to the North American scene, 
where the fact that it becomes increasingly diffi­
cult to drive at very high speeds as the flow in­
creases is not a serious iss'ue. J However, we were 
still not satisfied when this curve appeared. We 
did not believe that capacity flows on urban free­
ways typically move at speeds of the order of 50 
km/h (30 mph) but rather that they move at something 
like 70-80 km/h (45-50 mph). This disbelief was 
based primarily on the personal experiences of one 
author as an engineer and on extensive examination 
of speed and density contour charts for California 
freeways [1_; reports on various Los Angeles and San 
Francisco area freeways by the California Department 
of Tte:tntsf»uctatiun (Caltcansj]. The Ontario data in 
this paper were gathered in the hope that they would 
confirm this view. This they do, but they also 
raise some new questions that we had not forseen. 

SOME PRELIMINARIES 

Before the data are presented, it is essential that 
authors and readers agree on just what they repre­
sent or at least that the readers understand the 
authors' intentions. Therefore it is necessary to 
explain what we mean by capacity, speed-flow curves, 
etc. We shall do this by considering what happens 
at the very simple freeway bottleneck shown in Fig­
ure 3. Traffic enters from the left at some rate 
>.. Between B and c, however, the freeway is nar­
rower, so it is possible that >. vehicles per unit 
time cannot get through but only some smaller flow, 
say, 3u vehicles per unit time, where u is the 
average of the capacities of the three individual 
lanes. 

The remaining >. - 3u vehicles per unit time 
will queue up behind point B and await their turns 
to pass through the bottleneck. Needless to say, 
they will not move at high speeds while waiting but 
will travel very slowly or in a stop-and-go fashion 
and the drivers and passengers will complain about 
the congestion. [This condition is known as level­
of-service F (2-4).] 

Much of wh~t would happen on this stretch of 
freeway can be represented by a speed-flow curve 
like Figure 1 if we measure the flows in vehicles 
per lane per hour rather than in vehicles per hour. 
Then the flow at the nose of the curve must be Ur 
the capacity of one lane, and the lower, dashed 
curve obviously represents the congested conditions 
encountered within the queue. 

The conditions in section BC, the bottleneck, can 
be anywhere on the upper part of the curve but never 
on the lower (unless an accident or other incident 
occurred downstream, in which case BC would no 
longer be the controlling bottleneck) • Conditions 
in section AB, on the other hand, can be on either 
branch, depending on whether the point observed is 
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Figure 4. Location of observations. 

within or behind the queue, but can never lie to the 
right of 3µ/4 on the lower branch, since it is 
physically impossible for the average total flow 
within the queue to exceed the bottleneck capacity 
(3µ). 

It is, of course, possible to observe average 
lane flows between 3µ/4 and µ behind the queue 
in section AB but not for very long, since the queue 
would then grow and the conditions at the observa­
tion point would abruptly change to the lower branch 
of the curve as soon as the end of the queue arrived. 

It should be clear from the preceding discussion 
that it is very difficult to obtain enough data at 
any one observation point to plot the entire speed­
flow curve. It would seem, in fact, to be virtually 
impossible unless one regulated the flow by metering 
ramps both upstream and downstream. In the simple 
experiment described in this paper, the observations 
were all taken within the bottleneck section, so all 
the data points lie on the upper branch of the 
curve. Furthermore, the flow increased from half of 
capacity to capacity in about half an hour, so each 
day of observation provided rather little data at 
flow levels approaching capacity, the most interest­
ing region of operation. 

The two branches of the speed-flow curve in Fig­
ure 1 Join to form a single, smooth curve. It 
should be noted, however, that the nose of the curve 
is not necessarily smooth nor even continuous. The 
two branches may be quite separate curves, one the 
result of driver behavior while in queue and the 
other the result of quite different behavior when 
not in queue (2-~). 

Whether the two branches form a single, smooth 
curve is not an issue we wish to address in this 
paper, but it should be noted that even if they do, 
one should not expect to see a sequence of observa­
tions that traverses around the nose of the curve 
( 7, 8). Such a sequence would represent a gradual 
traf;sition between conditions within and outs i de of 
a queue at capacity or near-capacity flows. This is 
something that could happen on a real roadway only 
under very extreme conditions, if at all. Certainly 
it could not happen in the kind of uncontrolled ex­
periment described here. 

A second point to be noted is that the data 
points cannot be expected to lie nicely along some 
smooth curve but will be scattered about any curve 
one may draw. Thus, the speed-flow curves we are 
talking about are really some kind of average. In 
this paper, we shall presume that the scatter is 
entirely stochastic, the result of differences be­
tween the individual drivers and the vehicles on the 
roadway. In fact, however, there are probably also 
systematic departures from "average" behavior be­
cause of differences between increasing and decreas­
ing flow conditions, cyclic fluctuations in operat­
ing conditions, etc. We shall not worry about such 
things in this paper; our interest here is the 
general shape of speed-flow curves and the magni­
tude, rather than the pattern, of variations in ca-
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pacity flows. Systematic departures from average 
behavior may, however, be important to those whose 
work requires more detailed knowledge of freeway 
flows. Conversely, the stochastic variations may be 
sufficiently large to make such detailed knowledge 
very difficul~, if not impossible, to obtain. 

DATA GATHERING 

The data presented in this paper were collected on 
the Queen Elizabeth Way, a six-lane freeway in Mis­
sissauga, Ontario, Canada (9). All data are for 
eastbound, weekday morning traffic passing beneath 
Cawthra Road on May 25, 26, and 27, 1977, bound for 
Toronto. This location, shown in Figure 4, is near 
the middle of a long bottleneck section that beg ins 
at the on ramp from Highway 10 and ends near Dixie 
Road, where a fourth eastbound lane is added. The 
lanes are 3.66 m (12 ft) wide with ample side clear­
ance, grades are minimal, there is no horizontal 
curvature, and the speed limit is 100 km/h. All 
observations were made in good weather. 

The Highway 10 on ramp is metered but not se­
verely enough to completely eliminate upstream con­
gestion. There is also a secondary bottleneck up­
stream, where the freeway crosses the Credit River, 
that sometimes meters the flow sufficiently to keep 
flows at the observation site below capacity. 

Neither the metered ramp nor the secondary bot­
tleneck was desirable for this sort of experiment, 
since we wanted to observe capacity flows. However, 
sensors operated just downstream from the Credit 
River Bridge by the Ontario Ministry of Transporta­
tion and Communications usually indicate speeds less 
than 32 km/h (20 mph) for at least an hour during 
the morning peak, which indicates that a queue 
almost always builds up behind the bottleneck where 
our measurements were taken. Thus, since the flow 
patterns observed on the three days of data gather­
ing were very similar, we feel confident that we did 
measure capacity flows. However, future experiments 
of this type should include observation of upstream 
and downstream traffic, so that there can be no 
doubt as to whether the flows observed are capacity 
flows. 

All observations were taken from the bridge or 
bridge approaches at Cawthra Road. All flow data 
are based on 2-min counts made by two observers lo­
cated above the freeway lanes on the sidewalk along 
the west side of Cawthra Road. These observers were 
clearly visible to drivers, but they were not par­
ticularly conspicuous and the presence of pedestri­
ans on the bridge is not unusual, so we do not feel 
that the presence of observers had an appreciable 
effect on freeway speeds. If there was an effect, 
it would almost certainly have been to slow traffic 
down, an effect that does not seem likely in light 
of the experimental results. 

Speeds were measured by time-lapse photography by 
using a 35-mm camera equipped with a motor drive and 
intervalometer. The camera was set up on the abut­
ment fill at the north end of the bridge, a location 
where very few drivers would notice it. In order to 
keep film and data-processing costs low, we took a 
sequence of four photographs every 2 min. The indi­
vidual photographs were taken 2.63 s apart. Once 
the flow reached capacity, the 2-min sampling inter­
val was changed to 5 min; this allowed us to record 
data from 6:00 to 9:00 a.m. on a single film cas­
sette 10 m (33 ft) long. 

The photographs were projected onto a grid and 
the speed of every vehicle that appeared on the grid 
in at least two successive pictures was measured. 
The gridded zone was approximately 88 m (270 ft) 
long with grid lines at 3-m (10-ft) spacings. The 
arithmetic mean of the speeds of all the vehicles 
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caught in a single series of four pictures was asso­
ciated with the count during the 2-min interval im­
mediately preceding, or including, the time when the 
pictures were taken to give a single data point for 
the speed-flow relation. The plotted speed was 
usually the average of the speeds of four to six 
vehicles but sometimes the speed of only one vehicle 
at low flows and the average speed of as many as 
nine vehicles at high flows. It is a space-mean 
speed rather than the time-mean speed obtained by 
most sampli ng methods. 

This procedure kept the film cost low and avoided 
the problem of losing data during film changes. 
However, more frequent sampling of speed would be 
desirable. · 

No formal check on the accuracy of the speed mea­
surements was made. However, a car was driven 
through the section at various times on another day 
at speeds consistent with the data. Speeds measured 
by detectors at other locations on the Queen Eliza­
beth Way at moderate to high flow levels are also 
consistent with our data, so we have no reason to 
believe there was serious error in the speed­
measurement procedure. In any case, errors of a few 
kilometers per hour would not affect the nature of 
our conclusions unless the error was different at 
different flows, a problem unlikely to occur with 
our procedures. 

Our primary interest at the beginning of this 
research was speed, not capacity, so trucks were not 
counted separately. Later, when we examined the 
data, we decided that we would like to be able to 
"xpress the flows in passenger-car units. This was 
accomplished by counting cars and trucks on the 
film. Since this is a sampling procedure rather 
than a cont i nuous count and because there was a very 
noticeable variation in the truck percentage with 
time of day, it was necessary to fit a curve to the 
observed data. The fourth-degree polynomial shown 
in Figure 5 is therefore only a rough approximation 
of the actual percentage of trucks, but it seemed 
adequate for the purpose of estimating equivalent 
passenger-car flows. Since the roadway is very 
nearly level, each truck was considered equivalent 
to two passenger cars Cl,il . 

FLOW MEASUREMENTS AND CAPACITY 

The average flow during each 2-min count interval, 
averaged over the three days, is shown in F igure 6. 
In this figure and all that follow, the flow is 
expressed in equivalent passenger-car units per lane 

Figure 6. Average of flows measured on three successive days. 6:30 
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per hour; the raw counts have been averaged over the 
three lanes and then adjusted on the basis that one 
truck is equivalent to two passenger cars (3,4). 
The flows observed on the individual days are sh;;wn 
in the lower parts of Figures 7, 8, and 9. 

It can be seen that the flow increases steadily 
and quite rapidly from about 6:20 until shortly 
before 7:00 and then levels off and fluctuates about 
a mean of approximately 2000 PC/(lane•h) until 
nearly 9: 00 a. m. This is what one would expect to 
see in a bottleneck section; the flow stops i n·crPris­
ing when the capacity is reached, not because the 
demand levels off but because the roadway cannot 
ca~ry any more traffic. 

There is, of course, a good deal of fluctuation 
evident in the capacity flow observations. The 
capacity of a roadway is determined by the driving 
style of the indivi dual drivers, so counts of capac­
ity flows must necessar ily be r andom variables. 
Some knowledge of their distribution would thus seem 
to be necessary if one is to understand what the 
word "capacity" means. 

The distribution of the 120 flow observations 
made between 7:00 and 8:20, the period we feel is 
clearly and conservatively identifiable as a period 
of capacity flow, is shown in Figures 10 and 11. A 
normal distribution with the same mean and variance 
is also shown in Figure 11. 

The mean capacity is 1984 PC/(lane•h); the in­
dividual means for the three days of observation are 
1927, 2004, and 2020 PC/(lane•h). A 90 percent 
confidence interval for the mean capacity is 1953-

Figure 5. Approximation of truck percentage used to calculate equivalent 
passenger-car flows. 
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2015 PC/(lane•h), a range that includes the com­
monly accepted value of 2000. 

It can be seen in Figures 10 and 11 that flows 
throughout the range from 1750 to 2200 PC/ (lane•h) 
were frequently observed, whereas flows outside of 

Figure 7. Speeds and flows observed on Wednesday, May 25, 1977. 
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Figure 8. Speeds and flows observed on Thursday, May 26, 1977. 
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this range were relatively rare but did occur. It 
is important to understand that the shape of the 
distribution was determined not only by the charac­
teristics of the roadway and the drivers, but also 
by the way in which we made our counts. We chose to 
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Figure 9. Speeds and flows observed on Friday, May 27, 1977. time of day 
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Figure 10. Frequency histogram for capacity flows . 
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make 2-min counts and then computed the average flow 
over each 2-min interval by multiplying the count by 
30. (We also made a truck correction, which in­
creased the variance-to-mean ratio of the calculated 
flows by 11 percent . For the sake of simplicity, 
the effect of that adjustment will be ignored in the 
discussion that follows.) Had we instead made 1-min 
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Figure 11. Cumulative frequency polygon for capacity flows. 
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or 5-min counts, the average capacity flow would 
still have been 1984 PC/(lane•h), but Figure 10 
would have had a quite different appearance. 

If the counts made during different time inter­
vals are assumed to be independent random variables 
from the same distribution--a reasonable assumption 
for capacity flows--it is easy to see the effect of 
changing the length of the count interval. We made 
2-min counts and found that the standard deviation 
of the flows thus measured was 205 PC/(lane•h). 
Had we made our counts m times as long, one would 
expect the standard dev iat i on of the flows to be 
1/ (m) 112 as great, as s hown in the s econd column 
of Table 1. The implications of this fact are ap­
parent in the right-hand side of Table 1, where we 
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have also assumed that the counts are normally dis­
tributed. Her~ it can be seen that very high flows 
will be observed rather often if the counting inter­
val is short but almost never if it is long. For 
example, the average flow would exceed 2200 PC/ 
(lane•h) in about one out of every four 1-min 
counts but in only one out of every twenty 5-min 
counts, one out of every five hundred 15-min counts, 
and in less than one out of every ten thousand 0.5-h 
counts. 

We have defined capacity as the average flow 
through a bottleneck when a steady supply of cars is 
assured by the existence of an upstream queue. We 
think this is a useful definition and that it is 
compatible with the defin i tion in the Highway Capac­
ity Manual (}). However, it is clearly not the only 
possible definition. One might say that the capac­
ity is the highest flow ever observed or perhaps the 
90th-percentile flow. However, it is clear from 
Table 1 that such definitions are only usable if the 
length of the counting interval is specified. Even 
if a suitable length could be agreed on, we doubt 
that these are useful definitions. 

At the lower end of the distribution, however, 
there is a more interesting possibility. One might 
define a "practical" capacity as the flow that will 
manage to get through at least P percent, perhaps 90 
or 95 percent, of the time. Again, the length of 
the count interval must be specified, but it is easy 
to see that someone designing a traffic control sys­
tem might be interested in such a number. Unfortu­
nately, it is also easy to see that a designer in­
terested in short time intervals must either choose 
a value considerably lower than the average capacity 
or run a high risk of system failure. 

Still another possible definition of capacity is 
based on the idea that considerably higher flows are 

Table 1. Effect of counting·interval length on observed frequencies of high 
flows . 

Percentage of Flow Measurements Exceeding 
Interval Q PC/(lane·h) 
Length SD of Flow 
(min) Measurements Q = 2100 Q = 2200 Q = 2300 Q = 2400 

0.5 410 39 30 22 15 
l 290 34 23 14 8 
2 205 28 15 6 2 
5 130 18 5 0.7 0.07 

10 92 10 0.9 O.D3 x" 
15 75 6 0.2 x x 
30 53 1.4 x x x 
60 37 0.1 x x x 

8x indicates less than 0.01 percent. 

Figure 12. Speed and flow observations. 
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possible before a queue forms than can be maintained 
after it forms. [See, for example, Interim Mate­
rials on Highway Capacity <i• p. 256).] Under such 
a definition, the capacity is that higher flow, not 
the average flow out of the queue that we have 
called the capacity. 

While this is a conceptually sound definition of 
capacity, we do not feel that it is a good defini­
tion. In the first place, we do not see the useful­
ness of a capacity that can only be used for an 
extremely short period of time (unless one can im­
plement far more delicate traffic control schemes 
than are now in use). In the second place, we ques­
tion the existence of these considerably higher 
flows. Certainly they are not evident in Figures 6, 
7, and 8. Figure 9 does show a very high flow just 
before 7:00, but similar flows were observed later 
as well. To really know whether such higher flows 
occur prior to the formation of a queue, one would 
have to have many days' data, not just three. One 
might also want to use a shorter count interval than 
2 min. On the basis of the data presented here, we 
can only say that we see no reason to be believers. 

SPEED-FLOW RELATION 

Figure 12 shows the average speed and the corre­
sponding flow for each of the 144 observations made 
between 6: 10 and 8: 20 on the three days. As was 
expected, the speed seems to be virtually constant 
until the flow reaches at least 1500 PC/(lane•h). 
In fact, if one tries to fit a straight line to the 
data by linear regression, the slope turns out to be 
positive, not only for flows up to 1500 PC/(lane•h), 
but even if all flows up to 1700 PC/ (lane-h) are 
included. For flows above 1850 PC/(lane•h), how­
ever, the speeds are clearly lower i in only one of 
the 78 observations at a flow of more than 1850 
PC/(lane•h) was the speed as high as 100 km/h, the 
speed limit and the average speed observed when the 
flow was less than 1700 PC/(lane•h). 

This research was undertaken with the primary 
purpose of studying the pattern of speed reduction 
that occurs as freeway flows increase. One might 
reasonably expect such research to lead to a speed­
f low curve, but none appears in Figure 12. One rea­
son is that we want readers to examine the data 
themselves, uninfluenced by any curve we might 
draw. There is, however, another more basic rea­
son: We simply do not know how to draw a curve that 
satisfactorily represents the data shown in Figure 
12. 
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Figure 13. Some possible shapes for a 
speed-flow curve. 120 

20 

since we have no data for congested flows. Curves 
A, B, and C are all of the same general shape as 
those in Figure 2: a horizontal line up to about 
three-fourths of capacity and then a sharp bend. 
Each curve becomes vertical at some flow that might 
be regarded as the capacity. For curves A and B, 
this capacity is the average capacity flow observed 
in the experiment; i.e., it is the capacity of the 
roadway as we have defined the word. In curve C, on 
the other hand, a higher capacity has been used, a 
flow closer to the maximum flow that was observed. 

Obviously none of these three curves adequately 
represents the data; an analyst with no a priori 
ideas about the shape of the curve would surely draw 
a curve more like D. This did not bother us; our 
prejudices favored a curve like D anyway. 

What did bother us, however, is the fact that 
curve D does not reflect the nature of the data very 
well either. If one examines curve D closely, it 
becomes apparent that the curve systematically pre­
dicts speeds higher than those actually observed at 
flows between 1830 and 2000 PC/(lane•h). There 
are 30 observations in this range but not a single 
one lies above the curve. Furthermore, if one were 
to lower the curve enough to obtain reasonable pre­
dict ions in this range, the resulting curve would 
systematically predict speeds that were too slow at 
flows greater than 2000 PC/(lane•h) and/or less 
than 1700 PC/(lane•h). Ultimately, we came to the 
conclusion that no reasonably smooth curve does an 
adequate job of representing the data. If one mu'st 
have a curve, it must look more like "curve" E. 

Curve E, in fact, fits the data quite well, cer­
tainly better than any conventionally shaped curve 
one might draw. This is disturbing; one must ask 
why it should be true. 

A partial explanation lies in the way in which 
the data were gathered. Each speed measurement rep­
resents only what was happening during a particular 
8 s within the 2-min count interval, not an average 
over the entire length of the count interval. In 
retrospect, we recognize this as a defect in our 
experimental procedure. Clearly we could have re­
duced the scatter in the data by averaging the 
speeds measured on several pairs of photographs 
taken at regular intervals throughout the 2-min 
count interval. 

However, this defect in the experimental proce­
dure is clearly not an adequate explanation for what 
happened. If the speed really dropped significantly 
as the flow increased, we should have observed more 
low speeds during intervals with high counts than 
during those with low counts. Except for the sudden 
drop in speed at about 1800 PC/(lane•h), Figure 12 
shows absolutely no evidence of such a phenomenon. 
In fact, the average speed for the 42 observations 
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made during intervals with flows in excess of 2000 
PC/ (lane•h) was faster than the average for the 35 
observations made during intervals with flows be­
tween 1800 and 2000 PC/(lane•h). This surprising 
result was almost certainly a matter of chance 
rather than a thing likely to be observed i.n all 
such experiments (though one could hypothesize that 
clusters of risk-prone drivers produce both high 
speeds and high flows). It seems very unlikely, 
however, that we would have obtained such a result 
if any of curves A, B, c, or D represented the true 
mean speed. That the true mean speed at capacitv 
was in the _neighborhood of 50 km/h (30 mph) seems 
even more incompatible with the data. 

A HYPOTHESIS 

Looking at Figure 13 and frustrated by the data's 
seeming misbehavior, we found ourselves drawn to a 
radical suggestion. Perhaps the whole notion that 
freeway traffic slows down as the flow increases is 
false. Maybe drivers who are able to approach the 
bottleneck at the speed limit just drive right on 
through at that speed, regardless of how high the 
flow may be, whereas those who have to slow down to 
wait in the queue only accelerate to about 70 or 80 
km/h (45-50 mph) when they enter the bottleneck. 

This hypothesis did not in fact arise from study 
of Figures 12 and 13 but from Figures 7, 8, and 9, 
where the observed speeds and flows are both plotted 
as functions of the time of day. In general, the 
pattern seems to be that the speed remained high 
until shortly before 7: 00--about the time the flow 
reached capacity--and then dropped suddenly and re­
mained lower until the queue vanished. (An obvious 
exception is the group of high speeds and some low 
flows observed between 7:40 and 7:50 on May 27. 
This group of observations could be the result of an 
upstream disturbance and hence not really represen­
tative of capacity flows, but we have no way of 
knowing.) 

The hypothesis is explored further in Figure 14, 
where observations made at or before 6:52 ore indi­
cated by open circles and those made after 7: 00 by 
solid triangles. The supposition is that the queue 
formed sometime between 6:52 and 7:00 on each of the 
three days, so the circles represent the situation 
before the queue formed and the triangles the situ­
ation after it formed. Observations made between 
6: 52 and 7: 00 are represented by small dots; this 
period is not to be regarded as a transition period 
but as a period during which we are unable to make 
any statement about whether or not there was a 
queue. That the period of uncertainty is so long is 
the result of our data-collection methods, not of 
traffic conditions. 
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Figure 14. Speed and flow observations 
(those made while queue present shown 
as triangles). 
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The dichotomy works surprisingly well as a means 
of explaining the variation in speeds. On each of 
the three days, the triangles form a distinct group 
below the circles, with amazingly little overlap. 
If it were not for the speed of 97.5 km/h (58.5 mph) 
observed at 7:45 on May 27 at a flow of 1260 
PC/ (lane• h) and a few low speeds observed on May 
26 at flows in the neighborhood of 1000 PC/(lane•h), 
the separation of the triangles and circles at 90 
km/h (55 mph) would be very nearly total. 

Particularly interesting is the small group of 
observations made before the queue formed but at 
flows in excess of 1700 PC/(lane•h), the open 
circles that lie above the triangles on the right­
hand side of Figure 14. This group of points would 
seem to provide the key to testing the hypothesis 
that freeway bottleneck speeds are not a function of 
flow but only of whether there is or is not a queue 
up-stream. If the speeds of such points are of the 
same magnitude as those observed at lower flow 
levels and consistently higher than the speeds ob­
served at high flow levels when there is a queue, 
then the hypothesis is a good one; otherwise it is 
not. 

In our data set, there are only nine such points 
plus two at flows just under 1700 PC/(lane•h). 
One of these 11 points has a speed of 93 km/h ( 58 
mph) ; the others are all faster than 95 km/h ( 59 
mph). Thus all 11 are the sort of data points that 
tend to confirm the hypothesis. 

To make a really convincing argument, one would 
need many more such data points. Unfortunately, 
they are difficult to obtain. The flow increases so 
rapidly that only a very few observations can be 
made on any given day at high flow levels in the 
absence of a queue. A first step in obtaining more 
such data points is to carefully observe upstream 
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conditions in order to positively identify the pres­
ence of a queue; one really cannot afford to throw 
away 8 min of prime data as we have done (the small 
dots in Figure 14). It is probably also better to 
observe in the evening rather than the morning; 
theory (_lQ-13) predicts that evening flow levels 
should increase less rapidly. It would also be pos­
sible to increase the data yield by careful ramp 
metering, but this approach has its own problems. 
Not only is such tight control physically impossible 
in many locations, but the need for data at high 
flow levels both with and without an upstream queue 
is likely to be incompatible with the normal operat­
ing objectives of the metering system. 

Still another difficulty is likely to arise if 
the hypothesis is tested on a freeway with an en­
forced 55-mph speed limit. Presumably, the no­
queue speeds would then be lower, but the speeds 
downstream from queues would be similar to those we 
observed. Thus the two groups of points would over­
lap a great deal and it would be much more difficult 
to distinguish the hypothesized situation from one 
in which the average speed decreased with increasing 
flow in the way indicated by curve D in Figure 13. 
On the other hand, some locations may have somewhat 
lower queue discharge speeds than we observed. This 
would make the analysis easier. For example, the 
data (1) shown in Figure 2 might represent locations 
with no-queue speeds of about 85 km/h and queue dis­
charge speeds of about 70 km/h. 

AN ALTERNATIVE EXPLANATION 

A second possible explanation for the sudden drop in 
speed at about 1800 PC/ (lane •h) has been suggested 
to us by R. Wiedemann. The capacity at some down­
stream point within the bottleneck section may be 
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very slightly lower than at 
observations were made. If 
Figure 14 could lie on the 
speed-flow curve rather than 
we have presumed. 

the point where our 
so, the triangles in 
lower branch of the 

on the upper branch as 

To decide between these two explanations, one 
would have to have data from a t least one more 
point, at the downstream end of the bottleneck sec­
tion, and we do not. The second explanation, how­
ever, conflicts with conventional wisdom in almost 

Figure 15. Frequency histograms for observed speeds. 
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Figure 16. Cumulative frequency polygons for observed speeds. 
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Table 2. Summary of speed observations. 

80 

With Queue Upstream No Queue 
(Capacity)' (km/h) Upstreamb (km/h) Item 

Mean speed (x) 79.5 
SD 11.0 
95 percent confidence interval for 78.3 ;;i X: ;;i 80.7 

mean 

100.2 
10.0 
98.4 ;;; x: ;;; l 02.0 

Note: 1 km/h = 0.6 mph. 
8Number of observations= 324. bNumber of observations= 122 . 

Transportation Research Record 905 

the same ways as the first. If either explanation 
is correct, the triangles in Figure 14 represent a 
different condition than the circles. It follows 
that one cannot draw a smooth curve like A, B, c, or 
D in Figure 13 but must treat the two groups of 
points separately. Furthermore, if the triangles do 
lie on the lower branch of the speed-flow curve, the 
upper branch must have very high speeds at flows 
approaching capacity--the same conclusion one 
reaches if our hypothesis is accepted. 

It could, of course, be argued that some of the 
triangles lie on each branch of the curve and that 
the upper branch does drop at high flows. If this 
is the case, however, the abrupt disappearance at 
1830 PC/(lane•h) of points with speeds between 95 
and 110 km/h (66 mph) becomes very difficult to 
explain, as does the virtually total separation of 
the circles and triangles. The seemingly random 
variation of the flows and speeds in Figures 7, 8, 
and 9 and the unimodal speed distribution we shall 
see in Figure 15 also seem incompatible with the 
idea that some of the observations made between 7:00 
and 8: 20 lie on one branch of the speed-flow re la­
t ionship and some on the other. We cannot say that 
it is not true, but we find it far less likely than 
either of the two explanations offered above. 

DISTRIBUTIONS OF SPEEDS 

Under either our hypothesis or the alternative 
described at the beginning of the last section, 
there are two speed distributions: one for the con­
dition when no queue exists upstream and the other 
for either capacity queue-discharge flows or for the 
speed within a very high-speed queue at near­
capacity flow. Distributions of the speeds observed 
in these two situations are shown in Figures 15 and 
16; the means, standard deviations, and 95 percent 
confide nce limits on the means are given in Table 
2. Figure 16 also shows the speed distributions for 
the three individual lanes. In Figures 15 and 16 
and Table 2, and in the remainder of the paper, the 
speeds measured when a queue existed upstream are 
described as the speed of capacity flow, in accor­
dance with our hypothesis. It should be noted, how­
ever, that if the alternative explanation is cor­
rect, the actual speed of capacity flows is higher 
than we have indicated. 

Each speed plotted in Figures 7 through 14 was 
the average speed of the group of vehicles observed 
in a single set of four photographs. Figures 15 and 
16 and Table 2, however, are based on the speeds of 
individual vehicles. It should be noted that the 
distribution for the no-queue situation is based on 
a sample that includes more observations at some 
flow levels than at others. This makes no differ­
ence if our hypothesis is correct. If, however, the 
speed really does vary with flow, the sample is 
b iased. It i s also biased with respect to time of 
day and truck percentage, since the later observa­
tions consistently included more vehicles than the 
earlier ones. Fewer problems arise with the capac­
ity flow distribution, since all observations were 
made under reasonably similar conditions. 

SUMMARY AND CONCLUSIONS 

The data presented here tend to confirm other re­
ports that urban freeway speeds remain high until 
the flow reaches at least 75 percent of the roadway 
capacity and that 2000 PC/h is still a good estimate 
of the capacity of a North American freeway lane 
under ideal conditions Cl l. On the other hand, we 
found an average speed of almost 80 km/h ( 50 mph) 
for capacity flows, much higher than the 50 km/h (30 
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mph) that is so often given in traffic engineering 
books. 

Furthermore, and much to our surprise, our data 
led us to hypothesize that the speeds on uncongested 
freeway sections and in bottlenecks are not a func­
tion of flow but only of whether the vehicles are or 
are not being discharged from an upstream queue. 

Our experiment was both simple and small, so our 
conclusions cannot be firm but must be checked by 
further experiments. If either our hypothesis or 
the alternative explanation that the true bottleneck 
was downstream is correct, however, the data indi­
cate that the level-of-service concepts of the 1965 
Highway Capacity Manual !ll need to be revised to an 
even greater extent than has been proposed by Roess, 
McShane, and Pignataro (1) and that the conclusions 
to be found in the large-body of transport economics 
literature that assumes freeway speeds vary with 
flow in the manner indicated in Figure 1 or 2 all 
need to be reexamined. 
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Abridgment 

Effectiveness Evaluation by Using Nonaccident Measures 

of Effectiveness 

DAVID D. PERKINS AND BRIAN L. BOWMAN 

The primary objective of highway safety expenditures is to improve roadway 
safety through reductions in accidents and accident severity. The ultimate 
measure of project effectiveness is therefore provided by analysis of changes 
in accident experience. Accident-based evaluations are, however, often impos· 
sible or undesirable due to limitations inherent in accident data bases. Low 
accident frequency, large lapse time, and a need to estimate ancillary benefits 
require the use of nonaccident measures. Nonaccident measures provide an 
intermediate measure that can be used to assess the effectiveness of completed 
highway safety projects and programs. This type of evaluation is useful when 
accident data are not available or are insufficient or when an indication of 
project effectiveness is desired sooner than the time necessary for accident-based 
evaluation. Nonaccident measures are considered intermediate because they are 
a supplement to and not a substitute for accident-based measures. No defini· 
tive quantitative relationships between changes in accident experience and non­
accident measures have been developed. A procedure for conducting an in· 
termediate effectiveness evaluation by using nonaccident measures is described. 
Guidelines are presented for selecting evaluation objectives, nonaccident mea· 
sures of effectiveness, experimental plans, and data requirements. The issues 
of statistical testing and interpretation of results as related to nonaccident 
evaluations are discussed . 

In 1979, the Federal Highway Administration (FHWA) 
issued Federal-Aid Highway Program Manual (FHPM) 
e-:t-3 mandating the development and implementation 
of a continuing Highway Safety Improvement Program 
(HSIP) in all states. The overall objective of the 
HSIP is to reduce the number and severity of acci­
dents and decrease the potential for accidents on 
all highways (1, Volume 8, Chapter 2, Section 3). 
Requirements fo"°i: the structure of the HSIP include 
components for planning, implementing, and evaluat­
ing highway safety projects and programs. The de­
tails of the HSIP were defined in FHPM 8-2-3 and 
expanded in an FHWA study to develop options and 
procedures within each component (~). The planning 
component involves the selection and programming of 
projects through the collection and analysis of 
systemwide data, identification of hazardous loca­
tions, collection and analyses of site-specific 
accident and traffic data, and the selection of 
safety projects to be implemented. The implementa­
tion component involves the scheduling, design, 
construction, and operational review of the pro­
grammed safety projects. The evaluation component 
involves determining the effectiveness and eff i­
ciency of completed safety projects and programs. 
The evaluation component was the subject of a subse­
quent FHWA study (3) to develop evaluation guide­
lines for completed safety projects and programs 
within the HSIP. 

The ultimate goal of evaluation within the HSIP 
is to improve the ability of state and local highway 
agencies to plan and implement future cost-effective 
safety programs based on the results of formal eval­
uations of ongoing and completed highway safety 
projects and programs. Effectiveness evaluation 
involves obtaining and analyzing quantitative infor­
mation on the benefits and costs of implemented 
highway safety improvements. Knowledge of these 
benefits and costs reduces the dependence on engi­
neering judgment and increases the ability of the 
agency to plan and implement highway safety improve­
ments that have the highest probability for success. 
Thus, scarce safety funds can be properly allocated 
to high-pay-off improvements and diverted from those 
that are marginal or ineffective. 

Effectiveness evaluation is based on an analysis 

of the change in selected measures of effectiveness. 
Historically, the most acceptable measure for safety 
improvements is the change in police-reported acci­
dent experience at the project site. However, the 
stochastic nature of traffic accidents requires 
relatively large sample sizes collected over long 
periods of time. Other complications arise due to 
bias, inaccuracy, and confounding effects within the 
accident data base. 

In response to the shortcomings of using accident 
experience as the sole criterion for safety evalua­
tion, it may be necessary or desirable to conduct an 
interim effectiveness evaluation to obtain an indi­
cation of the short-term or intermediate effective­
ness of the project based on changes in nonaccident 
measures of effectiveness. In such evaluations, 
nonaccident measures are not intended to be a sub­
stitute for accident measures since quantitative 
cause-and-effect relationships between accident and 
nonaccident measures have not been developed. If, 
however, nonaccident measures are selected that are 
logically related to accident experience or poten­
tial, the evaluation results can be used as a mea­
sure of intermediate effectiveness. The ultimate 
effectiveness, however, must be determined through 
an effectiveness evaluation based on observed 
changes in accident experience. 

This paper describes selected elements of the 
procedure for evaluating completed safety improve­
ments by using nonaccident measures as the primary 
measure of effectiveness. 

POSSIBLE APPLICATIONS FOR NONACCIDENT MEASURES 

The objective of safety expenditures is to improve 
safety through accident and severity reduction. 
Therefore, many projects are implemented to allevi­
ate hazardous highway conditions that have caused 
abnormally high or severe accident experience. Many 
safety projects are not, however, implemented in 
response to abnormally high accident experience at 
specific locations. Rather, they are implemented to 
conform to accepted safety standards and practices 
or to prevent the emergence of an accident problem 
by treating potentially hazardous highway conditions 
and elements. 

Although evaluations that examine changes in 
accident experience provide the most acceptable 
measure of project effectiveness, the requirements 
of accident-based evaluations often make this form 
of evaluation extremely difficult, if not impossi­
ble. One requirement for condnr:t i ng accident eval­
uations is that accidents in sufficient numbers be 
available for use as measures of effectiveness. This 
requirement can generally be met for improvements at 
high accident locations but often accident experi­
ence at low-volume or rural locations is insuffi­
cient in number for accident-based evaluations. 
Another requirement is time. Usually, at least two 
years of accident data before and after project 
implementation are required 'cor evaluation. Often, 
the time requirements exceed the practic.:al limits 
when decisions must be made to continue, modify, or 
delete a particular safety project. In addition, 
evaluations require complete and accurate accident 
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data for use as measures of effectiveness. Accident 
data are often incomplete, erroneous, unavailable, 
or nonrepresentative of long-term conditions due to 
factors other than the improvement at the project 
site. 

When conditions are not conducive to accident­
based evaluations, nonaccident safety measures may 
provide valuable information on the intermediate 
effectiveness of a safety improvement. 

Non-accident-based evaluations are applicable to 
many types of projects and evaluation study require­
ments as follows: 

1. Safety projects that impact traffic perfor­
mance: The primary purpose of a highway safety 
project is to reduce accident losses. However, in 
many cases problematic traffic performance, driver 
behavior, or other nonaccident safety measures pro­
vide the impetus for a safety project. In other 
cases, the improvement of traffic performance may be 
a secondary purpose (compared with accident reduc­
tion) of the safety project. 

2. Need for a quick indication of project im­
pacts: It is often imperative to obtain preliminary 
indications of project impacts soon after implemen­
tation. Previously untried projects may be eval­
uated based on changes in nonaccident measures as an 
indicator of whether the project is functioning as 
intended. 

3. Projects implemented to reduce hazard poten­
tial: Many safety projects are implemented to meet 
safety standards or to eliminate specific safety 
deficiencies before significant accident experience 
develops. For these projects, accident data may not 
exist in sufficient numbers for accident-based eval­
uation. If it is not possible to obtain a suffi­
cient accident sample through project aggregation, 
nonaccident evaluation procedures may provide a 
means of evaluating the project. 

4. Projects involving staged countermeasure im­
plementation: Individual countermeasures that make 
up a project may be assessed with a nonaccident 
evaluation when project implementation is staged. 
The nonaccident measures can be collected and eval­
uated between successive project implementation 
stages. This provides a means of evaluating coun­
termeasures since the time periods between succes­
sive stages are generally too short to allow acci­
dent-based evaluation. 

DEVELOPING NONACCIDENT EVALUATION PLAN 

The first step in a nonaccident evaluation of a 
highway safety project is the development of an 
evaluation. plan to provide overall guidance and 
direction. It offers the opportunity to think 
through the entire evaluation process in an attempt 
to establish the anticipated evaluation procedure 
and identify potential problems that may negatively 
impact the validity and efficiency of the evaluation 
effort. It is essential that the plan be developed 
prior to the implementation of the project so that 
nonaccident data may be anticipated and collected 
before project implementation. 

The evaluation plan should address such issues as 
the selection of evaluation objectives, measures of 
effectiveness (MOEs), experimental plans, and data 
requirements. 

.Evaluation Objectives 

The selection of objectives and MOEs for nonaccident 
evaluation is based on the ability to describe a 
chain of events that lead to accidents or create 
potential safety hazards. When the events are de­
scribed, it is often helpful to consider three in-
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terrelated types of factors: (a) causal factors, (bl 
contributory factors, and (c) the safety problem. 
Causal factors are defined as the predominant rea­
sons why a safety problem exists. They are specific 
hazardous elements associated with the highway, 
environment, or vehicle. The factors can result in 
either the potential for accidents when a causal 
factor exists by itself or an accident occurrence in 
the presence of contributory factors. Contributory 
factors are elements or activities that lead to or 
increase the probability of a failure in the driver, 
the vehicle, or the environment. Safety problems 
are specific types of accidents or potential acci­
dents that result from the existence of a causal 
factor and/or contributory factor (,!). 

The first step in selecting objectives is to 
develop the chain of causality for the highway 
safety project. The safety problem should be stated 
in terms of the actual or potential accident types 
to be reduced by the project. Next, the evaluator 
must identify the causal and contributory factors 
that lead to the safety problem. In many cases, the 
identification of these factors is straightforward 
since both causal and contributory factors are in­
herently considered when the countermeasures for the 
projects are developed. For example, suppose a 
project involves the implementation of an advance 
train-actuated warning flasher on an existing rail­
road crossing advance-warning sign at an approach 
with limited sight distance. The purpose of the 
project is to reduce the number, severity, and po­
tential of vehicle-train and vehicle-vehicle rear­
end accidents on the sight-restricted approach. The 
definition of the project and a knowledge of its 
purpose usually provide sufficient information to 
establish the chain of causality. Suppose the safety 
problem in this example is two automobile-train 
accidents involving two fatalities and five serious 
injuries during a three-year period. The major 
causal factor is the failure of drivers to perceive 
an occupied railroad crossing within sufficient time 
to stop and avoid an accident. The major contribu­
tory causes may be hypothesized (and verified) as 
limited sight distance and excessive vehicular speed 
(for conditions). 

The intermediate objectives can be identified by 
perceiving how each causal and contributory factor 
will be affected by the introduction of the project. 
Thus, the correction or improvement in the causal 
and contributory factor provides the intermediate 
evaluation objectives for the evaluation. The un­
derlying rationale of the approach is that if the 
intermediate objectives are achieved (i.e., if the 
causal and contributing factors are improved), the 
associated safety problem will be improved. (Ver i­
f ication of this rationale is subject to the results 
of an accident-based evaluation.) 

For the rail-highway crossing example involving 
the installation of the flashing beacon, the inter­
mediate objective may be defined as (a) reduction of 
vehicle speed at a specified point between the 
flasher location and the crossing and (b) increased 
speed reduction between points in advance of and 
following the warning sign after flasher installa­
tion. 

One or more MOEs should be specified for each inter­
mediate objective. MOEs resulting from this process 
should be related to specific traffic operational or 
driver behavioral characteristics that are expected 
to be affected by the project. MOEs expressed as 
frequency, rate, and/or percentage may be appropri­
ate. 

The MOE should reflect the quantitative measure-
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Table 1. Nonaccident MOEs for safety 
improvements at selected situations. 
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Nonaccident MOE 

Situation Behavioral Operational 

Horizontal curve 

Vertical curve 

Lateral placement, shoulder encroachments, edgeline 
encroachments, centerline encroachments, brake 
applications, passing violations, speed violations 

Brake applications, passing violations 

Spot speed, speed profile, 
deceleration profile 

Spot speed, headway 
(downgrade) 

Signalized intersections Conflicts, lateral placement, brake applications, 
stop-bar encroachment, violations 

Delay, travel time, approach 
speed, percentage of vehi­
cles stopping, queue length 

Uecelerahon profile, spot 
speed 

Slup appruach Head turns, conflicts, cross-road encroachment 

Tangent section 
Exit ramp 

Lateral placement, violations Speed, speed changes 
Mainstream spot speed, ramp 

spot speed, deceleration lane 
spot speed, deceleration pro­
file 

Distribution of exit points, erratic maneuvers 

Weaving section 
Lane drop or merge area 
Railroad crossing 

Conflicts, lateral placement, brake applications 
Distribution of merge points, erratic maneuvers 
Head turns, brake applications 

Spot speed, speed profile 
Mainstream spot speed 
Spot speed, speed profile 
Spot speed, delay Pedestrian or school crossing Compliance, conflicts 

ments and units to be collected in the field to 
evaluate each intermediate objective. The evaluator 
should be as specific as possible when listing the 
MOEs. It is suggested that the evaluator refer to 
the state of the art of accident research when MOEs 
are selected. Table 1 (}) suggests several possible 
operational and driver behavior MOEs for safety 
projects at various roadway situations. 

Experimental Plans 

An experimental plan provides a framework for (a) 
estimating the expected value of each nonaccident 
MOE on the assumption that the project was not im­
plemented and (b) determining the difference between 
the expected and actual MOEs. 

An experimental plan should be selected that will 
maximize the validity of the evaluation. High 
levels of validity imply that the differences ob­
served in the MOEs are due to the project and not a 
result of external factors such as changes in 
weather, enforcement, and other changes or improve­
ments. 

The before-and-after experimental plan generally 
provides very low levels of validity when applied in 
evaluations that span relatively long periods of 
time (i.e., accident-based evaluations require sev­
eral years of before-and-after accident experience). 
However, because of the relatively short period of 
time between the before and after data-collection 
periods, the before-and-after plan is acceptable 
under many conditions when nonaccident measures are 
used in the evaluation. The time period between the 
before and after data collections is generally only 
a few months (depending on the length of the con­
struction period) as opposed to the several years 
required for accident-based evaluation . Thus , it is 
less likely that significant changes other than the 
project itself will affect the MOEs and the results 
of thQ QValuation. 

Evaluation plans involving control or comparison 
sites may be appropriate. If the time between data­
collection periods becomes lengthy or if it is ex­
pected that atypical conditions may exist for either 
one or both periods, a control-site experimental 
plan should be used. If control sites are required 
but not available, the evaluation should not be 
conducted, since the validity of the evaluation 
results will be suspect. 

Da ta Requ irements 

Given the selection of the objectives, MOEs, and 

evaluation plans, specific evaluation data can be 
specified for collection. Nonaccident measures may 
consist of traffic performance variables such as 
travel time, delay, and speeds and/or driver be­
havior variables such as traffic conflicts and erra­
tic maneuvers. 

The intermediate objectives and associated MOEs 
provide input to determine what types of field data 
are required. The exact type of data, time of data 
collection, data-collection procedures, and data 
stratifications for each MOE should be specified 
prior to field data collection. 

The magnitude of each data item must also be 
specified. The magnitude refers to when the data 
are to be collected and how much data are 
to obtain a statistically reliable sample. 
tion on these items is conta i ned in many 
engineering references (ir~). 

DATA COLLECTION 

required 
Informa­
traff ic 

Because many types of field data may be needed for 
nonaccident evaluation, traffic engineering hand­
books, manuals, and reports should be consulted to 
determine the specific data-collection activities to 
be performed in the field. Field activities require 
experienced data collectors and basic traffic engi­
neering data-collection equipment. The number and 
level of involvement of field personnel vary with 
the type of field survey to be conducted, as does 
the type of equipment. Generally, there is suffi­
cient flexibility in the sophistication of the study 
procedure and equipment requirements. Either manual 
or automatic procedures may be used, depending on 
agency resource levels, with little or no sacrifice 
in data quality or reliability. Data-collection 
costs will vary dramatically depending on the col­
lection procedure and equipment. 

Data collected before and after project implemen­
tation should be oollcctcd for s imililr time periods 
(time of day and day of week) and weather conditions 
and with identical data-collection procedures and 
personnel. 

COMPARISON OF NONACCIDENT MOEs 

Intermediate project effectiveness is represented by 
the difference between the expected value of the 
nonaccident MOE if the project had not been imple­
mented and the actual value of the MOE following 
implementation. This change provi des an indication 
of the practical significance of the project (the 
determination of statistical significance is dis-



Transportation Research Record 905 

cussed in the next section) , The method of deter­
mining the expected MOE and the percentage of change 
differs with the experimental plan selected for the 
evaluation. Experimental plans with higher levels 
of validity (i.e., control-site experimental plans) 
will generally improve the chances that the observed 
difference between expected and actual MOEs is pri­
marily a result of the project. 

Two computations are necessary: calculation of 
the expected value of the MOE if the improvement had 
not been made and calculation of the difference 
between the expected and actual MOE, usually ex­
pressed as a percentage. Formulas for these compu­
tations may be found in several studies on the sub­
ject (3,7). 

STATISTICAL TESTING 

Additional analysis is required to determine the 
statistical significance of the change in the se­
lected MOEs. Statistical test results allow the 
evaluator to determine, with a specified level of 
confidence, whether the observed change can be at­
tributed to the project or is the result of random 
(chance) fluctuations in the MOEs being tested. 

The most important issue in statistical testing 
is the selection of the appropriate test. Selection 
is based on the type of nonaccident MOE, the evalua­
tion objectives, the sample size, the experimental 
plan, and the statistical hypotheses to be tested. 
The type of MOE (data) refers to whether the data 
are discrete or continuous. The evaluation objec­
tives refer to whether there is an interest in test­
ing the difference in means, variances, proportions, 
or some other measure. The sample size aids in 
assessing the validity of assumptions that are made 
concerning the distribution of data and whether 
parametric or nonparametric tests are appropriate. 
The experimental plan provides input on the indepen­
dence or correlation of the data being tested. 
Finally, the form of the stated hypothesis will 
suggest the appropriateness of the one-tail versus 
two-tail test. After each MOE has been specified in 
terms of the above factors, the selection of the 
appropriate test can generally be made by using 
engineering statistics references. 

DATA-BASE DEVELOPMENT 

The results of nonaccident evaluations can be orga­
nized into a data base analogous to accident-reduc­
t ion-factor data bases. Such data provide feedback 
information useful in planning and implementing 
future projects to improve specific traffic perfor­
mance , driver behavior, or other safety-related 
problems. It also provides input on quantitative 
cause-and-effect relationships between a project and 
its impact on nonaccident measures. This relation­
ship, if analyzed in conjunction with the cause­
and-effect relationship between the same project and 
accident measures, may provide insight into the 
existence of surrogates for accident experience for 
evaluation. 

When both accident-based and non-accident-based 
evaluations are performed for a number of similar 
projects, the evaluator has the opportunity to de­
termine whether there is a statistically significant 
relationship between changes in accident and nonac­
cident measures. If a strong, logical relationship 
is observed, a nonaccident measure may be feasible 
for use as a surrogate for accidents in future eval­
uations of similar projects. 

INTERPRETATION OF RESULTS 

The final determination of intermediate effective-
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ness is based on the quantitative results of the 
evaluation and the ability to properly interpret the 
results. However, regardless of whether a conclu­
sion on project effectiveness is positive (success), 
negative (failure), or otherwise, a critical assess­
ment of the validity of the entire evaluation pro­
cess as well as of the preceding planning and imple­
mentation activities and decisions should be per­
formed. Key evaluation issues that need to be 
addressed prior to finalizing conclusions are as 
follows: 

1. Was the project appropriate for achieving its 
intended purpose? 

2. Were the chain-of-accident causality and the 
resulting intermediate objectives and nonaccident 
MOEs appropriate? 

3. Was the experimental plan appropriate? What 
were the threats to validity that were not or could 
not be overcome? 

4. Were the nonaccident data reliable and com­
plete? What were the actual or suspected problems 
that were not correctable? 

5. Were the control sites appropriate? What were 
the trade-offs made in control-site selection? 

6. Was the statistical technique appropriate for 
the type of MOE and the desired evaluation objective? 

7. Was the selected level of confidence appropri­
ate? 

8. Were the statistical test results reasonable? 

In addition to a review of the evaluation study 
procedures, it is also important to review the ap­
propriateness of decisions and activities that took 
place during the planning and implementation. It is 
important to recognize whether (a) the location was 
correctly identified as a hazardous location, (b) 
the project was properly selected and appropriate 
for the safety deficiency, and (c) the project was 
implemented as planned and designed. 

If problems are observed or suspected for any of 
the above issues, they should be noted and an at­
tempt should be made to correct them. If the prob­
lems are not correctable, this fact should be noted 
and should accompany the conclusions on intermediate 
project effectiveness. 

CONCLUSIONS 

The proper use of non-accident-based evaluation 
techniques can provide intermediate indications as 
to the effectiveness of implemented safety projects. 
The value of information obtained from nonaccident 
evaluation can extend beyond effectiveness evalua­
tions. It can serve as an operational review tool to 
identify problems before they result in accident 
losses. It can serve to improve traffic flow and 
operations and to fortify contemplated remedial 
countermeasures during project planning activities. 
Caution sho_uld be exercised, however, to avoid ac­
ceptance of changes in nonaccident measures as a 
substitute or surrogate for changes in accident 
experience until such time as quantitative relation­
ships can be identified. 

These benefits and uses require that a greater 
appreciation for the advantages of nonaccident eval­
uation be obtained by traffic engineering practi­
tioners. The procedures presented here are intended 
to encourage and guide practitioners in performing 
non-accident-based evaluations. The information 
obtained from both accident and nonaccident evalua­
tions can be used to improve decisionmaking pro­
cesses and increase roadway efficiency and safety. 
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Surrogate Measures for Accident Experience at 

Rural Isolated Horizontal Curves 

HAROLD T. THOMPSON AND DAVID D. PERKINS 

The accident surrogate measures developed for hazardous-location identification 
and countermeasure evaluation at rural isolated horizontal curves are presented. 
An accident surrogate measure is defined as a quantifiable observation that can 
be used in place of or as a supplement to accident records. A list of potential 
accident surrogates was developed from four information sources: literature; 
a two-day workshop to obtain opinions and observations of highway safety 
professionals; analysis of an existing data base containing accident, geometric, 
operational, and environmental data; and selected field data collection at six 
rural isolated horizontal curves. Comprehensive sets of data were collected at 
25 rural isolated curves. The data included measurements of operational and 
nonoperational characteristics and accidents. Statistical analyses of these data 
yielded five models for predicting specific types of accident rates. The strong­
est model developed in the study (R 2 = 0.81) indicates that the outside-lane 
accident rate can be predicted from measurements of the distance from the 
last traffic event on the outside lane and the speed differential between the 
approach speed and the curve midpoint speed for traffic in the outside lane. 
The other models (outside-lane accident rate, run-off-road accident rate, and 
two models for predicting rear~nd accident rate) had R2 -values greater than 
0.65. The results indicate that accident surrogates can be developed through 
a systematic identification and measurement of roadway, driver, and traffic 
characteristics. 

A primary goal of any highway safety agency is to 
reduce traffic accidents attributable to highway 
system failures. Historically, these agencies have 
relied heavily on reported traffic accidents to 
identify hazardous locations, to justify and prior­
itize safety improvements, and to evaluate their 
effectiveness. However, total dependence on acci­
dent history is somewhat questionable due to the 
limitations of these data. For example, the fact 
that a significant percentage of total accidents at 
a location are not reported often introduces error 
and results in suboptimal decisions. Another limi­
tation is encountered when decisions to continue, 
modify, or remove countermeasures need to be made 
sooner than the waiting time required to collect 
reliable accident data. 

Because of these and still other limitations, 
many highway safety researchers support the premise 
that nonaccident measures in addition to accidents 
should be used in the identification of hazardous 
locations, review of planned improvements, and eval­
uation of completed safety improvements. Review of 
several studies shows a fairly strong relationship 

between accidents and various highway system charac­
teristics such as geometrics, operations, environ­
ment, and driver behavior. However, there have been 
insufficient systematic efforts to investigate the 
feasibility of using such relationships as surro­
gates for accident experience in highway safety 
analyses. 

A recent study entitled Accident Surrogates for 
Use in Analyzing Highway Safety Hazards (,!.) investi­
gated the feasibility of using accident surrogate 
measures in 

1. Identifying hazardous spot locations and sec­
tions of highway, 

2. Evaluating the effectiveness of deployed 
safety countermeasures, and 

3. Reviewing design plans of new facilities or 
improvements. 

For the purpose of the study, an accident surro­
gate measure was defined as a quantifiable highway 
system feature that could be used in place of or as 
a supplement to accident data. 

This paper presents the accident surrogates de­
veloped for highway safety analyses at rural iso­
lated horizontal curves on two-lane roads. The sur­
rogate development process involved (a) identifying 
potential highway system variables that could serve 
singly or in combination as surrogate measures and 
(b) developing explicit mathematical relationships 
between selected surrogate measures and accidents. 

IDENTIFICATION OF CANDIDATE ACCIDENT SURROGATES 

The identification of variables with potential as 
candidate surrogate measures was accomplished by ob­
taining information on actual and perceived rela­
tionships between accidents and elements of roadway, 
driver, and vehicle systems. Four information 
sources provided input on these relationships: lit­
erature; a two-day workshop to obtain opinions and 
observations of highway safety professionals; analy­
sis of the Michigan Dimensional Accident Surveil-
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lance (MIDAS) data base containing accident, geo­
metric, operational, and environmental data; and 
selected field data collection at six rural hori­
zontal curves. 

These sources of information were synthesized to 
identify highway system variables worthy of further 
detailed analysis as surrogate measures in that a 
relationship between each variable and accidents had 
been demonstrated (or was strongly indicated) • In 
an attempt to increase the validity and future util­
ity of the final list of surrogate measures, members 
of the project team evaluated each candidate surro­
gate according to five criteria. The criteria in­
clude relationship to accidents, clarity of defini­
tion, credibility, ease of data collection, and 
affectability. The first four criteria are 
straightforward. However, further definition of 
affectability is necessary. Affectability is the 
likelihood that an improvement in the surrogate at a 
site will result in an improvement in the accident 
experience at that site. As an example, consider 
that the posted advisory speed at a horizontal curve 
is found to be a good indicator of the accident ex­
perience i i.e., higher accident rates become more 
likely as the posted advisory speed decreases. In 
the sense that this relationship is reasonably well 
established, posted advisory speed is a potential 
surrogate. However, it is clear that simply chang­
ing the advisory speed panel (to a higher value) 
will not result in an improvement in accident expe­
rience at a particular curve, because most likely 
this action will increase accident frequency. 
Hence, even though the posted advisory speed might 
well be rated high on relationship to accidents, 
clarity of definition, credibility, and ease of data 
collection, it will be rejected as a surrogate for 
countermeasure evaluation on the basis of the af­
fectability criterion. 

The selected candidate surrogate measures result­
ing from the final screening process are shown be­
low. Although each surrogate did not rate high on 
all the criteria, each was considered at least pass­
able on every criterion. The surrogate "speed­
reduction efficiency" is defined as the ratio of the 
difference in actual speed reduction (average ap­
proach speed minus average speed at the curve mid­
point) to the desired speed reduction (average ap­
proach speed minus the maximum permissible speed of 
the curve based on the friction factor). 

Highway Safety Analysis 
Identification 
of Hazardous 
Locations 
Speed-reduction 

efficiency 
Curvature, 

grade, and 
distance 
since last 
curve 

Physical evi­
dence of 
driver 
error 

Erratic ma­
neuvers 

Evaluation of 
Countermeasures 
Speed-reduction 

efficiency 
Physical evi­

dence of 
error 

Erratic ma­
neuvers 

FIELD INVESTIGATIONS 

Design Plan Review 
Design-speed 

differential 
Curvature, grade, 

and distance 
since last curve 

The second step in the surrogate development process 
was to develop explicit mathematical relationships 
between surrogate measures and accidents. This was 
accomplished by analyzing candidate surrogate and 
accident data at a number of test sites. Regression 
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techniques were then used to identify the relation­
ships between the candidate surrogates and accidents. 

Selection of Candidate Surrogate Measures 

Candidate surrogates were generally drawn from those 
tabulated above. However , some variables such as 
average annual daily traffic (AADT) and supereleva­
tion were added because of their logical association 
with accidents, whereas physical evidence of driver 
error was omitted due to difficulties relating to 
field measurement. The variables selected for field 
testing are listed below. The variables are identi­
fied as being either operational or nonoperational, 
since the intended use of these results required 
that the variables be separated. (In general, AADT 
is insensitive to highway safety treatments and thus 
was analyzed as a nonoperational variable.) 

Nonoee.rational 
AADT 
Degree of curvature 
Grade 
Shoulder width 
Distance since last curve 
Superelevation 
Slope of roadside 

(ditch, shoulder) 
Type, location, and 

frequency of fixed 
objects 

Selection of Study Sites 

Operationa l 
Encroachment 
Speed reduction 

A number of control variables were established to 
facilitate study-site selection. An attempt to re­
duce accident variance due to factors other than 
those selected for testing was made by limiting the 
range of these control variables rated as being 
either possible surrogate variables or as having 
shown some relationship to accidents. As a result, 
the following criteria were used to identify test 
sites: 

1. The curves should be located on two-lane, 
undivided roads and have a central angle of at least 
20°. 

2. Traffic volumes (AADT) should not exceed BOOO 
vehicles and posted speeds on curve approaches 
should be between 35 and 55 mph (advisory speeds on 
the curves may vary) • 

3. Lane widths should be between 10 and 12 ft 
and there should be gravel shoulders. 

4. At least 1/4-mile distance should separate 
the study site from a preceding highway event that 
necessitates driver action to adjust vehicle path 
and/or speed (e.g., another curve, railroad cross­
ing, stop sign, traffic signal, etc.). 

5. The curves should not have extremely unusual 
roadside features. 

Twenty-eight roadway sections containing isolated 
curves were identified through a search of the Oak­
land County, Michigan, inventory files. Oakland 
County was selected because of the availability of 
recent photologs, a complete file of highway im­
provement projects implemented since 1975, and reli­
able accident and volume data. Each of the sites 
was visited to determine whether they met all the 
criteria specified for test sections. Twenty-five 
of the sites were acceptable, and data were col­
lected at each of these sites. 

Stra tification of Study Sites 

The existence of complex interactions between geo-
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Figure 1. Site stratification for rural isolated curves. 

metric, traffic, and driver behavior variables and 
accident experience generally tends to mask explicit 
mathematical relationships between these variables 
and accidents. To reduce this masking effect, the 
test sites were stratified into subsets of sites 
with similar major characteristics. For example, if 
one or a combination of independent variables is a 
good surrogate for curves with restricted sight dis­
tance and another set of variables is a good surro­
gate for c;:urves with no sight restrictions, these 
relationships can only be determined if the two cat­
egories of curves are separated during the analy­
sis. It is possible that neither relationship would 
bt: significant fo.: the combined .. ample of test sites. 

The variables used to stratify the locations were 
sight distance, grade, land use, and the posted 
speed limit. 

In addition to the single-variable categories, 
additional categories were constructed by using 
sight distance and land use, grade and posted speed 
limit, and land use and speed limit. A total of 
nine groups were identified for the analysis (in­
cluding all sites as a group). These groups are 
identified by letter in Figure l. 

Group A consists of curves with sight distance 
limited by trees, embankments, or other obstacles 
close to the roadway or the inside of the curve. 
This group contains 19 of the 25 curves. The ratio­
nale for this stratification is that the restriction 
in sight distance could alter the degree to which 
driver expectancy is met, and this factor was iden­
tified as important in both the literature and the 
workshop. 

Group B consists of 
roadway sections {less 
Nearly all of the sites 
25). The rationale for 

curves on relatively flat 
than 4 percent grade) • 

fall in this class (22 of 
this stratification is to 

moderate the effect of combined horizontal and ver­
tical curvature on the accident rate. 

Group C consists of roadway sections with zero or 
one driveway on the curve (low residential land 
use) • As in group A, this is done to reduce the 
variation in the driver expectancy across the sam­
ple. Twenty of the 25 sites fall in this category. 

Group D consists of all roadway sections with a 
posted speed of 45, 50, or 55 mph. Nineteen of the 
25 curves fall in this category. This factor was 
used because the posted speed limit may affect 
driver characteristics at those sites, thus increas­
ing the variance in the data. 

Group E consists of all the sites meeting the 
criteria for group A (limited sight distance) and 
group C (few driveways). This group contains 14 of 
the 25 curves. Group F consists of all sites meet­
ing the criteria for groups B and C and contains 17 
curves; group G consists of all sites meeting the 
criteria for groups B and D and contains 16 curves; 
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and group H consists of all sites meeting the cri­
teria for groups C and D and contains 15 curves. 

Accident Data 

Three years of accident data (1976, 1977, and 1978) 
were collected for each test site. Computer print­
outs of accidents were obtained for the specified 
limits of the sites plus all accidents occurring 
within 200 ft of the site boundaries. Each accident 
was examined with respect to vehicle involvement, 
contributory circumstances, and vehicle paths. Ac­
cidents were then stratified by type of accident and 
severity. Locations with unusual accident patterns, 
such as a high incidence of car-animal accidents, 
were eliminated from further consideration. 

Independent/Dependent Variables 

The potential surrogates (independent variables) 
collected and/or calculated for each of the study 
sites are listed in Table l along with the accident 
characteristics (dependent variables) used in the 
analysis. 

Analysis Techniques 

Regression techniques [the maximum R2 -improvement 
technique (Max R2 ) contained in the Statistical 
Analysis System (SAS) was selected as the most ap­
propriate regression technique] were used in the 
analysis in which the selected candidate surrogate 
variables were used as independent variables and 
three-year accident rates for total accidents and 
predominant accident types were used as dependent 
variables. Stepwise regression was used as the 
analysis procedure to test for statistically signif­
icant relationships between one or a combination of 
candidate surrogate variables and accident experi­
ence at the test sites. 

Regression analyses were performed for specific 
stratifications to search for statistically signifi­
cant relationships between accidents and (a) combi­
nations of nonoperational and operational variables, 
(b) nonoperational variables only, and (c) opera­
tional variables only. Surrogates developed from 
these three independent analyses were to be used for 
identification of hazardous locations, design plan 
review, and countermeasure evaluation, respectively. 

RESULTS OF ANALYSIS 

A total of 162 separate regression analyses were 
conducted on the data set by using the Max R'­
stepwise linear regression model. This number of 
runs was required because of the stratification by 
type of independent variable (operational, nonopera-



Transportation Research Record 905 145 

Table 1. Independent and dependent variables included in analysis. 

Independent Variable 

Dependent Variable Nonoperational Operational 

Accident rate: total (2), rear end (3), opposite direction 
(4), run off road (5), and fixed object (6) 

AADT (9); degree of curvature (IO); Total encroachment rateb (17); speed differential of 
vehicles in outside travel lane between points on 
curve approach and curve midpoint, mph (38); 
speed differential of vehicles in inner travel lane 
between points on curve approach and curve mid­
point, mph (41); average speed reduction efficiencyc 
(66) 

percent grade (12); superelevation error," 
entire pavement width (69); shoulder width, 
average width for both shoulders (62); side­
slope angle, ratio x: I, average for both sides 
of road (63); fixed-object rating for objects 
within 10 ft of pavement edge adjacent to 
outside travel lane (64); fixed-object rating 
for objects within 10 ft of pavement edge 
adjacent to inner travel lane (65) 

Inside-lane accident rate (17) AADT (9); degree of curvature (IO); percent 
grade (12); distance since last traffic event, 
inner travel lane, miles (14); superelevation 
error, inner travel lane (67); shoulder width 
adjacent to inner lane, ft ( 42); slide-slope 
angle adjacent to inner lane, x: 1 ( 44 ); fixed­
object rating for objects within 10 ft of 
edge of inner travel lane (65) 

Total encroachment rate for inner-lane traffic (18); 
centerline encroachment rate for inner-lane traffic 
(34); edgeline encroachment rate for inner-lane 
traffic (35); speed differential of vehicles in inner 
lane between points on curve approach and start of 
curvature, mph (39); speed differential of vehicles 
in inner lane between points at start of curvature and 
curve midpoint, mph (40); speed differential of 
vehicles in inner travel lane between points on 
curve approach and c1yve midpoint, mph ( 41 ), 
speed-reduction efficiency o n inner lone (60) 

Outside-lane accident rate (8) AADT (9); degree of curvature (10); percent 
grade (12); distance since last traffic event, 
outside travel lane, miles (13); supereleva­
tion error, outside travel lane (68); shoulder 
width adjacent to outside lane, ft (42); side­
slope angle adjacent to outside lane, x: 1 
(45); fixed-object rating for objects within 
10 ft of edge of outside travel lane (66) 

Total encroachment rate for outside-lane traffic (19); 
centerline encroachment rate for outside-lane traffic 
(32); edgeline encroachment rate for outside-lane 
traffic (33); speed differential of vehicles in outside 
lane between points on curve approach and start of 
curve, mph (36); speed differential of vehicles on 
outside lane between points at start of curvature and 
curve midpoint, mph (37); speed differential of 
vehicles in outside travel lane between points on 
curve approach and curve midpoint, mph (38); 
speed reduction efficiency on outside lane (59) 

Note: Variable numbers are shown in parentheses. 
ODifference bol,\'liart minimum suporoh.w.11tion req ul.r-rd ror prevaiUng conditions and actual superelevation (in/rt). 
bNumber of t:1dgtUnc plus centerlln.:i coucJ1es per 1 00 vi:hlcles entering curve. 
CRatio of observed speed reduction to desirable speed reduction due to curvature and supere1evation, averaged for both directions of travel . 

tional, or combined) , the grouping of curves by 
physical attribute (nine groups), and the analyses 
of six stratifications of the dependent variable. 

The simple correlation coefficients for each com­
bination of one independent and one dependent vari­
able were computed. Confidence limits of 95, 90, 
and 80 percent were used to test these correla­
tions. Any independent variable for which the cor­
relation coefficient was not significantly different 
than zero at the specified confidence level was re­
jected as a possible factor in the multiple regres­
sion model for predicting that dependent variable. 
Thus, only variables that are independently corre­
lated to accidents were included in the stepwise 
multiple regression runs. 

Residual error plots were also examined for each 
regression model that satisfied the statistical cri­
teria for model selection. This check was performed 
to determine whether nonlinear transformations were 
necessary based on the variance of the residuals 
(constant variance is assumed in linear regression) 
and the existence of outliers. Transformations of 
the data were not indicated for any of the models 
presented in this section. 

The analysis failed to identify a good surrogate 
measure for the total accident rate when all 25 lo­
cations were used. The only variable that was inde­
pendently correlated with total accident rate and 
that remained in the Max R2-model at the 0.05 
level of significance was degree of curvature. How­
ever, the R2 -value for this one-variable model was 
only 0.16, and thus it is not considered to be a 
strong surrogate for total accidents. 

The results are consistent with those from the 
literature review, the workshop, and the analysis of 
MIDAS in that this factor was identified as impor­
tant in all three. It is not surprising that there 

is no single surrogate that explains all accidents 
at all locations. 

The most clearly defined surrogate measure for 
rural isolated curves, the outside-lane accident 
rate, resulted from the analysis of outside-lane ac­
cidents on highway sections with zero or one drive­
way per section and a speed limit greater than or 
equal to 45 mph (group H) , which used both opera­
tional and nonoperational variables (Table 2). The 
coefficient of multiple correlation (R 2 ) for this 
model was 0.81, and the variables used were distance 
to last traffic event on the outside lane (Vl3) and 
speed differential between the approach speed and 
curve midpoint speed for traffic in the outside lane 
(V38). 

The relatively high R2-value is not unexpected 
since both the independent variable and the depen­
dent variable contain only a subset of the total 
sample. For this particular data base, then, it was 
possible to define a surrogate measure that is 
easily measured, capable of being measured immedi­
ately following implementation of a safety counter­
measure, and strongly correlated to one particular 
type of accident. 

One of the primary objectives of this study was 
to determine whether this could be accomplished 
through a logical procedure by using both the expe­
rience of practicing engineers and statistical test­
ing. This objective has been met for this partic­
ular subset of the data. 

similar results were obtained for other accident 
classifications, situations, and groupings. Some of 
the more promising results are described in the fol­
lowing paragraphs. (All the models in Table 2 are 
constructed from variables that are significantly 
correlated with the relevant accident data at the 
o. 05 level.) 
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Table 2. Surrogate measures and associated mathematical models for rural isolated curves. 

Accident Mea-
sure (accidents/ Surrogate Site 
million vehicles) Measure Characteristic Model 

Outside-lane accident Distance to last Low residential land VOS= 0.032 27 + 0.5949Vl3 + 
rate (VOS) event, outside use, posted speeds 0.1510V3S R2 = O.Sl 

lane (Vl3); ;,, 45 mph 
speed differ-
ential (V3S) 

Rear-end accidenl ADT (V09), sille- Gialle < 4 pe1ceul V03 - -0.1026 + 0.000 041 S4V09 
rate (V03) slope angle +o.000 12S 4V63 R2 = 0.74 

(V63) 
ADT(V09) Grade < 4 percent, low V03 = -0.069 00 + 0.000 045 95V09 R2 = 0.72 

residential land use 
Run-off-road acci- Degree of curve Restricted sight distance, VOS= -2.975 + tl.49SSVIO 

dent rate (VOS) (VIO), superel- low residential land use - l .50SV69 R2 = 0.6S 
evation error 
(V69) 

For rural isolated curves, reasonably good models 
(R > 0.65) were obtained for (Table 2) 

1. Outside-lane accident rate for group H by 
using the distance to the last event and the speed 
differential on the outside lane, 

2. Rear-end accident rate for group B by using 
the ADT and the side-slope angle, 

3. Rear-end accident rate for group F by using 
the ADT, and 

4. Run-off-road accident rate for group E by 
using the nonoperational degree of curve and the 
operational superelevation error. 

Further examination of the correlation and re­
gression results provides additional insight regard­
ing variations in accident experience at horizontal 
curves. 

1. For total accident rate, the 
iables selected by Max R2 most 
speed differential on the outside 
curve, and total encroachment rate. 

independent var­
frequently are 

lane, degree of 

2. For rear-end accident rate, the independent 
variables selected most frequently are ADT and total 
encroachment rate. 

3. For opposite-direction accident rate, the in­
dependent variables selected most frequently are 
speed differential on the inside lane, degree of 
curve, and fixed objects within 10 ft of inside lane. 

4. For run-off-road accident rate, the indepen­
dent variables selected most frequently are degree 
of curve and speed differential on the outside lane. 

5. For inside-lane accident rate, the indepen­
dent variables selected most frequently are en­
croachment rate on the inside edgeline and fixed ob­
jects within 10 ft of inside lane. (Neither of 
these shows up nearly as frequently as the indepen­
dent variables for the other types of accident 
rates.) 

6. For outside-lane accident rate, the indepen­
dent variables selected most frequently are speed 
differential on the outside lane, distance to last 
event in outside lane, and degree of curve. 

7. The success in developing models also varied 
by subgroupings of the sites. Eliminating sites 
with posted speeds below 45 mph enhanced success 
considerablyi eliminating sites with grades greater 
than 4 percent was next most helpful. 

These observations are consistent with intuition 
and lend credence to the data and statistical pro­
cedures. However, this was an exploratory study of 
accident surrogates and hence the data base for any 

given situation or accident type or surrogate was 
limited. 

SUMMARY AND CONCLUSIONS 

The results of this study indicate that surrogate 
measures for accident experience can be identified. 
Further, a procedure for doing so has been developed 
and demonstrated to a limited degree. This pro­
cedure involved extensive review of the literature 
pertaining to studies of the effect of various oper­
ational and nonoperational highway, driver, and 
traffic variables on accident experiencei the judg­
ment of a group of highway safety experts on which 
variables were most promising in terms of developing 
mathematical relationships with accidentsi the 
analyses of existing data bases to assess probable 
relationshipsi a limited amount of field data col­
lection to supplement the other sourcesi and a syn­
thesis of all these inputs to select the variables 
most likely to lead to meaningful surrogates. Re­
sults of the application of that procedure were tab­
ulated at the beginning of this paper. 

Data were collected for candidate surrogate mea­
sures and various categories of accident types at 25 
study sites. Statistical analyses of these data 
yielded five reasonably strong models for predicting 
particular types of accident rates. 

The strongest model developed in the study indi­
cates that the outside-lane accident rate at hori­
zontal curves can be predicted from measurements of 
the distance since the last traffic event on the 
outside lane and speed differential between the ap­
proach speed and curve midpoint speed for traffic in 
the outside lane. The model is strongest when ap­
plied to highways with a posted speed limit of 45 
mph or greater. 

The prediction models formulated in this study 
are based on data from a limited geographic area and 
may only be appropriate for selected safety studies 
within that area. Some caution should be exercised 
in extrapolating the models to other areas with dif­
fering laws, law enforcement, driver behavior, ter­
rain, weather, and traffic control devices. It is 
quite possible that the models are applicable in 
wider areas (and that is certainly desirable, given 
the effort required to construct such models), but 
testing will be required to determine their suita­
bility in other geographic areas. 

With qualifications imposed by the size of the 
data set, the primary objective of the study, which 
is to demonstrate that accident surrogates can be 
developed through a systematic identification and 
measurement of roadway, driver, and traffic charac-
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teristics, has been accomplished. Generalizing the 
surrogates formulated here and developing new surro­
gates can now proceed at a much faster pace with 
more efficient data collection and analyses. 
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Candidate Accident Surrogates for Highway Safety Analysis 

DAVID D. PERKINS AND HAROLD T. THOMPSON 

The variables identified as potential accident surrogate measures for use in iden­
tification of hazardous locations, evaluation of safety countermeasures, and 
design plan review at 10 specific highway situations are presented. Situations 
included urban undivided tangent section, rural undivided winding section, 
rural isolated curve, lane drop, narrow bridge, exit gore area, urban nonsignal­
ized intersection, rural nonsignalized intersection, rural undivided tangent sec· 
tion, and rural signalized intersection. Accident surrogate measures are de­
fined as quantifiable highway system features and characteristics that can be 
used in place of or as a supplement to accident records. The list of candidate 
surrogates was developed from four information sources: literature, a two-day 
workshop to obtain opinions and observations of highway safety professionals, 
analysis of an existing data base, and selected field data collection. 

Highway safety programs administered by the Federal 
Highway Administration (FHWA) are aimed at reducing 
traffic accidents attributable to highway system 
failures. To be effective, safety improvement pro­
grams must follow a systematic procedure to identify 
the safety deficiency, develop and implement a solu­
tion, and monitor the effectiveness of the imple­
mented solution. 

Historically, highway safety agencies have relied 
heavily on reported traffic accidents to identify 
problem locations, justify and prioritize safety 
projects, and evaluate their effectiveness. Many 
highway safety professionals, however, recognize 
significant shortcomings in the highway safety pro­
cess when accidents are used as the sole criterion 
for highway safety planning and evaluation. One 
shortcoming is apparent when decisions to continue, 
modify, or remove countermeasures need to be made 
sooner than the waiting time required to collect ac­
cident statistics. In other instances, it is a 
shortcoming when safety problems are characterized 
by accident potential as opposed to the occurrence 
of accident patterns or trends. These situations 
often occur on low-volume roads, in rural areas, and 
at rail-highway grade crossings. 

•Because of these limitations, many highway safety 
professionals support the premise that identifica­
tion of problem locations and effectiveness evalua­
tions should consider alternative measures in addi­
tion to accidents. Past studies indicate that high­
way system characteristics such as geometrics, 
operations, environment, and driver behavior are re­
lated to accident experience. Several research ef­
forts have identified precise relationships between 
individual characteristics and accidents. However, 

there have been only limited systematic efforts to 
investigate the feasibility of using such relation­
ships as surrogates for accident experience in high­
way safety analyses. 

A recent study entitled Accident Surrogates for 
Use in Analyzing Highway Safety Hazards (1) investi­
gated the feasibility of using accident surrogate 
measures in 

1. Identifying hazardous spot locations and sec­
tions of highway, 

2. Evaluating the effectiveness of deployed 
safety countermeasures, and 

3. Reviewing design plans of new facilities or 
improvements. 

Accident surrogate measures are defined as quan­
tifiable highway system features and characteristics 
that can be used in place of or as a supplement to 
accident records. From a theoretical viewpoint, an 
accident surrogate measure must possess a definite 
relationship to accidents and be sensitive to safe­
ty-related changes in the highway system. From a 
practical viewpoint, surrogate measures must be rel­
atively easy to collect with minimal training and 
equipment. 

In this paper we present the variables identified 
as potential accident surrogates based on informa­
tion obtained from four information sources: liter­
ature, a two-day workshop to obtain opinions and ob­
servations of highway safety professionals, analysis 
of the Michigan Dimensional Accident Surveillance 
(MIDAS) data base, and selected field data collected 
at five highway situations. Variables identified as 
candidate surrogates came primarily from the litera­
ture and the workshop. The MIDAS data were used to 
investigate the potential for surrogates by analyz­
ing geometric, traffic, and environmental variables 
contained in that data base. For other potential 
surrogates, limited field studies were undertaken to 
provide an additional quantitative source of input. 
No candidate surrogate was eliminated from future 
consideration on the basis of either the MIDAS anal­
yses or the limited field studies. The candidate 
accide~t surrogates were later field tested on a 
much larger scale to determine the strength of their 
relationship with accidents and utility as surro­
gates for accidents. 
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Variables identified through these sources were 
grouped according to their relevance to 10 specific 
highway situations. Situations considered were 

1. Urban undivided tangent section, 
2. Rural undivided winding section, 
3. Rural isolated curves, 
4. Lane-drop locations, 
5. Narrow bridge, 
6. Exit gore area, 
7. Urban nonsiqnalized intersection, 
8. Rural nonsignalized intersection, 
9. Rural undivided tangent section, and 

10. Rural signalized intersection. 

LITERATURE REVIEW 

The literature review consisted of past and current 
studies on the relationship between traffic acci­
dents and elements of the highway system (geometry, 
roadside environment, traffic control, traffic oper­
ations, and driver behavior) for each of the select­
ed highway situations. Reference sources included 
National Technical Information Service (NTIS) , ex­
isting literature reviews, and the libraries of 
Wayne State University, University of Notre Dame, 
and University of Michigan. 

The literature review identified 52 highway sys­
tem elements as potential accident surrogates for 
one or more of the 10 highway situations. The vari­
ables and variable combinations were placed into two 
general categor ies--nonoperational and operational. 
Nonoperational variables relate to roadway geometry 
and cross-sectional elements, traffic control opera­
tions, driver performance, and driver behavior. 
Both types of variables are listed below: 

Nonoperational variables: 

1. Degree of curve, 
2. Frequency of curves, 
3. Grade, 
4. Grade continuity, 
5. Surface cross slope, 
6. Sight distance, 
7. Visibility of signal and sign, 
8. Pavement width, 
9. Lane width, 

10. Approach width, 
11. Pavement shoulder presence, 
12. Shoulder width, 
13. Percent shoulder reduction (between shoulder 

width on approach and shoulder width on bridge), 
14. Median width, 
15. Bridge width, 
16. Ratio of bridge width to pavement width, 
17. Difference between roadway width and bridge 

width, 
18. 
19. 
20. 
21. 
,2. 

rail, 
23. 
24. 
25. 
26. 
27. 
28. 
29. 
30. 
31. 
32. 
33. 
34. 

Taper length, 
Number of lanes dropped, 
Length of deceleration lane, 
Bridge safety index, 
Structural adequacy of guardrail and bridge-

Access control, 
Number of commercial driveways per mile, 
Number of intersections per mile, 
Number of traffic signs per mile, 
Type of delineation treatment, 
Raised marker delineation, 
Signing and delineation, 
Type of advance warning, 
Intersection design, 
Type of traffic control device, 
Illumination level, and 
Skid resistance. 
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Operational variables : 

1. Traffic volume, 
2. Major and minor road volumes, 
3. Opposing traffic volume, 
4. Percent diverging traffic, 
5. Traffic mix, 
6. Volume/capacity ratio, 
7. Posted speed, 
8. Operating speed, 
9. Speed differential, 

10. Speed variance, 
11. Lateral placement, 
12. Traffic conflicts, 
13. Erratic maneuvers, 
14. Cycle length, 
15. Signal phasing, 
16. Number of phases, 
17. Total stopped-vehicle delay, and 
18. Red- and yellow-light violations. 

The potential surrogates were categorized as 
"strong" or "other" according to the degree of con­
vergence of research evidence and the reliability of 
the research studies considered during the litera­
ture review. A strong potential surrogate is a 
variable found to be related to accident experience 
in at least one reliable study. The reliability of 
a study was based on the acceptability of the arti­
cle by the highway safety community, the validity of 
the experimental design, the sample size, and the 
number and type of variables controlled in the 
study. Meaningful conclusions and valid analysis 
procedures were requirements for classifying a mea­
sure as a strong potential surrogate. Where there 
were conflicting results from two or more reliable 
sources, the surrogate was not labeled "strong". 

A potential surrogate is defined as "other" when 
it is a measure for which there is less empirical 
evidence and no specific relationship is defined in 
the literature. Standards and guidelines, such as 
AASHTO design standards, were selected as "other" 
potential surrogates. Other examples include length 
of taper at lane-drop locations and sight distance. 
These variables and their relationships to accidents 
are logical from an engineering-practices viewpoint, 
but often there is limited evidence of statistical 
validity or the studies are based on small samples. 

Operational surrogates (such as erratic maneu­
vers) were used in several studies for evaluating 
the operational effects of countermeasures. These 
studies attempt to quantify the level of driver er­
ror that is logically related to the level of haz­
ardousness. The use of such operational variables 
in accident studies, based on their logical rela­
tionship to safety, justifies their selection as 
"other" potential surrogates, even though the rela­
tionships to accidents have not been validated. 

Figures 1 and 2 show the selected nonoperational 
and operational variables, respectively, and the as­
sociated potential surrogate designation. An S in­
dicates a strong potential surrogate and an O indi­
cates an "other" potential surrogate. 

WORKSHOP 

The workshop was attended by 13 highway safety pro­
fessionals with backgrounds in traffic engineering, 
highway safety research, and highway safety adminis­
tration. Participants were asked to examine and 
critique a prepared list of geometric, operational, 
traffic control, and environmental factors. The 
list included the nonoperational and operational 
variables identified in the literature review to­
gether with more than 50 other variables identified 
by other researchers on the basis of logical (as op-
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posed to statistical) relationships to accidents. 
To facilitate a detailed examination, the factors 

were categorized under one or more hazard indices 
used to describe the causal chain of events leading 
to an actual or potential accident at the various 
highway situations (e.g., isolated curves, exit gore 
areas, and railroad crossing). The indices that 
make up the causal chain include information, human 
factors, vehicle control, congestion, and recovery. 
Definitions for these indices are provided below 
(note that tha indica11 are defined such that higher 
values indicate higher degrees of hazard) : 

1. Information index: This is a measure of the 
information system deficiencies that detract from 
the driver's ability to select a safe speed and path 
as roadway conditions change. The absence of lane 
markings and inadequate advance-warning signs are 
examples of factors that contribute to a high infor­
mation index. 

2. Human factors index: This is a measure of 
the existence of conditions that fail to meet typi­
cal driver expectancies, therefore increasing the 
probability that a driver will respond incorrectly 
to a situation requiring evasive actions. A sharp 
horizontal curve following the crest of a vertical 
curve is an example of a factor that would contrib­
ute to a high human factors index. 

3. Vehicle control index: This is a measure of 
the geometric and environmental characteristics that 
constrain the driver's ability to maintain control 
of the vehicle in a traffic stream. Inadequate 
sight distance and icy pavements are examples of 
factors that contribute to a high vehicle control 
index. 

4. Congestion index: This is a measure of the 
operational characteristics that constrain the 
driver's ability to avoid an accident through a con­
trolled vehicle maneuver. Congested flow and exces­
sive numbers of driveways and parked vehicles along 
a roadway are examples of factors that contribute to 
a high congestion index. 

5. Recovery index: This is a measure of the 
roadway and roadside characteristics that inhibit 
the driver's ability to avoid an accident or to re­
duce the severity of an accident resulting from 
partial or total loss of vehicle control. Narrow 
shoulders and roadside objects are examples of fac­
tors that contribute to a high recovery index. 

The causal chain of events is based on the fol­
lowing scenario (Figure 3). A driver is presented 
with information from a variety of sources, includ­
ing signing, the environment, and other vehicles. 
Through this information and past driving experi­
ences, the driver develops mental perceptions and 
expectations of the driving environment. If these 
perceptions and expectations agree with the actual 
conditions, the driver can select an appropriate 
speed and path and safely maneuver the vehicle. If 
the actual conditions do not meet with what the 
driver perceives or expects, corrective adjustments 
in vehicle path or speed muot be made. The vehicle 
control and congestion indices contain factors that 
determine the outcome of these adjustments. That 
is, if the vehicle remains under control and traffic 
conditions are such that an adjustment can be made 
without interference with other vehicles, an acci­
dent is avoided. If either of these conditions does 
not exist, the driver is faced with a recovery situ­
ation that results in either a near miss (recovery 
and no accident) or a single- or multiple-vehicle 
accident. 

Participants were then asked to review a compre­
hensive list of variables for each hazard index for 
each highway situation. Factors were added, re-
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moved, and/or redefined to fit the specific combina­
tion of index and highway situation. From these 
lists, workshop participants were asked to identify 
a limited set of variables that had the strongest 
intuitive and/or empirical relationship to accidents. 

ANALYSIS OF MIDAS DATA BASE 

The MIDAS system was analyzed to determine whether 
other highway system variables should be considered 
as candidate surrogates. 

At the time of the analysis, the MlDAS data base 
contained geometric, environmental, traffic, cross­
section, and accident data for 9000 miles of state 
roqdway system in Michigan. Geometric data included 
laneage and horizontal and vertical alignment. En­
vironmental data included roadside development and 
intersection traffic control. Traffic data included 
estimated hourly and daily volumes and speed limit. 
Cross-section data included lane width, shoulder 
width, curb type, median or no median, and turn 
lanes. Accident data included frequency of fatal 
plus injury accidents by type. Accident rates could 
be calculated directly from the volume and accident 
frequency data. 

The analysis consisted of categorizing the data 
into the individual highway situations. MIDAS data 
were available for 7 of the 10 highway situations. 

Analysis of variance (ANOVA) tests were also con­
ducted to examine differences in mean fatal and in­
jury accident rates resulting from various roadway 
and operational stratifications. The t-statistic 
was employed· to determine the direction of the dif­
ference in cases where the ANOVA indicated a signif­
icant difference. 

Because of the availability of only fatal and in­
jury accidents, highway situations in urban areas 
were not considered in the ANOVA. The rural highway 
situations that were analyzed included isolated 
curves, undivided winding sections, undivided tan­
gents, signalized intersections, and nonsignalized 
intersections. Many variables contained in the 
MIDAS data base could not be statistically analyzed 
due to the small number of locations for some vari­
able categories. Summarized ANOVA findings follow: 

1. Effect of average daily traffic (ADT) on rate 
of injury and fatal accidents was found for signal­
ized intersections. 

2. The effects of posted speed limits on rate of 
injury and fatal accidents were examined for all 
highway situations. The only statistically signifi­
cant finding was that nonsignalized intersections 
with higher posted speed limits (50-55 mph) have a 
higher rate of injury and fatal accidents than in­
tersections with lower speed limits (40-45 mph). 
This finding holds for ADT ranges from 2000 to more 
than 10 000 vehicles/day. 

3. Intersections carrying 10 000 vehicles or 
more per day with volume-to-capacity (V/C) ratios of 
0.5 to 1.0 have significantly lower mean rate of in­
jury and fatal accidents than do intersections with 
V/C ratios between 0.0 and 0.5. 

4. The effects of lane width on rate of injury 
and fatal accidents were examined only for isolated­
curve sections and winding-roadway sections. The 
only significant finding was that winding sections 
with narrow pavement widths have a higher mean rate 
of injury and fatal accidents than sections with 
wider pavement widths. 

5. Shoulder-width effects were examined for iso­
lated curves and winding sections. No significant 
results were found for isolated curve sections, and 
no significant findings that would apply to the 
overall range of conditions for winding sections 
were detected. 
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6, No significant effects attributed to the 
presence or absence of a vertical curve were found 
for any of the highway groups. 

The ANOVA generally indicates that some of the 
factors analyzed have a significant effect on rate 
of injury and fatal accidents. These factors were 
considered candidate surrogates. Because of the 
limitations of the MIDAS data base and the fact that 
only injury and fatal accidents were included in the 
analyses, candidates that did not show significant 
relationships were not eliminated. 

ANALYSIS OF SELECTED FIELD DATA 

As a supplement to the literature review, workshop, 
and MIDAS data base analysis, supplemental data col­
lection and analysis activities of a limited nature 
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were undertaken to provide an additional source of 
input in the determination of candidate surrogates. 

Candidate surrogate measures identified from the 
aforementioned sources and analyses were collected 
at five highway situations, including rural isolated 
curves, rural winding sections, urban undivided tan­
gents, rural signalized intersections, and lane-drop 
locations. 

Sites were selected in Oakland County, Michigan. 
In the selection of sites, basic cross-sectional and 
operational features, such as number of lanes and 
ADT, were limited to control for accident variance 
due to these characteristics. 

Four statistical analysis techniques were used to 
test the relationships between the collected candi­
date surrogate measures and predominant accident 
types: (a) nonparametric (Spearman rho) correlation 
analysis, (bl parametric (Pearson) correlation anal-

Figure 3. Causal chain of events for potential 
accidents. APPROACH 
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Table 1. Summary of selected surrogates by highway situation and type of highway safety analysis. 

Application in Highway Safety 

Highway 
Situation 

Identification of 
Hazardous Locations 

Evaluation of 
Countermeasures Design Plan Review 

Urban undivided 
tangent section 

Rural undivided 
winding section 

Access points/mile, turning volumes, speed 
changes/mile, fixed objects/mile 

Curves/mile, lane width and shoulder width, 
physical evidence of driver error, speed 
changes/mile 

Speed changes/mile Access points/mile, projected turning volumes 

Physical evidence of driver error, 
speed changes/mile 

Curves/mile, lane width and shoulder width 

Rural isolated curve Speed reduction efficiency; curvature, grade, 
and distance since last curve; physical 
evidence of driver error; erratic maneuvers 

Erratic maneuvers, merge gap availability, 
taper length, posted speed and sight 
distance 

Speed reduction efficiency, physical 
evidence of driver error, erratic 
maneuvers 

Design speed differential; curvature, grade, and 
distance since last curve 

Lane-drop location Erratic maneuvers, merge gap avail­
ability 

Taper length, posted speed and sight distance 

Narrow bridge Sight distance (time), physical evi­
dence of driver error 

Ratio of bridge deck to pavement width, traffic 
mix 

Exit gore area 

Ratio of bridge deck to pavement width, 
traffic mix, sight distance (time), 
physical evidence of driver error 

Deceleration lane length, sight distance, 
erratic maneuvers 

Erratic maneuvers Deceleration lane length, sight distance 

Urban nonsignalized 
intersection 

Traffic volume, approach speed and sight 
distance, traffic conflicts 

Approach speed and sight distance, 
traffic conflicts 

Projected traffic volume 

Rural nonsignalized 
intersection 

Traffic volume, approach speed and sight 
distance, traffic conflicts 

Approach speed and sight distance, 
traffic conflict 

Projected traffic volume 

Rural undivided 
tangent section 

Access points/mile, speed changes/mile, 
lane width, physical evidence of driver 
error 

Speed changes/mile, physical evi­
dence of driver error 

Access points/mile , lane width 

Rural signalized 
intersection 

Traffic conflicts, traffic volume, sight 
distance, delay 

Traffic conflicts, delay Projected traffic volume, sight distance 

ysis, (c) stepwise multiple regression analysis, and 
(d) independent-groups analysis. These tests were 
performed to obtain several types of quantitative 
information on the strengths of the relationships. 

The analysis results provided varying degrees of 
support to the previously identified candidates. 
However, because the number of sites used in the 
analysis was relatively small, no candidate surro­
gate was eliminated from future consideration on the 
basis of these tests. Rather, the test results were 
used as another source of input (along with the lit­
erature review, workshop, and MIDAS analyses) in 
identifying those candidate variables that have a 
high probability of use as accident surrogates and 
therefore warrant further analysis. 

CANDIDATE ACCIDENT SURROGATES 

As a final step in the identification of candidate 
surrogates, each of the previously identified poten­
tial surrogates was evaluated according to five cri­
teria, including 

l. Relationship to accidents, 
2. Clarity of definition, 
3 . Credibility, 
4. Ease of data collection, and 
5. Affectability. 

Affectability is the likelihood that an improve­
ment in the surrogata at a site will result in an 
i mprovement in the accident experience at that 
site. As an example, consider that the posted ad­
visory speed at a horizontal curve is found to be a 
good indicator of the accident experience: i.e., 
higher accident rates become more likely as the 
posted advisory speed decreases. In the sense that 
this relationship is reasonably well established, 
posted advisory speed is a potential surrogate. 
However, it is clear that simply changing the advis­
ory speed panel (to a higher value) will not result 
in an improvement in accident experience at a 
particular curve, because most likely this action 

will increase accident frequency. Hence, even 
though the posted advisory speed might well be rated 
high on relationship to accidents, clarity of defi­
nition, credibility, and ease of data collection, it 
will be rejected as a surrogate for countermeasure 
evaluation on the basis of the affectability criter­
ion. 

Candidate surrogates resulting from the final 
screening process are shown in Table l by highway 
situation and type of safety analysis. Although 
each surrogate did not rate high on all of the cri­
teria, each was considered at least passable on 
every criterion. These surrogates are considered 
worthy candidates for further study, development, 
and validation in that they exhibit a potential for 
producing a usable accident surrogate. 
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Skeleton Procedure for Evaluation of Highway Safety 

Improvements on a Road Network 

D. MAHALEL 

A systems approach to evaluation of safety improvements is described. The 
initial stage of the process is the identification of problem locations within the 
road network. This stage attempts to reduce the size of the problem and to 
make it solvable within a reasonable cost. The next stage consists of sugges­
tions for improvement and an evaluation of their cost-effectiveness. This sec­
ond stage is based on the definition of three standard design levels. The alloca­
tion process is defined as a mathematical programming problem, which ensures 
the optimal solution. 

A method is presented for the allocation of a budget 
to a road network with the aim of minimizing the 
number of accidents. The emphasis is on the devel­
opment of practical techniques based on an existing 
data base and relatively inexpensive implementation. 

Sophisticated models based on extensive informa­
tion and a large amount of data are often inoperable 
because of the nonavailability of relevant data. In 
addition, the allocation process itself is generally 
expensive and consumes a large portion of the avail­
able safety funds. The allocation procedure, there­
fore, is rarely applied. It is reasonable to assume 
furthermore that the procedure would not in any case 
be efficient because of high management and imple­
mentation costs. 

The problem of the allocation of resources to en­
sure safety possesses some unique distinguishing 
features, as follows: 

1. The size of the problem: The road network is 
composed of thousands of stretches of road and in­
tersections that are potential sites for engineering 
improvement. 

2. Multiplicity of alternatives: Because there 
are multiple reasons for road accidents, it is dif­
ficult to point to a specific solution. Therefore, 
there are a number of solutions for each location, 
distinguished by cost and effectiveness. The alter­
native solutions for each location are mutually ex­
clusive, because the different locations are inde­
pendent. The combination of mutually exclusive and 
independent solutions demands a sophisticated allo­
cation procedure. For a particular budget, however, 
a specific combination of second-best solutions may 
be more efficient than the best alternative for each 
site. 

1. Routine processes: Because of the dynamic 
nat re of road use and environmental characteris­
tics, a periodic review of the condition of the net­
work is necessary. The socioeconomic changes in the 
vicinity of the highway cause changes in the expo­
sure to road accidents, and thus there is need for 
relatively frequent routine allocations. 

As a result of these three characteristics, the 
danger exists that the procedure for the allocation 
of funds will become too expensiver the allocation 
process itself may consume a large part of the bud­
get and rarely will be carried out. 

The following paragraphs describe the impact of 
engineering improvements on the prevention of road 
accidents. To reduce the size of the problem, a 
method is evolved that provides a preliminary defi­
nition of "black spots" (stretches of road on which 
the number of accidents is high relative to the 
daily traffic) and suggests a quick and efficient 
evaluation of the effectiveness of the engineering 

projects. Finally, a budget-allocation model is 
presented. 

ENGINEERING IMPROVEMENTS AS A TOOL FOR 
REDUCTION OF ROAD ACCIDENTS 

Local engineering improvements are aimed at removing 
the black spots and bringing these locations to the 
general safety level of the entire infrastructure 
and in general at creating comfortable and uniform 
driving conditions throughout the network. The sim­
plification of problems faced by drivers will help 
them to maneuver their vehicles in such a manner as 
to avoid accidents. 

Driving on any stretch of road presents various 
problems, caused by the particular geometrical char­
acteristics, traffic flow, traffic control system, 
weather, sight conditions, etc. Changes in the geo­
metrical structure of the road, such as the exis­
tence of a curve, oblige drivers to maneuver their 
vehicles in a certain way in order to avoid an ac­
cident. The greater the radius of the curve, the 
less complicated the maneuvering is that is demanded 
and the greater are the chances of successful per­
formance. 

When the driver is faced with making a decision, 
a certain probability exists that an accident will 
be avoidedr the probability is influenced by the 
complexity of the problem. The simpler the problem, 
the higher the probability--it may reasonably be as­
sumed--that the driver will act according to an ac­
cident-preventive policy. Thus, Blumenthal (_!) pos­
ited the event of an accident as a problem of faulty 
coordination between the level of performance of the 
driver and the performance demands of the road net­
work. 

Figure 1 ( 1) presents schematically the perfor­
mance level of the driver and the performance de­
mands of the road network as a function of time. 
The performance level of the driver varies because 
of such factors as fatigue, lack of attention, and 
illness. The demands of the network vary according 
to various levels of design, types of roadway, rates 
of traffic flow, etc. When the performance level of 
the driver is not compatible with the performance 
demands of the network, an accident occurs. 

In this model, the significance of engineering 
improvements in the road infrastructure is reflected 
in an equivalent lowering of the performance de­
mands. As a result, the gap grows between the per­
formance level of the driver and the performance 
demands of the network, and the probability of road 
accidents lessens. In other words, engineering im­
provements in the road are designed to simplify the 
problems faced by the driver and to reduce the risk 
that the performance level of the driver will be 
less than the level required to meet the demands of 
the network. 

The road network can be improved at various 
levels. On the one hand, it is possible to increase 
the number of motorways, interchanges, bypasses, 
etc. On the other hand, a lower level of improve­
ments may be made, such as antiskid treatment, 
painting, and increasing the sight distance. 
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PRINCIPLES OF ALLOCATION METHOD 

The method for allocating safety resources advanced 
in this paper is derived from that stage in the de­
cisionmaking process at which the size of the safety 
budget for investment in the infrastructure is being 
decided. The question asked at this time concerns 
the location and content of the changes. Figure 2 
demonstrates the basic structure of this method. 
Four steps are distinguished. 

Step A: Safety Control of Road Network 

The first step involves the preparation of a list of 
the black spots (short stretches of roadway and 
crossroads) where alternative engineering improve­
ments may be suggested. This step is intended to 
decrease the dimension of the problem and to concen­
trate only on those elements that are thought to be 
worthwhile. 

Step B: Alternative Projects for Improvement 

From surveys undertaken at the sites of the black 
spots listed in step A, alternative projects are 
then devised for each site. 

Figure 1. Hypothetical description of local failure of the system. 
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Step C: Definition of Cost and Benefit 
of Each Project 

At this stage, an evaluation is made of the cost of 
the project and of the estimated safety benefit to 
be expected by a reduction in accidents. 

Step D: Decision on Specific Projects 
to be Undertaken 

Within the deriu .. u 1.Judgel, a primary list of proj­
ects is prepared. The allocation of funds for these 
various projects is based on mathematical program­
ming. 

These four steps will now be discussed in detail. 

SAFETY CONTROL OF ROAD NETWORK 

The safety control of the road network is intended 
to identify the problem locations for which, at a 
later stage, the value of investment in safety means 
has to be examined. The immediate concentration on 
those elements in the road where safety benefits are 
most likely to be attained simplifies the problem of 
fund allocation, makes the entire procedure less 
costly, and enables routine, periodic inspection of 
the network. There is no doubt that a systematic, 
detailed scanning of the entire network, the compi­
lation of a list of alternative programs for the 
network, and the allocation of funds over the entire 
network wo1Jld ultimately lead to a more successful 
final allocation. In other words, an allocating 
system without safety control, i.e., without initial 
selection of black spots, would produce a greater 
reduction in accidents within a predetermined budget. 

Figure 3 illustrates two hypothetical curves of 
the reduction in accidents as a function of the size 
of the budget. Curve A is derived from a combina­
tion of the investments without safety control, 
curve B with safety control. To the extent that the 
safety control is successful, the gap between the 
curves will decrease. The convexity of the curves 
demonstrates the decreasing marginal reduction in 
accidents with the increase in investment. This 
feature is caused by the fact that road accidents 
are not dispersed homogeneously throughout the road 
network. 

Within the budget of C1, a reduction of n1 
accidents will be produced when safety control is 
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Fi_gure 3. Accident-reduction curve with and without P.EDUCT I ON 
safety control. IN AC c I DE NT s 

carried out and n2 accidents (n1 < n2) when 
no safety control is performed. As previously men­
tioned, however, the cost of compiling lists of al­
ternative programs according to each system can be 
significant. If it is assumed that the additional 
cost of compiling a list of alternatives without 
safety control is c1 - C2 (Figure 3), this cost 
represents the planning expenses for large compo­
nents of the network that will not be included in 
the final selection. If, therefore, C1 represents 
a total budget with safety control, then C2 (C2 
< c1) will be designated as the actual invest­
ment without safety control. As a result, a budget 
of C1 will help reduce n1 accidents after safety 
control is applied and only n 2 accidents (n 2 < 
n1 ) when safety control is not applied. This hy­
pothetical example demonstrates the advantage of us­
ing safety control as a preliminary stage in the al­
location process. 

The exposure by safety control of those stretches 
and intersections where a high number of accidents 
occurs in relation to the number of opportunities 
for accidents does not explain the reasons for acci­
dents at these black spots. This fact proves the 
lack of compatibility between the standards of the 
road and the traffic volume i in other words, there 
is an engineering deficiency in the road. The def­
inition of the extent of noncompatibility between 
the demands of the road and the traffic volume can­
not be made in absolute terms but only relative to 
the conditions existing throughout the road system 
during a specified period. 

The identification of the black spots may be car­
ried out in two stages: 

l. Development of a model for estimating the 
potential for accidents and 

2. Identification of those places where there is 
a gap between the actual number of accidents and the 
possible number of accidents as based on a probabil­
ity model for accident occurrence at those locations. 

The accident potential at location i can be de­
scribed in the following manner: 

where 

(1) 

potential or expectation of 
accidents on stretch of road 
i, 

c, 

WITHOUT SAFETY 
CONTROL 

A 

B 

INVESTMENT 

group of m independent vari­
ables describing stretch of 
road i, and 

9 = <e1 , ••• ,em> =group of parameters of model. 

The independent variables Xi are these: data 
on exposure (the number of vehicles per unit of 
time), data on the basic engineering characteristics 
(such as the number of lanes or stretch of road or 
intersection), and data on past accidents. Details 
of the models describing accident potential for the 
road network in Israel may be found in the last sec­
tion. 

The need to include the history of past accidents 
on the same stretch of road was treated with many 
reservations. The method of inclusion of the lag 
variable as an explanatory variable is accepted as 
an expression of dynamic models in economics. In 
this case, it became clear that the inclusion of the 
history of past accidents introduced an additional 
sensitivity into the modeli that is, in addition to 
exposure and geometric structure, the model bene­
fited from sensitivity to changes in the number of 
accidents from period to period. Empirically, the 
inclusion of the past accident history did not ob­
scure the influence of exposure. Examination of the 
road section was then based on two lists of black 
spots, one without the past history and one with 
this explanatory variable. It became clear that the 
first list was a subgroup of the second. 

Because the number of accidents on a stretch of 
road during a period of time is usually presumed to 
be Poisson distributed <lrll, it was impossible to 
use conventional regression methods in this case as 
a result of the dependence that existed between ex­
pectation and variance. It was necessary, there­
fore, to use the weighted least-squares method to 
achieve the best possible estimates that would be 
asymptotically normally distributed. 

An intersection of stretch of road is declared a 
black spot when the following condition exists: 

P[N(t) > Yili\; = f(X;, 8)] = L [exp(-i\i) i\f /n!] «1' 

where 

a 
N(t) 

Yi 

n==Yi 

level of significance, 
number of accidents during (0,t), and 
number of accidents on stretch of road i. 

(2) 
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ALTERNATIVES AND EVALUATION OF EFFECTIVENESS 

Once the list of black spots has been prepared, a 
field survey is carried out to inspect the existing 
engineering problems of the road. Because of the 
fact that road accidents are a result of several 
factors, it is often difficult to isolate the 
specific faults that cause an accident. On the 
other hand, it is often discovered that such a wide 
range of engineering problems exists that the number 
uf possibilities for improvement is very large in­
deed . For example, at one specific location the 
following improvements were found to be useful: 
lighting, improving skid resistance, new painting, 
and cutting back the shrubbery. Although there were 
four suggested improvements, the number of possible 
combinations of alternatives is 2' = 16, which in­
cludes the do-nothing alternative. Evaluating the 
extent of effectiveness of these various improve­
ments presents a problem. At the current state of 
the art, there are no reliable estimates that are 
useful for measuring the effectiveness of single 
improvements. It is even more difficult to evaluate 
the effectiveness of various combinations, because 
an interdependence is found among the individual im­
provements. 

In order to simplify the process of identifying 
specific faults and to bypass most of the problems 
in that connection, three standards of road planning 
may be defined: initial (preparatory) planning, 
medium (secondary) planning, and the completed solu­
tion of the probleJTI~ For each g:ronp of standards: 
the necessary elements, as well as the required set 
of inputs to attain that standard, should be set out 
in detail. Thus, the engineering team sent out into 
the field needs only to fill out the routine forms 
containing the necessary improvements to reach each 
standard and does not have to initiate solutions of 
its own. 

The effectiveness of each planning level is mea­
sured in accordance with the safety conditions ex­
isting at other locations on the road network where 
the standards already exist. This simple method, 
besides solving problems of planning and of estimat­
ing effectiveness, also solves most of the problems 
of costing. Because this method constitutes a mod­
ular view of planning, standard units of cost can be 
fixed for each modular unit, and thus initial cost­
ing evaluations can be derived without detailed 
planning of the project. 

BUDGET ALLOCATION 

Because of the complexity of the allocation problem, 
the use of accepted engineering economics tech­
niques, such as cost-benefit and internal rate of 
return, might produce only a nonoptimal solution. 
The reason is that at every black spot, there are a 
number of substitutable alternatives distinguished 
by cost and effectiveness. It could happen that 
within the existing budget, the most effective com­
bination of solutions over the road network will be 
such that the most worthwhile projects for a number 
of locations will be the second-best alternative or 
even the third best. In other words, a method based 
on the choice of the best alternatives for each lo­
cation will not necessarily ensure that the final 
combination of investments will be optimal. Thus, 
it is necessary to use a more sophisticated tech­
nique of mathematical programming that will promise 
the systematic scanning of all possible alternatives. 

According to McFarland and others (4), an optimal 
solution can be reached by either integer or dynamic 
programming. In this study, it was decided to adopt 
an integer-programming solution. The advantages of 
using integer programming were the availability of 

Transportation Research Record 905 

appropriate computer software and the special struc~­

ture of the problem, which promised an almost-inte­
ger solution by using linear programming. The lin­
ear-programming (LP) solution enables us to conduct 
sensitivity tests. 

Mathematically, the safety-fund allocation prob­
lem can be stated as follows: 

N Ni 
Min ~ ~ b; j Xij 

i=I j=O 

Subject to: 

N N; 

~ ~ CiiXii.; C 
i= 1 j=o 

N; 
~ Xu=l, i=l, ... ,N 

j=O 

X;j;;;, 0 for all i,j 

X;j = 0, 1 for all i, j 

where 

(3) 

(4) 

(5) 

(6) 

(7) 

number of accidents at location i after im­
plementation of project j, 
cost of project i at location j, 
size of budget, 
decision variable regarding implementation 
of project j at i. 
do-nothing alternative, 
number of locations, and 
number of projects at i. 

Constraints 4, 5, and 6 by themselves constitute an 
LP problem, whereas constraint 7 turns the problem 
into one of integer programming. The constraint 
matrix is shown in Figure 4. This structure of the 
problem promises the possibility of exclusion of 
constraint 7; despite that, the optimal solution to 
the LP problem (5-7) will be almost integer. Ac­
cording to Lasdon- (5) , any basic feasible solution 
of a linear program -has the following property: at 
least N - 1 of the indices i have one Xij positive 
(and hence unity) • 

In addition, it is possible to arrive at a solu­
tion by using algorithms of generalized upper bound­
ing to reduce the magnitude of the problem. As a 
result, for some locations there will be no integer 
solution; instead, the solution will have a linear 
combination of two alternatives. In fact, at loca­
tion i it is usually possible to define a revised 
project within a certain budget framework, 

n; 

~ CuXii 
j=J 

which will correspond to accidents represented by 

n; 

~ b;1X;i 
J-1 

Of course, it is always possible to add con­
straint 7 and to search for the integer solution; 
however, this has three drawbacks: 

1. The problem becomes complex; the process may 
consume much computer time. 

2. Usually, as will be shown in the example 
given below, not all the budget will be exploited in 
the integer solution, so that the general reduction 
in the number of accidents by means of the integer 
solution may be less than in the approximate LP so­
lution. 
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°Figure 4. Constraint matrix. 
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3. Most of the sensitivity tests that are possi­
ble by means of the LP solution are impossible by 
means of the integer solution. 

CASE STUDY 

The following limited example was worked out in or­
der to test the practicability of the procedures 
suggested. It shows the advantage of solving the 
problems as an LP problem rather than searching for 
the integer solution. The case study also illu­
strates the superiority of both of those methods 
over the traditional methods used in engineering 
economics. 

Fifteen locations were selected on the interurban 
network in Israel: 10 stretches of road, 4 black 
spots, and l intersection. At each location, dif­
ferent levels of improvement were defined. The num­
ber of accidents for the do-nothing alternative was 
taken as the expected number of accidents over the 
coming 20 years, on the assumption that no improve­
ments would be carried out. The number of accidents 
for each level of improvement was estimated for the 
same 20-year period. If the life of an improvement 
was less than 20 years, it was assumed that at the 
end of its life the level of accidents would return 
to the do-nothing level. 

Figure 5. Allocation results of three different 
methods. 
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Figure 5 shows the improvements in the number of 
accidents under different budget levels. Both an 
integer and a continuous solution for the LP problem 
are presented and compared. As expected, the LP 
solution presents higher benefits than does the in­
teger solution. In most cases, a scheme for im­
provement can be defined that will be equivalent to 
a linear combination of two levels of improvement, 
as determined by the continuous LP solution. Figure 
5 also presents the results obtained by the cost-ef­
f ecti veness solution. As can be seen, allocation by 
the cost-effectiveness method is inferior to that by 
the mathematical-programming solution. 

SUMMARY AND DISCUSSION 

This paper has described a systems approach to the 
solution of the problem of allocation of safety re­
sources for black spots. Special attention was 
given to a level of applicability within limited 
means of management costs, background data, and 
labor time to reach a decision based on the alloca­
tion of the safety budget. From this point of view, 
the model should be classified as a skeleton model, 
because it is based on practical information and 
provides input for a more-detailed planning process 
in the future. 

The extent of the problem arising from the size 
of the road network initially demands concentration 
on problem locations within the network. This 
process is performed by constructing a model of ac­
e ident potential and by isolating stretches of road 
and intersections where significant differences ex­
ist between the accident potential and the actual 
number of past accidents. 

The next stage in the process is the suggestion 
of improvements and an evaluation of their cost and 
effectiveness. In order to perform this stage ef­
ficiently, three levels of design standards were de­
fined. The field team was asked only to designate 
the necessary improvements to bring the black spots 
to the level of each of these standards. The ef­
fectiveness of these improvements is measured by 
comparing the safety conditions with conditions ex­
isting at other locations where these standards al­
ready exist. 

The input of the allocation problem is a group of 

INTEGER L.P. SOLUTION 

COST EFFECT I VENESS -- ---9000 
• -- J_SOLUTION 

-..;T-..;: ----....____ -----
-..;:-

-.....;:--....; 

8000 

"' f-

15 
Q 

u 
u 
<( 

... 
0 

0 
z 

7000 

6000 

5000 

0 0 

CONT I NUOUS L. P . -..;;: -...::: 
SOL UT I ON 

BUDGET (IS) 



158 

black spotsi at each spot, in addition to the do­
nothing alternative, there exist at least three 
other alternatives (three design levels), which are 
mutually exclusive. Thus, the range of alternative 
solutions consists of a mixture of independent, 
mutually exclusive projects. The optimal solution 
can be found by solving it as a problem of integer 
programming. The structure of the constraint matrix 
creates a situation in which the solution of the 
problem by linear programming is almost integeri for 
practical pnrpo!IP.s, this !lolntion is nsnillly suffi­
cient. 

The advantage of the allocation method advanced 
here shows itself when the allocation budgets are 
relatively small. This is due to the ability of the 
integer-programming method to systematically scan 
all possible solutions and to locate the best one. 
Some of the projects selected for the optimal solu­
tion are, however, second best. As the total budget 
grows, the advantages of this method decrease in 
comparison with the classical methods. 

ESTIMATE OF ACCIDENT POTENTIAL 

Models defining the accident potential of road sec­
tions and intersections were estimated for the road 
network in Israel. The estimating process and the 
final structure of these models are described in 
this section. 

Road Sections 

On road sections, the independent variables used in 
this study were traffic flows, number of accidents 
at a location in the period prior to that for which 
the expectation was being estimated, and the number 
of carriageways. 

The model adopted for further study was of the 
following form: 

where 

(8) 

expected number of accidents on sec­
tion i during 1970-1972, 
average daily traffic flow on sec­
tion i, 
past number of accidents on section 
i, 
dummy variable denoting whether sec­
tion i is single or dual carriage-
way, and 
parameters of regression equation. 

Information on the number of carriageways was in­
cluded in the model by means of a dummy variable 
(Xu) i values of O were taken for single carriage­
ways and 1 for dual carriageways. This variable was 
later found to be not statistically different for 
the two types of roads, and therefore it was omitted 
in the final model. 

Intersections 

The relationship between accidents and a number of 
variables was also studied at both urban and inter­
urban intersections. The independent variables 
studied were (a) an index of traffic flows, (b) the 
number of accidents in the previous period, (c) the 
length of time the intersection had been signalized, 
(d) the number of conflict points, and (e) the town 
in which the intersection was located. 

At the 202 urban intersections studied, the cor­
relation between flow index and accidents was 
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R = O. 74 and between past accidents (1967-1970) and 
accidents in the previous period (1971-1972) , 
R = 0.87. No consistent relationship was found be­
tween accidents and signalization or number of con­
flict points, so these variables were therefore 
dropped from the final procedure. The dummy 
variable for the different towns also contributed 
very little and was also dropped. Because of dif­
ferent traffic characteristics, separate models were 
estimated for urban and interurban intersections. 

The model finally adopted was of the followin11 
form: 

(9) 

where 

number of injury accidents in 1971-
1972, 
number of injury accidents in 1967-
1970, 
index of traffic flows, and 
constants. 

Estimate of Model Parameters 

The final models adopted were estimated by means of 
a multiple linear regression. The regression coef­
ficients were calculated by a weighted least-squares 
method, as developed by Jorgensen (&_) and Weber 
(1). In the case that a dependent variable was 
Poisson dis~ributed; the expectation would be equal 
to the following variance: 

X; = E(Y;) = Var (Yi) (10) 

In such a case, the least-squares estimates obtained 
by the normal procedure were unbiased but not con­
sistent. 

The final formulas fitted to the different loca­
tions were as follows: 

1. Road sections: In the final analysis, 1630 
road sections were included, and the equation fitted 
was of the following form: 

E(Yd = 0.023 + 4.225 x 10-4 xil + 0.499Xi2 (11) 

The multiple correlation coefficient was R = 0.82. 
2. Urban intersections: The final analysis in­

cluded 202 urban intersections, and the equation 
fitted was 

E(Y;) = 0.507 + 0.514Xil + 2.724 x 10-5xi2 (12) 

The multiple correlation coefficient was R = 0.81. 
3. Interurban intersections: There were 40 in­

terurban intersections in the final analysis, and 
the equation fitted was 

E(Yi) = 2.546 + 0.514X;1 + 1.330 x 10-5 xi2 (13) 

The multiple cont!lation cot!H lcienl was R 0.83. 
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Evaluating Need for Accident-Reduction Experiments 

WILLIAM D. BERG AND CAMIL FUCHS 

New traffic control devices or new applications of existing devices are frequently 
proposed as a means of facilitating the driving guidance and control process and 
thereby improving traffic safety. Before such changes can be approved at the na· 
tional level, some research must be undertaken to evaluate the potential safety 
effectiveness of the new device. Safety effectiveness can be measured directly 
in terms of a reduction in accident rate or indirectly in terms of a change in an 
alternative measure of effectiveness. A requirement that accident data be col­
lected before a new traffic control device standard or guideline is approved may 
iUelf be impractical and/or not cost-effective. A four-step methodology is pre­
sented for quantitatively addressing the need to undertake accident-reduction 
research experimentation. Statistical analysis and sampling requirements are 
developed first. This is followed by a determination of the minimum accident­
rate reduction that would economically justify nationwide deployment of the 
new traffic control device treatment. The cost-effectiveness of alternative ex­
perimental designs is then evaluated. The final step is a trade-off analysis of the 
value of information to be derived versus the cost of obtaining the information. 
A case study application of the methodology is also presented. 

New traffic control devices or new applications of 
existing devices are frequently proposed as a means 
of facilitating the driving guidance and control 
process and th.ueby improving traffic safety. Be­
fore such changes can be approved at the national 
level, some research must be undertaken to evaluate 
the potential safety effectiveness of the new de­
vice. In addition, the costs required to implement 
the new traffic control device treatment, under 
either an as-needed or an immediate-replacement pol­
icy, must be evaluated. 

Safety effectiveness can be measured directly in 
terms of a reduction in accident rate or indirectly 
in terms of a change in an alternative measure of 
effectiveness. Examples of the latter include vehi­
cle speed profiles, variance in lateral placement of 
vehicles within a roadway lane, driver head and/or 
eye movements, and various types of traffic con­
flicts as defined by procedures for traffic-con­
f licts analysis (!-1) • Regardless of whether acci­
dent data or alternative measures of effectiveness 
are used, the principal issue is how much informa­
tion is necessary to make a reasonably confident de­
cision about potential safety cost-effectiveness. 

A requirement that accident data be collected and 
evaluated before a new traffic control device stan­
dard or guideline is approved may itself be imprac­
tical and/or not cost-effective. If this is the 
case, then a decision about approval of the new 
traffic control device must be based on an evalua­
tion of alternative measures of effectiveness. This 
would require an assumption about the true relation­
ship between accident rate and the alternative mea­
sure. Because this is usually a qualitative judge-

ment, there can be substantial differences of 
opinion about potential safety effectiveness and 
therefore a lack of necessary support for what may 
actually be a very cost-effective standard or guide­
line. 

The purpose of this paper is to present a method­
ology for analytically addressing these issues. The 
methodology was developed during research on an 
experimental design for evaluating the safety bene­
fits of railroad advance-warning signs <i>· The re­
sults from that case study will be used to demon­
strate the application of the methodology. 

EVALUATION METHODOLOGY 

The evaluation methodology is designed to address 
the following basic questions relative to proposed 
research experiments of the accident-reduction po­
tential of a new traffic control device standard or 
guideline: 

1. What are the sampling requirements based on a 
treatment-control comparison? 

2. What is the critical, or minimum, accident­
rate reduction that the experimental design should 
be capable of detecting? 

3. What is the cost-effectiveness of alternative 
experimental designs? 

4. What is the value of the information to be 
derived from the experiment? 

The evaluation methodology is therefore presented as 
a four-step process. 

STATISTICAL ANALYSIS AND SAMPLING REQUIREMENTS 

It is assumed that a treatment-control comparison is 
to be used in the analysis of the experimental data, 
although this can be supplemented with a before-and­
after analysis if desired. With a treatment-control 
type of design, one group of sites is selected to 
receive or be treated with the proposed new control 
device application. A second group of sites would 
be selected as a control or base against which mea­
sured changes in accident rate at the treatment 
sites can be compared. 

The sampling scheme is composed of two parts. 
First, the selected population of study sites would 
be divided into k homogeneous sets, each composed of 
n similar sites (where n • l, 2, 3, 4, 5, or 
larger). Then, from each of the k sets, one of the 
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n sites would be randomly selected to be in the 
treatment group. All of the other n - 1 sites would 
be included in the control group. 

There are two advantages to this sampling 
scheme. First, the direct comparison between the 
treatment site and the respective sites in the con­
trol group for each set ensures that the comparison 
is performed among sites as homogeneous as possible, 
thereby permitting random fluctuations to be mini­
mized. Second, the k sets of homogeneous sites can 
later be consolidated into a smaller number of sets, 
or scenarios. Although each resulting scenario 
would not be as homogeneous as one of the original 
sets, it would still be possible to determine wheth­
er the change in traffic control device had a sta­
tistically significant effect on accident experi­
ence. The various scenarios would reflect a cross­
classification of the highway population in terms of 
appropriate design and operational characteristics. 

The comparison of accident rates between treat­
ment and control sites can be made on the basis of 
the overall accident rates for the two groups of 
sites or in terms of subsets of sites having similar 
characteristics. In both cases it is assumed that 
accidents are rare events and are therefore Poisson 
distributed. For the overall compe:dson of treat­
ment and control sites, it can be shown that by us­
ing the normal approximation to the Poisson distri­
bution and applying the correction for continuity, 
the statistic for testing the null hypothesis of no 
effect is 

Z = (1 /k) ii\ ([Yi - (1/2)] - {Xi + [1/2(n - 1)]}) 

I k - 21\1, + i{fi [Yi + (n - l)Xj] /(n - l)k ' (1) 

in which Y· is the number of accidents at the 
treatment slte in set j and Xj is the mean number 
of accidents for the control sites in set j (5). 
The null hypothesis will be rejected at the 5 p;r­
cent significance level if z < -1.64; the conclu­
sion is that the new traffic control device has a 
significant effect in reducing accidents. 

Rather than an analysis of all the sample sites 
as a group, it may be of interest to examine subsets 
of sites, each of which exhibits similar character­
istics. The subsets can be identified as scenarios, 
s = 1, 2, ••• m, that represent combinations of the 
k sets of sites described previously. If it is as­
sumed that the summations of accidents for the 
treatment and control sites within each scenario are 
Poisson distributed and if the correction for conti­
nuity is applied, it can be shown that the statistic 
for testing the null hypothesis to be of no effect is 

Z, = {[Y.s - (l/2n,i)] - [X.8 + (l/2n,2)]} 

+ { [(n,1 Y.s + n,2X.,)/(n,1 + n,2)] y, [(1/n,i) + (1/n,2)] y,} (2) 

in which Y.s is the mean number of accidents per 
site for the treatment group in scenario s, X.s is 
the mean number of accidents per site for the con­
trol group in scenario s, and nsg is the number of 
sites in scenario s, where g = 1 for the treatment 
group and g = 2 for the control group (5l. Under 
the null hypothesis, z~ has a chi-sq-;iare dis­
tribution with one degree of freedom, and E~=l z~ 
has a chi-square distribution with m degrees of 
freedom. 

The null hypothesis that the accident rates for 
the treatment and control sites over all the scenar­
ios are equal will be rejected if the value of 
E~=l z~ exceeds the critical value in the chi­
square table. Furthermore, those scenarios for 
which there is a statistically significant dif-
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ference between the accident rates for the treatment 
and the control groups can be identified by examin­
ing the respective values of z~. The sign of 
Zs will indicate whether the treatment of the con­
trol group has the lower accident rate. If the sign 
is negative, it can be said that the new traffic 
control treatment provides a statistically signifi­
cant reduction in the expected accident rate. 

The partitioning of accident rates by treatment 
and control groups and by scenario also offers the 
opportunity to apply a two-way analysis of variance 
(ANOVAl • This procedure as well as that for a be­
fore-and-after comparison are described elsewhere 
(~-,!!). 

The sample size required for the treatment-con­
trol study depends on the following parameters: 

1. The desired power of the test (Bl, 
2. The value of the overall mean accident rate 

(Xl, and 
3. The expected percentage of reduction in ac­

cident rate (6l. 

The power is the probability of correctly detecting 
a change in accident rate, if there is a change 
C.!!l • For a fixed mean accident rate (il and a 
fixed percentage of accident-rate reduction (6l, 
the required sample size will vary directly with the 
desired power. Furthermore, there is a greater 
likelihood in detecting a change in accident rate 
when the rate of accidents is high than when acci­
dents are a rare event. Finally, it is clear that a 
larger change is more likely to be detected than a 
smaller one. 

The sample-size relationship presented below was 
derived by assuming that the principal statistical 
analysis would be the overall comparison of all 
treatment and control sites. A larger sample size 
would be required to achieve the same power for the 
analysis of scenarios or for before-and-after analy­
ses. The sampling scheme is designed to create k 
homogeneous sets of n sites, where one site will be 
randomly selected as a treatment site and the re­
maining n - 1 sites will serve as control sites. If 
we assume that accidents are Poisson distributed and 
use the normal approximation to the Poisson distri­
bution, it can be shown that the total number of 
homogeneous sets of n sites needed to test the null 
hypothesis that 6 equals zero at the 5 percent 
significance level is 

k = [<l'-1 (JJ) + 1.64] 2 [n/(n - 1)] (1/Xe2 ) (3) 

in which ~- 1 (Bl is the inverse of the standard 
normal distribution at point Br X is the mean 
accident rate over all sets, and e: is the expected 
change in accident rate (6l expressed as a frac­
tion (51. The value of ~- 1 (Bl can be easily 
determi~ed from a table of the cumulative standard 
normal distribution as the value of the standard 
variate that yields a cumulative probability of 
B. The total number of sets (kl of one treatment 
and n - 1 control sites is in effect the desired 
sample size. 

CRITICAL ACCIDENT-RATE REDUCTION 

Because highway traffic accidents at a given study 
site are rare events, the overall mean accident rate 
( ~l can be very small. This can create the need for 
very large required sample sizes. It is therefore 
possible that no experimental design would be sta­
tistically sensitive to small changes in accident 
rate, be feasible in terms of site availability, and 
be economically practical to conduct. 

The smallest relative change in accident rate 
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that would need to be detected can be defined as the 
critical accident-rate reduction. Quantitatively, 
this is the minimum relative reduction in accident 
rate that would economically justify nationwide de­
ployment of the new traffic control device treat­
ment. To determine the critical accident-rate re­
duction, an economic decision model must first be 
specified (9,10). By using a net-present-value 
(NPV) criterio~ the model is expressed as 

NPV = PVB - PVC (4) 

in which the present value of benefits (PVB) is the 
present dollar value of a time stream of benefits 
and the present value of costs (PVC) is the present 
dollar value of costs over the same time period. If 
the NPV of an investment situation is greater than 
zero, then that investment is considered to be eco­
nomically feasible. When mutually exclusive alter­
natives, each with a positive NPV, are compared, 
that alternative with the highest NPV is preferred. 

PVB is defined as the present dollar value of 
future accident-rate reductions attributable to the 
nationwide deployment of the new traffic control 
device treatment. PVC is defined as the present 
dollar value of the costs of deploying and maintain­
ing the new treatment on a nationwide basis. In ad­
dition to a policy of immediate deployment of the 
new treatment, it may be appropriate to consider an 
as-needed replacement policy that would permit grad­
ual implementation over a period of years. 

The actual formulation of the PVB and PVC func­
tions will depend on the nature of the proposed 
traffic control device treatment. In general, PVB 
for an immediate-deployment policy can be expressed 
as 

PVB = (AAR) ('1) (AC) (N) (SPW;,n) (5) 

where 

AAR present average annual accident rate per 
site, 

AC 
N 

percentage of reduction in accident rate 
(AAR) due to increased effectiveness of 
new traffic control device, 
average dollar cost of an accident, 
number of sites at which treatment is to 
be deployed, and 
series present-worth factor for discount 
rate of i percent and analysis period of 
n years. 

PVC can be expressed as 

PVC= 2N [(AC+ LC+ MC)+ (L1C/m2 , )(GPW;,m) 

+ (AC/m) (SPW;,n-m) (PW ;,m)J (6) 

where 

6C dollar materials cost difference between 
current and proposed new traffic control 
device treatment, 

LC dollar labor cost for deploying each new 
treatment, 

MC 

m 

dollar mileage cost per treatment for 
installation crew, 
average life of new treatment (years) , 
uniform gradient present-worth factor for 
discount rate of i percent over n-m 
years, and 
present-worth factor for discount rate of 
i percent over m years. 

The smallest relative change in accident rate 
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that the experimental design should be capable of 
statistically detecting is determined by applying 
the economic decision model and determining the rel­
ative accident-rate reduction (6) that would yield 
an NPV of zero. Any reduction in accident rate 
smaller than this value would be insufficient to 
economically justify deployment of the proposed new 
traffic control treatment. Any accident-rate reduc­
tion larger than this value would mean that deploy­
ment of the new treatment could be economically 
justified. Thus it would be important to be able to 
detect accident-rate reductions as small as the 
critical value found at the break-even point. 

EXPERIMENTAL DESIGN COST-EFFECTIVENESS 

As discussed previously, the required sample size 
for a field evaluation of accident-reduction poten­
tial consists of k treatment sites and k (n - 1) 
control sites. The magnitude of k is given by Equa­
tion 3 and can be seen to 

1. Increase with the desired power (S), 
2. Decrease with the level of the overall mean 

accident rate ( ~ ) , 
3. Decrease with the square of the change in ac­

cident rate (£), and 
4. Decrease slightly with the size of the sets 

(n). 

The value selected for each of these parameters will 
govern both the effectiveness of the experimental 
design in terms of its ability to detect actual 
changes in accident rate and the cost of conducting 
the experiment and analyzing the data. Thus, sev­
eral alternative experimental designs can be speci­
fied and then evaluated for their potential cost-ef­
fectiveness. 

The selection of the power of the test (a) is a 
subjective decision. Increasing its value reduces 
the likelihood of not statistically detecting a 
change in accident rate, if in fact one occurs. 
From a safety standpoint, it is clearly important to 
make the value of this parameter as large as practi­
cal. A range of values, for example, between 50 and 
90 percent, could be used to specify alternative ex­
perimental designs and sampling requirements. 

The overall mean accident rate (}:) is a func­
tion of the roadway situation under study. General­
ly, typical accident-rate data would be available 
from accident records systems or safety publica­
tions. Whatever the traffic control device treat­
ment, the annual accident rate can be expected to be 
relatively low. This has the effect of requiring 
large, and possibly very large, sample sizes. 
Therefore, it may be necessary to consider a multi­
year rather than a one-year study period. For ex­
ample, the overall mean accident rate (A) for a 
three-year study is three times as large as the 
average annual accident rate. This would have the 
effect of reducing the required number of treatment 
and control sites by a factor of 3. 

The selection of a change in accident rate ( d 
that the experimental design should be capable of 
detecting can be approached in two ways. First, a 
subjectively established range of minimum values can 
be used. Alternatively, the critical accident-rate 
reduction based on benefit-cost considerations can 
be employed. In either case, the smaller the value, 
the larger the required sample size. 

The final parameter that can be varied is the 
size of the treatment-control sets (n). As n in­
creases, the required number of treatment sites is 
reduced but the total number of treatment plus con­
trol sites is increased. The most desirable ratio 
depends on the relative cost of preparing the treat-
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ment sites versus the cost of data collection at all 
treatment and control sites. 

By varying each of the above four parameters, a 
set of alternative sampling plans can be specified 
in terms of the required number of treatment sites 
(k) and control sites (k (n - l) J. The cost-effec­
tiveness of each alternative experimental design can 
then be examined in terms of the cost of conducting 
the study, the availability of treatment and control 
sites, and the smallest relative change in accident 
rate that can be detected with an acceptable power 
of test. Boundary conditions may constrain the 
range of feasible experimental designs. For exam­
ple, a required sample size may exceed the number of 
available sites. Alternatively, a maximum budget 
level may limit the number of sites that can be 
selected and thus the minimum relative change in ac­
cident rate that can be detected during a reasonable 
data-collection period. In general, the cost of 
conducting an accident study will increase as the 
relative change in accident rate to be detected is 
decreased, the power of the test is increased, and 
the data-collection period is decreased. 

VALUE OF INFORMATION 

The ultimate question is which, if any, of the al­
ternative experimental designs should be under­
taken. For a given study cost, the most effective 
design is that which has the potential of detecting 
the smallest relative change in accident rate with 
an acceptable power of test. As the study budget is 
increased, the effectiveness of the experimental de­
sign will generally increase, but at a diminishing 
rate. Therefore, the selection of an experimental 
design must consider that trade-off between the 
value of the information to be derived and the esti­
mated cost of obtaining that information. 

This trade-off can be examined in two ways. 
First, the smallest accident-rate reduction that is 
likely to be statistically detectable can be com­
pared with the lowest rate that would economically 
justify the nationwide application of the new traf­
fic control treatment. Second, the cost of under­
taking the accident study can be compared with the 
cost of deploying the new treatment nationwide. 
These comparisons must then be interpreted with 
respect to both experimental and economic practical­
ity. 

If the sample sizes necessary to detect the crit­
ical accident-rate reduction exceed the population 
of available sites, then the study would clearly be 
impractical because no experimental design could be 
expected to detect all possible accident-rate re­
ductions that would economically justify deployment 
of the new traffic control treatment. Similarly, if 
the estimated cost of conducting the most cost-ef­
fective study designs were to equal or exceed the 
approximate total cost of nationwide deployment of 
the new traffic control treatment, then the study 
would be economically impractical. Finally, if the 
estimated study cost necessary to detect the criti­
cal accident-rate reduction was simply considered to 
be too expensive, then the study would also be con­
sidered impractical. 

If the final decision is that a practical, cost­
effective experimental design is available, then the 
study should be initiated. However, if no such 
study design can be found, then three options 
exist. First, no further action of any type would 
be taken. This choice should only be favored if the 
proposed traffic control treatment is subjectively 
judged to have little merit. Second, experimental 
research could be conducted by using alternative 
safety measures of effectiveness instead of acci­
dent-rate data. Finally, the proposed new traffic 
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control treatment could be approved for use without 
further experimental research. This option should 
only be favored if the critical accident-rate reduc­
tion is very low and the new traffic control treat­
ment is judged to offer positive (albeit unmeasured) 
safety benefits. 

APPLICATION OF METHODOLOGY 

As descc ibed in detail elsewhere, the above method­
ology was used i.n a study to develop an experimen­
tal design for evaluating the safety benefits of a 
new railroad advance-warning sign C!,i>· The sample 
population of interest consisted of the total na­
tionwide population of 36 104 railroad-highway grade 
crossings that have reflectorized crossbucks and 
standard advance-warning signs. The overall mean 
accident rate (~) was O. 049 accident per crossing 
per year. Three-year and five - year expected acci­
dent rates were then calculated to reflect the ex­
pected mean accident rates foe a three-year and a 
five-year study. The relative change in accident 
rate to be detected was varied from 5 to 20 percent, 
and the ratio of treatment to control sites was 
varied from 1:1 to 1:4. A 50 percent and an 80 per­
cent power of test were also specified. 

By using Equation 3, it was found that to be 50 
percent confident of detecting an actual 5 percent 
reduction in accident rate over a three-year study 
period, it would be necessary to select almost 
15 000 treatment and 15 000 control sites. The re­
quired number of treatment sites could be reduced to 
approximateiy 11 000 if desired, but the number of 
control sites would then have to be increased to a 
little more than 22 000. Thus by decreasing the 
ratio of treatment to control sites from 1:1 to 1:2, 
the total number of required sites would increase 
from approximately 30 000 to 33 000. Of gceate~ 

significance, however, was the fact that both sample 
sizes nearly equaled the total population of 36 104 
grade crossings. If the ratio of treatment to con­
trol crossings were to be reduced any further, the 
total required sample size would exceed the popula­
tion size. Increasing the power of the test to 80 
percent and assuming a relatively long five-year 
data-collection period resulted in the same finding. 

The critical accident-rate reduction was then 
calculated and found to vary over a range of 0.01-
0.13 percent, depending on the sign-deployment 
policy and the unit cost data used. This was equi­
valent to a reduction of about one grade crossing 
accident in five to six years over the total popula­
tion of 36 104 grade crossings . These results 
clearly suggested that it might be both experimen­
tally and economically impractical to attempt to 
determine whether the actual safety effectiveness of 
the new advance-warning sign would justify its de­
ployment on a nationwide basis. 

The trade-off among the smallest detectable ac­
cident-rate reduction, the required sample size, and 
the accident-rate reduction associated with the eco­
nomic break-even point for justifying deployment of 
the new advance-warning sign wa~ examined by prepar­
ing the graph shown in Figure l. It is clear that 
none of the alternative experimental designs could 
be expected to provide the information necessary to 
establish whether the potential safety benefits of 
the new sign would exceed the total cost of nation­
wide deployment. When the six most cost-effective 
experimental design alternatives were compared with 
the estimated cost of nationwide deployment of the 
new sign, it was found that the cost of four of the 
alternative experimental designs would significantly 
exceed that total initial cost of deploying the new 
sign on an as-needed basis over a seven-year peri­
od. Moreover, these study costs fell within approx-
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Figure 1. Sample-size requirements : total nationwide population of rural 
and urban grade crossings with reflectorized crossbucks and advance-warning 
signs. 
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imately 30-75 percent of the total initial cost of 
an inunediate nationwide sign-replacement policy. It 
was therefore concluded that the proposed research 
study would be both experimentally and economically 
impractical and should therefore not be undertaken. 

CONCLUSIONS 

It is believed that the methodology described above 
is both generalizable and practical. It can provide 
a quantitative basis for decisionmaking where strong 
differences in personal opinion may exist regarding 
the need for accident data as a precondition for ap­
proving a new traffic control device treatment. Ap­
plication of the methodology in these situations can 
assist in making rational choices, avoiding needless 
experimentation, and facilitating early decisions 
and timely realization of the benefits of meritor­
ious new traffic control device treatments. 
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Common Bias in Before-and-After Accident Comparisons 

and Its Elimination 

EZRA HAUER AND BHAGWANT PERSAUD 

When treatment is applied to road sections, intersections, drivers, or vehicles 
that have had a poor accident record in the past, a simple before-and-after com· 
parison of accidents will usually make useless treatments appear effective and 
overestimate the effect of useful treatments. Because much of what we know 
about the effect of various safety countermeasures comes from such studies, it 
is important to demonstrate that this bias can be very large, to show that it can 
be relatively easily purged from before-and-after comparisons, and to examine 
whether the method works. These are the three central aims of this paper. To 
render the statements credible, several data sets are used. The data come from 
Canada (Ontario), Sweden, the United Kingdom, Israel, and the United States 
(North Carolina and California) and relate to road sections, intersections, traf· 
fie circles, driver violations, and driver accidents. These data sets are used 
to demonstrate the magnitude of the bias, to illustrate the technique for its 
elimination, and to examine the success of this debiasing procedure. 

It is common practice to apply treatment to those 
elements of the transport system (intersections, 
drivers, vehicles) that have had a poor accident 
record. This makes good sense. The effect of such 
treatments is often assessed by comparing the acci­
dent histories before and after treatment. The cu­
mulative experience gained from several such before­
and-after comparisons tends to become the current 
lore about the effectiveness of the treatment. 

We will argue below that when systems are se­
lected for treatment because of their poor accident 
experience, the simple before-and-after comparison 
leads to consistently biased conclusions; it makes 
the treatment appear to be more effective than it 
actually is. In the long run, the cumulative result 
of consistent overestimation of treatment effective­
ness can lead to misallocation of resources. 

The simple before-and-after comparison is and 
will continue to be an important source of informa­
tion about the effect of corrective treatments. 
Therefore, it is important that the existence and 
size Of the bias be recognized and that it be elimi­
nated from the results of before-and-after compar­
isons. 

Accordingly, this paper is divided into three 
principal parts. The first will show that the bias 
by selection is not a figment of the theorists' 
imagination. On the contrary, it is an all-perva­
sive and empirically substantiated phenomenon. We 
will also show that the size of this bias is often 
comparable with what one might expect the result of 
an effective corrective treatment to be. The second 
part of the paper will present procedures for the 
removal of the bias from results of before-and-after 
studies . In the third part we will examine how 
these procedures perform when applied to real data. 

REGRESSION TO THE MEAN 

More than a century a go, Sir Francis Galton (! ) ob­
served that the offspring of tall parents were, on 
the average, shorter than thei r progeni tors . This 
phenomenon became known as the regression to the 
mean. As this phrase suggests, when a random devia­
tion from the mean occurs (upward or downward), one 
should expect the next "trait" to be a return (re­
gression) to the mean. One can show other examples 
of the same phenomenon that are closer to our common 
experience. We list below the score s from a profes­
sional golf tournament. A large number of golf 
players are let loose on the course . At the end of 

the first two days of play, t .hm1P with thP. lowP.Rt 
scores are said to have "made the cut" and are al­
lowed to proceed to the final two days of the tour­
nament. (In golf, the score is a count of strokes 
needed to place a small white ball into a fixed num­
ber of holes in the ground. Thus, the smaller the 
score, the better one played.) The scores for the 
first and subsequent pairs of days of the 50 golfers 
who have made the cut are listed below. Thus, one 
golfer who scored 134 during the first two days 
scored 149 during the next two days; the two golfers 
who scored 138 on the first two days had an average 
score of 144.5 during the next two days, etc. 

Total Score for Avg 
No. of Golf er in GrouE 
Golfers Days Days 
in GrouE 1 and 2 3 and 4 

1 134 149.0 
2 138 144.5 
1 139 143.0 
3 140 144.3 
7 141 143.4 
5 142 145.0 
4 143 148.7 

10 144 146.1 
9 145 147.0 
8 146 146.9 

It is quite apparent that those who got in a few 
lucky shots on days 1 and 2 returned to their aver­
age game on days 3 and 4. 

What are the salient features common to the two 
examples that link golf and heredity and how are 
these relevant to before-and-after comparisons in 
safety? 

In both cases, people were selected for subse­
quent monitoring on the basis of some trait or score 
that was found to be higher (or lower) than the 
average score for the population from which the se­
lection is made. When later the same trait or score 
was observed again, there was a tendency for it to 
be closer to the population average. 

This does not mean that selection procedures that 
identify groups on the basis of high (or low) scores 
will not identify groups whose future scores will be 
higher (or lower) than the average scores of the 
population from which they are selected. In fact, 
such selection procedures will of ten identify groups 
whose future scores will continue to be higher (or 
lower) than average. The crucial issue is the fact 
that the aver ages of the original selection scores 
wi J 1 11lmost invariably be higher (or lower) than the 
subsequent scores of the selected groups. 

The parallel in safety is simple. Intersections, 
drivers, vehicles, etc., are often selected for 
treatment or improvement if they have an unusually 
high number of accidents or a high accident rate. 
Due to the same regression-to-the-mean phenomenon, 
one should expect these systems to have less acci­
dents subsequently even if nothing is done to them. 
Yet in a simple before-and-after study, such an ob­
served reduction is normally interpreted as an indi­
cation that the countermeasure has been effective. 

Skeptics might doubt that what holds for golf 
scores or stature applies also to the occurrence of 
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Tab-le 1. Regression to the mean: Ontario data. 

No. of 
Sections 
in Group 

12 859 
4 457 
1 884 

791 
374 
160 

95 
62 
33 
14 
33 

a Avg= 13.33. 

No". of Accidents for Avg 
Section in Group 

First Year 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

;;. 10' 

Second Year 

0.404 
0.832 
1.301 
1.841 
2.361 
3.206 
3.695 
4.968 
4.818 
6.930 

10.39 

Change 
(%) 

Increase 
-16.8 
-35.0 
-38.6 
-41.0 
-35.9 
-38.4 
-29.0 
-39.8 
-23.0 
-22.0 

accidents. To convince them that the phenomenon is 
real and important, we will use accident data taken 
from several countries and that describe a variety 
of circumstances. 

System of Road Sect ions : Ontario, Canada 

The King's Highways (excluding freeways) are divided 
into 20 762 sections 1 km in length. As shown in 
Table 1, 12 859 of these had no nonintersection ac­
cidents in the first year of a two-year period, 4457 
had one such accident, etc. The average number of 
accidents per kilometer during the first year was 
0.707 and during the second year, 0.746. 

On many of the 12 859 road sections that had no 
accidents in the first year (first line in Table 1), 
some accidents occurred during the second year. 
That this should be so is in accord with intuition. 
It will facilitate the understanding of the regres­
sion-to-the-mean phenomenon if we attempt to make 
the basis of this intuitive understanding more ex­
plicit. 

Every road section that is open to traffic will 
register an accident from time to time. Thus, the 
long-term mean number of accidents per year for any 
road section, however small, is always larger than 
zero. A year in which no accidents occurred on a 
road section is therefore an event that by chance is 
below the long-term mean value. During the next 
year there could again be zero accidents. However, 
there could also be 1 , 2, 3, accidents. The 
average number of accidents in the long term is 
therefore larger than zero. 

This is the essence of the regression to the 
mean. When a random down fluctuation occurs, one 
should expect a return to the mean; when a random up 
fluctuation occurs, one should also expect a return 
to the mean. 

Inspection of Table 1 reveals that this is in 
fact what happens. Road sections with no accidents 
in the first year have, on the average, 0.404 acci­
dent in the second year. Thus, 0.404 is an estimate 
of the long-term mean number of accidents for this 
group of road sections. Similarly, the 4457 road 
sections that all recorded one accident in the first 
year regress to the mean and have, on the average, 
0. 832 accident in the second year. Road sections 
with two accidents in the first year regress to 
1.301 accidents in the second, etc. Naturally, road 
sections that had no accidents in the first year 
have a lower long-term mean (0.404) than road sec­
tions with, say, eight accidents in the first year 
(4.818). 

The last column of Table 1 shows that the phenom­
enon is consistent, real, and nothing short of dra­
matic. To be sure, there are several confounding 
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factors at play. Treatment in one form or the other 
may have occurred, road and environmental conditions 
may have been better during the second year, law 
enforcement may have improved. However, none of 
these potentially confounding factors can beg in to 
explain a substantial part of the observed conver­
gence on the mean. 

Imagine now what would have happened had the Min­
istry hired a shaman to pray for accident reduction 
on road sections that had in the first year seven or 
more accidents. The apparent effectiveness of this 
"treatment" is, from the figures in Tabl e 1, about 
30 percent. 

In summary, road sections that in one period had 
more than the average number of accidents will usu­
ally have less accidents in the next period even if 
no corrective treatment is applied. This is the 
essence of our concern. If one is to have a realis­
tic assessment of the effect of some corrective 
treatment on the basis of a before-and-after compar­
ison, the bias due to the regression to the mean has 
to be accounted for. 

It is natural to ask at this point whether this 
bias can be substantially reduced (or even rendered 
negligible) if systems are selected for treatment on 
the basis of accident data that have been accumu­
lated over a long period of time. The hope is that 
such data closely represent the mean rather than a 
random up or down fluctuation. The empirical evi­
dence can be examined on the basis of the following 
data set. 

system of Road Sections : Israel 

A seven-year history of nonintersection accidents 
was obtained for each of 828 km of rural roads in 
Israel. This data set enabled us to examine the 
relationship between the magnitude of the regression 
to the mean and the duration of accident history. 
To do so, we regard the last year (year 7) as the 
"after" period; years 6, 5+6, 4+5+6, etc., are con­
side red "before" periods, which are 1, 2, 3, 
years in duration. 

Table 2 summarizes the empirical evidence. Sev­
eral interesting observations follow. 

First, the regression to the mean for road sec­
tions does not recognize national boundaries. It is 
as evident for Israeli as for Canadian road sec­
tions. Thus, prayers for accident reduction on road 
sections that in one year had three or more acci­
dents (Table 2, bottom) might s e em to bring about a 
55 percent reduction in the number of accidents. 

Second, as the duration of the before period in­
creases (column 1 of Table 2), the relative size of 
the regression to the mean diminishes (column 5). 
This i s as anticipated. Note, however, that even 
with a before history of six years, the size of the 
phenomenon is far from negligible. 

At the peril of boring the converted and belabor­
ing unnecessarily a point that is already clear, we 
will present further empirical evidence. The intent 
is to demonstrate by real cases that what holds for 
human stature, golf scores, and road sections also 
holds for traffic circles, intersections , driver 
accidents, and traffic law violations. We hope that 
the breadth of geographical coverage will show uni­
versality and that the variety of circumstances will 
underscore the all-pervasive nature of this phe­
nomenon . 

The first two accident-related data sets dealt 
with road sections. The next two illustrations 
focus on intersections. 

Approaches to Traffic Circles: United Kingdom 

Transverse yellow bar markings with gradually dimin-
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Table 2. Effect of duration of before period: Israeli data. 

Duration 
of Before 
Period 
(years) 

No. of Road 
Sections 

No. of Accidents 
per Year 

Before After 

Road Sections with One or More Accidents per Yeur 

1 337 530 317 
2 258 393 277 
3 231 321 250 
~ 191 292 230 
5 178 272 224 
6 170 258 222 

Road Sections with Two or More Accidents per Year 

I 126 319 164 
2 64 159 91 
3 47 111 78 
4 45 107 75 
5 37 92 70 
6 28 72 55 

Road Sections with Three or More Accidents per Year 

1 45 157 71 
2 16 53 31 
3 5 17 15 
4 4 15 10 
5 7 25 21 
6 7 24 19 

Change 
(%) 

-40 
-30 
-28 
-21 
-18 
-14 

-49 
-43 
-30 
-30 
-24 
-24 

-55 
-41 
-12 
-33 
-16 
-21 

Ta!:!le 3. Regression tc the meer.: V.K. roundabout dat=. 

Aggregate Accidents 
No. of Accidents for Each Group 
per Site in No. of Sites 
Year 1 in Group Year 1 Year 2 

10+ 5 74 54 
9 2 18 10 
8 7 56 49 
7 2 14 6 
6 9 54 48 
5 9 45 35 
4 7 28 29 
3 11 33 44 
2 15 30 46 
I 9 9 13 
0 6 0 7 

82 36i" 341 

Change 
(%) 

-37 
-44 
-13 
-57 
-15 
-22 

+4 
+33 
+53 
+44 
Increase 

ishing spacing are known to reduce speed. Results 
of a study on the effect of such markings on acci­
dents at approaches to traffic circles (roundabouts) 
have been published (2). These will be used later 
to show that when before-and-after comparisons are 
cleansed of the bias by selection, proper conclu­
sions can be reached even when it is not practical 
to include corresponding control sites in the 
study. At present, however, we will use the data 
only to show that had the researchers not taken 
proper precautions, the regression to the mean would 
have destroyed the validity of their results. 

For the 82 roundabout approaches included in the 
study, the number of injury accidents during each of 
two years prior to treatment is shown in Table 3. 

Since there was no treatment or any other impor­
tant change between the two years, the observed ef­
fect is largely due to the regression to the mean. 
The mean annual number of accidents per approach is 
4.5. Sites that had more than four accidents in 
year 1 tend to experience a reduction in year 2; 
approaches with less than the mean in year 1 had an 
increase. 

The danger is obvious. 
cided to treat with yellow 

Had the researchers de­
bar markings approaches 
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Table 4. Regression to the mean: reported and injury accidents at 
intersections in Sweden. 

No.of 
Intersections 
in Group 

No. of Accidents per 
Intersection During 
Before Period 

All Keported Accidents 

1500 
657 
244 
101 

53 
39 
17 
16 

Injury Accidents 

2039 
441 
119 

24 
14 

0 (0) 
1 (0.85) 
2(1.70) 
3 (2.56) 
4 (3.41) 
5 (4.26 
6 (4.11) 
8.92 (7 .60)• 

0 (0) 
I (0.85) 
2(1.70) 
3 (2.56) 
4.143 (3 .53)b 

Avg No. of Accidents 
per Intersection During 
Equivalent After Period 

0.37 
0.77 
1.04 
1.79 
1.94 
2.69 
3.05 
5.46 

0.19 
0.42 
0.71 
1.33 
I.SO 

Note: Figures in parentheses are exposure adjusted. 

~These figures are for sites with seven or more accidents in J 972-197 S. 
These figures are for sites with four or more accidents during 1972-1975. 

Change 
(%) 

Increase 
(-9) 
(-39) 
(-30) 
(-43) 
(-37) 
(-40) 
(-28) 

Increase 
(-51) 
(-59) 
(-48) 
(-57) 

that have many accidents (more than four per year), 
they would have observed a reduction even if the 
treatment was useless. With a useful treatment, the 
observed reduction would be an overestimate of 
treatment effectiveness. 

The consistency with which the phenomenon appears 
in such a limited data set is quite remarkable. A 
more extensive study is examined below. 

System of Intersec t ions : Sweden 

This illustration is based on 2637 unsignalized 
rural road junctions that were unaltered during the 
period 1972-1978 (3). The four-year stretch 1972-
1975 is regarded a; the before period and the three 
years 1976-1978 as the after period. The top part 
of Table 4 is based on all police-reported acci­
dents, whereas the bottom half is based only on 
personal-injury accidents. 

In Table 4, the number of before-period accidents 
has been adjusted to reflect differences in length 
of the before and after periods and in exposure. 
Unlike the road sections examined earlier, only 
intersections that remained physically unaltered are 
included in this data set. Therefore, the change in 
the number of accidents between the before and after 
periods is attributable almost exclusively to the 
regression to the mean. 

It is interesting to note that the change in in­
jury accidents is larger than that for all reported 
accidents. The exact reason will become clear 
later. However, the main element of the explanation 
is already evident. It is the difference in the 
mean towards which the number of accidents re­
gresses. Since there are less injury accidents than 
all reported accidents, the size of the regression 
to the mean for injury accidents is larger than that 
for all reported accidents. 

The four data sets examined so far dealt with 
accidents occurring on elements of the road system. 
The regression-to-the-mean effect that has been 
shown to exist in these illustrations must be taken 
into account when safety benefits of corrective 
treatments to road sections and intersections are 
estimated. 

Corrective treatment is 
user (rather than at the 
example, those convicted 

often aimed at the road 
road system) • Thus, for 
repeatedly for impaired 
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driving may be sent for a week-long course, those 
who accumulated a certain number of demerit points 
may receive a warning letter, etc. As before, when 
the selection for treatment is on the basis of a bad 
record, the regression to the mean may be at work . 
Accordingly, one should expect an improvement in the 
record even when no treatment is administered. That 
this is in fact the case will be demonstrated in the 
following examples. 

Sys tem o f Drivers: Uni t e d S tates (Nor t h Carolina ) 

In an investigation about the predictability of 
accidents and violations on the basis of past per­
formance, the records of some 2.5 million drivers in 
North Carolina were examined (4). 

In the tabulation below, drivers are placed in 
seven groups according to the number of traffic law 
violations during the first two-year period. For 
each group, the average number of violations in the 
subsequent two-year period is also given. The ex­
istence and size of the regression-to-the-mean ef­
fect are evident from the examination of the last 
column. (The total number of drivers in the group 
included 674 drivers with seven or more violations 
in the first period.) 

No. of Violations for 
Avg Driver in Grou12 

No. of First Second 
Drivers in Two-Year Two-Year 
Grou12 Period Period Change l 'l 
2 096 935 0 0.191 Increase 

298 645 l 0.457 -54.3 
73 216 2 0.763 -61.9 
21 907 3 1.024 -65.9 

7 224 4 1.266 -68.4 
2 597 5 1.459 -70. 8 
1 042 6 1. 500 -75.0 

2 502 240 0.225 0.252 +12.0 

As in earlier illustrations, the regression to 
the mean is not the only cause of the noted change. 
First, the average number of violations per driver 
has changed somewhat (from 0.225 to 0.252). second, 
many violations are linked to accidents the occur­
rence of which may have a substantive effect on 
one's driving. Third, the level of enforcement, 
driver maturation, possible corrective treatments, 
etc., all may exert some influence. Nevertheless, 
as will be demonstrated later, the main reason for 
the drop from, say, 6 to 1. 5 is the fact that the 
group includes drivers who, on the average, have 1.5 
violations per year and who due to the laws of 
chance happened to record six in the first two 
years. Similarly, the estimated long-term mean num­
ber of violations in two years for the group of 
drivers who during the first two-year period had no 
violations is 0.191. The regression is always to 
the long-term mean specific to the selected group. 

In the table below, the same North Carolina driv­
ers are placed into seven groups according to the 
number of accidents they had in the first two-year 
period. For each group, the average number of acci­
dents in the subsequent two-year period is listed. 
The Change column gives an indication of the regres­
sion to the mean. Some of this change may be due to 
reduced exposure and change in driving style, which 
is linked to the accident trauma experienced in the 
first period. How much of the change is attribut­
able to such causes and what part is due to regres­
sion to the mean will be explored later. (The total 
number of drivers included 10 with seven or more 
accidents in the first period.) 
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No. of Accidents for 
Avg Driver in Grou12 

No. Of First Second 
Drivers in Two-Year Two-Year 
Grou12 Period Period Cha nge ( \ ) 

2 234 577 0 0.117 Increase 
235 080 l 0.216 -78.4 

27 919 2 0.348 -82.6 
3 953 3 0.499 -83.4 

584 4 0.703 -82.4 
99 5 0.848 -83.0 
18 6 0.944 -84.3 

2 502 240 0.122 0.130 +6.l 

These tabulations lead to the following observa­
tions: 

First, drivers with one or more violations or 
accidents in the first period are seen to have, on 
the average, 60-80 percent less violations or acci­
dents in the second period, in spite of the increase 
in the number of violations and accidents from the 
first to the second period. Note that the magnitude 
of the change is much larger for drivers than that 
for the elements of the road system. 

Second , as observed earlier in the case of the 
intersections in Sweden, the smaller the mean 
towards which observations regress, the larger the 
change. 

System of Drivers: United States (California) 

This last illustration endeavors to reinforce two 
points made earlier: (a) regression to the mean is 
not bound by geography--accident records of drivers 
in California show the same effect as the records of 
North Carolina drivers: (b) the magnitude of the 
effect remains large even when the before period is 
three years long. 

In the table below, some 93 000 randomly s elected 
drivers who have driven in California for at least 
six years have been placed into four groups accord­
ing to the number of accidents they had during the 
three-year period 1969-1971. (Data were obtained 
from R. Peck, Department of Motor Vehicles, State of 
California, March 1982.) For each group, the aver­
age number of accidents in the subsequent three-year 
period (1972-1974) is listed. The Change column 
gives an indication of the regression to the mean. 
(The total number of accidents for 1969-1971 was not 
reported for the last group of drivers.) 

No. of No. of Accidents for 
Drivers Avg Driver in Groue 
in Grou12 1969-1971 1972-1974 Change !'l 
79 327 0 0.152 Increase 
11 897 l 0.238 -76.2 

l 525 2 0.374 -81.3 
250 3+ 0.548 

Entries in the previous two tables are remarkably 
similar in spite of the difference in geography, 
driver population, and time frame. One is again led 
to conclude that the phenomenon is universal. Even 
though three years of data are used for the before 
period in the California study, the effect remains 
very large. 

Having shown the existence of the regression to 
the mean in a diverse set of circumstances, we will 
regard it as empirically substantiated. From here, 
we take it as "common ground" that if a system (road 
section, intersection, driver, vehicle, etc.) is 
observed to have a higher-than-mean number of acci­
dents in one per i od, it should be expected to have 
less accidents in the next period if no corrective 
treatment is applied to it. 

It follows that if corrective treatment is ap-
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plied to systems that had a poor accident record, it 
is impossible to estimate the safety benefits of the 
treatment from its accident record after treatment 
without first accounting for the effect of the re­
gression to the mean. How to do so is explained 
next. 

OBTAINING UNBIASED ESTIMATES IN UNCONTROLLED 
BEFORE-AND-AFTER COMPARISONS 

To assess the safety P.ffP.ct that some corrective 
treatment had on a system to which it has been ap­
plied, one compares the safety performance of the 
system after the treatment against what one would 
expect the safety performance of the system to have 
been during the same period of time had the treat­
ment not been applied. This is the logical premise 
on which all attempts to estimate the safety effect 
of countermeasures are founded, no matter how simple 
or sophisticated the associated experimental design. 

In light of this logical premise, it is important 
to note that a simple before-and-after comparison is 
equivalent to stating, "I assume that the safety 
performance before treatment is a good estimate of 
what the safety performance would have been during 
the after period had treatment not been applied." 

The first part of this paper has been devoted to 
the demonstration that this assumption runs counter 
to abundant empirical evidence and that when systems 
are selected for corrective treatment because of 
their poor safety record, one must expect them to 
have an improved accident record in the subsequent 
period if no treatment is applied. The central task 
of this section is to provide a credible answer to 
the question, What accident record should one expect 
during the after period if no treatment is adminis­
tered? 

To cast the problem in more precise terms, let b 
denote the number of accidents occurring on a system 
during some period before treatment and a denote 
the number of accidents expected to occur on the 
same system during an after period of the same dura­
tion had treatment not been applied. Our task is to 
estimate a. 

When a is estimated, what evidence should 
count? A general answer to this simple question is 
not easy to provide. However, when the system is 
selected for treatment out of a larger group of can­
didates, there are at least two pieces of informa­
tion that must affect the estimate: 

1. The safety performance of the selected system 
during the before period (b) and 

2. The safety performance during the before 
period of all other candidate systems. 

The relevance of the first piece of information 
is self-evident. The second piece of information is 
relevant because the safety record of the selected 
system was compared with the safety records of other 
candidates when the selection was made. 

The estimation of a turns out to be astonish­
ingly simple. 

Estimation Rule 1 

The estimate of the number of accidents expected to 
occur in the after period on systems that during the 
before period had k accidents is the number of acci­
dents occurring on systems that had (k + 1) acci­
dents in the before period. 

This rule is best illuminated by a simple ex­
ample. Consider the data in Table 1 and pose the 
following question: How many accidents should one 
expect to occur during the second period on the 62 
Ontario road sections that in the first period had 
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seven accidents? [We know, of course, from Table 1 
that the actual number of accidents on these road 
sections during the second period was 308 = (62 x 
4. 968) . But for the moment we imagine that we are 
just at the end of the first period and have to pro­
vide an estimate.] 

Following estimation rule 1, we find a = 8 x 33 = 
264 accidents. It is tempting to inunediately com­
pare this estimate with what actually transpired. 
Such temptation should be resisted until a system­
atic juxtaposition of estimates and the actual num­
ber of accidents is carried out later in this sec­
tion. Suffice to note that were one to assume (as 
is normal practice) that road sections with seven 
accidents in the before period are likely to have 
the same number of accidents (seven) in the after 
period, a gross overestimate would be obtained. 

Estimation rule 1 can be recast into an alterna­
tive (equivalent) form. 

Estimation Rule 2 

The estimate of the number of accidents expected to 
occur in the after period on .a system that during 
the before period had k accidents is the number of 
accidents occurring during the before period on sys­
tems that had (k + 1) accidents divided by the num­
ber of systems on which k accidents occurred during 
the before period. 

To continue the previous illustrative example, an 
Ontario road section that during the first period 
had seven accidents should be expected to have 
(8 x 33)/62 = 4.3 accidents during the second period. 

It should be noted that when the two periods 
differ in duration or in exposure, a correction 
should be applied to the estimate of a in the cus­
tomary manner. 

In some cases it is convenient to use a third 
variant of estimation rule 1. 

Estimation Rule 3 

The estimate of the number of accidents expected to 
occur during the after period on systems that during 
the before period had k or more accidents is the 
number of accidents occurring on systems that had 
(k + 1) or more accidents during the before period. 

To return to the data in Table 1, Ontario road 
sections that during the first period had seven or 
more accidents should be expected to have during the 
second period 830 = (8 x 33 + 9 x 14 + 13.33 x 33) 
accidents. As can be easily ascertained, the actual 
number of accidents on these road sections was 907. 

The above estimation rules have been obtained in 
an entirely rigorous way, as shown in the next sec­
tion. The proof rests on the universally accepted 
but empirically unproven assumption that accident 
occurrence on each system obeys the Poisson proba­
bility law. Thus, while each road section or driver 
has its own characteristic mean (number of accidents 
per unit time), the probability of a specific reali­
zation is specified by the Poisson distribution. 

Since the proof of the pudding is in the eating, 
the last section is a patient juxtaposition of un­
biased estimates and the empirical evidence con­
tained in the data sets already introduced in the 
first part of this paper. 

Determination of Estimation Rules 

Out of n systems, those that during time period 1 
recorded k or more accidents are chosen. We wish to 
find the number of accidents one should expect to 
occur on the chosen systems during period 2 of the 
same duration. Let B(k) be the expected number of 
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accidents on the chosen systems in period 1 and A(k) 
be the expected number of accidents on the chosen 
systems in per.iod 2. 

Let mi, i = 1,2, ••• ,n, be the expected number 
of accidents on candidate system i during periods 1 
and 2 and let Pij denote the probability that sys­
tem i will have j accidents. With this notation , 

P (system i is chosen) = L Pii 
j=k 

and the contribution of system i to B(k) is 

If we sum over all systems, 

B(k) = L L iP;J 
i=l j=k 

(!) 

(2) 

If we assume that the number of accidents on a sys­
tem obeys the Poisson probability law, 

Pii = exp(-mi)mj/j ! 

for system i and 

(3) 

If we substitute Equation 3 into Equation 2, 

n 

B(k) .= L m1 L Pij-1 
i=l j=k 

n 

= L mi L Pii 
I=\ j=k-1 

(4) 

On the other hand, the expected number of accidents 
on system i during period 2 is mi. By using Equa­
tion 1, 

n 

A(k) = L m1 L Pii (5) 
i=l j=k 

If we compare Equations 4 and 5, 

A(k)=B(k+ !) (6) 

Equation 6 leads directly to estimation rule 3. 
Note that to obtain Equation 6, one assumes only 

that accident occurrence is governed by the Poisson 
probability law. The mean number of accidents 
(mi) differs from system to system. 

By using the result in Equation 6, we can write 

A(k) - A(k + !) = B(k + !) - B(k + 2) (7) 

The expression on the left-hand side is the expected 
value of the difference (number of accidents in 
period 2 on systems that in period 1 had k or more 
accidents minus number of accidents in period 2 on 
systems that in period 1 had k + 1 or more acci­
dents). This is, of course, the expected number of 
accidents in period 2 on systems that in period 1 
had k accidents and will be denoted by a(k). 

Similarly, the expression on the right-hand side 
in Equation 7 is the expected number of accidents 
occurring during period 1 on systems with k + 1 
accidents and will be denoted by a(k + 1). Thus, 

a:(k) = IJ(k + !) (8) 

Equation 8 leads directly to estimation rule 1. 

EMPIRICAL EXAMINATION OF WHETHER ESTIMATION 
RULES YIELD UNBIASED ESTIMATES 
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The main content of this section is an examination 
of the estimated number of after-period accidents 
(or violations) compared with the number of after­
period accidents (violations) actually recorded. 
The hope is that they are in good agreement. 

Were one to plot estimates along one axis of a 
rectangular coordinate gr id and the recorded number 
of accidents on the other axis, an ideal agreement 
would place all such points on the diagonal. There 
are at least three reasons why such an ideal rela­
tionship should not be expected. 

First, as is evident from reading the estimation 
rules, what plays the role of an estimate is a 
(Poisson-distributed) random variable. As such it 
is, of course, subject to considerable variability. 
Second, the recorded number of accidents to which 
the estimate is compared is similarly subject to 
large random variation. Thus, even if the expected 
location of the point was on the diagonal, the ran­
dom variation in its ordinate and abscissa will 
cause it to deviate from it. Third, as has been 
pointed out several times earlier, the before period 
can never be regarded as equivalent to the after 
period even if precautions are taken to consider 
only untreated systems and correction for exposure 
is applied. This source of uncertainty will cause 
even the (unknown) expected location of the points 
to be off the diagonal. Thus, a realistic assess­
ment of what constitutes good agreement is that the 
points are fairly close to the diagonal and a re­
gression line through the points has a slope close 
to unity. 

Since the estimation rules are essentially equiv­
alent, it would be redundant to apply all three to 
each data set. we begin by applying all three rules 
to the Ontario data and discuss the application in 
some detail. This will allow us to deal with all 
other data sets more summarily. Finally, results of 
a controlled evaluation are compared with what is 
obtainable from an uncontrolled study from which the 
bias is eliminated. 

Application to Ontario Road Sections 

The numbers in Table 5 summarize the application of 
all three estimation rules to the data on Ontario 
road sections that were introduced earlier and de­
scribed in Table 1. The left part of Table 5 deals 
with the application of rules 1 and 2, the right 
part with estimation rule 3. 

Column 2 gives the number of road sections that 
during the before period had k = 0,1,2, ••. acci­
dents. These values are copied from Table 1. 
Column 3 gives the total number of accidents occur­
ring on these sections during the before period. 
Thus, for example, on the 374 sections that during 
the before period had 4 accidents, the total number 
of accidents was 374 x 4 = 1496. 

By estimation rule 1, one should expect that dur­
ing the after period, the total number of accidents 
on road sections that during the before period had 3 
(= 4 - 1) accidents will be 1496. This is the entry 
in row 4 of column 5. Note that the estimate in 
column 5 is simply the entry in column 3 lifted by 
one row. The number of accidents actually recorded 
during the after period is given in column 7. It is 
the comparison of the entries in columns 5 and 7 by 
which the performance of estimation rule 1 is to be 
judged. Thus, while on the basis of the accidents 
in the before period one would have estimated that 
1496 accidents will occur on the 791 road sections, 
the number of accidents actually recorded was 1456. 
W<>re one to follow the common practice and assume 
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Table 5. Application of estimation rules to Ontario data. 

Estimation Rules 1 and 28 

Estimation Rule 3 b 
Total No . of Accidents 

Aggregate No. of Accidents at 
No. of After Period (second year) No. of Sections Identified Sites 
Sections Before Period with k or More 

No.of with (first year) Estimated Recorded Accidents One Year After 
Accidents Exactly k 
(k) Accidents Rule I Rule 2 Rule I Rule 2 Rule I 

0 12 859 0 0 HS? 0.354 5199 
1 4 457 4457 1 3768 0.845 3706 
2 1 884 3768 2 2373 1.260 2452 
3 791 2373 3 1496 1.891 1456 
4 374 1496 4 800 2.139 883 
5 160 800 5 570 3.563 513 
6 95 570 6 434 4.568 351 
7 62 434 7 264 4.258 308 
8 33 264 8 126 3.818 159 
9 14 126 9 80 5.714 97 

10 8 80 10 74 
;. I I 25 360 269 

8 For sites Mth exactly k accidents before. bFor sites with k or more accidents before. 

that what happened before is an indication of what 
should be expected after, one would expect 2373 ac­
cidents to occur on these road sections, an obvious 
overestimate. Furthermore, were some treatment ap­
plied to such sections, one might erroneously con­
clude that the apparent reduction from 2373 to 1456 
can be attributed to the treatment when in fact it 
is but an artifact of the regression to the mean. 

Columns 4, 6, and 8 give the entries relating to 
the application of estimation rule 2. Thus, column 
4 gives the number of accidents during the before 
period for an average road section in the group. 
Entries in column 6 are the estimates of the number 
of accidents expected to occur on such a road sec­
tion during the after period. To apply estimation 
rule 2, one has to divide the entry in column 5 by 
the entry in column 2. For example, a section for 
which k = 3 should be expected to have, during the 
after period, 1496/791 = 1. 891 accidents. The per­
formance of estimation rule 2 is to be judged by the 
comparison of columns 6 and 8. Note that entries of 
column 8 are taken from Table 1. 

It is easy to visualize the performance of the 
estimation rules with the aid of the graphical rep­
resentation in Figure 1. Each pair of numbers from 
columns 6 and 8 is represented by a solid circle. 
Perfect agreement between the unbiased estimate and 
the recorded number of accidents would place the 
solid circle on the diagonal. It is easy to see 
that the solid circles do hug the diagonal. 

The performance of the biased estimates is repre­
sented by open circles based on the entries of col­
umns 4 and 8. The vertical distance between the 
open circle and the diagonal indicates the magnitude 
of the bias due to the regression to the mean. A 
line through the origin has been fitted to each set 
of points and its slope is indicated in the figure. 

Estimation rules 1 and 2 app:i:y- to sections with k 
accidents; rule 3 applies to systems with k or more 
accidents. Accordingly, one has to first put the 
data from columns 2 and 3 into the cumulative form 
shown in columns 9 and 10. Starting from the bottom 
of column 2, 25 + 8 = 33 is the number of road sec­
tions with 10 or more accidents during the before 
period as listed in column 9. Similarly, 360 + 80 = 
440 is the number of accidents occurring on these 
road sections during the before period and listed in 
column 10. By estimation rule 3, one should expect 
that in the after period the number of accidents on 
road sections that during the before period had, 
say, nine or more accidents, will be the same as the 

During One Year 
Rule 2 Before Period Before Estimated 

0.404 20 762 14 646 14 646 
0.832 7 903 14 648 10 191 
1.301 3 446 IO 191 6 503 
1.841 1 562 6 503 4 130 
'2.361 771 4 130 2 634 
3.206 397 2 634 I 834 
3 .695 237 I 834 I 264 
4.968 142 I 264 830 
4 .818 80 830 566 
6.930 47 566 440 

33 440 360 
25 360 

Figure 1. Application of rule 2 to Ontario data. 
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number of before-period accidents on road sections 
with 10 or more accidents, i.e., 440. This is the 
entry in column 11. As before, to obtain estimates, 
raise the entries in column 10 by one row. The per­
formance of estimation rule 3 is judged on the basis 
of the comparison of the estimate in column 11 and 
the recorded number of after-period accidents in 
column 12. The entries of column 12 are obtained by 
the cumulation from below of the numbers in column 
7. The performance of rule 3 in the case of Ontario 
road sections is shown in Figure 2. 

Application to Other Data Sets 

Estimation rules 2 and 3 have been applied to all 
data sets introduced earlier. We forego here the 
presentation of detailed comparisons as in Table 5 
and describe the performance of biased and unbiased 
estimates in graphical form only. Figures 3-12 re­
late the number of accidents recorded during the 
after period to what one would expect on the basis 
of the number of accidents occurring during the be-
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fore period. Solid circles depict the correspon­
dence obtained by using the unbiased estimates and 
open circles the correspondence of the biased esti­
mates. The slope of the best-fitting line to the 
solid circles and to the open circles is shown on 
each rule-2 graph. Figures 10 and 12 are plotted on 

Figure 2. Application of rule 3 to Ontario data. 

16,000 ,---------------------- - .. 

0 

12,000 

~ / " § 8 ,000 

"' ~ 
"' 

0 ~/· 
w 

4,000 

/ 
o~/ o Biased 

• Unbiased 

00 •.ooo 8.000 12,000 16,000 

RECORDED "AFTER" 

Figure 3. Application of rule 2 to Israeli data. 
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a log-log scale because of the range of numbers. 
Some important observations can be made on the 

basis of these figures: 

1. As is indicated by the slopes of the best­
fitting lines, estimates obtained by using the rec­
ommended rules appear to be largely free of bias . 
Thus, in spite of the unavoidable limitation of com­
paring the safety of a system in two different peri­
ods of time, the theoretical considerations that led 
to the formulation of estimation rules seem to be 
supported by empirical data. 

2. When estimates are based on a small number of 
accidents, they are unreliable, as should be ex­
pected. To illustrate, consider, for example, Fig­
ure 5, which is based on data in Table 3. Since 
each point is based only on a few accidents, the 
difference between the biased and unbiased estimates 
is entirely obscured by the random variations. How­
ever , when accidents are accumulated as for the ap­
plication of estima t ion r ule 3 (Figure 6), the same 
data clearly show t he superiority of unbiased esti­
mation. 

Driver violations and accidents are overestimated 
by the unbiased method as well. This is not sur­
prising due to the maturation of the driver popula­
tion. Drivers who have had accidents or violations 
during the before period might be expected to have 
fewer accidents or violations subsequently, not only 
because they are more careful, but possibly because 

Biased (Slope = 1,297) 

Figure 4. Application of rule 3 to Israeli data. 
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they tend to drive less due to hospitalization, li­
cense revocation, and similar reasons. 

Comparing Results of Controlled Study 
to Study Without Control 

The best way to avoid problems due to regression to 

Figure 5. Application of rule 2 to U.K. roundabout data. 
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the mean is to match to each system treated another 
system with the same accident experience that is 
left untreated and draw conclusions from their per­
formance during the after period. However, when 
this is not practical, the suggested estimation 
rules should be applied. 

The study on the safety effect of yellow bar 

Figure 8. Application of rule 3 to Swedish intersection data. 
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Figure 9. Application of rule 2 
to North Carolina driver 
violations. 
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Figure 10. Application of rule 3 to North Carolina driver violations. 
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Figure 11. Application of rule 
2 to driver-accident data. 
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Figure 12. Application of rule 3 to driver-accident data. 
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markings was of the controlled type, and therefore 
the reported 57 percent reduction in susceptible 
accidents is free from bias. It is interesting to 
examine what the estimate of effectiveness obtained 
by the use of estimation rule 3 would be had the 
researchers not enjoyed the luxury of being able to 
identify appropriate control sites. 

By using only data about treated sites and apply­
ing estimation rule 3, we obtain the results shown 
below: 

No. of Accidents 
in Two-Year 
Period Before 
Treatment 
>4 
>"3 
>2 
>1 

No. of 
Sites 
in Group 

7 
15 
27 
36 

Apparent 
Treatment 
Effective­
ness (%) 

74 
76 
66 
64 

Unbiased 
Estimate 
of Treat­
ment Ef­
fective­
ness (%) 

63 
63 
52 
60 

Column 3 is based on the simple (biased) before­
and-after comparison; column 4 gives the unbiased 
estimate of treatment effectiveness. Two points 
deserve mentioning. First, as has been argued ear­
lier, the apparent treatment effectiveness is an 
overestimate. Second, the unbiased estimates are 
quite consistent with the finding of 57 percent re-
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duction based on the more elaborate controlled ex­
periment. 

SUMMARY AND DISCUSSION 

We have shown that when systems are selected for 
remedial treatment because of their poor accident 
history, simple before-and-after comparisons tend to 
overestimate the safety effectiveness of the treat­
ment due to the regression-to-the-mean phenomenon. 
Several real-world data sets have been used to show 
that this phenomenon is real and important. A 
method for purging the bias from simple before-and­
after comparisons has been suggested and summarized 
by three equivalent estimation rules. The perfor­
mance of these rules for the data sets introduced 
earlier has been examined. 

The estimation rules are based on analytical con­
siderations described fully elsewhere (~). The same 
results were published earlier by Robbins (6). 

Within the limits of accuracy influenced by the 
random variations of the data and the fact that the 
before conditions are never identical to the after 
conditions, the validity of the estimation rules is 
supported by the findings. It should be noted that 
when estimation is based on a small number of acci­
dents, the accuracy is correspondingly limited. 

To improve estimation accuracy when conclusions 
must be based on the comparison of a relatively 
small number of accidents, an empirical Bayes ap­
proach has been suggested (7,8). The performance of 
the two alternative methods of estimation has been 
examined in a different context (~). There it has 
been concluded that for large sample sizes and under 
certain other conditions, the estimation-rule ap­
proach is preferable. 

A similar examination in a safety context has not 
yet been performed. 
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