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Estimating the Impacts of Changing Highway Conditions 

JAMES GRUVER AND WILLIAM REULEIN 

A discussion of the Highway Performance Monitoring System (HPMS) is pre· 
sented. The analytical package is a series of computer models designed to use 
the annually updated HPMS sample inventory data to estimate needs, deter­
mine the relationship between highway investments and highway performance, 
and assess the benefits and costs associated with various investments. The 
models express highway performance in terms of sufficiency indexe· vehicle 
operating costs, fuel consumption, and overall running speed. This •. stem­
level planning tool is described and examples of the data output are given. In­
vestment performance curves are presented to illustrate the consequences of 
different investment levels. Although it is concluded that the current analyti· 
cal package is useful for assessing the effects of future investments on future 
system performance, there is a need to bring this package together with eco­
nomic analyses and econometric forecasting tools to permit economic impact 
analyses of various sectors of the economy, including highway users and in­
dustries. As the predictive ability of the models improves, the ability to esti­
mate the costs and benefits of alternatives will improve. 

During the past 8 years, as a part of the Highway 
Performance Monitoring System (HPMS), FHWA has been 
developing an analytical package (series of computer 
models) designed to estimate future highway needs: 
test the sensitivity of highway needs to repaving 
and reconstruction policies, the makeup of the vehi­
cle fleet, future travel, and future investment 
levels; determine the relationship between future 
highway investment and future highway performance: 
and assess the benefits and costs associated with 
various future investments in the functional sys­
tem. The output from these models is used by the 
U.S. Department of Transportation and the u.s. Con­
gress in the development of highway programs and 
policy. Although the models were developed to pro­
vide information at the national level, the states 
have program concerns similar to those of FHWA. For 
this reason, the models have been modified to pro­
vide state highway agencies with the same capability 
to test their own state highway program options. 
The purpose of this paper is to describe the opera­
tion of these simulation models and to illustrate 
how they are used to measure the changes in highway 
conditions and performance resulting from future 
highway investments. 

INPUT 

Basic input to the analytical package is inventory 
data consisting of a limited number of data elements 
for each section in a statistically designed, small 
sample of highway sections. These samples (3 per­
cent of statewide mileage) are expanded to represent 
the arterial and collector highway systems in rural, 
small urban, and urbanized areas of each state. 
Specific physical, condition, operational, accident, 
and capital improvement data for the highway sec­
tions sampled are reported annually by the states as 
a part of the HPMS (1). A list of the data reported 
annually by the stat-;s for the sample sections used 
by the models is as follows ( i terns followed by an 
asterisk are rural data: those followed by two as­
terisks are urban data): 

1. Identification 
a. State code 
b. County code 
c. Rural or urban designation 
d. Urbanized area code** 
e. Expansion factor 

2 . System or jurisdiction: functional class 

3. Operation or travel 
a. Type of facility 
b. Section or group length 
c. Current and future average annual daily 

traffic (AADT) 
d. Number of through lanes 
e. Speed limit 
f. Average highway speed* 
g. K-factor 
h. Directional factor 
i. Capacity 
j. Signal type and timing** 
k. Parking 
1. Percentage of trucks (peak and off-peak) 

4. Pavement 
a. Surface or pavement type 
b. Pavement section 
c. Skid number or slab thickness 
d. Pavement condition 

5. Geometrics or configuration 
a. Access control 
b. Lane idth 
c. Approach width** 
a. Shoulder type and width 
e. Median type and width 
f. Horizontal and vertical alignment 
g. Percentage of sight distance* 

6. Supplemental 
a. Drainage adequacy 
b. Type of terrain* 
c. Type of development 
d. Urban location** 
e. Number of intersections 

METHODOLOGY 

The analytical package is a series of interdependent 
computer models that use . the HPMS sample data as 
primary input. There are four major models in the 
analytical process: 

1. Needs, 
2. Composite index (sufficiency), 
3. Investment perfqrmance, and 
4. Impact assessment. 

These models are not designed for independent 
use. Several options are available to perform spe­
cific analyses and to provide output for different 
times. The needs and investment-performance models 
are always used in the analysis of future scenarios, 
whereas the remaining two models may be optionally 
called for an analysis of the current highway sys­
tems or as a part of the analysis of future sce­
narios or both. Figure 1 illustrates the analytical 
process and its outputs. 

Needs Model 

The needs model simulates the improvements necessary 
to keep the physical and operational conditions of a 
highway system from falling below prcocribed minimum 
er i ter ia during the analysis period. Basically the 
model identifies individual highway section defi­
ciencies that occur during the analysis period, de­
termines logical improvement types to correct these 
deficiencies, estimates the costs of the improve­
ments, and modifies the section record to reflect 
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performance in the analysis year with and without 
improvement. The analysis period for this process 
m~ be a single time period of up to 20 years 
(investment-level analysis) or it may be one of up 
t:o four separ·at:e funaing per1oas (funaing-perioa 
analysis) within the overall analysis period. In 
the latter case, each period is analyzed separately. 

Deficiency Determination 

Each highway section is analyzed independently for 
each analysis cycle (cycles may be one or more 
years) starting with the year for which data are 
reported and continuing until a deficiency has been 
identified or the last year in the analysis period 
has been reached. Section deficiencies are identi-

Fig11re 1. HPMS analytical package, 1982. 

lmpacl Assessment 
Model 

Vehicle Operating 
Casis. Fuel 

Consumption. Emissions. 
Accidents. & Overall 

Travel Saeed bv 
Functional Clas·s 

Base Analytical Package 
Year Analyses 

-------1 • Base Year 
Analysis • Investment Level 

• Funding Period 

Funding 
Period 

[Analysis 

Composite Index 
Model 

Index Values by /\rea 
and Functional Class 

Needs Model 

Investment/ 
Performance Model 

• Summaries ol 
Simulated Analysis 
Year Conditions by 
Functional Class by 
Area 

• Miles & Costs o1 
Improvements 
Funded and Not 
Funded 

Table 1. MTCs for rural other principal arterials. 

Item 

Lane width (ft) 
Right shoulder width (ft) 
Shoulder typeb 
Pavement condition 
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fied through comparison of existing or projected 
conditions with the minimum tolerable conditions 
(MTCs) established for physical conditions, geo­
metrics, and operational character is tics. These 
minimum conditions vary by functional class (and 
rural terrain type and AADT group) and are selected 
to reflect a general consensus on the lowest level 
of performance the public would or should tolerate. 
MTCs represent an adequate or acceptable level of 
performance for existing or projected traffic, al­
though it is recognized that it is not realistic to 
identify a section as being deficient if the facil­
ity is providing reasonably good service. Table 1 
contains one possible set of MTCs. A set of reduced 
MTCs is also provided for later demonstration of the 
consequences of such reduction. Design standards 

• Full Needs on a 
Section by Section 
Basis 

• Miles & Costs by 
Improvement 
T)lpe 

High MTCs by 
Terrain3 

F R 

11 11 
8 8 
s s 
2.6 2.6 

M 

11 
6 
s 
2.6 

Reduced MTCs by 
Terrain3 

F R M 

10 10 10 
6 6 4 
s s s 
2.1 2.1 2.1 

Operating speed (peak hour) (mph) 55 50 45 20 20 15 
Volume-to-capacity ratio 0.70 0.70 0.70 0.99 0.99 0.99 
Surface type' High High High High High High 
Horizonta l nlignment adcquaci 2 2 2 4 4 4 
Verlie.al nUgnmon t adcquacycl 2 2 2 4 4 4 

~F= flat; R = rolling; M = mountainous. 
S = stabilized. 

c High= high rigid and nexible pavements, pavement-surface codes 60, 70, and BO as defined in HPMS 
,,.field manual. 
uRating of alignment adequacy of 1 (good) to 4 (poor) as defined in HPMS field manual. 

ii . 
• 
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for the rural other principal arterials are as fol­
lows (F = flat; R = rolling; M =mountainous): 

Terrain 
Item F R M 
Lane width (ft) 12 12 12 
Right shoulder width (ft) 12 10 8 
Surface type High High High 
Median width (ft) 64 64 16 
Avg highway speed (weighted 

design speed) (mph) 70 70 55 

The data elements representing the section's con­
ditions and operating characteristics in the first 
year of the analysis period are compared with the 
MTCs to determine whether a deficiency already 
exists. If a section is tolerable in the initial or 
base year, it is examined for future deficiencies. 
Future conditions [forecast AADT, deteriorated pave­
ment condition, and operating speed or volume-to­
capacity (V/C) ratio or both] are simulated for each 
analysis cycle and compared with the MTCs. Sections 
are deficient if any of the following items do not 
meet the MTCs: 

1. Peak-hour operating speed or V/C ratio, 
2 . Lane width, 
3. Pavement condition, or 

Table 2. Typical rural deficiencies and improvement types. 

Deficiency Type and Combination 

Access control and operating speed" (In­
terstate and high-volume principal arteri­
als only) 

Operating speed" 
Widening not feasi ble 

Operating speed ,tt povement condition< R,b 
or alignment 

Widening not feasible 
Lane width 
Widening not feasible 

Lane width, alignment, or pavement con­
dition <Rb 

Widening not feasi ble 
Pnvcment cond.l.tion <Rb 
Alignment 
Pavement condition < MTC and >Rb and 

shoulder type or width 
Pavement condition < MTC and >Rb 

Resulting Improvement Type 

Reconstruct to freeway 

Major widening 
No improvement 

Reconstruct with more 
lanes 

Reconstruct as is 
Minor widening 

No improvement 
Reconstruct with wider 

lanes 
Reconstruct as is 

Pavement reconstruction 
lsoJated reconstruction 
Resurfacing and shoulder im-

provement 
Resurfadng 

~Pcak~bour o pcm 1ing speed or V /C ratio. 
Pre.ient servico11bitity rating (PSR) below which reconstruction is needed. 

Table 3. Rural other principal arterials: miles and cost by 
improvement type. 

Improvement Type 

3 

4. Rural horizontal or vertical alignment ade­
quacy (rural only). 

Improvement Analysis 

The improvement type selected by the needs model de­
pends on the combination of deficiencies identified 
on the section under analysis. Table 2 gives typ­
ical rural deficiencies and the resultant improve­
ment types simulated by this analysis. This table 
does not contain the complete improvement selection 
logic. 

Improvements sufficient to carry 20-year traffic 
are made to design standards but may be constrained 
because of reported widening restrictions. If wid­
ening is not feasible, improvements are restricted 
to maintaining the existing pavement and roadway 
structure and traffic engineering improvements. 
Once the improvement types have been selected, the 
capital improvement (right-of-way plus construction) 
costs are calculated by using unit improvement-type 
costs, which vary by functional class, number of 
lanes after improvement, and terrain in rural re­
gions and by design type, number of lanes after im­
provement, and type of development in urban re­
gions. Table 3 gives the major output of the needs 
model, miles and cost by improvement type, for both 
high and reduced MTCs. By reducing the MTCs, the 
miles of improvements by type of improvement are 
greatly changed as are the costs (a 71 percent re­
duction for the latter). The number of miles im­
proved has been reduced by only 13 percent. The 
needs model projects the analysis-year conditions 
with and without improvements and places this infor­
mation on the section record. This information is 
the primary input to the investment-performance 
model in which decisions are made as to what im­
provements will be made under different investment 
levels. 

Composite-Index (Sufficiency) Model 

The composite-index model evaluates highway condi­
tion, safety (geometrics), and service (use and op­
erating characteristics) on a section-by-section 
basis and aggregates these section evaluations by 
functional system. These evaluations are in the 
form of composite and component indexes. Section 
indexes are similar to sufficiency ratings. A rat­
ing between 0.0 and 1.00 is given to each data item 
evaluated and is applied to the total points as­
signed to the data item. For example, a pavement 
condition of 2.5 may warrant a factor of 0.4, which, 
multiplied by 15, yields 6 points out of a possible 

High MTCs Reduced MTCs 

Cost Cost 
Miles ($000,000s) Miles ($000,000s) 

Reconstruct to freeway 8,546 18,845 447 1,263 
Reconstruct with more lanes 1,221 2,568 24 56 
Reconstruct with wider lanes 2,334 2,964 68 77 
Reconstruct as is 138 95 0 0 
Isolated reconstruction 5,349 2,940 0 0 
Major widening 3,953 5,228 57 91 
Minor widening 5,437 2,928 881 483 
Resurfadng wHh shoulder improvement 15,009 3,066 20,715 4,131 
Resurfacing 19,074 3,447 31,04[ 4,584 
Pavement reconstruction 2,66[_ 2 467 __b_[_±§_ ___bQg__ 

Total 63,722 44,548 55,379 12,737 

Note: Data are based on 1978 HPMS data for 40 states. 
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Table 4. Components of composite-index model and point values. 

Component Subcomponent Point Value 

Condition 30 
Pavement type 10 
Pavement condition 15 
Drainage adequacy 5 

Safety 30 
Lane width 10 
Shoulder width 5 
Median width 5 
Alignment adequacy 10 

Service 40 
Operating speed 20 
V/C ratio 10 
Access control 10 

15 points. The points assigned to each of the three 
components may vary by functional class. For ex­
ample, for rural principal arterials, weighting 
points of 30 for condition, 30 for safety, and 40 
for service may be assigned. A composite index of 
100 represents a section with no defects and a 
lesser total represents the degree of deficiency. 
Each component and its subcomponents and their as­
signed point values are listed in Table 4. Weighted 
component and composite indexes by functional system 
and mileage and travel distributions by component 
and composite are provided if desired. 

Investment-Performance Model 

The investment-performance analysis provides the 
means for relating investment to future highway per­
formance in terms of composite-index values and as 
summaries of certain physical features and operating 
conditions--the first significant output of the 
analytical package. This analysis first determines 
priority rankings for all proposed improvements by 
functional system and area (rural, small urban, and 
urbanized) based on user-specified ranking factors. 
Potential improvements can be ranked by using one of 
several methods. The most commonly used method is 
the cost-effectiveness index calculated by the model 
as follows: 

Cost-effectiveness index= (0.5 (100 + target-year 
composite index) - (smaller of base-year composite 
indexes or 70)] x 0.5 (target-year AADT + improve­
ment-year AADT) x economic life of improvement 
type x section length/cost of improvement. 

On completion of the ranking process, the im­
provements are selected and improved analysis-year 
conditions for the simulated improvement are sum­
marized from the top of the priority list downward 
until the funds for the given investment level are 
exhausted. At that point the summarization process 
is continued by using analysis-year unimproved con­
ditions for the remaining sections because funds are 
no longer available to support the potential im­
provements. This process is applied separately for 
each functional system by area (rural, small urban, 
and urbanized). The output from this analysis con­
sists of a series of summary tabulations, which are 
produced for each investment level or funding pe­
riod. Summaries are provided of composite-index 
values, pavement types and conditions, lane widths 
and cross sections, V/C ratios, and peak-hour oper­
ating speeds. Also given are the mileage and cost 
of investment (both funded and unfunded) by func­
tional type and improvement type. Tables 5 and 6 
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Table 5. Physical features and operating conditions for rural other principal 
arterials: 1995 conditions with full needs investment. 

Percentage of Mileage• 

High Reduced No 
Item MTCs MTCs Improvement 

Surface type high 100 100 90 
Pavement condition (PSR) 

<2.0 7 0 82 
;;,2.0 93 100 18 

Lane width, 11 ft 99 93 92 
Cross section undivided 61 81 81 
V/C ratio 

<.0.41 87 74 72 
;;,0.41 13 26 28 

Operating speed (mph) 
<40 4 12 13 
;;,40 96 88 87 

3Weighted by mileage. 

Table 6. Composite-index values for rural other principal arterials: 1995 
conditions with full needs investment. 

Functional System High MTCs Reduced MTCs No Improvement 

Condition 26.4 27.4 15.7 
Safety 27.9 26.0 24.9 
Service 29.3 24.9 24.3 

Total 83.7 78.3 64.9 

Figure 2. Rural other principal arterials: 1995 composite index versus 
dollars invested. 

85 

)( 80 
Q) 

"O 
E 
2l 
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0 

0 
u 

65 

9.9 19 

5 10 15 20 25 30 35 

$ Billion Invested Through 1995 

show the output of this analysis in terms of 1995 
conditions for investments equal to full needs for 
the high and reduced MTCs. (Reduced MTCs concen­
trate investments on pavement problems, thus produc­
ing much higher oyotem pavement conditions for much 
less money at the expense of increased congestion.) 
The 1995 conditions with no improvement are also 
shown. Figure 2 shows one method for presenting 
investment-performance information--the investment 
curve. By plotting the systemwide composite index 
versus various investment levels, a curve is pro­
duced that enables one to assess the investment nec­
essary to achieve certain conditions (e.g., to main­
tain the 1978 composite index in 1995, $9.9 billion 
will be necessary under reduced MTCs and $19 billion 
with high MTCs). 

Impact-Assessment Model 

The purpose of this section of the modeling process 
is to convert existing and future highway physical 
and operating conditions into user cost factors. 
Because a primary reason for highway investment is 
to reduce user costs, this impact- assessment method~ 

• 
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ology was developed to supply the benefit portion of 
the cost/benefit ratio. 

The calculated user cost factors are expressed in 
terms of rates. The factors include fuel consump­
tion, vehicle emissions (carbon monoxide, hydro­
carbons, and nitrogen oxide), vehicle operating 
costs, average overall travel speeds, and three 
types of accidents--property damage only, nonfatal 
injury, and fatal. With these factors comparisons 
can be made between today's highway performance and 
future performance levels achieved with various in­
vestment levels and investment strategies. The com­
parisons can then be used to determine the relation­
ships that exist among investment, travel, user 
costs, and improvement types. 

Input 

The primary input to the impact-assessment model is 
sample inventory data. Analyses of base- or inven­
tory-year physical and operating conditions use 
these data as reported. Analyses of future target­
or analysis-year user cost factors use the inventory 
data modified by the needs and investment-perfor­
mance analysis models described earlier to reflect 
analysis-year conditions. Individual sections will 
have analysis-year conditions reflecting improve­
ments simulated, if any, as a result of investments 
made. 

Analysis Process 

The impact-assessment model analyzes physical and 
operational conditions in the inventory year or a 
future analysis year and produces user cost factors 
indicative of either the conditions that exist in 
the inventory year or the conditions that are ex­
pected to exist in the analysis year as a result of 
the assumptions made in the needs and investment­
performance analyses. Each sample, expanded to rep­
resent its portion of the universe, is individually 
analyzed, and individual section user cost factors 
are weighted together to produce functional system 
user cost factors or performance measures. 

The logic of the analytical process is built 
around a series of tables, curves, and equations de­
veloped by FHWA through in-house or contract re­
search efforts. These components of the process can 
be changed when updated or improved data or rela­
tionships are available. The major components are 
as follows: 

1. Daily distributions of traffic by functional 
class and design type (_~); 

2. Speed-estimating relationships by design 
type and congestion level (2); 

3. Adjustment relationships for pavement condi­
tion and alignment speed (3); 

4. Estimating relationships for speed-change 
cycle, stop cycle, and speed-change magnitude by ve­
hicle type 11); 

5. Idling-time relationships (2); 
6. Tables for fuel consumption, travel time, 

and vehicle operating cost by vehicle type for pave­
ments in good condition (PSR = 4.5) (2,3); 

7. Pavement condition adjustme-;;t- factors for 
vehicle operating costs and fuel consumption (1_); 

8. Vehicle classification data by area and 
functional class (},_!); 

9. Emission rates for carbon monoxide, hydro­
carbons, and nitrogen oxide by vehicle type and cal­
endar year (j) ; and 

10. Total, fatal, and injury accident rates by 
design type and AADT carried (1_). 
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Specifically each section is analyzed as follows 
( see Figure 3 for flowchart of analytical process; 
numbers on flowchart refer to steps in process): 

1. The AADT is stratified into 3 to 12 daily 
increments of relatively uniform congestion to more 
accurately represent daily vehicle operations and 
the required user cost factors. Each congestion 
period is analyzed independently and the resulting 
user cost factors are weighted together to develop 
factors for each vehicle type representative of the 
overall average day. 

2. For each congestion period an initial un­
adjusted running speed free from the effects of 
pavement condition, speed changes, curves and 
grades, and idling time for specific design types is 
established. 

3. Within a congestion level the AADT is strat-
ified into seven vehicle types, as follows: 

a. Small automobiles (<3,000 lb); 
b. Large automobiles (>3,000 lb); 
c. Pickups and vans; 
d. Two-axle, six-tire, single-unit trucks; 
e. Single-unit trucks with three or more 

axles; 
f. Multiunit trucks with three or four 

axles; and 
g. Multiunit trucks with five or more axles. 

The number of each type of vehicle on the average 
day is determined as a function of the reported per­
centage of trucks and vehicle classification data 
for each rural and urban functional class. Each ve­
hicle type is independently processed for a given 
congestion period. 

4. The initial running speed for a given con­
gestion period is adjusted to reflect the pavement 
condition of the section being analyzed. 

5. The emission measures (CO, HC, and NOx) 
are calculated as a function of the year being ana­
lyzed, vehicle type, and the running speed adjusted 
for pavement condition. 

6. The running speed adjusted for pavement con­
dition is then used to calculate the number and mag­
nitude of speed-change cycles for automobiles, 
single-unit trucks, and multiunit trucks. Likewise, 
the number of stop cycles is calculated. 

7. The running speed, which has already been 
adjusted for pavement condition, is then adjusted 
for curvature by using the safe speed for each curve 
class. If the running speed exceeds the safe speed 
of a curve, the safe speed becomes the running speed 
for that part of the section. The calculated run­
ning speed is used as the entry speed in the table 
for vehicle operating cost and fuel consumption for 
automobiles, panel trucks, and pickups. This same 
running speed is then used to determine the table 
entry speeds for trucks for the reported grades as a 
function of the running speed, the length of grade, 
and the crawl speed. 

8. By using the table entry speeds calculated 
for each grade class, the unit vehicle operating 
cost and fuel consumption rates are interpolated 
from the appropriate grade tables and used to calcu­
late the fuel consumption and vehicle operating 
costs for grades for the section. A similar pro­
cedure is used to determine the excess fuel consump­
tion and vehicle operating costs for curves by using 
table entry speeds adjusted for curvature. The ex­
cess operating costs and fuel consumption rates for 
curves are added to values for grades to get the ve­
hicle operating costs for curves and grades. 

9. By using the running speed adjusted for 
pavement condition as an initial table entry speed 
and the magnitude of the speed-change cycle, the ex­
cess vehicle operating costs, fuel consumption 
rates, and travel times for a speed-change cycle and 
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Figure 3. HPMS impact analysis. 
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stop are determined by interpolating from the ap­
propriate tables. By multiplying the appropriate 
unit values by the numbers of speed-change cycles 
and stops, the excess operating costs, fuel consump­
tion, and travel times associated with speed-change 
cycles and stop cycles for the section and conges­
tion level are determined. The excess costs and 
fuel consumption are added to the like values for 
curves and grades. 

10. The vehicle operating costs and fuel con­
sumption rates for curves, grades, speed-change 
cycles, and stops are modified to reflect pavement 
conditions other than 4.5. 
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Adjust Fuil Consumption 
&-Voh1cle Operaling 
Costs for Pavement 
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11. The amount of time spent idling is calcu­
lated. Then the vehicle operating cost and fuel 
consumption associated with idle time are calculated 
and added to similar values for curves, grades, 
speed-change cycles, and stops to get the section 
totals for these items. 

12. The total travel time is based on the ini­
tial running speed adjusted for pavement condition, 
curves, grades (trucks), speed-change cycles, and 
stops plus the idling time. The overall travel 
speed is calculated as the vehicle miles of travel 
(VMT) divided by the travel time. 

13. The accident measures (fatal accidents, in-

• 
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Figure 4. Rural other principal arterials: 1995 vehicle operating costs versus 
dollars invested (all vehicles). 

425 

jury accidents, and property-damage accidents) are 
calculated as a function of traffic volume, design 
type, and VMT on the section. 

14. This process is repeated until all vehicle 
types and congestion period traffic volumes are com­
plete. Vehicle type values are accumulated for all 
congestion levels. 

15. Final user cost factors are calculated and 
output. 

Output 

An example of the all-vehicle output (vehicle oper­
ating costs) for the rural other principal arterial 
system is illustrated as an investment performance 
curve in Figure 4. This figure shows that user cost 
factors may be used as a tool for assessing the con­
sequences of different investment levels under dif­
ferent assumptions. 

CONCLUSION 

The analytical process described here has been de­
veloped to provide a tool for predicting the eco­
nomic and environmental effects of current and 
future highway investment options. It is essential 
that decision makers be aware of the interactions 
among several dynamic factors, including highway 
user costs, changing highway performance, capital 
investment in highways, and highway travel demand. 

Investments for capital improvements on U.S. 
highways have been at the $15 billion level in re­
cent years. Investments of this magnitude, ap­
proaching 1 percent of the gross national product, 
have a substantial impact on the labor force and 
many industries and have a ripple effect throughout 
the economy. The effect of investments of this mag­
nitude and the resulting changes in system perfor­
mance must be understood and should be analyzed. 
The HPMS analytical process has been in use only a 
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short time. Over the next few years the process 
will be fine tuned, providing the U.S. highway sys­
tem with a better current and projected condition 
inventory than most, if not all, public-owned prop­
erty in the United States. 

Bringing these products together with currently 
available economic analysis and econometric fore­
casting tools will permit economic impact analyses 
on various sectors of the economy, including highway 
users, the construction industry, and related indus­
tries. Cost-benefit analyses of alternatives will 
improve as the predictive ability improves. 
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Long-Term Projection of Highway System Condition 

DAVID T. HARTGEN 

A computer model is described that has been developed by the New York State 
Department of Transportation (NYSDOT) to predict long-term deterioration 
and investment impacts on the New York State highway system. The model, 
the Highway Condition Projection Model , is being used by NYSDOT manage­
ment to assist in identifying pavement rehabilitation strategies. In the model 
each section of highway on the New York State system is treated as a separate 
entity. With a rehabllltatlon strutuyy 11ruvit.lut.l l,y lh• dndlyu, lhe condition 
and financial requirement are projected for each section of highway for each 
year for up to 50 years into the future. Deterioration rates determined from 
empirical data from the New York State highway system and typical costs 
based on recent construction experiences are applied. The model output is sum­
marized by system, region, and condition. A description is given of how this 
model may be used to identify sections in need of repair, test alternative rehabil­
itation strategies, and evaluate the implications of these strategies on long-term 
condition and funding requirements. The model is operational and is currently 
undergoing testing and refinement. Applications of the model to NYSDOT's 
analysis of Interstate funding proposals for highway repair and rehabilitation 
are described. 

U.S. roads are deteriorating as high inflation and 
interest rates push construction costs up; at the 
national level, estimates of the repair bill for 
highways and bridges run as high as $100 billion 
(,!)• Evidence from the Highway Performance Monitor­
ing Study (HPMS) (~, pp. 158-159) suggests that the 
condition of state and local roads is poorest, but 
these government units are now being called to bear 
the brunt of federal cutbacks in many programs. 
Significant attention must be paid to this problem 
soon, or the United States risks losing its vast 
investment in highway infrastructure. The recently 
passed Surface Transportation Assistance Act of 1982 
provides additional funds for highway repair and 
rehabilitation. 

To ensure that funds are spent wisely, state and 
local governments must be able to identify current 
problems and estimate repair needs, yet the tools 
available to undertake this task are weak or un­
available. Numerous procedures have been developed 
to evaluate alternative highway rehabilitation 
strategies, but their context has been limited to 
the study of a handful of sections (}_) and they do 
not handle system-level analysis. Other simple op­
timization procedures exist for network problems 
(4). Detailed analysis methods of rehabilitation 
st rategies for individual sections are well ad­
vanced, but only recently has the magnitude of the 
overall network problem begun to emerge. Even the 
feaernl HPMS !_'.?) . does not review all road cate­
gories; locally owned roads are not required for 
inclusion. The use of different highway rating 
procedures in different states has exacer bated tl,,c, 
situation and clouded comparisons between system. 
Clearly the states and local governments need the 
capability to assess network highway conditions, and 
soon. The recently released HPMS Analytical Process 
helps in this regard (~). 

Recognizing these issues, the New York State 
Department of Transporta'tion (NYSDOT) has recently 
undertaken a strengthening of its pavement manage­
ment activities. NYSDOT' s Pavement Management Task 
Force has been formed to review current procedures 
and recommend improvements in pavement management. 
Methods for determining highway condition and re­
porting it in timely fashion are being improved and 
streamlined. Studies of deterioration have also 
been initiated. This work is expected to yield a 
better capability to manage pavement needs as funds 
are restricted. In this paper a model to project 
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the long-term impact of alternative general reha­
bilitation strategies on network condition is sum­
marized, and recent work by NYSDOT (_2-_2) on highway 
condition assessment is reviewed. A parallel paper 
(10) contains a summary of the data-collection meth­
ods used to obtain current condition data. 

METHOD 

The method described here is known as the Highway 
Condition Project lon Model (RCPM) (!). This is a 
computerized procedure that proj ects the condition 
of each section of the New York State highway sys­
tem, applies repairs as directed by the analyst, and 
keeps track of costs by location, federal-aid class, 
and so on. This is not an optimization model but 
rather a what- if tool that describes the implica­
tions of policies proposed by the analyst. Except 
for t his feature, the model is similar lo the Wash­
ington State model (_1) • Because the HCPM operates 
substantially on each section of highway and then 
sums up the entire system, its output can be sum­
marized in a variety of ways not available in 
higher-level sample-based models [e.g., the federal 
HPMS model (11,12)]. In addition the model can be 
focused on section-level or route and county analy­
sis, a capability not possible with sample-based 
techniques. The general operation of the model is 
shown in Figure 1, which is discussed in more detail 
in the following. 

Hi ghway Section Data 

The HCPM uses the NYSDOT sufficiency file (13), 
which contains detailed characteristics, conditions, 
and traffic data for each section of the state tour­
ing route system. The 1982 file contains 19,803 
records totaling 15,687 miles. Data items for each 
record include the following: 

1. Characteristics 
a. Location and identity 
b. Length 
c. Number of lanes 
d. Direction: two-way or one-way 
e. Pavement width 
f. Surface, base, and subbase types 
g. Funclional class 
h. Federal-aid class 

2. Traffic 
a. Count year 
b. Annual average daily traffic 
c. Design-hour volume 
d. Capacity (level D) 
e. Volume/capacity (V/C) ratio 
f. Percentage of trucks 

3. Condition 
a. Surface rating 
b. Base rating 
c. Maintenance index 
d. Structural rating 
e. Sufficiency rating 
f. Year of last repair 

This detail permits extensive analysis of pavements 
by location and evaluation of unit costs, traffic 
loads, and so forth • 
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Figure 1. Highway condition projection model. 
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The condition of New York's highways is measured in 
several ways: 

1. Surface score: A scale of 1 to 10 indicates 
the quality and condition of the roadway surface. 

2. Base (rupture and displacement) score: A 
scale of 1 to 10 represents the condition of the 
base material underlying the surface. 

3. Maintenance index: A scale of 1 to 10 indi­
cates whether maintenance on that particular segment 
has been greater than normal, average, or less than 
normal. 

4. V/C ratio: This ratio indicates the density 
of traffic and the degree of congestion. 

5. Structural score: A weighted combination of 
the first three items on a scale of O to 100 is 
computed as follows: 3 times the surface score plus 
4 times the base score plus 3 times the maintenance 
score. 

Measurement of the first two i terns (surface and 
base) is easily related to visual characteristics. 
NYSOOT has recently developed visual scales showing 
pavements in various stages of condition. Two such 
scales have been prepared (.1) for surface and base 
(rupture and displacement) and are shown in Figure 
2. The visual scales provide a means that is 
straightforwRr<'I, easily understood, and rapidly 
carried out of assessing highway condition in the 
field while also relating that assessment to percep­
tions of highway condition by public officials and 
citizens. Although the method of developing such 
scales need not be discussed in detail here, it 
should be noted that it was based on standard proce-
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dures involving the sorting and arranging of photo­
graphs by U.S. Department of Transportation experts. 
Once developed, the scales were retested to ensure 
validity. 

In summer 1981 and again in 1982 these scales 
were used to rate the entire New York State touring 
route system. Table 1 shows the distribution of New 
York State highway pavements by condition. The 
overall pavement condition of the state touring 
route system is generally quite good, and road sur-

• faces are in better condition than road bases. 
Approximately 86 percent of road surfaces were in 
fair or better condition in 1982 compared with about 
80 percent of road bases. About 14 percent of road 
surfaces and 20 percent of road bases were in poor 
condition. 

The relationship between the NYSDOT condition 
scale and the present serviceability rating (PSR) 
used by AASHTO (14) and FHWA for evaluating HPMS 
sections (11) has-been established. The PSR is a 
scale of O~o S that considers surface, rideability, 
and structural condition. With data on 100 pavement 
sections scored by both methods, NYSDOT found that a 
simple average of its surface and base scores ade­
quately represented the relationship. In other 
words, the PSR is about one-half the average of 
surface and base scores. This relationship has 
proved valuable in developing user cost routines, 
because most national data express the relationship 
between user costs and highway condition in t,icmi; of 
PSR and operating speed (_!i). 

Deterioration Rates 

Five basic factors influencing the deterioration of 
pavements are initial construction, traffic load, 



10 

Figure 2. Photographic scales of pavement condition. 
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Table 1. Pavement condition, 1982, New York State touring route system. 

Condition 

Excellent 

Good to fair 

Poor 

Total 
Avg 

Level 

!O 
9 
8 
7 
6 
5 
4 
3 
2 
I 

Surface 

Lane Miles 

1,02! 
2,904 
7,656 

11 ,858 
10,745 
4,249 
1,041 

234 
19 

__ 2_ 

39,729 

Base 

Percent Lane Miles Percent 

CJ Q 1,()44 Q ~ 

2,747 
6,461 

76.1 11,039 70.4 
10,439 
5 ,763 
1,7 63 

14.0 403 20.l 
77 

__ 3 _ 

39,739 
6.82 6.64 

maintenance, environment (primarily climate and 
weather), and time. In spite of much research to 
sort out these factors, the understanding of highway 
deterioration is weak at best. In a recent review 
(]), two analysts summed it up: 
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The first point wor t hy o f empha s i s i s the 
lack of published information on deteriora­
tion of road pavements. The available 
(separate) sources can vary nearly be 
counted on one hand. This lack of informa­
tion is even more surprising when one con­
siders the wide variations that exist be­
tween deterioration relations developed 
from available data. 

To determine approximate deterioration rates for New 
York State pavements, two approaches were used: 

1. The data for the entire 1978 state highway 
system were arrayed by condition versus number of 
years since last contract work and initial-year 
deterioration rates were computed for different 
pavement types, and 

2. Pavement conditions from NYSDOT' s 59 contin­
uous-counter locations were analyzed to determine 
average deterioration rates for pavement types. 

Table 2 g i ve s t he r esults from this comparison, The 
rates are comparable for flexible and rigid pave-

5 
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Table 2. Average deterioration rates. 

Avg Deterioration Rate ( points/yr)• 

1978 New York State Continuous-
Highway System Counter Sites 

Pavement Type Surface Base Surface Base 

Flexible -0.33 -Q.36 -Q.32 -0.32 
Rigid -0.18 -0.19 -0.21 -Q.21 
Overlaid -0.45 -0.53 -0.40 -0.35 

30n the 10-point scale shown in Figure 2. 

men ts 1 for overlays, system-based rates are a bit 
higher. 

Repair Act i ons 

Literally hundreds of different treatments and ac­
tions are used in rehabilitating and repairing 
roads, and it is not possible to review them here. 

11 

:- .~. 

9 I _ K 

The HCPM permits the analyst to identify up to 50 
such actionsi not all, of course, might be tested in 
a given analysis. Recent tests of the HCPM have 
been made with the generic-type repair actions shown 
in Figure 3. These actions cover the range of work 
typically undertaken to repair pavements. 

Costs of rehabilitation actions were estimated by 
reviewing current contract prices and discussing 
with department experts the steps involved in vari­
ous jobs. The column Percent of Cost Capitalized 
refers to the proportion of such work that would 
normally be let out for contract as opposed to that 
undertaken by NYSDOT. The columns Improvement in 
Surface and Improvement in Base refer to the incre­
mental improvements in pavement condition (on the 
scale of 1 to 10 in Figure 2) resulting from the 
action. As an example, if a multilayei:ed ovei:lay 
(action 5) were placed on a pavement surface at 
condition level 5 (Figure 2), the resulting surface 
condition level would be 9.5 (5 + 4.5). These values 
were obtained by reviewing construction jobs and 
detei:mining the improvement they made on pavement 
condition. 
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Figure 3. HCPM sample input. 
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Repa h Str ategy 

The HCPM uses a repair-strategy matrix that directs 
the model to undertake road repair at specified 
condition levels. Essentially, the matrix t e lls the 
model when (at what pavement condition level) to 
undertake repairs to a particular section and what 
work to do. Figure 3 shows an example of the strat­
egy matrix for one group of !H!clions (cigid Inter­
state highways built between 1960 and 1972 that have 
high truck volumes). Numbers in this matrix refer 
to the repair actions above the matrix; for example, 
the matrix dicects the model to apply action 5, a 
multilayered overlay, to a road section on which the 
surface and base are at condition level 5. Two 
additional important features are the lane-volume 
cutoff, which directs the model to take the speci­
fied action only if the traffic volume is greater 
than the cutoff, and the condition cutoff, which 
directs that action be taken regardless of volume if 
the condition is below the specified levels. These 
features together with the range of actions permit 
examination of a wide variety of policies and strat­
egies. 

Ope r a t i on and Outpu t 

The model reads the input data shown in Figure 3, 

specified by the analyst, including detailed data on 
the repair actions, the strategy matrix, the volume 
cutoff and condition cutoff (minimum levels), and 
the deterioration rates. The model then begins by 
reading the data on a highway section from the High­
way Sufficiency File. Beginning with the current 
year, the model checks to see whether the condition 
of the sect ion is in a cell of the strategy matrix 
that identifies repair. Tf not, the model causes 
the condition of the highway section to deteriorate 
to the next year's condition by applying the deteri­
oration rates specified by the user. This continues 
until work is required according to the strategy 
matrix. The model then checks to see whether the 
section has enough traffic (whether the section is 
above the volume cutoff) and whether: the condition 
is below the condition cutoff. If either of those 
cases applies, the model applies the prescriptive 
action from the strategy matrix to the section of 
the highway. It adds the increment in condition 
( improvement in surface and improvement in base) to 
the condition scores to determine the resulting 
condition scores for surface and base, calculates 
the cost of the work by multiplying the length of 
the section times cost per mile, and adds these data 
to all of its summary counters. The model then goes 
on to the next year and continues the cycle until 
the ending-year horizon is reached for this partic­
ular section. It then goes back to the beginning of 
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the program, reads data for another section, and 
begins the process again. 

On completion of the analysis for the entire 
system, the model summarizes the results, showing 
average condition and cost of rehabilitation for 
each year for the state highway system and various 

subsystems. Figures 4-6 show typical system output. 
The model is currently programmed to output a sum­
mary of data by region and federal-aid class, a 
5-year construction program, and an action schedule. 
Other options are also possible. One of the most 
useful current outputs is the 5-year construction 

Figure 4. HCPM system summary. 

H I G H W A Y C O N O I T I O N P R O J E C T l O N M O D E L 

NYS DEPARl MFNT OF TRANSPORTATION 
TRANSPORTATION STATISTICS AND ANAL YSIS SECTION 

TEST DESCRIPTION : 1982 S-1 ; INTER - RIGlb ; 60-72 HIGH TK - VOL ; FAULTING/ SPAILING : VOL • 0 

SURF COND BASE 
YEAR MUN "<6 MEAN 

1982 6 . 86 6 6 . 80 
19!13 7 .13 24 7 . 23 
1984 6.81 24 6 . 94 
1985 7 _57 7 . 79 
1985 7 . 22 30 7 . 51 
1987 6 . 86 30 7 . 22 
1998 6 . 51 38 6 . 94 
1989 7.52 28 7 . 97 
1990 7 .19 28 7 . 74 
19'11 7.40 22 7 . 89 
1992 7 . 94 7 8 . 58 
1993 8.36 7 8 . 83 
199' 7.98 6 8 . 63 
1995 7 . 80 8 . 59 
1996 7 , 35 8 . 34 
1997 7 . 92 8 . 68 
1998 7 . 54 8 . 47 
1999 7 . 63 8 . 53 
2000 7 . 93 e. 12 
2001 B . 31 B . 95 
2002 7.90 e. 12 
2003 7 . 65 8 . 59 
2004 7 .20 8 . 34 
2005 7.84 8 , 72 
2006 7.40 8 . 47 

CURRENT YEAR : 1982 
HORIZON YEAR ; 2006 

CURRENT YEAR: 1982 
HORIZON YEAR: 2006 

Figure 5. Action schedule. 

CONO COST 
"<6 CAP-I 

11 13 . 5 
19 
'9 24 . 6 

21 
25 
25 28 . • 
23 I. 2 
23 11.. 
21 20 . 4 

1 " . 
2 ! . 3 

5 . 4 

17 . 0 
1. 2 
9 . 0 

12 . 5 
13 . 8 

• 7 
. 3 .. 3 

18 . 2 

9.0 

SYSTEM SUM'4AR Y IOTAL SYSTEM MILEAGE . 231 . 37 

TO REPAIR ($M) R O A D U S E R C O S T s 
MAINT TOT-COSTS FUEL ACCDT OP-EX TI ME 

3 . 3 16 B 

6 1 30 . 7 

7. 1 35 5 
. 3 1. 5 

2 . 8 14 . 2 
5 . 1 25 . 5 
3 6 18 . 0 

. 3 1 , 6 
1 . 3 6 . 8 

• . 2 2 t. 2 
. J 1 5 

2 2 11 . 3 
3 . I 15 _ 7 
3 • 17 . 2 

. I 9 

. 8 • I 

4 . 5 22 . B 

2. 2 1 t. 2 

P E A C E N T O I S T A I B U T I O N 

SURF ACE SCORE 

3 5 

. 56 5 . 30 

BASE SCORE 

. 73 10 , 41 

6 

30 . 16 
21 . BO 

25 . 32 

35 . 70 
25. 24 

35 . 14 

27 . 87 
35 , 20 

27 . 9A 
47 , 04 

9 

, 36 
17 . 75 

. 37 
37 Jl 

M I l E A G E A N O C O S T F O R R E P A 1 R S O I S T R J B U T E O B Y A C T l O N 

STATEWIDE SYSTF.M SUMMAJ.'V 

ACTION 3 ACTION 5 ACTION 6 ACTION 7 
MIL ES COSTS MILES COSTS MILES COSTS MI L ES COSTS 

1982 20.25 12 , 16 4 . 25 1 53 18 . 95 3 . 19 
1983 
1984 51 , 84 28 53 02 16 . 27 2 22 
1985 
1986 
1987 
1988 68 . 10 35 56 
1989 4 , 25 1. 53 
1990 14 . 88 7 . 50 ·~ "' 7 6 76 
1991 50 , 55 2.5 . 54 
1992 1 . 48 . 88 51 , 86 17 , 13 
1993 4 . 07 1, 62 
1994 17 . 33 6 . 80 
1995 
1996 67 84 21 . 27 
1997 4 , 25 1. 53 
19YA . 08 . 0 3 3 3 . 65 11 . 27 
1999 5 1. 68 15 . 73 
2000 52 . 21 17 . 25 
2001 4 . 07 , 97 
2002 . 26 , 10 17 33 4 OB 
2003 
~oo• 72 . 09 22 . 80 
2005 .26 .06 
20045 33 . 73 11 . 29 

10 

10 

02 
15 63 
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Figure 6. HCPM 5-year construction program. 

Section Identification L 
A 1 9 8 2 

RC co N 1982 
ET TOC AE'GYN END AADT COND ACT COND 
GV RTE VOS M-PT M·PT MILES HUND s B NUM r:nsr s B 

83 841 014 oo . 73 00 . 88 oo . 15 265 8 8 a 
82 84 I 022 00 . 32 03 47 03 15 ~87 8 8 B 
82 841 022 03 . 47 03 . 71 00 . 24 ' 266 8 8 8 
82 841 022 03 . 71 04. 95 01 . 24 266 8 8 8 
82 841 022 11 . 51 11. 71 00 . 20 238 8 8 7 
82 841 022 11 . 7 1 13.64 01 93 238 8 8 7 
82 841 022 13 . 64 13. 70 00 . 06 4 239 10 10 10 10 
82 84! 022 13 . 70 17.35 03 . 65 238 8 7 8 7 
84 84! 031 00 . 00 00 . 33 00 33 238 8 " B 8 
84 84! 031 00 . 37 00 . 61 00 . 24 238 8 8 8 8 
84 841 031 00 . 61 01 . 41 00 . 80 238 B B 8 8 
M4 M41 tJ~1 U 1 . 41 U:J . '.J/ Ut . Yf::i 4 ~~" " " B 6 
84 84! 031 03 . 39 03 • . 56 00 . 17 • 254 8 8 8 8 
84 84 l 031 03 . 56 03 . 98 00 . 42 ' 254 8 8 ' 84 84 I 031 03 . 98 04 . 00 00 02 6 254 6 8 6 007 9 1Q 
84 841 031 04 . 00 05 00 01 00 • 254 8 8 8 s 
84 84 l 031 05 . 00 05 02 00 . 02 6 254 9 9 9 9 
84 84 I 031 05 . 02 06 94 01 92 4 254 8 8 8 8 
84 84 I 031 06 . 94 07 . 35 00 41 • 270 8 8 
84 84 I 031 07 , 40 07 190 00 50 4 270 8 8 
84 841 031 07 . 90 07 . 93 00 . 03 G 270 9 9 9 9 
84 84 I 031 07 . 93 OB 12 00 19 • 270 7 7 7 7 
84 841 031 08 . 12 08 14 00 . 02 6 270 7 9 9 
84 841 031 OB 14 09 10 00 . 96 270 B B B 8 
84 84 I 031 09 . 10 09 . 33 00 . 23 270 5 B 5 8 
B4 84 I 031 09 . 79 10 . 75 00 . 96 340 7 B 7 e 
84 841 031 10 . 75 10 . 78 00 . 03 4 340 5 B 8 
84 B4 I 031 10 r 7B 10. 79 00 . 01 4 401 6 7• 7 
84 B4l 031 10 , 79 13 , 01 02 22 • 401 7 " 7 8 
15 87 I 081 05 . 63 12 . 79 07 16 6 273 6 6 6 6 
15 871 081 12 , 79 13 03 00 24 6 172 6 6 6 6 
15 87 I 081 13 . 03 16. 47 03 . 44 6 172 6 6 6 6 
15 871 081 16 . 47 18. 15 01 . 68 6 244 

program (Figure 6), which shows the condition of 
each section and the funds required to sustain it 
for each year of the 5-year period. 

Some other features are being added to the model 
at this time. These include the following: 

1. A routine that calculates user costs for each 
section, including travel-time cost, operating cost, 
fuel cost, and accident cost, the availability of 
which will permit the analyses of benefits ~nn r.osts 
of rehabilitation alternatives; 

2. Amortization and interest routines; and 
3. An option so the user may focus the analyses 

on one specific route or county combination or on a 
particular section of highway. 

AN EXAMPLE: INTERSTATE REPAIR AND REHABILITATION 
NEEDS 

The following example illustrates the operation of 
the HCPM. The tests involve an assessment of recom­
mended repair strategies and actions for New York's 
Interstate system. 

The New York State Interstate system was con­
structed over a fairly lonq period of time and con­
sequently exhibits different distress symptoms. In 
particular, rigid Interstates built between 1960 and 
1~72 that have a high truck volume (Table 3, second 
group) are beginning to show joint failure and 
severe faulting problems. Rehabilitation strategies 
for these sections are more complex than strategies 
for older sections or flexible pavement sections. 

Suggested repair strategies for each group of 
Interstates shown in Table 3 were developed by the 
NYSDOT Pavement Management Task Force. These strat­
egies consisted of actions necessary to correct 
identified problems and to repair and maintain the 
pavement for as long as possible. Examples of such 
repair actions are shown in Figure 3. The HCPM was 
then used to determine the overall cost of these 
strategies and the resulting system condition and to 
prepare a possible 5-year construction program. 
Examples of these documents, again for the second 
group in Table 3, are shown in Figures 4-6. 

The analysis shows that repair needs for this 

1 

ACT 
NUM 
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9 8 3 1 9 8 4 1 9 8 5 1 9 8 6 

COND ACT r:nNn Ar.T COND ACT COND 
COST s B NUM COST s B NUM COST s B NUM COST s B 

7 
7 7 

7 7 7 7 7 
7 7 7 7 7 

6 . 028 8 9 9 7 8 
6 270 8 9 9 7 8 

9 9 9 9 9 9 9 9 
7 6 , 511 8 9 8 9 .7 8 

7 7 7 7 
7 
7 7 7 
7 7 7 

7 7 7 7 
7 6 059 B 9 8 9 7 8 
9 9 8 9 8 9 7 9 

7 7 7 7 7 7 
8 8 8 8 8 8 e 
7 7 7 7 7 7 7 

7 7 7 
7 7 7 7 

B 8 B B B 8 8 
6 6 6 6 6 6 6 
6 B 6 007 9 10 9 9 9 9 

7 7 1 7 
4 4 4 4 7 
6 6 6 6 7 
4 4 4 7 
5 6 5 , 004 10 10 9 9 9 9 
6 7 6 7 6 7 6 7 
5 5 5 4 , 296 10 le' 9 9 9 9 

5 5 • 144 10 10 9 9 9 9 
5 5 2 06d 10 10 9 9 9 9 

b b 6 6 6 6 6 6 

Table 3. Interstate pavement groups. 

Pa,iement Group 

Rigid, before 1960 

Rigid, 1960-1972, high 
truck volume(> 3,000) 

Rigid, 1960-1972, low 
truck volume ( <3,000) 

Rigid, after 1972 

Flexible 

Overlaid 

Total 

Typical Problem 

Spalling and rutting, crack­
ing, roughness 

Faulting> 0.25 in., spalling, 
cracking 

Faulting (less), slight spalling 

Slight spalling, surface and 
joints 

Cracking and rutting, some 
potholes 

aExcludes mileage on the N.Y. State Thruway . 

Miles" 

24.63 

231.37 

104.95 

209 . 12 

196.46 

...2.i1l.. 
861.66 

940 

gLoup of sections (231.37 miles total) would total 
$16.8 million in the first year, $47.5 million over 
5 years, and $142. 2 million over 10 years (Figure 
4); however, after this initial period, repair costs 
will be less. The average condition of this group 
of pavements will be substantially better in 1992 
than at present (1992 surface condition, 7.94; 1992 
base condition, 8.58) if these strategies are fol­
lowed; this good condition can then be maintained 
F"... +-ho "ev+- 1 i:;: yl"J..,.. ... r-o F"... .,..~,,.. $1 'l"> • 'l ffll.; 11 ~ "" • "r 

$8. 8 million per year. The action summary (Figure 
5) shows that the initial focus needs to be on joint 
repair and base protection actions, followed later 
by 2.5-in. overlays, then still later by cold mill­
ing and resurfacing of these overlays. Figure 6 
shows a page from the 5-year construction program 
for this group of sections; it lists each section by 
location and shows the work required in each year. 

The results of the Interstate highway repair and 
rehabilitation analysis for all six pavement groups 
are shown in Table 4. Overall, such repair needs 
total $ 55.6 million in the first year and $31.7 
million over 10 years. The system would be substan­
tially better at that time if these repair strat­
egies were followed. 

These data are being used by NYSDOT in a variety 
of ways: 
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Table 4. Effect of pavement improvements on condition: New York State Interstate system. 

1982 Condition I 983 Condition 
Level Level 

Pavement 
Group Miles Surface Base Surface Base 

Rigid , before 1960 24.63 6.1 6.2 7.9" 8.o• 
Rigid, 1960-1 972, high 231.37 6.9 6.8 1.1• 7 .2• 

truck volume (>3,000) 
Rigid, 1960-l 972, low I 04 .95 7.0 6.4 7.4• 7.3 8 

tru ck volume ( < 3,000) 
Rigid , after 1972 209.12 8.6 8.4 8.5 8.3 
Flexible l 96.46 7.7 7.8 7.9" 8.1 a 
Overlaid --22.ll.. 7.4 7.3 7.8• 7.8• 

To tal 861.66 7.5 7.4 7.83 7.93 

3 Jmproved condition. 

1. Overall system repair needs: The tests permit 
assessment of total system needs and resulting con­
dition over the long term. 

2. Repair strategies, The procedure permits 
analysts to determine the wisdom of various repair 
strategies. 

3. Allocations, The data can be used to assist 
in allocation of funds to regions of the state; for 
the 1983 construction program, for instance, funds 
were allocated by lane miles, vehicle miles of 
travel, and repair needs. 

4. Early alert: The model identifies sections in 
need of attention or likely to need attention in the 
future. 

5. Suggested repairs: The model suggests, but 
does not prescribe, repair actions for each section 
of road. The department's decision making on spe­
cific actions is decentralized to its regional of­
f ices; the model can be used to assist in these 
decisions, but the recommendation of the regional 
director on specific actions is usually followed. 

CONCLUSIONS 

A new tool, the HCPM is one of several procedural 
improvements under development by NYSDOT to predict 
and evaluate the long-term implications of alterna­
tive rehabilitation strategies on the condition and 
the repair costs of the New York highway system. 
The model operates sequentially on data for each 
section of state highway and summarizes repair costs 
and condition by region and federal-aid class. 
Preliminary tests of the model suggest that it is 
beneficial in quantifying the implications of dif­
ferent repair strategies. 
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1992 Condition Repair Costs 
Level ($000,000s) 

Surface Base 1983 1992 

7.3• 7.3" 5.1 J.1 
7.4• 7 .9" 16.8 12.4 

7.6• 7.93 9.1 3.4 

7.8 7.9 2.1 1.4 
9.o• 9.0' 12.4 9.5 
7.4 7.73 .!..Q,l_ .l.:2... 
7.9' 8. 1 a 55.6 31.7 
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Organizational Analysis of a State Department of 

Transportation Program Development Process 

THOMAS F. HUMPHREY, MICHAEL D. MEYER, AND FREDERICK P. SALVUCCI 

Many state departments of transportation (DOTs) are facing serious problems 
in developing a transportation improvement program that reflects cutbacks in 
funding and yet meets the demands of constituent groups. The program 
development process for one state DOT is examined and organizational and 
process changes are recommended that will improve the ability of the DOT to 
produce a realistic and credible program. Although this analysis involves only 
one DOT, the results are relevant to other DOTs as well. An examination of 
the current problems of the DDT, the development of a normative model for 
program development, and the use of this model to recommend proceS5 im­
provements are included. The development of a multiyear program, the 
formulation of a communications plan that describes to constituent groups the 
rationale and process for establishing priorities, and the use of a management 
information system are recommended. 

Many state departments of transportation {DOTs) are 
currently facing serious problems in developing and 
carrying out a transportation capital improvement 
program. Perhaps most important, cutbacks in govern­
ment funding have forced many agencies to examine 
their implementation priorities carefully. These 
pressures of fiscal austerity, combined with the 
need to incorporate a broader range of socioeconomic 
and environmental concerns into the project planning 
process, have often lengthened and made more complex 
the planning, developing, and designing of transpor­
tation facilities. In addition, because of major 
changes in the environment of transportation plan­
ning, many projects long under development may be 
less appropriate than they once seemed. 

The purpose of this paper is to analyze the proj­
ect development and programming process of the New 
Jersey Department of Transportation (NJDOT) and to 
recommend changes in process and organization that 
better reflect the current fiscal and political 
environment O) • Instead of focusing on the develop­
ment of techniques that could be used to establish 
project priorities, this study examines the program­
ming process from the perspective of its role as an 
organizational activity. This perspective required 
extensive interviews with NJDOT officials at all 
levels of the organization. Although the results of 
this study are based only on the experiences from 
NJDOT, the problems faced by this agency appear 
common to state DOTs across the United States (2). 
'l'hus fn 1mhRP.quent sections many of the concepts 
discussed for improving program development are 
related to any DOT facing similar problems as those 
OJ: NJDOT. 

TRANSPORTATION PROGRAM DEVELOPMENT AS AN 
ORGANIZATIONAL PROCESS 

Much of the research that has been undertaken on 
program development has focused on the techniques 
that can he used to rank projects by priority (3,4). 
Until recently little systematic effort was made-to 
examine the proc.ess of program development and the 
organizational characteristics of this process that 
affect the effectiveness of the program once formu­
lated. A recent report, however, examined the high'­
way programming process in seven states and high­
lighted the dimensions of such a process that were 
crucial to its e ventual success (_~). These dimen­
sions included 

1. Laws, agency objectives, and government regu­
lations; 

2. Roles adopted by agency management and other 
agency personnel with regard to programming; 

3. Groups potentially involved in the program­
ming process, including highway users, contractors, 
legislators, local officials, and so on; 

4. Stages of the process by which a program is 
developed (e.g., project initiation and analysis, 
program draft, program adoption, scheduling, and 
monitoring); and 

5. Program categories in which projects are 
classified for funding or other purposes. 

These five dimensions in essence imply that the 
process of developing a capital improvement program 
is an organizational activity subject to the fiscal 
and political pressures of an agency's external 
environment and sensitive to structural and behav­
ioral factors internal to an agency. 

This perspective on program development presented 
a challenge in formulating a methodology that was 
sensitive to these organizational factors. The 
methodology used in this study consisted of two 
major steps: (a) a descriptive analysis of the 
existing process of program development and (bl 
formulation of a normative model of such a process 
that addresses the problems found in the first step. 
Because the program development process was viewed 
fLcrn the organizaticn~l pcrzpcctive, t-n~ ,Fi rC!t- At-Fan 

included the identification of organizational units 
involved with project development, the flow of in­
formation among these units, the perceptions of 
state DOT personnel toward programming, and the 
influence of interests outside the DOT. 

This descriptive analysis' identified the follow­
ing factors that appeared to lead to problems in the 
program development process: 

1. Timetables established for completing 
projects were often not met, for reasons outlined in 
the following. 

2. Some categories of federal-aid funding 
available to the state were not always used in a 
timely manner, which meant that the lag in highway 
expenditures represented a financial loss to the 
state in at least two ways. First the beneficial 
impact on the local economy generated by the influx 
of federal money was delayed, and second inflation 
caused a loss in buying power when the projects were 
ready for implementation. 

3. The first two factors led to a credibility 
problem for NJDOT, making it difficult to receive 
suppoct from outside constituencies for securing 
stable funding and increased staffing levels. 

4. There were inadequate financial and person­
nel resources to achieve the expectations of many 
individuals both within and outside of the DOT. The 
process of planning and developing construction 
projects had become more complicated and expensive 
at the same time that funding cutbacks had re­
stricted the level of resources to carry out the 
projects. 

5. Because of external pressures to carry out 
many projects, design and implementation priocities 
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often changed at many different points during the 
course of the project. It was thus difficult to 
communicate clearly to all concerned parties what 
the top-priority projects were beyond a limited 
number of highly visible and politically sensitive 
ones. The result was a tendency for DOT personnel 
to become frustrated with the process and for 
projects to sometimes be lost. 

6. Because of the complexity of the overall 
program development prO<X'!ss and because so many 
factors had to be considered, there was often some 
uncertainty concerning organizational responsibil­
ities within the department. This was especially 
true at the beginning of the process when many new 
projects were i<lentified and when an initial sorting 
out of priorities did not occur. This pcoblem was 
exacerbated by the many points in the development 
process at which projects had traditionally started. 

7. Significant staff resources were expended on 
projects for which there had been a previous commit­
ment but that could not possibly be built because of 
environmental problems, community disruption, or 
cost escalation. Paradoxically the same outside 
groups that were no longer confident in the DOT 
refused to accept the professional opinion of DOT 
officials that some projects might be infeasible. 

8. A committee of NJDOT officials that had been 
created to establish priorities and monitor project 
development provided a valuable function. However, 
many individuals in the DOT were uncei;tain exactly 
what roles and responsibilities were held by this 
committee. 

9. There was a sense among several high-level 
NJDOT of.ficials that a realistic, multiyear program 
of transportation improvements did not exist. Al­
though plans and programs were available, funding 
uncertainty and possible intervention in project 
programming from outside sources made a multiyear 
program a difficult document to produce. 

10. Al though there was .a large amount of data 
available on projects in progress, there were often 
conflicting definitions of terms and no common data 
base. 

These problems served as the point of departure 
for the identification of possible solutions and for 
final recommendations. Again, although these prob­
lems were related specifically to one organizational 
context, it appears likely that many, if not most, 
of them are experienced by other state DOTs as well. 

PROJECT DEVELOPMENT PROCESS: A NORMATIVE MODEL 

The project development process provides the basic 
organizational structure for any DOT to fulfill its 
mandate. As such, the process must be structured to 
allow officials to control and monitor the effective 
and efficient utilization of project development 
resources. One such structure (or conceptual model) 
i s shown in Figure 1, in which the project develop­
ment process is shown to consist of four phases: 

Figure 1. Conceptual model of project development process. 
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planning, project development, final design, and 
advertising and construction. Although it is impor­
tant to establish this clearly defined and system­
atic procedure for the overall process, it must 
never be so rigid that some flexibility cannot be 
incorporated without destruction of the fundamental 
objectives of the process. 

In order to manage the project development pro­
cess, it is important to have control points at 
which decisions can be made on resource allocation 
based on an assessment of priorities and previous 
resource commitment. To illustrate what is meant by 
controlling the flow of a project, a simplified 
model of the project development process is shown in 
Figure 2. The gates or points at which key decisions 
should be made and previous decisions reviewed are 
shown in Figure 3. Many projects will be examined 
at the beginning of the process and decisions will 
be made as to which projects should be developed 
further. A policy committee of DOT officials, vari­
ous subcommittees, or the agency heads should make 
basic decisions on priorities at the beginning of 
each phase as well as at other intermediate decision 
points. 

At each decision point, there should be clear 
policy guidance on what types of projects should be 
advanced. For example, deferred-maintenance projects 
or those that advance economic development might be 
given top priority. The criteria at each decision 
point should thus be clearly articulated by top 
management. 

One of the important characteristics of the 
project development process should be the insulation 
from outside influence of technical activities that 
occur between decision points. The individuals 
responsible for these activities are thus capable of 
determining what they can actually produce, given 
current demands and resources. The manager of each 
of the appropriate phases should be viewed as a 
gatekeeper who participates fully in all decisions 
as a project passes from one phase to the next. 
Thus the gatekeeper function is one of providing a 
realistic estimate of wha t is feasible in project 
development given the other responsibilities of a 
particular organizational unit. 

Rather than allowing projects to enter the pipe-
1 ine on a continuous basis, it would be worthwhile 
to establish batches of projects at the decision 
points so that trade-offs can be made. Such a system 
would permit an assessment of the resources needed 
to complete the project and would also provide a 
better opportunity for DOT pei:sonnel to judge the 
project interconnectedness and geographical distri­
bution. Knowing which proj ects are entering any 
particular phase of the process allows one to real­
locate resources to adjust for the different times 
it will take for projects to complete the process. 

Project status information i s necessary at the 
decision points to determine which projects should 
progress to the next phase and to determine where 
bottlenecks in the process are likely to occur. 

Decision Decision Decision Decision Decision 

l l l 
Projects 

• • • • Enter Planning Project 
Development 

Final 
Design 

l l 
• • Advertise/ 

Construction 

Projects 

Exit 
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Figure 2. Simplified model to control project development process. 
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This information need requires some form of manage­
ment information system (MIS) to produce the infor­
mation on a timely and consistent basis. 

Because the decision points are considered gate­
ways to the next project ~evelopment phoDc, differ­
ent types of meetings will be necessary. For exam­
ple, meetings will be needed to decide which 
projects deserve to go into planning, into project 
development, or into construction: other meetings 
might h"' n"'cessary to assess the progress of the 
most critical projects: still others might be neces­
sary to exami ne the relationship between the program 
and the budget. In each case specific types of 
information would be needed to support decision 
making. 

APPLICATION OF THE NORMATIVE MODEL 

The model of program development just described 
provides an image of a process that recognizes valid 
external inputs into program development and yet 
provides internal agency controls that order the 
process systematically. Several aspects of this 
model, especially as it relates to the New Jersey 
case study, merit special attention. 

Advertise 

Oraanizational Mechanism 

Some organizational mechanism is necessary to guide 
the program development process. In the model dis­
cussQd earlier, t-hP <'lepa·rtmental policy committee 
provides this guidance. For s uch a conunittee to 
work, however, its roles and responsibilities must 
be clear. Fur t h..:c, teg la :iieatir:g sched1 c: m1n1 t 

be established and agendas prepared in advance. 

Schedule 

It is also essential that an agreed-on schedule be 
established for obtaining inputs to the development 
of a realistic multiyear program. In order to obtain 
these inputs in a timely fashion, c lear communica­
tion must be established that will (a) clearly but 
b~ iefly describe the process used in establishing 
t he program, (b) specify the organizational respon­
sibility foe the submission of information so that 
ambiguity concerning individual responsibilities 
beth inside and outside the depa.rtment is elimi­
nated, ~nd (c) describe the consequences of failure 
to meet schedules as indicated. 
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Figure 3. Role of policy committee . 

• • • Enter 

...., 
,:: 

1 
Planning Development i P,oject i 

Q) 

E 
Q) 

Ol 
rd 
,:: 
rd 

:;: 

E 
Q) ...., 
rd 
.a 
Q) 
0 

4-
0 

,.... 
Q) 

> 
Q) 

.....l 

Gate l G,,.te 2 

High 

Moderate 

Functional and Financial Categories 

Gate 3 

Stage 

Design 

In order to relate DOT objectives to program imple­
mentation and success, the program should be devel­
oped by placing projects into various functional and 
financial categories. The agency head must establish 
clear program objectives for each program type, and 
the policy committee must relate these objectives to 
cash flow and realistic budget considerations. 

Program Support 

It is essential that both personnel and financial 
resources be scheduled realistically and accurately 
in order to establish credibility concerning the 
ability of the DOT to produce and support the estab­
lished program. 

Communications Plan 

The DOT must develop a communications plan that 
describes a clear rat i onale for establishing prior­
ities and that will establish the credibility of the 
DOT with its many constituencies as new projects are 
proposed in the future. 

An MIS that provides useful and reliable information 
to the DOT officials is a er itical component of a 
program development process. There are five major 
character is tics of such a system that must be con­
sidered for the MIS to successfully support the 
model shown in Figures 1, 2, and 3. 

Relation of MIS to Decision-Making Structure 

The information system must be related to the struc­
ture of decision making. For example, if the struc­
ture of decision making for project development 
follows a process that, in general, consists of 
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planning, project development, engineering and de­
sign, and adve.rtis ing and construction, the informa­
tion system (or systems) must be capable of provid­
ing information i n each s tep. Major decision poi nts 
that occur in this project development process 
should be supported with the information necessary 
for informed decisions. 

Relation of MIS to Decision-Making Purpose 

The information provided by the information system 
should be rela ted to the purposes of decision 
making. This requires that major actors identify 
the information necessary for them to make deci­
sions. Often higher levels of management do not 
need excessively detailed information on every 
project beginning or currently in progress. Their 
measure of agency performance is much more agqre­
gated than the project information generated by the 
organization. Rowever, middle-level managers might 
well need specific details on tasks not accomplished 
and the reasons for the delay. The information 
system must thus respond to the differing needs of 
the management structure in an agency. 

Relation of MIS to Decision-Making Level 

The information system must provide consistent, 
reliable, and timely information for all levels of 
management decision making. In many organizations, 
there are often many different units that provide 
information on each individual project. Depending 
on how this information is obtained and how the 
major reporting terms are defined, these different 
units could provide inconsistent and even conflict­
ing information on individual projects. One common 
solution to this problem is to have a unified data 
base for all reporting functions that is formatted 
at a level sufficient to provide the most detailed 
information necessary for midlevel management needs 
but that can be easily aggregated to provide the 
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information required by h i gher-level management. 
This informat ion must also be updated periodically 
to fit the needs o f the decision-making process. 

Ease of Use 

The mechanics of using the information system (ini­
tial project input, updating, and information re­
trieval) must be easy to understand and use. The 
usefulness of any information system depends to a 
large extent on its level of difficulty. If a large 
amount of manual effort is needed to obtain and 
orqanize information, the information system is 
likely to be costly and create inefficiencies in the 
use of personnel. The initial effort of developing 
the information system and of institutionalizing it 
within the agency will most likely require substan­
tial amounts of resources (in terms of funds, per­
sonnel , and t i me) , which should be· expected by top 
management. A successful information system, how­
ever, should have the capability to maintain and 
update the data base with minimal resources. 

The updating procedures should be easily under­
stood and carried out by those who have the primary 
information sought. Thus if line managers in the 
organization are periodically required to report 
information on project status to a centralized of­
f ice, th e for ms for doing so must be easily used and 
the line managers must view this task as important 
enough to warrant their time. Ideally the systems 
should be structured so that those whose timely 
input is needed get some short-term benefit from 
providing it in terms of usable information. 

Care in Establishing MIS 

Implementing an information system must be carefully 
undertaken; care must be taken to establish credi­
bility, utilize existing resources to the greatest 
extent possible, and provide for future development 
of the information system. Because information is 
so important for the effective operation of an orga­
nization and given the often large number of organi­
zational units involved in information flow, estab­
lishing an information system can become a complex 
and controversial effort within an agency. Serious 
thought must be given to the strategies that can be 
used to set up such a system, e.g., whether an 
agency should completely overhaul its information­
processing capabilities and issue directives. 

CONCLUSIONS 

Many state transportation agencies are facing ser i­
ous cutbacks in staff and funding resources at the 
samr. time that demands for improvements to the 
transportation in frastructure increase. Alt.hough 
much research has been undertaken on the techni ques 
that can be used to set prioritie:i in program devel ­
opment, little work has been done on program devel­
opment as an o r ga nizat i onal process. The program 
deve lopment proc ees in one state DOT has hr.r.n exam­
ined here and a normative model of such a process 
has been formulated. Although specific to this 
organizational context, the results of this analysis 
appear applicable to other DOTs as well: 

l. The project development process should be 
viewed and explained to constituent groups as con­
sisting of a specified number of phases. In this 
study the phases were planning, project development, 
f i na l design, and adve r ti sing a nd cons t ruct i on. 
Specific decision po i nts s houl d exis t between these 
phases at wh ich t he worth o f p rojects determines 
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whether they enter the next phase. A policy conunit­
tee or its subcommittees should make these decisions. 

2. The projects should be batched at these deci­
sion points to permit easier assessment of trade­
o f fs. 

3. The policy conunittee meetings should be 
structured to permit specif i c tasks to be accom­
plished. For example, t he r e s houl d be meetings to 
decide which projects s houl d p rogr e ss to the next 
phase. In these meetings, officials responsible for 
undertaki ng the next work ass i gnment should be pres­
ent to de t e rmine whether the 00 1' has the capability 
to undertake the project. 

4 . Staff resources should b~ p,ovided to the 
policy conunittee and its subconunittees that reflect 
the s pec ific pu rposes o f the meetings. 

5. Pol i cy and dec is ion rul e s s hould be provided 
by t o p ma nagement a t e ach dec ision point to permit 
attainment of priorities. These decision rules 
should be fine-grained and specific enough so that 
conunittee members know exactly what is wanted and 
staff work appropriate to these concerns can be 
prepared. For example, the DOT secretary might want 
to develop ratios of project types that should pass 
each decision point by type of project (reconstruc­
tion, new capacity, bridge rebuilding, and so on). 

6. When each project comes to a decision point 
in the process, it should be analyzed to determine 
benefits and costs and incremental benefits and 
costs associated with big projects rather than 
modest solutions. 

7. The decision to move a project to another 
phase should be based on the comparison of benefits 
and costs. Altho ugh this comparison is not the only 
factor in setting priorities among competing 
projects, only those projects that show more bene­
fits than costs should be processed. 

8. An MIS is er i tic al to the success of a pro­
gr am development process. A unified data base, 
including cost schedules and budget info C"mation, is 
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Economic Evaluation of Highway Investment Needs 

JOSE A. GOMEZ-IBANEZ AND DOUGLASS B. LEE 

FHWA has been required by Congress to prepare biennial reports on the con­
dition of the U.S. highways and the need for highway investment since 1968. 
Although these needs reports have become more sophisticated with each 
edition, they still fall short of a full economic analysis of highway investment. 
The role that economic analysis might play in needs reports is explained, the 
use of economics in past reports is evaluated, the general categories of bene­
fits and costs that should be considered are outlined, and quantitative benefit­
cost evaluation for determining highway needs is illustrated. 

The purpose of economic analysis is to ensure that 
society's resources are put to their best use, in­
cluding the allocation of resources among various 
public-sector activities and between public and 
private uses. The principal tool in the economic 
evaluation of public p rog rams is benef i t - c ost analy­
sis. In barest outline benefit-cost a nalys is in­
volves four steps: the prediction of all the desir­
able and undesirable effects of the programs or 
projects under consideration; the valuation of these 
effects in common terms, usually dollars; the cal­
culation of the net benefits, or the difference 
between benefits and costs for each project or pro­
gram; and a choice among alternatives based on their 
net benefits. Where quantification is uncertain, 
alternative assumptions and trial values can be 
substituted to assess the robustness of conclusions. 

BASIC EVALUATION CRITERION 

If the planning question involves different levels 
of funding for a single project or program, such as 
alternative levels of government funding for highway 
improvements, the alternative with the largest posi­
tive net benefit should be selected . Another way of 
stating this rule is that the scale of the project 
or the program should be expanded to the point at 
which the marginal benefits from further expansion 
just equal the marginal costs or, equivalently, the 
marginal net benefits from expansion are zero. 

The u.s. highway system constitutes a stock of 
capital facilities that have been built up over time 
by investing in the system at a rate faster than it 
wears out. Investment is a flow of resources for 
some time period (typically dollars per year), and 
the negative of investment is depreciation, which is 
the loss in the value of the capital stock over a 
period of time. Highways depreciate from use, from 
the weather, and from functional obsolescence. If 
depreciation exceeds investment in the same time 
period, the net effect is disinvestment; i.e., the 
capital stock is worth less at the end of the period 
than at the beginning. The efficient level of net 
investment in any particular time period may be 
positive or negative. 

IMPORTANCE OF HIGHWAY INVESTMENT 

Highway capital expenditures (including new con­
struction, reconstruction, and major resurfacing but 
excluding patching and other routine maintenance) by 
all levels of government have been declining both in 
real terms and as a !,;hare of total expenc'litures 
since the mid-1960s, but they still amounted to 
approximately $20 billion in 1980. This level of 
investment is insufficient to offset the deprecia­
tion of the existing system; one estimate places 
actual depreciation at more than twice current ex-

penditures tll• A variety of investment options is 
now available, including 

1. Increasing investment to the level at which 
the highw.ay system can be restored to some previous 
status of condition and performance and then main­
taining the system in that condition, 

2. Allowing the system to continue to deter io­
rate to a status at which it can be kept stable at 
some given level of capital replacement expenditure, 
or 

3. Within any of the foregoing options, concen­
trating investment in those portions of the system 
that warrant stronger pavements, smoother surfaces, 
or increased lane capacity. 

Expansion of the system, in 
tional lane miles of highway, 
considered in the range of 
levels. 

FEDERAL ROLE IN EVALUATION 

the form of net addi­
is not being seriously 
alternative investment 

The need for an economic analysis of highway invest­
ments is particularly acute at the federal level, 
because the federal government plays a large role in 
the financing of highway investments. Although 
federal funds account for only about one-quarter of 
all spending on highways, they comprise more than 
half of all capital expenditures. Evaluating the 
appropriate division of responsibility for financing 
highway investments among the federal, state, and 
local governments is beyond the scope of this paper, 
but if the high level of federal involvement con­
tinues, economic analysis of highway investments at 
the federal level is imperative. 

Particularly important at the federal level is a 
broad economic analysis of future highway investment 
levels with roughly the same sco~e and time frame as 
the current FHWA highway needs reports. This analy­
sis need not involve a detailed economic evaluation 
of every highway segment but rather a simpler evalu­
ation of a representative sample of segments. The 
analysis therefore would not be reliable for decid­
ing how much to invest in particular highway seg­
ments, but it could suggest desirable investment 
levels in the aggregate. Such an analysis would be 
useful in deciding how much resource to allocate to 
highway investment as opposed to other private and 
public uses and, within highway investment, how much 
to allocate to the different systems and improvement 
types. 

OTHER LEVELS OF GOVERNMENT 

More detailed evaluations of individual highway 
projects would by and large be conducted by the 
state or county highway departments that were re­
sponsible for specific highway improvements, al­
though in the case of federally aided highways such 
analyses probably should be reviewed by FHWA. Fed­
eral review is particularly important in the case of 
the Interstate program, because the large federal 
share of project expenses and the project-specific 
nature of the federal grants may give state and 
local governments strong incentives to overinvest in 
Interstate improvements. 

In short, if the FHWA highway needs report were 
to include a full economic analysis of alternative 
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aggregate highway investment levels, this could be 
extremely useful in deciding how much should be 
spent on highway investment overall. Such a needs 
report would not answer every investment programming 
question and in particular would have to be supple­
mented with a variety of more detailed economic 
evaluations at the state, metropolitan, and individ­
ual project level. Nevertheless, this type of broad 
analysis is necessary to determine the appropriate 
total investment levels. 

ECONOMIC ANALYSIS IN PAST NEEDS REPORTS 

Although FHWA's periodic reports to Congress on 
highway investment needs have become increasingly 
sophisticated since the first edition in 1968, they 
do not yet include an economic evaluation of highway 
investment levels. Early versions of the report 
uncritically summarized needs assessments prepared 
by the states, with an emphasis on completion of the 
Interstate system and its associated costs. The 
1974 report, however, introduced the notion that the 
performance of the highway system should be used as 
a measure of the effectiveness of highway investment. 

In the 1981 report (1), FHWA refined its analytic 
model and improved the data on existing highway 
conditions. Minimum condition standards were devel­
oped for different types of highways based on mini­
mum conditions judged acceptable from an engineer­
ing, performance, and safety perspective. The 
composite condition index was also revised and re­
labeled a performance index to avoid confusion with 
the 1977 report. FHWA calculated the investment 
levels necessary to meet the standards for minimum 
conditions from 1980 through 1995 and defined these 
funding levels as full highway needs. FHWA also 
estimated that about 85 percent of the full-needs 
funding would be required just to maintain highway 
performance at 1978 levels and that substantial 
deterioration in performance would occur if funding 
remained at current levels. Priority rankings tor 
investment at less than full needs was accomplished 
by means of sufficiency ratings, which attempt to 
place segments with the most critical deficiencies 
at the head of the list for improvements. 

Although FHWA recognizes that these needs assess­
ments do not constitute a full economic evaluation 
of highway investments, it has sought to incorporate 
economic considerations into the analysis. Both the 
1977 and 1981 reports include graphs of the rela­
tionship between alternative investment levels and 
the composite highway condition or performance in­
dexes in an attempt to summarize the trade-off be­
tween economies in highway spending and the perfor­
mance of the highway system. The minimum-condition 
i;t,.nrl,.rdR ~Rtablished in the 1980 report reflect a 
concern about balancing the benefits and costs of 
highway investment; lower standards for traffic 
speeds anci o t hec ond1::ic.ns a,-.,, pi: .iacdb:1:d fo::- high­
ways located in urban than those in rural areas 
because of the extraordinarily high costs of urban 
highway improvements. Thuo under full-needs funding 
traffic speeds are allowed to fall below minimum 
standards on some urban highways. 

Although FHWA' s needs reports ha,ve been dramati­
cally improved over the past decade, they still 
provide little guidance for the economically effi­
cient allocation of resources to highway investment. 
The most fundamental problem is the lack of assur­
ance that minimum-condition standards and suffi­
ciency ratings incorporate the appropriate balance 
of costs and benefits to society from additional 
highway investments. Standards may be based on 
sound empirical information and the best profes­
sional engineering judgment, but they do not ex­
plicitly evaluate the costs and benefits of imposing 

Transportation Research Record 940 

Figure 1. Conceptual comparison of benefit-cost rankings with sufficiency 
index rankings. 
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a particular standard on a particular type of high­
way relative to a higher or l.ower standard for the 
same highway. Thus there may be conditions under 
which higher standards would be justified by the 
incremental benefits and other conditions under 
which imposing the standard calls for costs that 
exceed the incremental benefits. Sufficiency ratings 
are based on a scoring and weighting system that, 
again, does not evaluate the incremental net bene­
fits of one type of improvement relative to those of 
another type of improvement. The investment guidance 
offered by standards and sufficiency ratings may 
represent the optimum or it may not, but these meth­
ods do not provide the information that allows those 
questions to be answered. 

The relationship between standards and suffi­
ciency ratings, on the one hand, and benefit-cost 
evaluation, on the other, can be illustrated with 
the diagram in Figure 1. Highway investment expendi­
tures are measured along the horizontal axis. System 
performance is measured along the vertical axis, in 
this case in terms of the total net benefits gene­
rated by the associated investment level. The lower 
cucve is the orde;: ing of projects based on ~uffi­
ciency ratings up to the level required to remove 
deficiencies, which is referred to as full needs. 
The upper curve indicates (hypothetically) that a 
ranking of projects based on incremental net bene­
fits would be similar to that based on sufficiency 
ratings but would reorder the rankings so as to move 
projects with greater net benefits higher up (to the 
left in the diagram) on the list. Also the point at 
whi-::h additional proj~ct"' no longer generate bene­
fits that exceed their costs is determined, labeled 
as the optimum investment level. The optimum level 
coulil be either higher or lower than full needs but 
most probably is lower, as shown. 

FHWA understands the shortcomings of past needs 
reports and is moving toward a full economic analy­
sis for a future report. The agency has been delayed 
in incorporating economic analysis, in part because 
of the various methodological problems and data 
uncertainties. A few of these methodological prob­
lems are peculiar to the evaluation of highway in­
vestment projects, but many of them are encountered 
in the evaluation of other types of investments as 
well. To assess the problems and opportunities, it 
is necessary to review the nature of the benefits 
and costs of highway investment and the way in which 
they are valued in economic analysis. 
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Figure 2. User benefits from highway investment. PRICE, 
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BENEFITS AND COSTS OF HIGHWAY INVESTMENT 

The conventional practice in economic analysis is to 
value the various impacts of a program or project at 
the dollar amount that consumers or businesses are 
willing to pay to avoid or enjoy them. This practice 
implicit-ly assumes either that the distribution of 
income among individuals is regarded as acceptable 
or, alternatively, that problems of income redistri­
bution will be solved by other government programs 
and policies, such as welfare programs, social se­
curity payments, or graduated income taxes. 

Price to Highway Users 

In applying the willingness-to-pay concept to the 
case of highways and most other transportation fa­
cilities it is important to recognize that the price 
that highway users pay to use the facility includes 
not only the fees that the government charges for 
highway use (e.g., in the form of tolls or excise 
taxes on motor vehicle fuel) but also the inputs 
that the users supply in the form of the time they 
spend traveling on the highway and the operating 
costs and depreciation of their motor vehicles. For 
most highway users, the value of these user-supplied 
inputs greatly exceeds the fees charged by the gov­
ernment for highway use. Consequently to measure 
the willingness of highway users to pay for marginal 
increases in highway services one must also measure 
directly the time and operating costs that they 
spend in using the highway. 

One of the principal effects of most highway 
investments is to reduce the effective price (in 
travel time or other user-supplied inputs) that must 
be paid to use the highway. In economic analysis 
when a project reduces pr ices to users, the measure 
of benefits to those who would have used the facil­
ity at the old price (e.g., without the improve­
ments) is the difference between the old and the new 
prices. The old (or existing) users would pay the 
old price without the investment (and some would be 
willing to pay substantially more), but with the 
investment they need pay only the new lower price, 
so they benefit by the amount of the difference. In 
the case of highways, that difference is the reduc­
tion in time, operating costs, and other user-sup­
plied inputs. 

The benefits to users are shown graphically in 

Induced traffic 
( new users ) 

Figure 2. The demand curve shows how the volume of 
traffic on the highway segment would increase as the 
average price for using that highway (including the 
user's travel time and vehicle operating cost) de­
clines. The region under the demand curve can be 
interpreted as the maximum amount that highway users 
would be willing to pay for use of the highway. In 
Figure 2 an investment in the highway segment re­
duces the price of using the highway from P 1 to P 2 
and thereby increases the volume of highway traffic 
from V~ to v2 • Each of the v1 old users would have 
been willing to pay at least P1 to use the highway 
but now have to pay only P 2 , so they each benefit 
in the amount of the difference (P1 - P 2). The total 
benefit to these old users is thus (P1 - P2) times 
v1 , which is the crosshatched rectangle ABCD. The new 
users were not willing to pay P1 for the highway but 
are willing to pay at least P 2 , so they each benefit 
by something less than the difference (P1 - P2) or, 
as an approximation, one-half the difference. The 
total benefit to the new users is thus l/2(P1 - P2 ) 
times their number (v2 - v1), which is indicated by 
the shaded triangle BDE. 

For most highway improvements, the valued impacts 
can be divided into four major categories: direct 
benefits to highway users, indirect economic bene­
fits, civil and military defense, and environmental 
and social benefits and costs. 

Direct Benefits to Highway Users 

The principal benefits of highway investment are the 
reduction in the inputs that highway users must 
supply to use the highway system, such as savings in 
travel time for drivers and passengers, savings in 
the inventory and related costs of goods in ship­
ment, and in some cases reductions in vehicle costs 
and depreciation and in accident rates. 

Savings in travel time for dr.ivers and passengers 
can be among the most important of the gains from 
highway investments. Investments that increase the 
capacity of the highway system (such as increased 
mileage, additional lanes, improved access controls, 
and more favorable alignments or grades) generally 
have a larger impact on average traffic speeds and 
travel time than those designed to maintain physical 
conditions (such as resurfacing and reconstruction), 
unless the physical conditions have been allowed to 
deteriorate significantly before the improvement. 
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For commercial or business highway users the savings 
in travel time can increase productivity and result 
in more effective output per workday. Thus a common 
assumption is that such time savings should be 
valued at the hourly compensation that these workers 
are paid by their employers. The same employers may 
also save on vehicle ownership costs, because the 
improvement in travel times should reduce the re­
quired number of vehicles as well. 

For nonbusiness highway users, such as commuters, 
shoppers, vacationers, and others, the travel time 
savings increase the amount of time they can devote 
to nontransportation activities, such as work, lei­
sure, and sleep. Mecause time devoted to nonbusiness 
travel and to other private activities is not di­
rectly traded on markets, it is difficult to value 
the savings it represents. various studies have 
attempted to impute willingness to pay for savings 
in nonbusiness travel time, however, by examining 
the trade-offs between travel time and money that 
travelers make when faced with a choice between, for 
example, using a high-speed expressway on which a 
toll is charged or a slower parallel arterial street 
on which there is no toll (1). 

For a business using truck transportation, the 
improvements in average traffic speeds caused by 
highway investment will also reduce delivery times 
and in some cases may make the time of delivery more 
predictable. Faster delivery allows the firm to 
keep smaller inventories of goods, both because 
goods spend less time in transit and because the 
firms can rely on quick shipments rather than large 
warehouse inventories to meet unexpected surges in 
demand for their products. Improved delivery reli­
ability also lowers inventory requirements, because 
inventories held to protect against the possibility 
of unusual shipment delays can be reduced. The 
value to the firm of this benefit is often calcu­
lated as t~e savings in interest that the firm would 
have had to pay to finance the larger inventory. 

and severity of accidents, although the relationship 
between some types of highway improvements and acci­
dent rates is not completely clear. Upgrading an 
arterial street to partial access control or to full 
expressway standards usually reduces the overall 
accident rate per vehicle mile substantially, for 
example, although the reduction in rates for acci­
dents involving fatalities and serious injuries is 
smaller than the reduction in rates for accidents 
involving only property damage. Improvements in 
alignment, grades, lane width, and pavement condi­
tion may also reduce accident rates, although the 
relationships are generally not well understood. 
Valuing changes in accident rates is, of course, 
difficult because accidents involve not only prop­
erty damage and medical expenses, tor which market 
values are probably a useful guide, but also suffer­
ing and loss of life. for which values are obviously 
much more difficult to establish. 

Indirect Economic Effects 

Transportation is seldom desired as an end in itself 
but rather as a means toward some other end, such as 
producing or distributing goods and services, earn­
ing a living ( in the case of commuters) , shopping, 
or vacationing. As a result, improvements in highway 
services or reductions in the cost of highway use 
inevitably produce a variety of indirect impacts 
throughout the economy, many of which may be re­
garded as beneficial. 

It is important to understand, however, that 
these indirect benefits, with few exceptions, merely 
reflect a transfer of the direct benefits in reduced 
highway user costs from the highway user to other 
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parties and as such cannot be counted as separate 
and additional benefits from highway investment. 
Land values increase at sites that are made more 
accessible, for instance, because the direct reduc-
tion ir. time and operating costs gained by highway 
users traveling to and from sites enables them to 
pay a higher rent for the use of the land. In short, 
the landowner captures part of the direct savings to 
the highway user in the form of higher rents. 

Similarly a manufacturer will move to a site that 
has a lower rent or consolidate operations in larger 
plants or warehouses because the reduction in high­
way transportation cost now makes this location or 
scale of ope1alio11 mote p1ofilable. The savings 
from relocation or consolidation therefore can be no 
greater than the direct reduction in highway user 
costs that the highway improvement would allowi 
otherwise the firm would relocate or consolidate 
even without the highway improvement. In essence 
the manufacturer chooses to trans.Late part of the 
savings in direct transportation costs into savings 
from new locations or methods of operation. 

Indirect benefits might in theory be measured 
instead of measuring benefits to highway users. 
However, one would have to assume that all the 
direct benefits were passed on to indi::ect benefi­
ciaries, which seems unlikely, or alternatively 
carefully estimate the amount of direct benefit 
retained by highway users. Moreover, because the 
indirect benefits take so many different forms and 
accrue to so many different parties, they are sub­
stantially more complicated to estimate than direct 
benefits. Given all these difficulties, it is better 
to use estimates of direct benefits to highway users 
as the measure of the gains from highway improve­
ments. 

FHWA has not estimated indirect economic impacts 
in past highway needs reports, although it has pre­
pared estimates of the effects of highway investment 
on the gross national product (GNP) , the consumer 
price index (CPI), and productivity indexes for the 
1982 report. The agency intends these estimates to 
illustrate the large numbers of indirect benefi­
ciaries from highway programs • . As the agency recog­
nizes, however, the detailed effects of highway 
investment throughout the economy are difficult to 
incorporate into conventional macroeconomic fore­
casting models, so the estimates may be subject to 
substantial error. More critically, because the 
changes in the GNP, the CPI, and productivity are 
indirect economic impacts, they should not be re­
garded as reliable measures of benefits or costs for 
the purpose of e,.raluating highway programs= Measures 
such as changes in the CPI and GNP may not capture 
many benefits of highway use, for example, because 
not all the benefits are likely to be passed along 
in the form of lower prices or increased production 
of goods and services. The impact of highway invest­
ment on the GNP and inflation may also depend as 
much on the current strength of the economy as on 
the merits of the investment; in other words, almost 
any major public works program is likely to stimu­
late the economy during a recession or add to the 
risk of inflation during a strong recovery. 

Emergency Military and Civil Defense Benefits 

Investments in the highway system may also improve 
its utility in the event of war or a national disas­
ter. Highways play a critical role in military 
plans to mobilize and embark active and reserve 
units quickly in the event of a war. Because most 
military installations, defense industries, air­
ports, and other strategic facilities rely on high­
way access, highways would also be central to the 
continuing supply and support of a war effort. The 

.. 
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experience of the last two world wars suggests, 
moreover, that few resources can be spared for major 
transportation investments during a sustained war 
effort, and thus military highway needs should be 
anticipated, if possible. Finally, highways perform 
critical functions during earthquakes, floods, nu­
clear accidents, or other disasters by helping to 
bring relief supplies into or evacuate people from a 
stricken region. 

Estimates of the value of the highway system for 
military and civilian defense purposes are limited, 
but this lack may not be critical to the economic 
analysis of alternative highway investment levels. 
The system of highways that is desirable for most 
emergency military and civil defense purposes prob­
ably is, with a few exceptions, substantially 
smaller than the system desirable for ordinary com­
mercial and personal travel. Exceptions might in­
clude access roads to military installations as well 
as special overhead clearances or structural re­
quirements for the passage of oversized military 
equipment. Thus, although the defense benefits from 
the basic u.s. highway system are undoubtedly enor­
mous, marginal defense benefits from any alternative 
expenditure levels under serious consideration are 
likely to be relatively small. With allowance for 
the selected highway segments and facilities just 
noted, it therefore may be reasonable to ignore 
defense benefits in the economic evaluation of most 
marginal changes in highway investment levels. 

Environmental and Social Impacts 

In addition, highway investments and the traffic and 
land use changes that they generate may impose en­
vironmental, aesthetic, and social costs on neigh­
boring communities, although sometimes they create 
environmental oi: social improvements as well. In 
the case of air pollutants, for example, increased 
traffic s t imula ted by the highway improvements may 
incre a s e conce ntrations of pollutants i n surrounding 
ne i ghbor hoods. But if t he highway improvements 
e l imi nate stop-and-go traffic o r idl i ng at s top­
l ights o r r e r oute t r a ffic to e xpr essways o r o the r 
f acilit ies away fr om res ident ial a r eas , pol lution 
concentra tions in neighboring communities may actu­
ally d e c li ne . Similarly, added traffic volumes and 
new highway facilities can ·increase noise levels, be 
unsightly, and have a blighting effect on the sur­
rounding area. Improvements that are shielded by 
landscaping and other design treatments or invest­
ments that relocate traffic away from residential 
zones may actually improve noise levels and the 
aesthetic quality of neighborhoods. Valuing these 
changes in air and no ise pollution or v i s ual blight 
is, of course , extremely difficult, although esti­
mates of the willingness to pay for cleaner and more 
pleasing environments have been constructed (4). 

Finally, highway investments may increase energy 
consumption and thereby add to certain social costs 
associated with increased petroleum use that are not 
fully reflected in the mar ket prices paid by highway 
users for fuel. In p a rt icul ar, there may be some 
justification for an addit ional cost to society 
beyond those included in market fuel prices, because 
of national security problems caused by increased 
dependence on foreign oil, although the magnitude of 
this social cost is obviously difficult to measure. 
Some highway improvements, particularly in urhan 
areas, could actually reduce fuel consumption be­
cause the gains in fuel efficiency from reducing 
congestion may offset increases in fuel consumption 
from greater highway use. On rural highways where 
current ave r age t ra£ fic speeds are already high, 
however, impr oveme nts are almost certain to increase 
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Table 1. Annualized unit costs of improvements by functional system. 

Cost per Lane Mile ($000s) 

Rural Urban 

Improvement Type Int Art Col Loe Int Art Col Loe 

Reconst ruct to freeway 180 180 420 260 490 
sta ndards 

Reconstruct with ad ded 170 170 110 40 430 240 230 
lanes 

Reconstruct with wider 190 190 140 90 370 250 200 
lanes 

Major widening 130 130 120 I JO 810 370 410 
Minor widening 60 60 30 30 240 90 130 
Reconstruct as is 130 130 80 30 320 170 140 
Resurfacing with 44 44 33 22 132 44 44 
shoulder improvement 

Resurfacing 22 22 15 10 
Isolated reconstruction 40 40 20 JO 
Traffic engineering 

Note : Int= Interstate, Art = ar terial, Col= collector, Loe = local servke. 

fuel consumption by allowing even higher traffic 
speeds. 

EMPIRICAL ESTIMATION OF BENEFITS AND COSTS 

Benefit-cost analysis can be applied at various 
levels of detail from a comprehensive analysis of 
all benefits and costs for a wide range of possible 
improvements on a large number of individual highway 
segments to a more streamlined analysis of a limited 
number of improvement alternatives and prototype 
segments. For the purposes of the na tional highway 
needs report, which are to recommend aggregate in­
vestment levels and broad improvement categories 
rather than specific improvements on specific seg­
ments, a prototype-based analysis is suitable. Such 
an analysis is carried out in the remainder of this 
section at a leve l of deta il that is considerably 
simpler than that to whi ch the needs s tudy s houl d 
ultimately aspire. Nevertheless, it demonstrates 
the feasib ility of applying benefit-cost analysis by 
using the data and g e nera l pi:ocedu i:es of the exist­
ing FHWA investment analysis process. 

Types of Improve men ts a nd Thei r Costs 

As a first step toward simplification, the various 
types of investment projec t s have been g r ouped into 
10 categories, as was done for the pur pos es of the 
needs study. These categories, listed in Table 1, 
range f rom minor resurfacing of exis ting mileage to 
r econstr uction to fr eeway sta ndards . Although 
greater detail and different categories may eventu­
ally emerge from subsequent studies, these 10 cate­
gories allow at least a demonstration of the methods 
that would be used to fill the analytic gap between 
i ndivi dual project evaluation and aggregate program 
needs. 

The first five of the improvement types listed 
increase highway capacity by large amounts in the 
case of freeways and small amounts for minor widen­
ings. As a matter of practice, almost all these 
improvements result in a resurfacing. The second 
group of improvements is primarily directed at pave­
ment reha bilitation, which impr oves surface quality 
and may also increase pavement strength. Isolated 
rP.cnnstruction includes projects design@d primarily 
to correct alignment deficiencies on rural road 
segments and traffic engineering improvements on 
urban segments. Neither construction in new loca­
tions nor traffic engineering improvements, which 
represent an almost unlimited set of traffic manage­
ment schemes, were considered further. 
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Figure 3. Relationships between highway characteristics and benefits. 
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Total unit construction costs per mile for each 
improvement type, by urban and rural functional road 
system , were developed from Tables 4-5, 4-6, 4- 7, 
and 4-8 o f FJWA's 1981 highway needs report ()) • 
The costs per mile are based on actual state e xperi­
ence averaged across the country. Const ruction 
costs for rolling terrain on facilities that have 
four or more lanes (after the improvement) were used 
as the representative unit cost for rural road im­
provement schemes . Unit construction costs for 
ur ban road segments assume a four-iane faci lity 
(before improvement) in a built-up region. All 
construction oos " are on a per-mile basis with the 
exception of major widening, which is on a pec-lane­
mile basis. Total construction cost per mile was 
converted to an equivalent annual cost by applying a 
capital recovery factor of 10 percent. 

Selection of Prototype Segments 

~ach of the eight functional systems list~d in T~ble 
1 is treated as a separate prototype. Because sim­
plified relationships between improvement types and 
user impacts are used, the specifications of the 
prototypes need not be detailed. For example, the 
estimated benefits from resurfacing do not depend 
(in this analysis) on the number of lanes, only on 
the volume of average daily traffic (ADTJ. Whenever 
the functional relationships are developed in 
greater detail, the character is tics of i:he pi:oto­
typical coad segments will also need to be spelled 
out. These include the profile of use by time of 
day, the mix of vehicles by size and performance 
characteristics, the distribution of heavy vehicles 
by axle load factors, the capacity of the segment, 
and the number of lanes, length of grades, and other 
relevant geometrics. 

Evaluation of each improvement category on each 
functional system was done on ;;, per-mile basis, as 
if each mile were a separate facility. Total in­
vestment levels are then the result of multiplying 
the costs of justifiable improvemP.nts by the mileage 
meeting specified conditions. Prototype segments 
are used to represent the functional systems and 
then expanded to portray the system as a whole. 

Relationships Between Investment and Benefits 

For some given level of use, investment in improve­
ments enhances the performance of the highways, 
which is then manifest in benefits to users. Better 
surface quality increases travel speeds and reduces 
vehicle wear and operating costs. Increased capacity 
reduces congestion and costs related to congestion. 
Guardrails, medians, better sight lines, better 
geometrics, and so forth, may reduce accidents and 
also increase speeds. 
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Interactions among the different user impacts 
complicate the quantitative analysis of benefits. 
Most improvements have some impact on all of the 
benefit categories, often indirectly. Capacity 
improvements that allow speeds to increase aoove 45 
mph may increase the number of fatalities, even 
though accidents are reduced overall. Travel speeds 
also affect running costs. When impacts move in 
opposite directions (e.g., increased speed is offset 
by inc reased running costs and fatal accidents), the 
net effect is especially hard to assess. 

Figure 3 shows the various relationships that are 
relevant to estimating benefits of road improve­
ments, not all of which were explicitly addressed in 
the current analysis: 

1. Capacity-increasing improvements reduce the 
volume-capacity ratio and congestion, thereby reduc­
ing travel times. Traffic engineering relationships 
allow for a great deal more precision than was at­
tempted here, although the effect is explicitly 
estimated. 

2. Reduced congestion reduces speed-change 
cycles and hence lowers running costs. Th is factor 
is not directly included. 

3. Reduced congestion is generally believed to 
reduce the number of accidents. No account is taken 
of the effects of congestion on accident costs in 
the following estimates. 

4. Improved surface condition reduces travel 
times by providing a smoother running surface, a 
benefit included in the estimates. 

5. Surface quality also affects running costs 
through increased tire and vehicle wear and wasted 
energy absorbed in higher fuel cons umption. This 
factor is included. 

6. Better safety structures and geometrics un­
doubtedly have an effect on accidents, but too 
little is known about the quantitative relationships 
to estimate the value of such improvements here. 
Safety improvements may also affect speed. 

7. Increased speed (more than 30 mph) increases 
running costs, but no account is taken of this 
factor in the benefit estimates. 

8. Speed also increases the severity of acci­
dents, which may at least partly offset travel-time 
savings through increased fatalities. No allowance 
is made for this effect. 

Some of the omitted relationships could be easily 
incorporated into the analysis, but their quanti ta­
tive effects are small. Most of the omissions, 
however, are due to lack of adequate information. 
No attempt was made to ·estimate changes in negative 
externalities, such as air and noise pollution. 

Congest i on Profiles 

Benefits from adding capacity depend heavily on the 
a istr ibution of travel over the day. High volumes 
of daily traffic could be handled by the average 
two-lane road without significant delays if the 
daily traffic were spread uni'f ormly across 24 hr. 
More typically, demand for vehicle trips varies over 
the day. Additional capacity generates benefits 
dudng periods when demand is hig_h enough to cause 
vehicles to interfere with one another, but during 
the remainder of the day the benefits are small. It 
is the refore necessary to make assumptions, de­
scribed elsewhere ( 5), to translate ADT data by 
functional system into measures of congestion. 

Prototype Segment Benefit-Cost Evaluations 

The net benefit of a specific highway investment is 
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Table 2. Minimum threshold volume for justifying improvements by 
functional system. 

ADT (OOOs) 

Rural Urban 

Improvement Type Int Art Col Loe Int Art Col 

Reconstruct to freeway 60 60 61 25 45 
standards 

Reconstruct with added 57 57 41 25 61 23 21 
lanes 

Reconstruct with wider 63 63 32 11 54 24 18 
lanes 

Major widening 43 43 35 31 117 36 37 
Minor widening 20 20 9 8 35 9 12 
Reconstruct as is 15 15 9 3 36 16 13 
Resurfacing with 5 5 4 1 15 4 4 

shoulder improvement 
Resurfacing 2 2 2 2 6 3 4 
lso]ated reconstruction 3 3 2 1 
Traffic engineering 

Note: Int= Interstate, Art--= arterial, Col= collector, Loe= local service. 

Loe 

obviously dependent on many factors. Fundamentally, 
however, the value of a road improvement is directly 
related to the number of users who will benefit over 
the lifetime of the improvement. If benefits are 
stated in terms of dollars gained per vehicle mile 
of travel on the particular facility type and for 
the particular improvement type, the final control­
ling parameter is the volume of traffic. The bene­
fits are estimated as the average unit cost savings 
over the lifetime of the project. 

Because the costs for any given improvement on 
any prototype segment are treated as fixed (not 
related to vehicle volumes) whereas the benefits 
increase with traffic, there is always some level of 
traffic that will result in user benefits that ex­
ceed the costs of the improvement. If the volume on 
the particular segment exceeds the minimum thres­
hold, the benefits of the improvement exceed the 
costs. Threshold volumes by functional system and 
improvement category, as calculated from the assump­
tions and data described earlier, are presented in 
Table 2. 

The final step in the evaluation is to determine 
how many miles of highway in each functional class 
are deficient with respect to the improvement type 
and carry traffic volumes that exceed the relevant 
threshold. Total expenditures that are justifiable 
on a benefit-cost evaluation basis are then the sums 
of the warranted expenditures for each improvement 
type on each functional system. 

Adjustments to 1981 Full-Needs Estimates 

If the shares of improvements for each type that 
meet benefit-cost thresholds are applied to the 1981 
full-needs expenditures, a picture can be obtained 
of the degree to which each improvement type is 
likely to generate net benefits on a particular 
functional system. Robust conclusions cannot be 
drawn from these t r ial figures (5), but the kinds of 
conclusions that might be supp;rtable with a more 
extensive benefit-cost analysis are these: 

1. A large share of the full-needs resurfacing 
expenditures on all functional systems can be justi­
fied on the qrounds of user benefits. 

2. Capacity-increasing expenditures are harder 
to justify, especially on the lower-volume rural 
systems. Network consolidation within these systems 
could alter this conclusion. 

3. The effects of highway improvements on acci­
dent cost savings, which are omitted from this anal-
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ysis, must be better understood in order to properly 
evaluate future highway investment programs. 

Much of the information needed to refine these re­
sults is available in the FHWA's Highway Performance 
Moni toeing System files but could not be utilized 
within the small scale of this pilot analysis. 
There are also, however, some important gaps. The 
next step is to carry out a more thorough economic 
evaluation of alternative investment levels as a 
means for determining overall highway needs. 

CONCLUSIONS 

Although the empirical analysis of highway invest­
ment alternatives has not been carried out here to a 
depth that would allow recommended levels of expen­
diture to be presented, it is clear that economic 

.evaluation can be used for this purpose. Existing 
FHWA data will support a benefit-cost analysis of 
investment levels at least as well as they support 
the current analysis based on minimum standards and 
sufficiency ratings. In summary, the following 
conclusions may be stated: 

1. The application of benefit-cost evaluation to 
the determination of highway investment needs is 
feasible and can be readily carried out within the 
scope and scale of FHWA's highway needs study and 

2. Benefit-cost evaluation is the only credible 
approach for addressing the fundamental questions of 
optimum program levels and efficient improvement 
categories. 

The application of economic analysis to highway 
investment needs reveals many important weaknesses 
in both the data and the structural relatipnships 
between highway improvements and benefits, but these 
shortcomings can be offset by properly focused re­
search. Given the current conditions under which 
highway investment decisions take place, highway 
planners can no longer be content to simply rank 
projects by priority within a budget set by someone 
else. Economic analysis gives planners a means for 
participating in determining the size of the budget. 
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Integration of Land Use, Transportation, and 

Energy Planning 1n l\1idsized Cities 

MARY KIHL AND TIM FLATHERS 

Broad-based concerns about long-term efficiency in using energy resources can­
not be addressed primarily by the modification of the travel behavior of indi­
viduals. Alternatives that depend on redirecting travel patterns must be ex­
plored. The current study focuses on the use of such land use planning policies 
as the encouragement of infill and the development of neighborhood service 
centers as means of affecting modifications of travel patterns. After an analysis 
of the experiences of a national sample of 10 midsized cities, it was concluded 
that 10 years after the 1974 Arab oil crisis the potential for redirecting devel­
opment patterns in midsized cities has only begun to be recognized. Whether 
such changes can significantly affect transportation patterns remains to be 
seen. 

Almost a decade has elapsed since the Arab oil em­
bargo awakened sensitivities to the finite quality 
of energy resources. In the last 10 years numerous 
strategies have been employed by federal, state, and 
local governments in an effort to facilitate energy 
conservation. However , many of these strateg i es ap­
pear to have been directed toward short-term solu­
tions. Broad-based concerns about the long-term ef­
ficiency in using energy resources appear remote and 
somewhat uni;eal to those concerned about personal 
efficiency and convenience in tripmaking. 

Consequently energy conservation measures cannot 
rely primarily on voluntary individual modifications 
of travel behavior. Other alternatives must be ex­
plored, alternatives that depend on modification of 
travel patterns rather than travel behavior. The 
current study focuses on land use planning tech­
niques as a means of affecting change in travel pat-

The potential for land use changes in redirecting 
travel patterns has long been acknowledged (ll• The 
advent of regional shopping centers and suburban in­
dustrial parks sparked by the completion of limited­
access highways in the 1960s diverted travel from 
the central business district (CBD), whereas strip 
development stimulated traffic congestion along the 
highways leading into most American cities. Within 
individual cities land use regulations have helped 
define the urban forms that have in turn defined 
travel patterns. Presumably local and municipal 
governments armed with a variety of land use regula­
tions and with the cooperation of private investors 
can also become catalysts in redirecting urban 
growth and consequently travel patterns. Whereas 
federally assisted highway projects helped_ to scat­
ter urban residents into automobile-dependent sub­
urbs, revised land use plans initiated by local 
government and carried out with the cooperation of 
investors might potentially help restore more 
energy-efficient environments (2, pp. 521-525; 3). 
The current study considered the extent to which 
city planning efforts have formally or informally 
accepted that challenge in the decade since 1973. 

The procedure involved, first, a comparison of 
available land use planning maps and planning docu­
ments for the years before 1974 and after 1974 and 
future projections for each city in the sample. 
Second the planning strategies used in the sample 
cities were assessed and finally a typology was de­
veloped indicating levels of coordination in energy 
conservation, transportation, and land use plan­
ning. Given the small sample of cities and the need 
for qualitative assessment, an in-depth statistical 
analysis was not possible. 

The focus for the study was a sample of 10 mid­
sized cities with standard metropolitan statistical 
areas (SMSAs) ranQinQ from 100,000 to 200,000. This 
population class was selected for two primary rea­
sons. First previous studies that have attempted to 
link urban form and energy use have generally fo­
cused on larger cities such as Atlanta, Baltimore, 
Buffalo, Denver, and Fort Worth (4,5). The experi­
ence of midsized cities has yet -to be documented. 
Second recent census reports note considerable 
changes in the population bases of medium-sized 
cities. Presumably they would also have experienced 
considerable land use changes over the last 10 
years. An initial sample of 54 cities was selected 
from among the 93 SMSAs in this population class. 
This sample included clusters representing estab­
lished and expanding cities, Eastern and Western 
cities, and geographically confined and unconfined 
cities. Requests for plans, maps, and other spe­
cific types of data were sent to the planning of­
f ices in each of these cities. Twenty-four cities 
responded, but even with a follow-up, reasonably 
comparable data were only available from 10. For­
tunately, as shown in Table 1, the final sample of 
,10 cities represented the variation in location, 
growth rate, and terrain specified initially. 

STUDY SAMPLE OVERVIEW 

If cities' planning efforts are to be reviewed in 
terms of progress toward creating a more energy­
efficient environment, it is first necessary to de­
velop a definition of that environment. The absence 
of any clear consensus on what constitutes such an 
environment is evident in the contradictory reviews 
given specific land use alternatives. 

Arguments focus on whether infill and cluster 
development are workable approaches to conserving 
energy. Some maintain that infill reduces trip 
length and consequently conserves energy, whereas 
others argue that infill implies increased density 
and congestion and thereby saves l ittle i n terms of 
energy <i-~). The well-known study Cost of Sprawl, 
prepared by the Real Estate Corporation in 1974, in­
cluded transportation costs to far-flung suburbs as 
support for its argument in favor of cluster devel­
opment. Critics continue to attack that work's en­
couragement of increased density <.~,10). However, 

Table 1. Sample cities categorized. 

City Location Terrain Growth Rate 

Amarillo, Tex. West No constraint Stable 
Asheville, N.C. East Severe con- Stable 

straint 
Danbury, Conn. East Mild constraint Expanding 
Elkhart, Ind, East No constraint Stable 
Fort Collins, Colo. West Mild constraint Expanding 
Grand Forks, N. Dak. West No constraint Moderate expansion 
Lawton, Okla, West No constraint Moderate expansion 
Lubbock, Tex. West No constraint Stable 
Provo City, Utah West Mild constraint Moderate expansion 
Wilmington, N.C. East Severe con- Stable 

straint 

i.l 

-
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if infill could proceed at the density of surround­
ing neighborhoods, it would find greater support 
(11, pp. 88, 102-1031 12). 

Similarly, arguments regarding the energy conser­
vation potential of multipurpose activity centers 
focus on the relative savings generated by reduction 
of trip length versus expense because of increased 
traffic volume on smaller arterials, Greene (.!) 
discusses studies referring to a 30 to 50 percent 
savings in energy because of polynucleated develop­
ment. A larger consensus could be formed regarding 
the benefits in terms of energy conservation of 
neighborhood service centers that divert shopping 
and professional trips to locations closer to resi­
dences and thereby reduce the frequency of longer 
trips to regional shopping cent.ers (!., pp. vi, 2-3 i 
13), Because such neighborhoo~ centers serve a geo­
graphically defined population base, congestion is 
not increased substantially. 

For purposes of this paper the definition of a 
more energy-efficient urban environment will be 
built on planning concepts with broad bases of sup­
port: residential infill accompanied by neighbor­
hood service centers. Although these concepts focus 
primarily on energy conservation derived from reori­
ented shopping and service trips, infill also pro­
vides the opportunity for shortening those work 
trips, particularly those oriented toward the CBD. 
[The clustering of worksites in decentralized activ­
ity centers, a concept parallel to that of neighbor­
hood service centers, would prove to be less work­
able in smaller cities with limited numbers of basic 
employers (14).] What follows is a descriptive 
analysis ofthe land use planning efforts of the 
study sample with special reference to the degree to 
which concerns for an energy-efficient environment 
visibly affected planning practice. 

The planning experience of each city is unique 
because of variation in socioeconomic, political, 
and geographic characteristics. These differences 
dictate the specific nature of responses to broad­
based challenges such as those provided by energy 
shortages. Nevertheless, one would expect that 
well-publicized national concerns would invite some 
type of response, either through formal documented 
planning efforts or through more informal direc­
tional planning (15). 

The cities in the study sample represent a range 
of planning responses as well as a wide variety of 
demographic and geographic characteristics. The 
1975 estimated population for most of the cities in 
the sample was about 55,000, although Lubbock and 
Amarillo had populations of 163,525 and 138,743, re­
spectively, in 1975 (16,17). Population density 
also varied. The median was 2,400 per square mile 
although the range extended from a low of 1,242 for 
Danbury to a high of 3,880 for .Grand Forks. The 
population of most of the cities increased moder­
ately during the period but that of Asheville de­
creased by 3 percent in the period 1970 to 1975 
whereas that of Fort Collins increased 73 percent 
from 1960 to 1970 and 29 percent from 1970 to 1975. 
Al though Amarillo declined 8 percent in the period 
1960 to 1970, it recovered with a 9 percent increase 
from 1970 to 1975, 

The basic housing stock of most of these cities 
was predominantly single family, although Grand 
Forks had only 31 percent single-family units in 
1970. Amarillo, on the other hand, had 83 percent 
single-family dwellings. An indicator of potential 
for land use changes is the percentage of change in 
housing stock over a 10-year period. Variation in 
this figure was considerable: it ranged from a low 
of 6 percent in Asheville to a high of 114 percent 
in Danbury. Economic indicators included the vari­
ation in median family income, which ranged from a 
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low of $6,986 in 1970 in Wilmington to a high of 
$11,439 in Elkhart. The percentage below the pov­
erty level ranged from 5.5 percent in Elkhart to 
14.9 percent in Asheville and Lawton in 1970 (16,17). 

Statistics on vacant land were not available for 
all cities, but among those reporting, the amount of 
vacant land within city limits decreased substan­
tially after 1973, (Figures on land use categories 
and other observations on land use were developed 
from the appropriate land use plans and maps sup­
plied by city planning offices.) The 3,415 acres of 
vacant land in Grand Forks in the 1960s declined to 
1,462 in the latter part of the 1970s, whereas the 
25,199 acres in Asheville declined to 21,582 acres. 
For the same period the ,acres of land in streets and 
rail in Ashevi11·e increased only 2 percent, whereas 
the dev~loped land increased 8 percent. In Danbury 
the proportion of developed land increased from 38 
to 56 percent, whereas the proportion of roads and 
utilities increased only 2 percent, from 7 to 9 per­
cent. Such figures suggest infill, either directed 
or natural. This observation is supported by a com­
parison of the land use maps of the cities in the 
study sample. Among the cities supplying sets of 
land use maps, which included a map from around 
1970, a current map, and a future-projection map, 
all showed considerable infill. 

All the cities are well served by railroad and 
highways. Each of the cities is served by the main 
line of at least one major railroad and five cities 
are served by more than one. Interstate highways or 
limited-access toll roads are also available for all 
but two cities and those have four-lane major high­
ways. With these excellent transportation facili­
ties it is not surprising that the cities have es­
tablished light and heavy industry. Industrial 
parks have been established in at least six cities. 

Each of the cities has a multipurpose CBD and 
most have written plans underscoring the need to 
strengthen the CBD. Nevertheless, all have regional 
shopping centers, and strip development is apparent 
in the maps supplied by all the cities in the sam­
ple. Future land use maps of all but one of the 
eight cities supplying them indicate the continu­
ation of linear development patterns. For seven of 
the cities neighborhood service centers existed well 
before 1973. More recent maps indicate continuation 
of this configuration in four of the cities and some 
semblance of this pattern in four additional cities. 

Nevertheless, despite these apparent similarities 
in land use maps, the planning orientation of these 
cities varies considerably. For example, only three 
of the cities have plans that formally link energy 
conservation and land use. For only four of the 
cities do the plans explicitly indicate an effort to 
direct growth on the periphery. The need to respond 
to population growth signaled a directed planning 
response in only three of the cities. Two of these 
were opposed to further growth, whereas one was en­
couraging it. The other four cities currently ex­
periencing considerable growth had developed no uni­
fied planning response. 

For purposes of this study it is important to 
note that the formal plans of only four of the cit­
ies (Asheville, Grand Forks, Lawton, and Amarillo) 
expressly linked land use and transportation plan­
ning, whereas the plans of the three others (Fort 
Collins, Lubbock, and Provo City) implied such a 
relationship. The remaining three cities gave no 
indication of this linkage in their planning docu­
ments. Among the four cities clearly linking trans­
portation and land use planning only three (Ash­
ville, Grand Forks, and Lawton) noted the additional 
link between transportation planning and energy con­
servation. 
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PLANNING STRATEGIES ASSESSED 

A closer look at the strategies associated with 
transportation and land use planning is warranted. 
The available planning documents for each of the 10 
cities were thoroughly reviewed. (Questions used in 
the data collection may be obtained from the auth­
ors.) Responses gleaned from the documents were 
recorded and verified through a series of follow-up 
telephone interviews with officials of the planning 
departments of each city. The resulting data were 
then tabulated and cross-tabulated in an effort to 
uncover possible associations between planning ob­
jectives and planning strategies. Although the 
small sample of 10 inhibits any statistical analy­
sis, the results provide indications that can form 
the basis for further inquiry. 

The procedure revealed elements of what would 
constitute a more energy-efficient environment in 
each of the 10 cities in the sample. However, few 
of the cities had unified planning strategies seek­
ing to relate those elements in an environment that 
would reduce the need for lengthy tripmaking. 

As indicated previously, all the cities have ex­
perienced infill within the last 10 years. However, 
in only five of the cities was contiguous develop­
ment an expressed planning objective. Only three of 
those cities have sought to reinforce this objective 
by directing growth at the periphery. Although the 
plans of all but one of the cities in the sample 
decry the continuation of linear development, the 
specific steps needed to redirect that development 
are less well defined. Fort Collins, Danbury, and 
Amarillo indicate plans for more clustering of com­
mercial development, whereas Grand Forks and Lubbock 
plan to encourage more general compacting of resi­
dential and commercial development. Wilmington, a 
city with a stable population base, has begun plans 
to redirect commercial activity from strip develop­
ment along highways to vacant land and buildings 
closer to the CBD. On the othec hanU, Lc1w~or-1 ttnd 
Asheville indicate no plans to vary the current pat­
tern of linear development. Plans for Provo City 
include a new shopping center near the periphery. 
The benefits to be derived from infill and contig­
uous development were primarily expressed in terms 
of potential savings in city services and utili­
ties. Nevertheless, two-thirds of those communities 
that were attempting to plan for contiguous develop­
ment were also developing planning strategies that 
would link transportation and land use planning. 
This association generated a chi-square value sig­
nificant at the 0.02 level. The association with 
the planning strategies for energy conservation was 
far less apparent. The need for energy conservation 
was mentioned in the planning documents of only 
three of the cities emphasizing contiguous devel­
opment. 

As indicated earlier, 7 of the 10 cities ln the 
sample provided early evidence of small retail es­
tablishments located in largely residential neigh­
borhoods. However, only three of the cities specif­
ically presented neighborhood service centers as 
part of a planning strategy. Four additional cities 
had land use maps that implied plans for some form 
of neighborhood service centers. 

The appropriate service area for neighborhood 
centers varied from walking distance (0.25 mile) in 
Fort Collins to about 4 miles in Danbury. The aver­
age was about l mile. As with infill, association 
between the concept of neighborhood service centers 
and transportation planning was considerable. 
Seventy-one percent of those cities that either 
explicitly or implicitly suggested adherence to the 
service-center concept also discussed the linkage 
between transportation and land use planning. 
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Within the majority of cities linking service cen­
ters and transportation planning, neighborhood ser­
vice centers were perceived as serving a radius of 1 
mile or less. 

Among cne c11:1es in the sample, transportatio n 
was equated primarily with automobile trips. Sev­
eral cities had no mass transit systems, and of 
those with bus lines, few found them well used. For 
most of these smaller cities the population density 
and configuration made mass transit an unrealistic 
alternative. Bicycles appeared to provide a more 
workable alternative to the automobile and their use 
might well reinforce the need for neighborhood ser­
vice centers. ln ~·ort t.:ollins, for example, the 
need to accommodate bicycles for shopping and work­
related trips was explicitly presented. 

An aggregate review of the characteristics of 
those cities pursuing either service-center develop­
ment or infill indicated no clear pattern. There 
was little association between service-center devel­
opment and an indicator of new development (the num­
ber of new houses built in 1975) and no association 
between directed growth on the periphery and devel­
opment of service centers. Service centers were 
apparently inserted into existing neighborhoods. As 
such they would have potential for redirecting trips. 

Efforts to relate the tendency toward infill or 
service-center development or both with socioeco­
nomic character is tics or geographic character is tics 
of the cities in the sample indicated no significant 
correlations. For example, there was no significant 
association between population growth rates within 
the cities and planning strategies involving infill. 

Economic indicators such as percentage below the 
poverty level or median family income similarly 
proved to be unrelated to a propensity to pursue 
directed growth. The degree of limitation to ex­
pansion imposed by the terrain, although providing 
an impetus for infill or directed growth in some 
cities, was not necessarily a determining factor. 
For e xwmple, 5C percent of these citic~ with ~evere 
geographic limitations were pursuing infill, whereas 
60 percent of those with mild limitations and 100 
percent of those with no limitations were encourag­
ing infill. Where growth is not naturally diverted 
by the terrain, more formal planning strategies may 
well be deemed necessary. 

STRATEGIES AS RELATED TO PLANNING PRACTICE 

A closer look at the cities in the sample is needed 
to further understand the inclination to employ ele­
ments of a planning strategy in moving toward a more 
energy-efficient environment. The cities in the 
sample fell into three groups with respect to their 
efforts to redirect land use and thereby travel pat­
terns. One group Wi'l!l ;11,sertively promoting such 
changes; a second .group was responding when the need 
for such changes became obvious locally; and the 
third group was pursuing a laissez-faire, nondirec­
tive planning approach. The specific characteris­
tics of the cities varied considerably. However, it 
is possible to develop a rough typology indicating 
the forms of land use planning practice most likely 
to redirect travel patterns and thereby increase 
energy efficiency. 

Cities Assertively Changing 

The most assertive group of cities in the sample 
included the growing cities of Fort Collins and 
Grand Forks and the relatively stable city of Wil­
mington. Lubbock was the most assertive with regard 
to one element of the energy-efficient environment 
although less effective with regard to the other. 
It was nevertheless included with the assertive 
group. 

-
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Fort Collins has formally recognized the associ­
ation between land use, transportation, and energy 
use. The city plan states (18, p. 32): "When 
higher density development is ;;;-mbined with energy 
efficient locational criteria, the result is the 
reduction in the length of roads and utility systems 
which decreases costs of development, drain on city 
resources and usage of fuel." Both infill and ser­
vice centers are encouraged (19, pp. 20,21). Ac­
cording to a telephone intervi;;- with the Fort Col­
lins Planning Department in May 1982, two small 
service centers with grocery stores were complete 
and a. third was under construction. The development 
of such centers is specifically associated with ef­
forts to improve traffic circulation. A land guid­
ance system fosters contiguous development through 
cooperation with private developers. The system 
passes the costs of increasing sewage and water 
lines along to the developer, an approach that has 
acted as an effective deterrent to linear or strip 
development (11., pp. 1, 5-8). Within the last 5 
years an increasing amount of residential develop­
ment has been in multifamily units, a trend respond­
ing to public demand. 

A contrasting but nevertheless directive approach 
has been attempted in Wilmington. Although Fort 
Collins continues to absorb increased population, 
Wilmington is an older, more stable settlement. 
Nevertheless, it shares with Fort Collins the dis­
satisfaction with strip development and efforts to 
encourage infill. vacant lands were identified in a 
survey that is now to be extended to identifying 
vacant floors of buildings. Rather than advocating 
the development of new service centers, Wilmington 
is attempting to create multiuse centers in existing 
commercial areas. Higher-density development near 
those centers will be encouraged so as to make them 
available to larger numbers of people. Energy con­
servation is clearly indicated as a primary concern 
in developing this strategy. Implementation will be 
encouraged by limiting extension of utilities out­
side the existing service area. According to a 
telephone interview with the Wilmington Planning 
Department in May 1982, this informal approach was 
selected because it would have been difficult polit­
ically to change the well-established zoning pattern. 

A more comprehensive form of coordinating land 
use and transportation planning is evident in Grand 
Forks. Grand Forks went through a period of rapid 
growth from 1975 to 1979 and is now attempting to 
direct that growth into a more energy-efficient en­
vironment. Energy conservation is indicated as a 
community goal (20, p. 131); the policies to be used 
to achieve this goal include allocating land uses to 
reduce trip lengths and to increase the usefulness 
of mass transit. Plans call for development of ac­
tivity centers linking both employers and shopping 
centers. The location of a shopping mall south of 
the city in 1979 is now perceived as a mistake in 
the sense that it violated the general directive 
toward contiguous development, but a telephone in­
terview with the Grand Forks Planning Department in 
May 1982 indicated that infill is now being encour­
aged in the vacant land between the mall and the 
rest of the city. The primary planning tool encour­
aging both infill and neighborhood service centers 
is the planned urban development (PUD) , which in 
Grand Forks includes grocery stores as well as mixed 
residential uses. PUDs are also specifically indi­
cated to support making mass transit more useful by 
increasing population densities (20, pp. 95, 102). 
Strip development is being attacked by restricting 
direct access from major highways. 

Lubbock has employed modern technology to redi­
rect land use planning. A coordinate-based computer 
program is used to identify current land use and 
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simulate alternative future uses. The results of 
the simulation form the basis for zoning and effec­
tive comprehensive planning. The concept of the 
neighborhood service center has been actively pur­
sued as an alternative to strip development, and 
commercial enterprises are now clustered in nodes 1 
mile 2 apart. 

Infill, on the other hand, has enjoyed little 
political support. As the land use plan indicates 
(21, p. 54): "Before infill will take place public 
opinion, leading attitudes, and market preferences 
will have to be changed." A liberal annexation 
policy has generated a considerable amount of vacant 
land within the city and the city lacks effective 
tools to encourage infill without private initi­
ation. The resulting scattered development has re­
inforced the dominance of the automobile, although 
the transportation plan indicates that the develop­
ment of alternative modes is essential. Without re­
directed residential land use the transit improve­
ment program has been reduced to rather ineffective 
efforts to lure riders out of their cars. A denser 
population base would have made mass transit a more 
usable travel alternative (22, p. 83). 

Cities Responding to Ou t side Stimuli 

The second group of cities--those responding to out­
side stimuli in relating land use and transportation 
planning--includes Amarillo, Provo City, and Elk­
hart. All three have experienced a leveling off of 
their population growth rates and consequently no 
longer have obvious pressure for directed growth. 
Only Provo City is constrained by its terrain and is 
consequently trying to encourage higher-density de­
velopment. 

None of these cities is currently advocating 
neighborhood service centers. A telephone interview 
with the Provo City Planning Department in May 1982 
revealed that Provo City had instituted some service 
centers but that they had not been successful finan­
cially because of lack of cooperation from develop­
ers; no new centers are planned. According to a 
similar interview in Elkhart, "Ma and Pa" groceries 
are reemerging. Energy conservation is not a stated 
goal in any of these cities. Contiguous develop­
ment, on the other hand, is proceeding in all three 
cities. Elkhart, with little undeveloped land, is 
using utilities to direct growth and is encouraging 
cluster development through PUDs. Flexible develop­
ment standards are encouraging infill in Amarillo. 
Provo City is attempting to widen its strip develop­
ment into more intensive commercial development 
through PUDs. 

In advocating these changes the cities note the 
association between transportation and land use. 
The plan for Amarillo notes, for example, that there 
are no functioning elements of a city that are more 
interdependent than the transportation system and 
land use (23, Sec. 4, pp. 3-18). Transportation 
benefits tobe derived from orderly contiguous de­
velopment are, however, presented in terms of re­
duced traffic congestion, and the accompanying bene­
fits in energy conservation are not indicated. 
Linkage between these strategies and an increasingly 
useful mass transit system is also overlooked. 

Cities Using Laissez-Faire Approach 

The third group u( clties--those adopting a primary 
laissez-faire approach to land use transportation 
planning--includes the rapidly changing cities of 
Danbury and Lawton and the relatively stable city of 
Asheville. All three of these cities have consider­
able commercial strip development, and both commer­
cial and residential development is continuing to 
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expand outward rather than moving toward infill. 
Some neighborhood shoping opportunities exist, but 
none of the cities has a defined policy t .o encourage 
their de•.~elopment. Linear grnwt-h dominateB ~ tn 
Ashville linear development is encouraged in part by 
the steep terrain, but in all three cities the lack 
of effective planning tools has inhibited efforts to 
redirect growth. Sprawl is encouraged in Asheville 
by a state law prohibiting this city from charging 
higher utility rates to customers outside the city 
limits (241 telephone interview, May 1982). In 
Lawton sprawl continues because of consistently low 
property tax rates (telephone interview, May 1982), 
and in Danbury it is encouraged by the lack of any 
specific plan either for redirecting growth or for 
encouraging contiguous development (telephone inter­
view, May 1982). For all three cities traffic con­
gestion is presented to be a problem, but none of 
them has attempted to reduce that through revised 
land use planning. Political opposition has dis­
couraged instituting new concepts such as cluster 
development or PUDs. For none of these three cities 
is energy conservation a stated or implied goal, es­
pecially not for Lawton where local supplies of oil 
are abundant and energy use is, in fact, encouraged. 

CONCLUSION 

In general the experience of these 10 cities indi­
cates a rather limited response to the challenge 
provided by energy shortages. Only two cities have 
developed comprehensive planning approaches incorpo­
rating land use strategies to redirect transporta­
tion patterns. Nevertheless, some of .the cities 
have begun to take steps that will potentially 
change travel patterns. 

Although the origin-destination data necessary to 
support claims in changes in travel patterns were 
not avallable from the cities in the sample, it was 
possible to use available land use maps as a rough 
surrogate tu nute chai-1g~s in distance between resi­
dential areas and shopping facilities. The approxi­
mate distance between the center of each major resi­
dential area and the closest commercial center was 
ca1·culated on pre-1970 maps, current maps, and maps 
of projected future land use. This process natu­
rally cannot document whether individual residents 
indeed travel to the closest commercial region, but 
it does indicate the potential for such trip-length 
reduction. The process revealed considerable vari­
ation among the six cities supplying the necessary 
land use maps. 

As expected, Grand Forks registered a consider­
able decrease in distance to shopping facilities. 
Elkhart and Amarillo, cities in the second group 
described earlier, also provided evidence of reduced 
potential shopping-trip distance (30 and 10 percent, 
respectively). The maps for both Lawton and Dan­
bury, cities in the third group, indicated potential 
increases in future shopping-trip distances ( 20 and 
8 perc~nt, respectively). The case of Lubbock, the 
city actively pursuing service centers but not en­
couraging infill, reinforces the need for an inte­
grated approach to redirection of land use. Maps 
for Lubbock indicate a 4 percent potential increase 
in shopping-trip distance by 1990 given current 
trends. Unfortunately, information regarding work­
trip distance could not be derived from the land use 
maps. 

Those cities that have begun to redirect land use 
development demonstrate the variety of planning 
tools used in this attempt and by extension in redi~ 
rection of transportation patterns. The comprehen­
sive land guidance system employed in Fort Collins 
supports the enthusiastic endorsement given that ap­
proach by planning scholars (25, pp. 193-309). It 
provides a framework by which to steer land use pol-

Transportation Research Record 940 

icy through a generalized set of regulations devel­
oped and supported by private developers as well as 
by the general public. The flexibility associated 
with this system permits changes in short-term plan­
ning needed to address long-term objectives. Flex­
ibility in land use planning is also equated with 
the PUD. The PUD and the mixed residential cluster 
development employed in Elkhart similarly provide 
flexibility in land use planning (26, p. 78). Mixed 
residential cluster development as in Elkhart and 
Grand Forks is credited with saving energy through 
reduced trip distance and increased density and with 
enhancinCJ the usefulness of mass transit <ll, pp. 
55-58). None of the cities in the sample has ex­
perimented with such concepts as transfer of devel­
opment rights, which have been used in larger cities 
to redirect development (28). 

Although the flexibility of some current planning 
techniques facilitates the redirection of land use, 
midsized cities have also been fairly successful in 
using more traditional approaches such as variable 
utility rates and limited sewage line expansion. 
Even zoning changes can be effective (29, pp. 70-721 
30, pp. 228-237). Cities with planning objectives 
indicating a need to redirect development patterns 
have generally been able to effect at least some 
changes in land use with whatever approaches were 
supported politically (31, pp. 88-99). Outside reg­
ulations or public lackof concern inhibited others 
from pursuing similar strategies. 

In summary, the potential for redirecting devel­
opment and changing the configuration of midsized 
cities from expansion and sprawl to more compact 
contiguous development has been recognized. How­
ever, the key elements forging the links between 
land use, transportation, and energy are not city 
size, terrain, location, or the use of specialized 
planning techniques but rather public determination, 
a positive political climate, and clearly defined 
planning cbjecti"!eS.. Who+-hoY' .. .._A ronriont-.:.t-inn n'f 

land use can significantly affect transportation 
patterns and thereby conserve energy remains to be 
seen. Ten years after the Arab oil crisis, efforts 
to encourage energy conservation through integrating 
transportation and land use planning are still in 
their infancy. 
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Transportation Evaluation in Community Design: 

An Extension with Equilibrium Route Assignment 

RICHARD PEISER 

An Integrated model of transportation and land use is developed for the pur­
pose of evaluating alternative community master plans. Equ lllbrium route 
assignment is combined with the conventional four-stage transportation 
model to calculate the overall economic bonofi ts of alternative urban plan­
ning decisions. Problems of measuring bancflt s associated wilh elnstic trip 
demand and domond shlfu are also examined. The modal Is uso d to evaluate 
planning alternatives for a 7.500-acre suburban community. It is especially 
adapted to the problem of evaluating a subcommunity within the context of 
a larger metropolitan area. Equilibrium route assignment provides an effi­
cient low-cost method of determining route flows and the cost implications 
of various road networks and land use decisions. 

Land use planning and transportation planning should 
go hand in hand. However, with few exceptions 
transportation analysis is performed only after land 
uses and aensities have been set. The analyses are 
often pet (urmed in order to determine which road 
should be improved or whether a new road should be 
added, but they are rarely performed before the land 
use decisions are made that overburden existing 
transportation facilities. 

The purpose of this paper is to demonstrate the 

application of transportation modeling to land use 
decision making with particular reference to master 
plans in communities of about 2,000 to 20,000 
acres. Although other factors such as environment, 
soils, drainage , and publlc service are also an in­
tegral part of land use decision making, the current 
model focuses on the interrelationship between land 
use and transportation. An integrated model of 
transportation and land use is developed for the 
purpose of choosing among a series of land develop­
ment and road network alternative s in a suburban 
community. 

One of the major problems in transportation 
modeling is route assignment--the determination of 
which routes, among s everal alternatives , trip 
takers will choose to reach their dest inations. 
Route assignment is particularly important in land 
use planning because it can be used to determine 
which transportation fac ilities will be burdened by 
a given land use cha nge and when roads a nd other 
facilities will become congested. 

Equilibrium route assignment as developed by 
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LeBlanc (l) provides an effective a lgori thm for 
route selection. The output includes t raffi c vol­
umes and travel time delays on all road (or transit) 
links for a given transportation network. Because 
trip cakets choose their destinations in part b}p 
their pe .rce ption of how long it will take to get 
there (or how costly it will be), the output of the 
route-assignment function then becomes an input to 
the trip-distribution function. A general model 
equilibrium is reached in which trip distribution 
reflects the equilibrium travel times on alternative 
routes and route assignment reflects the equilibrium 
trip distr i bution . 

The · paper is div ide(! into two pact!;. In the 
first section the gene( al model and the related 
assumptions behind consumer surplus measures of 
transportation be nef its a r e described. In the sec­
ond section the a pplication of the model to master 
plans for a 7,500-acre suburban community is de­
scribed. The model proves to be an effective tool 
in planning land use and transportation--one that is 
cost-effective and easily carried out within the 
typical budget and data-collection constraints of 
submetropolitan communities. 

THE MODEL 

The model uses a traditional approach that has four 
ma i n steps : trip gene ration, trip d is t r ibu tion, 
modal split, and route assi gnment. The general ap­
p r o ach i s descr bed by Wilson (1_) and is f ound in 
most transportation-planning models. 

When transportation modeling is used to evaluate 
master-plan decisions, the c e n tral problem is one of 
evaluation of cost-effecti ve ness . Certa in models 
such as Putman' s ( 3) provide more detail than the 
model described her;, but the very comple x i ty limits 
their usefulness in evaluating a series of alterna­
tive master-plan decis i ons . 

Cost-effective transportation and land use evalu­
ation depends on obtain i ng surr 1.c1ent. infunuaUon 
for the required de cis ion and for egoing detail that 
either requires costly data collection or does not 
contribute significantly to the decision. The model 
described here takes all of its data from the 
master-plan proposals for a community. Although the 
application is to a new community of approximately 
7,500 acres ( 3 by 4 miles) , the model is just as 
easily applie d t o plann i ng decisions at a large r 
subregional. or r egiona l sca l e . r t a lso can be used 
for inc r ementa l pl a nn i ng decision s- - road i mprove ­
ments and zoning changes. 

Unlike tr a nspor .i tion and and use models based 
on a Lowry approach (_!) , in wh i ch residential land 
and other land uses are allocated alternatively, 
thi~ mnnPl takes land use, road, and transit network 
design information as given. The model then solves 
for the aggregate trans portation cost of all users 
with i n t he ,;yste111. Al t;;rr.ative l ,md u::~ conf igura­
tions or road networks or minor changes to the orig­
inal plan are e valuated in the same way. The pre­
ferred design emerges as that plan or configuration 
that has the lowest aggregate cost. 

In the case in which implementation, such as the 
development o ·f a 7 , 500-acre community , will take 
place over a number of years , the evaluation is 
based on the present value of projected costs to all 
current transportation users foe each year: 

N 
PY= :r (1 + rY' [f(TDCtJ] 

i=t 

where 

TDC1 =LL LL T,jmstCiimst 
i j ms 

(la) 

(lb) 

and 
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total daily transportation cost in yeart, 
trips from origin zone i to destination 
zone j by modem along route s in year t, 
and 

Cijmst = generalized cost of that trip. 

Generalized cost is based on the mode of travel and 
includes all direct costs such as vehicle operating 
costs and fares plus all indirect costs such as 
travel time and waiting time. Tijmst captures all 
trips taken along a particular route by a particular 
mode. The product of Tijmst and Cijmst repre­
sents the total travel cost for all tr 1.ps a l ong a 
particular route by a particular mode. Thus, by 
summing these products for all routes and modes be­
tween all destinations, one obtains an estimate of 
total transportation cost for the system. 

The total present value (PV) of all costs repre­
sents the sum of costs fo r all trips taken within 
the community over the projected life (t = 1 to N). 
If alternative master plans are to be analyzed for 
the same development, as in the case illustration 
that follows, it is sufficient to measure TDCt 
under the assumption that travel demand each year is 
the same for different plans. However, if different 
growth rates for the co mm un i ty are likely to result 
from different master 'Pl ans, the extension of total 
daily costs (TDCtl to annual costs and then to PV 
according to Equation 1 is necessary in order to 
select the best plan. 

Considerable useful information is derived from 
the analysis of each alternative, including trip 
information for each route and for each mode at peak 
travel times and nonpeak travel times. Weak spots 
in the system design emerge from the loading on 
individual links in the road or transit system. Be­
cause the entire planning program is evaluated for 
any change in the transportation or land use plan, 
excernalities and 8eCOr1dacy effects such as de ~tina­
tion and route changes in distant zones are included 
in the evaluation for even incremental changes in 
land use or transit system design. The general 
scheme for the model is shown in Figure 1. The four 
stages are outlined in the following. 

Trip Generation 

The first stage of the model is trip generation. 
Trips are generated as a function of the land use 
and density in a given zone. A single land use may 
generate several trips of different purposes. For 
example, a residence will generate home-to-work 
trips, home-to-shopping trips, home-to-school trips, 
and home-to-recreation trips. 

Trip Distribution 

The second stage of the model is trip distribution, 
which is calculated by using a singly constrained 
gravity model (],j,~): 

subject to 

where 

number of trips from or1g1n zone i 
to destination zone j, 

(2) 

(3) 

number of trips originating in zone 
i, 
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Dj 
c .. 

exp (-xci~J 

ai = 1/'2:, D; exp(-AC;;) 
J 

number of trips ending in zone j, 
generalized cost of such a trip, 
trip decay function, and 

where ai ensures that Equation 3 is satisfied. 

(4) 

The land use plan to be analyzed is subdivided 
into geographic zones for purposes of calculating 
trip movements. Trip generations Oi are a func­
tion of the residents and workers located in each 
zone as of year t. Origins and destinations are 
determined by trip purpose and time of day. They 
include home to work, home to school, home to recre­
ation, home to shopping, work to shopping, and so 
forth, subdivided according to rush-hour and non­
rush-hour trips. For simplification, trip takers 
are not differentiated by income, education, job 
status, and other characteristics found in the logit 
models of McFadden and others (.2-_2). Although as­
signment of the resident population to certain 
neighborhoods according to socioeconomic character­
istics improves the accuracy of the tr ip-distr ibu­
tion calculations, the data requirements often gc 
beyond the information that is available at the time 
that transportation and land use decisions are being 
made. This is particularly true when a new develop­
ment is being planned. 

Figure 1. Flow diagram of transportation model. 
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Modal Split 

Modal split is calculated for four modes: walking, 
car, bus, and taxi. Like trip distribution, modal 
split is a function of generalized cost, which in­
cludes operating costs, time en route, waiting time, 
parking, walking time to transit stops and from 
parking lots to buildings, modal comfort, and con­
gestion: 

(5) 

where a is the sensitiv ity constant and f(Cijml 
represents the functional relationship between gen­
eralized cost and modem for trips between zones i 
and j. 

Route Assignment 

Route assignment is performed by using an equilib­
rium route-assignment procedure developed by LeBlanc 
(l) and based on the Frank and Wolfe (10) algorithm 
for quadratic programming. The road network is cat­
alogued as a series of road links (g,h) between each 
intersection with f lows (xih), where gh repre­
sents the road links along a trial route connecting 
origin zone i to destination zone j. Given the road 
network, the trip table indicating the total number 

Road Network 

Tripe Generated 
for Each Zone i 

Trips Attracted 
to Each Zone j 

l 

Origin-Destination Trip 
Matrix (Tij) 

l 2 

Modal Split (m) 

1 2 

Trip Matrix (Tij rn ) 

l 2 

Passenger Car Unitsij 

l 2 

Trips on each 
link xij 

*Bus = 3 passenger car units 

** Total Transportation Cost is used 
for comparing different plans 

Generalized 
Cost with(out) 

Congestion (Lij) 

2 

Total Transportation Cos 

(Cost/Tripijm x Tijl'l) 

1 2 

Cost by mod~/Tt1pij with 
Conge st ion (Ai ) 

l 2 

Numbers denote iteration 
1 First iteration 
2 = Second and subsequent 

iterations 

** 
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of vehicles per unit time from or1g1n zone i to des­
tination zone j (Ttj ), and a c ongestion function 
[A(X h) I, the e quilibrium traffic flows can be 
founi by s oi v i ng the following no nl i near programming 
problem: 

Minimize 

k !Xgh A(q)dq 
Jinks gh 0 

subject to 

T-· + 2; xi.= t xi 
JJ g g1 h Jh 

(Flow originating at i going to j 
passing through i for j on links 
leaving i foe j on links ih . ) 

Xgh = r4h (detinitionaJJ 
j 

xj,h ;, 0 (nonnegativity) 

(6) 

(7) 

plus all flows 
gi equals flows 

(8) 

(9) 

Equilibrium traffic flows among all available routes 
between any pair of origin (i) and destination (j) 
zones are calculated so that the generalized travel 
cost is the same for all the possible routes con­
necting the two zones . In equilibrium, no trip 
takers can save money by switching to an alternative 
route. 

Trip distribution, modal choice, and route as­
signment are endogenous to the model because they 
are a function of generalized cost, which is of 
course a function of travel distance and travel time 
between zones according to mode and route. These 
are calculated through an iterative process shown in 
Figure l in which the first iteration assumes that 
everyone takes the shortest route and the lowest­
cost mode. After the first iteration, generalized 
costs between each pair of zones are adjusted as a 
function of congestion and travel times calculat@U 
in the first iteration. Trip destinations may be 
altered when distant zones become less costly to 
reach than nearer zones because of congestion. 
After several iterations, the system converges to a 
stable equilibrium in which no trip taker can save 
money by switching destinations, modes, or routes. 

One limitation of the current model is that only 
single trip purposes are allowed for each trip. 
Thus trip takers are not allowed to combine several 
destinations into a single trip. Another limitat i on 
is that although trip destinations are a function of 
the transportation network, trip generations are 
not. Trip generation is fixed as a function solely 
of land use and density in each zone. Although 
these limitations do not affect one's choice amonq 
several master-plan alternatives, they do affect the 
degree of preference. When transportation costs are 
weighed against other nontransportation factors, t he 
degree of preference as measured by the difference 
in present value between plans can alter the ulti­
mate planning decision. These limitations suggest 
future improvements to the model. 

More detailed equations and parameters are de­
scribed later in this paper. 

ISSUES IN TRANSPORTATION MODELING 

Economists tend to have trouble with the traditional 
cost-minimization rules for transportation decision 
making. In one sense, the model described here uses 
a cost-minimization rule for evaluating alternative 
planning programs. However, when alternatives are 
being compared to a base plan, the preferred de­
cision rule is the maximization of net benefit. 

Cost-benefit analysis in transportation planning 
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Figure 2. Consumer surplus for inelastic demand. 

Price 

Q 

Consumer Surplus 
Plan A 

Consumer Surplus 
Plan B (includee A) 

D 

Trips 

is well known (2,5,6,B,11-13). When changes are 
made in a transportation plan";'" benefits to users can 
be divided into three parts (6): (a) benefit 
(costs) to those who make the same trip as before, 
(b) benefit (costs) to those who have changed their 
destination or mode of travel, and (c) benefit to 
those induced to travel for the first time (i.e., 
newly generated trips). 

When demand for transportation is assumed to be 
perfectly inelastic in the relevant region of the 
demand curve, one can choose between 
plans strictly on the basis of which 

alternative 
plan costs 

less. ·I·his is so because bener1c to users remains 
constant according to a Marshallian concept of con­
sumer surplus. 

Figure 2 shows that for inelastic demand, the 
consumer surplus associated with alternative plans 
is the area between the demand curve (D) and the 
price. If the complexities of transit pricing can 
be ignored and it can be assumed that users cor­
rectly perceive and then base their transportation 
choices on generalized cost, trip price can be con­
strued to be the same as generalized cost. Consider 
a case in which two transportation plans, A and B, 
are compared. The user population is the same for 
the two plans and determines the demand curve shown 
in Figure 2. Suppose that demand is perfectly in­
elastic in the region in question (0). Under these 
circumstances, the plan conferring the greater bene­
fit to its users will be the one having the larger 
consumer surplus, namely, the one that provides 
equal benefit (D) at lower cost (P8). Thus, plan 
Bis preferred to plan A. 

Major difficulties arise when demand is elastic. 
First mere estimation of the demand elasticity it­
self can pose major difficulties (14). Second mea­
surement of the consumer surplus or~enefit requires 
that users be divided into two groups: those who 
would have taken trips at the original price level 
under plan A and those who are induced to travel by 
the lower pr ices under plan B. The benefits of 
lower cost to the first group of users can be mea­
sured by the approach shown in Figure 2 for inelas­
tic demand. The problem is how to measure benefit 
for those induced to take new trips. If one looks 
only at cost, total transportation costs for all 
trips will likely be higher under the lower-cost 
plan B because of the added number of new trips. 
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However, although total costs may increase, total 
benefit should at least be equal to plan A or the 
new trips would not be taken. Presumably total ben­
efit in plan B will in fact increase. The appropri­
ate measure of net benefit to new trip takers is the 
added consumer surplus, approximated by triangle ABC 
in Figure 3. Various approximations have been de­
veloped for measuring net benefits from generated 
travel, such as the rule of half (!i). The precise 
benefit is the integral under the demand curve 
(ABC). But unless one knows precisely what the 
shape of the demand curve is, an accurate measure­
ment of this area is problematical. Some investiga­
tion into the functional form for elastic demand has 
been performed by Lerman and Louviere (16). 

A related problem in evaluating alternative 
transportation networks and improvements arises from 
changes in land use density, which may cause a shift 
in total travel demand. Figure 4 shows the simpli­
fied case in which the original demand (based on the 
original trip takers) is inelastic in the relevant 
region, but a land use change (say from agricultural 
to residential) causes a shift in demand from o1 
to o2 • If the shift in demand does not caus e any 
change in prices (prices remain at PA), any in-

Figure 3. Consumer surplus for elastic demand. 

D 

Tripe 

Figure 4. Consumer surplus for shift in demand. 

C 

Price A 

Trips 
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crease in demand will confer a net increase in bene­
fit on the community (area ACDG). However, if the 
shift in demand causes an increase in prices (prices 
increase to PB) , the net benefit due to the demand 
shift is represented by the difference between the 
added benefits to the new users and the added costs 
to the orig i nal users (area ABEG mi nus area PACBP~). 
This measurement requ ires an expl i c it determination 
of benefit from knowledge about the actual demand 
curve, a problem that was avoided altogether in Fig­
ure 2 and for the most part in .Figure 3. 

In the model presented here, it is a simple mat­
ter to evaluate the increase in congestion costs and 
other costs for the origLnal users (PACBP8), who 
continue to make the same trips under t he new demand 
schedule as under the old. However, measuring the 
added benefit to the new users requires some assump­
tions concerning the value to them of making the new 
trips. Presumably the value of the trip is at least 
equal to its cost or the trip would not be taken. 
The measurement of net benefit associated with the 
trip (value minus cost) assumes a knowledge of what 
the trip taker would be willing to pay to take the 
trip rather than just what it actually costs him. 
Such knowledge is beyond the scope of the current 
model. 

Another problem in applying transportation models 
to planning decisions concerns the fact that most 
small urban communities are not self-contained 
(!l>· That is, in modeling transit trips for a sub­
area within a larger metropolitan area, numerous 
trips will either originate or terminate outside the 
boundaries of the subject area. Once outside the 
area, the trip taker's benefit is independent of any 
planning decisions associated with the subject 
area. In this paper, only that portion of each trip 
that takes place inside the subject area is consid­
ered. There may be externalities associated with 
trips once they are outside, but in such cases the 
costs or benefits must be included as a separate 
part of the evaluation. 

CASE ILLUSTRATION 

In this section a case study is presented of the 
application of the model to a l'lew 7, SOD-acre com­
munity on the suburban fringe of Houston, Texa·s. At 
issue is the selection of the better master plan 
from two alternatives. The two master plans are 
shown in Figures 5 and 6. Plan A (Figure 5) is the 
final master plan that was adopted by the developer 
of the 7,500-acre project. Plan B (Figure 6) repre­
sents an alternative master plan showing how the 
community would likely have developed under typical 
Houston suburban sprawl (18). The road pattern in 
plan B tends to follow road easements in existence 
at the inception of development, whereas in plan A 
the road plan was a new design around the proposed 
development. In terms of land use, plan A follows a 
design approach similar to that of Columbia, Mary­
land, and other new townsi intensive land uses such 
as shopping and industry are located at interior 
sites, easily accessible to residents of the commu­
nity. By contrast, in plan B intensive land uses 
are located along major access roads where they have 
greater visibility and are more easily reached from 
outside the community than under plan A. Although 
comparison of the two plans offers insight into the 
costs of urban sprawl, it is used here to illustrate 
the application of the transportation model and in 
particular the equilibrium route-assignment pattern 
of the model. 

The two plans are designed to serve the same pop­
ulation and employment. Therefore, the land use 
budgets are the same i that is, the acreage a lotted 
to each major land use is the same between the two 
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Figure 5. Plan A. 
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plans. However, the road networks are different and 
the locations of various land uses throughout the 
two plans are different. 

Each plan is divided into 11 zones based on the 
location of highways, creeks, and other major geo­
graphical features . The zones range in size from 36 
to 1,424 acres and may include only one land use or 
several different land uses in each zone. 

The master plan catalogs nine different land 
uses, each associated with an avera~e density of 
development. The densities shown are appropriate 
for development in Houston. These are given in 
·rable 1. 

The distribution of land uses in each zone for 
plan A is shown in Table 2. A similar matrix is 
determined !or plan B based on the ma,;ter plan. 
Greater pr ecision can easily be obtained by dividing 
the subject area into mo.re zones or more land uses. 
However, because the application here is to the 
problem of choosing• between alternative master plans 
before any development has occurred, the choice of 9 
land uses and 11 geographic zones provides suffi­
cient detail. 

Excluding open space, there are eight land uses, 
which are grouped into six characteristic popula­
tions based on the densities in Table 1 and the land 
use distribution in Table 2. Characteristic popula­
tions, which are described by such terms as number 
of dwelling units (DU) or square footage of indus­
trial space, are used to determine trip generation 
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Figure 6. Plan B. 
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and trip distribution. They are a function of acres 
(by zone and land use) and density: 

C(i,lu) = ACKE(i,lu) · DEN(lu) (iOa) 

where C(i,lu) is the number of DU per acre or square 
footage of off ice or industrial space in zone i of 
land use (lu) (one zone may have several land uses) 
and DEN(lu) is the density of development (e.g., 6.5 
DU/acre). 

Categories of similar space such as residential 
units are aggregated to form six characteristic pop­
ulation~, ~hewn in Table 3. 

POP(i ,z = j) = C(i,lu = jO) + ... + C(i,lu = j I) 

Table 1. Population and development density by land use. 

Land Use 

Low-density residential 
High-d ensity residential 
Strip commercial 
Town center and office 
Research an d development 
Indust rial 
Community facilities (school) 
Neighborhood shopping 
Open space 

Note: DU = dwelling unit . 

Density o f Development 

6.5 DU/acre 
29 .5 DU /acre 
10,000 r t2 /acre 
30,000 rt 2/acre 
15,000 rt 2/acre 
10 ,000 ft 2 /acre 
Act uni n urnher of seats by zone 
10,000 f t~/n~rc 

(!Ob) 
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Table 2. Acreage distribution by land use and zone 
Acreage by Zone 

for plan A. 

Zone 2 3 4 5 6 7 8 9 Total 

1 0 13 49 99 0 0 10 0 69 240 
2 269 76 30 51 83 70 10 7 303 899 
3 233 35 0 0 35 0 55 14 77 449 
4 383 50 0 0 65 0 10 6 107 621 
5 727 0 0 0 0 0 72 8 398 1,205 
6 690 0 0 0 91 0 92 7 544 l,424 
7 40 20 77 0 137 0 14 0 169 457 
8 288 96 71 0 30 0 87 7 276 855 
9 0 0 17 0 19 0 0 0 0 36 

10 145 0 0 0 0 0 10 7 79 241 
ll 0 0 0 0 0 890 0 0 218 1,108 
12 Outside 

subject area 

Total 2,775 290 244 150 460 960 360 56 2,240 7 ,535 

Note: Land use categories are as given in Table 1. 

Table 3. Characteristic populations by zone for plan A. 

Population by Zone 

2 3 4 5 6 
Office ond Industry Shopping No. of Dwelling Recreation No . of School No. of Hotel 

Zone (ft2 000s) (ft2 OOOs) Units (no. of people) Seats Rooms 

I 2 ,970. 490. 377. 8,000. 1,000. 1,000. 
2 3,475 . 370. 3,952. 4,000. 1,000. 0 . 
3 525 . 140. 2,529 . 3,000. 1,000. o. 
4 975. 60. 3,939. 4,000. 1,000. 0 . 
5 0. 80. 4,725. 4,000. 4,000. o. 
6 1,365 . 10 . 4,485. l,000. 5,000. 0. 
7 2,055 , 770, 840. 2,000. 1,000. 0 . 
8 450. 780. 4,656. 1,000. 4,000. o. 
9 285 , 170. 0. 0. 0. 400 . 

JO 0. 70. 942. 1,000. 1,000 , 0 . 
IJ 8,900. o. 0 . o. 0. 0 . 
12·15 o. o. 46,777 .• 0 . 0. o. 
(outside subject area) 

Total 21,000 , • 3,000, 73,222 , 28,000. 19,000. 1,400. 

a46,777 DU are assumed lo exist outside lhe community in order to supply the S6 ,000 jobs not filled internally (1.2 workers/OU). 

where jO and jl denote land uses that are aggregated 
to form characteristic population j. 

Trip generations are then calculated from Equa­
tion 11 according to nine trip purposes (k): 

P(i,k) = POP(i,z) · RP(k) (11) 

where 

P(i,k) 

POP(i,z) 

RP(k) 

trips generated from zone i by trip 
purpose k, 
characteristic population z in zone i, 
and 
rate of trip production by trip purpose 
k. 

There are nine trip purposes, each associated 
with a rate of trip production based on one of the 
character is tic populations. For example, a DU will 
generate three types of trips: home to work, home 
to recreation, and home to school. Trip production 
rates are shown in Table 4. Outside trip genera­
tions are actually assigned to four exterior zones 
(12, 13, 14, 15), one for each main access point to 
the community from each direction. 

Finally, the origin-destination (0-D) trip matrix 
is derived from Equation 2: 

(12) 

where 

A 

trips from zone i to zone j by trip purpose 
k, 
trips originating from zone i by trip pur­
pose k, 

trips attracted to zone j by trip purpose 
k, 

(13) 

parameter for decay rate of attraction be­
tween zones, and 
function of generalized travel cost be­
tween zones i and j. 

Table 4. Parameters for trip production by characteristic population. 

Trip Purpose 

From 

Work 
Work 
Home 
Home 
Home 
Home 
Hotel 
Hotel 
Hotel 

To 

Work 
Shopping 
Work 
Shopping 
Recreation 
School 
Work 
Shopping 
Recreation 

Rate of Trip Production 

0.25 trip/ l 00 ft 2 of office and industtiol space 
0.4 trip/] 00 ft 2 of office and industrial space 
1.2 trips/DU 
l.O trip/DU 
l.0 trip/DU 
0.75 trip/DU 
0.5 trip/hotel room 
0.25 trip/hotel room 
0.25 trip/hotel room 
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Traffic Flows 

Trips by trip purpose are aggregated into three main 
traffic flows (Q) representing rush-hour travel, 
non-rush-hour travel, and recreation or non-work­
hour travel. 

Q{ij ,v) = t Tiik {14) 

where k is trip purpose (see Table 4). For rush­
hour travel (v = 1), k = 1,3,6,7: for shopping 
travel (v = 2), k = 2,4,B: and for recreation travel 
(v = 3), k = 5, 9. For purposes of evaluating sytem 
capacity and congestion, rush-hour trips (v = 1) are 
of primary concern. 

Modal Split 

Modal split is determined from the trip matrix that 
results from Equation 14. Although the availability 
of particular modes may conceivably affect the trip 
distribution (for example, transit availability may 
contribute to destination choice), the current model 
is simplified in this regard. All modes are consid­
ered to be available for all trips. Clearly a 
route-specific' public transit system would enhance 
this part of the model. 

Modal split is determined by multiplying the 
trips from zone i to zone j by an admittance factor 
for modem: 

T(i,j, v, m) = Q(i,j, v) · AF(m) (15) 

where T ( i, j, v ,m) is trips from zone i to zone j by 
traffic flow v and mode m and AF(m) is the admit­
tance factor from modem. The admittance factor is 
the ratio of the relative admittance factor for mode 
m to the· sum of relative admittance factors for all 
modes: 

AF(m) = RAF(i,j, m)/L: RAF(i,j, m) 
m 

where RAF ( i, j ,m) is the relative admittance factor 
for modem (0 <RAF< 1). 

The relative admittance factor is in turn calcu­
lated from cost data for mode m and the distance 
from zone i to zone j: 

RAF(i,j, m) = exp(-ak4 ) (17) 

where a is the sensitivity constant (0.003 assumed) 
and 

k4 =COST(i,j, m)/SAF(m) {18) 

COSTm is defined for each mode as follows (param­
eter values are shown in Table 5): 

Walking: 

Cost(i,j,l)= TIMECOST ·CT(!)· D(i,j), 

Car: 

COST(i,j, 2) =PK+ TIMECOST ·CT(!)· WD(2) 

+ D(i, j), (TJMECOST + OPCOST(m)] CT(2) 

Bus: 

COST(i,j, 3) = F(3) + TIMECOST (WT(3) +CT(!). WD(3)] 

+ D(i,j), [TIMECOST + OPCOST(m)] CT(3) 

Taxi: 

COST(i,j, 4) = F(4) + TIMECOST · WT(4) 

+ D(i,j), [TIMECOST + OPCOST(m)]CT(4) 

(19) 

(20) 

(21) 

(22) 
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Table 5. Main parameters for modal-split equations. 

Mode 

Parameter Walking Car Bus Taxi 

Average speed (miles/hr) [R(m)J 3 30 15 30 
Fare($) [F(m)J 0.25 0.80 
Operating cost ($/mile) [OP(m)J 0.15 1.25 
Parking cost (PK) 
Average walking distance (ft) [WD(m)J 50 1,000 0 
Average waiting time (min) [WT(m)] 10 15 
Social acceptability factor [SAF(m)] 0.25 2.0 1.0 0.5 

where 

D (i,j)s distance between zone i and zone j 
along routes measured in seconds at 
30 mph, 

TIMECOST 

OPCOST(m) 
CT(m) 

F (m) 

R (m) 

WD(m) 

WT(m) 
PK 

OP(m) 

value of time in cents per second 
($3.60/hr assumed), 

a operating cost of modem, 
speed conversion factor for modem 
relative to automobile, 
fare of modem, 

= speed of modem (mph), 
~ walking distance to modem, 

waiting time for modem, 
= parking cost, 
= operating cost or per-mile fare of 

modem, and 
SAF (m) = social acceptability factor for modem 

(a measure of the relative convenience 
and availability of modem), 

Passenger-Car Units 

For purposes of determining congestion on various 
road links, the trips by mode calculated in Equation 
21 ace translated into passenger-car units {PCUsj 
according to the following formula: 

PCU(i,j, v) = ~ T(i,j, v, m)/LOAD(m) (23) 
m 

where PCU(i,j,v) is PCUs from zone i to zone j dur­
ing traffic flow v and LOAD (ml is the load factor 
for mode m in terms of trips taken. Load factors 
are as follows: 

Walking: LOAD(l) = 10 1 • (walking trips do not 
affect congestion), 

Car: LOAD(2) 1.5, 
Bus: LOAD(3) = 3 car lengths/25 passengers 

0.12, and 
Taxi; LOAD(4) = 1. 

PCUs provide a method for translating passenger 
trips into vehicular units. For example, a bus uses 
the road space of three cars but has a load factor 
of 25 passengers. Thus, the road space per passen­
ger is only 0,12 car length, The PCUs become inputs 
to the route-assignment procedure. 

Route Assignment 

Travel time [D(i,j)] between zones appears through­
out the preceding equations. In the initial itera­
tion, travel time is based on the mean free travel 
time between zones, assuming no congestion. Later 
iterations take into account congestion as a func­
tion of the PCU volume on each road link connecting 
each pair of zones. 

Travel time per driver on each road link (gh) is 
a function of the mean free travel time plus conges­
tion as shown in Figure 7: 

-.... -
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(24a) 

where 

average travel time per vehicle on link gh 
where g is the originating node and h is the 
terminating node for each link in the net­
work, 
mean free travel time between nodes g and h, 
congestion parameter (the parameter is a 
function of the r oad capacity), and 
traffic flow per unit time. 

Travel time between zones i s found by summing the 
travel times of each link along the shortest path 
connecting each pair of zones: 

I 
D(i,j), = ~ Wgh 

gh = I 
(24b) 

where D(i,j) s is travel time between zones i and j 
along routes composed of links gh ~ 1 tot. 

At each iteration of the route-assignment proce­
dure, a new shortest path between zones i and j is 
determined based on the sum of travel times on indi­
vidual road links connecting the two zones. The 
procedure converges to a stable equilibrium in which 
the shortest path between zones cannot be improved 
by switching routes. The route-assignment routines 
allocate trips to each link so as to minimize the 
sum of the areas under the volume delay function 
(Wghl. At its minimum value, the o bject ive func­
tion (Equation 6) is the sum of the areas under the 
average travel time functions shown in Figure 7 
(Wghl up to the equilibrium flows ~g h• These 
areas have no (known) economic in terpretation. 
Integrating Equation 24a results in the following: 

F(xgh) = / (agh+ bghX4 )dX = aX + (b/5)X5 I= ax + (b/5)x 5 

0 0 
(25) 

where F (Xg hl is t he area 
tion w9 h a t volume xgh 
of trips on link g h. 

under volume delay func­
and Xgh is the number 

The sum of these areas for all links is 

t 

F(X) = ~ aghXgh + (b/5) "i11 (26) 
gh = i 

The LeBlanc route-assignment procedure determines 

Figure 7. Average travel time per vehicle along link gh. 

Travel 
Time (w;h) 

Q Xgh 

Number of Passenger Car Units (Xgh) 
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F(X) for an initial trip allocation. The procedure 
is one of sequential solution of linearized approxi­
mations followed by a line search. This is accom­
plished by evaluating the g radient of F for the cur­
rent set (Kl of trips xK where xK = (x11, •.. , 
x1n, ••• , Xml• ••• , Xmn> for all links gh in 
order to obtain the optimal direction of change: 

(27) 

If yK represents the new set of values for xK 
satisfying the optimal direction of change and con­
servation of flow constraints, a one-dimensional 
search is performed for a to minimize G(a): 

Min G(a) = Min Ffa YK + (I - a)XK J fornE(O,l ) (28) 

Finally a new set of route-assignment values for the 
next iteration of xK is found: 

(29) 

The process is repeated beginning with Equation 27 
until F (X) in Equation 26 is minimized within a 
stipulated margin of error. 

Although primary output of the route-assignment 
routine is the number of trips (xghl on each link, 
the journey time between zones can easily be found 
from Equation 24b. 

The travel times between zones are for a car 
traveling 30 mph. Cars, buses, and taxis are all 
assumed to be subject to the same congestion so that 
the travel time for other modes traveling at dif­
ferent speeds can be obtained through a simple 
transformation. 

Travel Cost 

At each iteration of 
portation cost (TDC) 
matrix [T(i,j,v,m)J 
[COST ( i,j ,m)]: 

the model, total daily trans­
is calculated from the trip 

and cost per trip by mode 

TDC= ~~~~ COST(i, j, m) · T(i,j, v, m) (30) 
j j ITT V 

For simplification, trip cost is not differentiated 
between traffic flows (v) • Travel times are based 
on congestion from peak-hour traffic and thus tend 
to bias total transportation costs toward the high 
side. 

At successive iterations, new values for travel 
time D(i,j) are calculated from the route-assignment 
routines. These values become inputs for the next 
iteration of the main model beginning with Equation 
12, as shown by the feedback loop in Figure 1. 

RESULTS 

The road networks for the two plans are shown in 
Figures 8 and 9. Plan A has 39 nodes with 104 
links; each pair of nodes is connected by two links, 
one for each direction. Plan B has 41 nodes and 132 
links. 

Both plans are connected to the region outside 
the subject area by the two main highways that pass 
through the community and that are, of course, com­
mon to both plans--US-59 and TX-6. The point at 
which each highway enters the community is treated 
as a separate zone for purposes of allocating in­
ward- and outward-bound external trips. Because the 
major point of entry to Houston is from the north­
eastern end of US-59, approximately 75 percent of 
the external trips pass through zone 12. 

TDC in the two plans is shown as follows. After 
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four iterations of the model, total costs converge 
toward a stable figure: 

Iteration Plan A ($) Plan B ($) 

1 497,200 498,600 
2 609,400 692,100 
3 608,734 630,080 
4 608,750 630,126 

It is immediately apparent from the preceding 
figures that plan A has lower transportation costs 
than plan B. Because the two plans serve identical 
user populations by assumption, they confer equiva­
lent benefits to each user group. Therefore, plan 
A, which provides equal benefit at lower cost than 
plan B, is tne preferred plan. 

In the preceding case study, trip generation was 
assumed to be perfectly inelastic, that is, lower 
trip costs in plan A were not assumed to induce any 
additional travelers. However, following the argu­
ment presented earlier, the benefits of elastic de­
mand would accrue more to plan A than to plan B 
because the lower trip costs in plan A would gener­
ate more new trips. Unless the added trips are so 
numerous that there is a major impact on congestion, 
the inclusion of elastic demand serves only to en­
hance the current preference for plan A. 

Several useful observations can be made from the 
TDC values given previously. Because the first 
iteration of the model is based on travel time with 
zero congestion in which everyone takes the shortest 
path between origin and destination, iteration 1 in­
dicates that TDC differs only marginally between the 
two plans. However, congestion cost can be deter-

Figure 8. Plan A road network. 
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Figure 9. Plan Broad networa:-

~ IS 

0 = ZONE TERMINI 

Q~ NODES 

Table 6. Comparison of traffic volumes on individual road links. 

Plan A Plan B 

Link" Volumeb Link Volume 

27-28 7,277 29-33 5,369 
24-27 519 26-29 1,646 
23-25 4,044 30-34 3,586 

3Numbers refer to intersectfon nodes in Figures 8 and 9. 

bPCUs per rush-hour period (3 hr in the morning and 3 hr in the 
Rf tern non). 

mined from the TDC values by comparing the conges­
tion-free cost of iteration 1 with that of iteration 
4. It is apparent that congestion is worse in plan 
B, adding approximately 26.5 percent to TDC as com­
pared with 22.4 percent in plan A. 

At this point fine tuning the selected master 
plan can easily be done. Points of congestion are 
immediately apparent from a comparison of mean free 
travel time on each link with actual travel time. 
Land uses can be shifted, and roads can be added to 
the plan or widened at major bottlenecks. Table 6 
shows a comparison of traffic values on three road 
links that are common to both plans. Because of the 
greater dispersal of land uses in plan B, traffic is 
more evenly apportioned over different roads. How­
ever, the absence of several connecting roads causes 
total transportation costs in plan B to be higher 
than those in plan A. If one could look at the OD 
trip matrix and the travel time on individual links, 
one could see how the location of land uses and the 
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road network each contributes to traffic flows and 
trip costs within the community. 

CONCLUSIONS 

Transportation and land use planning is replete with 
complicated computer models for evaluating trip 
movements. Typical models have two major short­
comings when applied to land use planning: They do 
not provide any single summary measure of total cost 
for use in selecting the best plan from several al­
ternatives and it is expensive and time-consuming to 
run them. 

The model presented here is especially well 
suited for planning at the community or suburban 
level within a larger metropolitan area. The impact 
of individual land use changes or real improvements 
on traffic flows and total transportation costs can 
be determined within a context of total informa­
tion. In other words the effects on all trip move­
ments within the system can be observed for even 
minor changes in the development plan or transporta­
tion network. Congestion points can be seen immedi­
ately and suggested changes in the master plan can 
be tested easily. 

The model provides key information for making 
planning decisions in a cost-effective manner. In­
put data are assembled strictly from land use and 
transportation network information that can be taken 
directly from the master plan of a community. On a 
CDC 6600 computer, this model executes in less than 
10 sec for a plan of 15 zones, 41 nodes, and 132 
links. The equilibrium route-assignment routines 
converge to a stable equilibrium in seconds and 
provide useful information concerning traffic vol­
umes and congestion on individual links. 

A major problem in land use planning today is 
that despite the availability of sophisticated 
analytical tools, few planning departments take ad­
vantage of them to test the impact of various land 
use and transportation decisions. Although such 
tools are used more often for major capital invest­
ments such as mass transit systems, they are needed 
most for land use and transportation decisions that 
cities and counties make every day. The model pre­
sented here is intended to address that need by pro­
viding key measures of the economic impact of zon­
ing, land use, road improvement, and transportation 
network decisions that determine community design. 
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Parking-Requirement Reduction Process for Ridesharing: 

Current Practices, Evolving Issues, and Future Directions 
STUART J. TENHOOR AND STEVEN A. SMITH 

Qirrent U.S. practices in instituting the process of reducing parking supply re­
quirements when ridesharing at the development site reduces parking demand 
are reviewed. Key issues regarding developer support for such reductions, how 
programs are legally guaranteed and monitored, and who pays for such reduc­
tions are discussed. Finally recommendations on factors to consider when 
such a process is carried out are presented. 

Because of rising land costs and local government's 
desire to reduce the economic, environmental, and 
energy problems associated with single-occupant ve­
hicle commuting, both the public and the private 
sectors have sought methods of mitigating these 
problems. Concern about these high costs has re­
sulted in the emergence of transportation system 
management (TSM) actions. TSM advocates short-term, 
low-capital-cost efforts to improve transportation 
system capacity. Parking management and ridesharing 
are two key, mutually complementary TSM techniques. 

The control of parking supply is an important 
local tool for dealing with rising parking construc­
tion costs and congestion. The supply of parking in 
urban areas is controlled most frequently through 
off-street parking requirements for developments 
contained in' the local zoning ordinance. In most 
jurisdictions a minimum number of parking spaces is 
required to be constructed in conjunction with a 
prnpne!on nouolnpmen ... :t.lt-hnngh anmo ,.; .. ;,oa ~ro ,.,,C!n 

imposing maximum limits on parking. 
Parking requirements have been traditionally es­

tablished to ensure that sufficient parking will be 
provided off public streets. Thus, the primary ob­
jectives were to enhance access, improve traffic 
circulation, and prevent neighborhood parking prob­
lems and other potential nuisances. It is now ap­
parent that the parking code can also be effectively 
used as an instrument for managing traffic through 
provisions favoring ridesharing and public transit. 

Rideshar ing is the generic term used to describe 
a range of alternatives to single-occupant vehicle 
commuting, such as carpooling or vanpooling. Ride­
sharing not only helps to ease congestion problems 
but also decreases the number of parking spaces re­
quired at a building site through a reduction in the 
number of vehicles required to transport a given 
number of people. Ridesharing strategies have most 
often been focused on the work trip and thus pri­
marily on office and industrial land uses. 

One way to measure the effectiveness of a ride­
sharing program is to determine how it affects ve­
hicle occupancy rates or the average number of per­
sons per vehicle. Higher vehicle occupancy rates 
mean less parking demand at the employment site. To 
make vehicle occupancy figures meaningful, some 
background on national statistics is helpful. 

The national work-trip automobile occupancy rate 
in 1977 was about 1. 3. This is less than the 1. 4 
reported in 1969, probably reflecting continuing 
increases in automobile ownership. These figures 
provide a base from which to evaluate current park­
ing demand figures at office or industrial land uses 
and then to evaluate anticipated parking demand re­
ductions caused by ridesharing programs. 

Assuming a typical vehicle occupancy rate for a 
major employer of 1. 2 with a minimal r ideshar ing 
program, an increase to a vehicle occupancy rate of 
1.6 would produc@ a 25 p@rc@nt d@mand r@duction. 
For example, subscription bus service was used by 
one major employer in this investigation, which re­
duced parking demand by more than 40 percent. Many 
other examples exist of employers with highly suc­
cessful ridesharing programs. 

The success of ridesharing is highly dependent on 
private-sector action. The off-street parking re­
quirements afford a natural opportunity to encourage 
more private-sector participation in ridesharing to 
the mutual benefit of the public and private sec­
tors. This opportunity exists in the offering of 
reductions in the minimum parking requirements for 
those developers or landowners who agree to insti­
tute certain r ideshar ing measures at the propoRP.d 
site. These reductions can offer a significant eco­
nomic benefit to developers and at the same time 
promote ridesharing, which increases the person ca­
pacity of the transportation system. 

A list of some of the techniques that may be ap­
propriate for inclusion in a parking-requirement 
reduction process is given in the following. The 
advances made in the use of these techniques by a 
number of jurisdictions are evaluated, some key is­
sues in confronting this process are discussed, and 
some insight on future use of these techniques is 
provided. 

1. Measures related to ridesharing 
a. Employee transportation coordinator, 
b. Locally sponsored ride-matching service, 
c. In-house rideshare matching, 
d. Preferential parking for high-occupancy 

vehicles (HOVs), 
e. Subsidized parking cost for HOVs, 
f. Flextime or other work-schedule program 

conducive to ridesharing, 
g. Vanpool or buspool service, and 
h. Monitored employee travel modes. 

2_ Measures related to public transit 
a. Employer-subsidized transit passes, 
b. Parking reductions based on proximity to 

tran11it, 
c. Elimination of parking cost subsidies, 
d. Daytime shuttle services, and 
e. Transit amenities. 

3. Other parking management techniques 
a. Maximum parking requirements: 

A. Absolute maximum and 
B. Maximum with floor area ratio or fi­

nancial penalties if exceeded; 
b, Fringe parking (allow a percentage of 

parking to be supplied at off-site loca­
tion with transportation provided to the 
site) i and 

c. Shared parking (share parking spaces with 
another use that has nonoverlapping peak 
parking demand), 

4. Other TSM actions 
a. Pedestrian and bicycle facilities and 
b. Priority treatments through traffic oper­

ations. 

--
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CURRENT PRACTICES 

In Figure 1 some of the developments to date are 
summarized in the creation of parking-requirement 
reduction processes for ridesharing in a number of 
jurisdictions across the country. Although it is 
not an all-inclusive list, for the most part it rep­
resents the state of the practice of these tech­
niques. The experience of several of the jurisdic­
tions is discussed below. 

Because of the significant variation in local 
land use law and the methods of encouraging ride­
sharing, it is difficult to establish a consistent 
classification of local parking-requirement reduc­
tion processes for ridesharing. Generally, however, 
these approaches appear to fall into three general 
categories. 

The first category is the ridesharing incentive 
option. This method requires the addition to a zon­
ing ordinance of a provision by which an applicant 
may reduce the minimum parking requirement by acer­
tain percentage (up to a maximum) proportionate to 
the strength of a r idesharing incentive program to 
be provided continuously for the life of the build­
ing. This method has been instituted in several 
jurisdictions such as Sacramento, California; 
Schaumburg, Illinois; and Bellevue, Washington. 

The second technique establishes a performance 
standard in the zoning code for application gener­
ally or on a case-by-case basis. In this type ave­
hicle trip-generation standard that cannot be ex­
ceeded or an automobile occupancy standard that must 
be achieved is established for a given development. 
The standard can be calibrated according to geo­
graphic region and set low enough that an applicant 
has to rely on alternative modes of transportation 
to serve the building. Both Fairfax, Virginia, and 
Dallas, Texas, have experimented with this approach, 
granting approval to individual development sites 
contingent on their meeting maximum trip-generation 
or automobile . occupancy criteria. 

The final category is mitigating measures. This 
approach, used in high-growth regions, mandates ac­
tions that new developments must carry out to obtain 
development approval. Santa Cruz and Sunnyvale, 
California, and Seattle, Washington, have each used 
this approach. In-depth descriptions of how several 
local jurisdictions have undertaken their selected 
approaches are given in the following. 

Bellevue, Washington 

A suburb of Seattle, Bellevue has a rapidly expand­
ing central business district (CBD). In February 
1981 Bellevue enacted a comprehensive zoning amend­
ment called Modification of Parking Space Require­
ments. That section empowers the planning director 
to grant adjustments to the minimum parking require­
ments in any CBD zone for landowner actions to en­
courage ridesharing provided any adverse impacts on 
adjacent property will be adequately mitigated. The 
director is also instructed to require such cove­
nants or agreements as are needed to ensure com­
pliance. 

Eleven ridesharing techniques that constitute ef­
fective alternatives to automobile access are enu­
merated as illustrative of programs that landowners 
may institute to qualify for a maximum of 50 percent 
reduction in the requirements. Those techniques 
were listed previously in Figure 1. 

Schaumburg, Illinois 

Another developing suburban area similar to Bellevue 
recently instituted the ridesharing incentive op-
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tion. Schaumburg sought to meet its goals of in­
creasing work-trip vehicle occupancies approximately 
10 percent by permitting a maximum 40 percent reduc­
tion from' the 4.0 spaces per 1,000 ft' required 
for offices. The applicability of such provisions 
is limited to buildings having at least 50,000 ft' 
of floor space, and developers must submit evidence 
to the Zoning Board of Appeals of participation in 
an approved carpooling program, other activities 
like flextime or preferential parking to further en­
courage HOV use, or transit access within 0.5 mile 
of the site. 

Sacramento, California 

In July 1981 the city of Sacramento revised its 
parking requirements to institute both parking maxi­
mums and minimums for office uses in its downtown 
district and also created a code section labeled In­
Lieu Vehicle Parking Substitution Measures sanction­
ing several ridesharing techniques. Under this 
change, three specific techniques and a fourth omni­
bus category, limited· only by a developer's inven­
tiveness and reasonableness, were created only for 
office uses in the C-3 zone of the CBD. Landowners 
under this section may receive a 60 percent reduc­
tion for new or expanded offices and a 100 percent 
reduction for office conversions provided a use per­
mit is obtained. 

Under the provisions of the first technique, each 
preferential carpool space so designated may be used 
to eliminate 2.5 unmarked parking spaces. Included 
within this technique is a requirement that the 
owner accept responsibility for enforcement and per­
mit the state ridesharing office to circulate ride­
sharing information and user surveys. The maximum 
reduction attainable under this technique is 15 
percent. 

The second method permitted is landowner purchase 
of a year's worth of monthly transit passes at the 
current pass rate for each required space reduced 
for a 25-year term. This agreement is entered into 
at the time the building permit is approved for 
placement in a joint transit fund account for annual 
payment to the local transit agency. A third tech­
nique permits provision of additional bicycle park­
ing facilities at a rate of one additional parking 
space for each required space omitted. A maximum 
reduction of 2 percent of the required parking 
spaces is permitted. A final catch-all measure per­
mits a parking reduction for other measures that 
would adequately and effectively meet employee and 
patron transportation needs generated by the office 
building. 

Sunnyvale, California 

The city of Sunnyvale has established both minimum 
and maximum parking requirements for industrial uses 
only. Although it does not expressly permit reduc­
tions in parking space requirements, the city does 
require ridesharing-related traffic mitigation mea­
sures at the stage when the building permit or new 
use and occupancy permit is obtained when the plan­
ning board determines that the site requires it. 

The city considered several transportation miti­
gation measures in the spring of 1980, selecting 
preferential carpool parking and bicycle parking as 
acceptable mandatory mitigation measures for imposi­
tion on landowners. Alternative work schedules, 
company-sponsored carpools and vanpools, or bus 
passes are encouraged as voluntary measures. 

Like other jurisdictions, Sunnyvale's changes are 
quite recent, and thus there have been no measurable 
long-term effects. Planning staff there~ confirm, 
however, that at least three facilities have actu-
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Figure 1. TSM actions contained in selected U.S. zoning ordinances. 
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ally been required to remove excess parking and have 
complied by either landscaping the spaces or provid­
ing recreational amenities. 

Dallas , Texas 

Although Dallas has no specific section within its 
zoning code that permits reductions in the amount of 
off-street parking required in exchange for ride­
sharing techniques, it has granted a significant 
parking reduction to a huge mixed-use facility in 
exchange for the developer's guarantee to provide 
vanpooling access to the site, which was calculated 
to reduce the total number of peak-hour vehicle 
trips by 20 percent. 

The Dallas approach proposes a TSM strategy to 
attain a vehicle occupancy level of 1. 4 for peak­
hour work trips. This target is based on current 
levels of ridesharing in carpools, vanpools, and 
transit that have been attained elsewhere in the 
country or in the Dallas region coupled with guaran­
tees of management strategies such as variable work 
hours. The combination of strategies here is de­
signed to reduce evening peak-hour trips by 20 per­
cent for the total development of 2 million ft• of 
office space and 1 million ft' of retail and hotel 
space. Retail use in the complex began in the fall 
of 1982i office and hotel space is still under con­
struction. 

Seattle, Washington 

Al though not as broad-based as the Bellevue plan, 
Seattle's efforts demonstrate its role as a ride­
sharing innovator. Seattle is one of several juris­
dictions with maximum parking requirements for its 
downtown region made possible by excellent transit 
service and high densities in downtown land uses. 
Parking space demand in downtown Seattle, where most 
of the ridesharing promotion efforts have been tar­
geted, is approximately 0.5 to 0.6 space per 1,000 
ft' of office space. Outside the downtown region 
Seattle uses traditional minimum-parking require­
ments. 

The process used in Seattle has been to condition 
the granting of building permits on developer agree­
ments to set aside a significant number of dedicated 
carpool and vanpool spaces. At least six buildings 
under construction in 1982 or recently completed 
have received approval under this method. 

Seattle has no zoning ordinance provision that 
permits landowners to institute ridesharing incen­
tives in exchange for parking reductions. Through 
the state environmental authority, it deals with 
developers individually, letting them develop pro­
posals to increase vehicle occupancy rates while 
seeking such actions as the institution of HOV park­
ing spaces, which are relatively easily monitored 
and enforced. 

EVOLVING ISSUES 

Experience to date with a parking-requirement reduc­
tion process for ridesharing has demonstrated that 
many factors affect the success or failure of such 
provisions. Although there is still too little ex­
perience to say conclusively which combination of 
provisions will produce the most effective rideshar­
ing incentives, we can say that the following er i­
teria are necessary for a successful set of ride­
sharing provisions in a local zoning ordinance: 

1. Validity: There must be a valid relationship 
between parking and the TSM measure (e.g., the num­
ber of parking spaces reduced for a landowner com­
mitment to iidesharing must be related to the degree 
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of increased ridesharing expected to result from the 
actions taken). 

2. Attractiveness to the private sector: It 
should create the necessary financial or development 
incentives for the provisions to be used by the 
private sector. 

3. Legality: It must be legal and enforceable. 
4. Flexibility: The code must allow room for 

adjustments to a wide variety of circumstances. 
5. Simplicity: The code must be easy to under­

stand and administer. 
6. Protection of public interest: It should 

protect the public interest by maintaining good 
planning practices (e.g., minimize residential park­
ing problems). 

Issues relating to the above criteria are discussed 
in the following sections. 

Validity 

A parking-requirement reduction process for ride­
sharing must have a sound technical relationship be­
tween parking demand and the r ideshar ing techniques 
employed. For example, one must have a reasonable 
estimate of the impact that TSM strategies such as 
preferential HOV spaces and flextime have on the 
number of parking spaces required. 

From the public agency's perspective, the concern 
is that the ridesharing measures instituted produce 
a reduction in parking demand comparable to the re­
duction granted in the parking supply. Ideally both 
the public agency and the developer would like to 
know the percentage of reduction in parking that 
might be attributable to such measures. A number of 
ridesharing and TSM measures that have potential for 
inclusion in a parking-requirement reduction process 
have been listed. 

Unfortunately the effectiveness of these strate­
gies has not been adequately quantified, and al­
though attempts to develop such relationships have 
been and are being made, it is unlikely that any­
thing more than rule-of-thumb numbers will be avail­
able. An infinite variety of variables can govern 
measures such as a ridesharing coordinator (e.g., 
employer size, employer type, many employers versus 
a single employer), and the effect of such measures 
can vary widely in degree of emphasis (some employ­
ers will have more aggressive ridesharing coordina­
tors than others). 

The resolution to this dilemma will lie in devel­
oping adequate definitions and performance criteria 
for each r ideshar ing measure and assigning reason­
able effectiveness estimates (e.g., automobile occu­
pancy increases) to each. These definitions and 
performance criteria must be specific enough for the 
public agency to determine whether the intent of the 
incentives has been satisfied by the developer or 
landowner. The agency must not allow the actions 
promised by the developer to be so loosely defined 
that there is little hope of holding him to his com­
mitment should he want to back out of his obliga­
tions for financial or other reasons. He may con­
form to the letter of his initial promise without 
complying with the intent. 

One method of specifying parking reductions that 
can relieve public agencies from some of the pres­
sure of developing accurate definitions is a 
performance-standard approach rather than a ride­
sharing-incentives-option approach, defined earlier 
in this paper. In the performance-standard ap­
proach, the developer commits himself to achieving a 
specified level of r ideshar ing, expressed in terms 
of number of carpoolers and vanpoolers, the level of 
average automobile occupancy to be achieved, a trip­
generation rate reduction, or some other quantifi-
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able measure of program effectiveness. As long as 
the chosen measure can be monitored, the burden of 
estimating the effectiveness of the various ride­
sharing measures remains with the developer or land-

tation over the interpretation of a definition. To 
assist the developer or landowner in making the as­
sessments of potential effectiveness, however, 
transportation professionals should actively seek 
ways to improve their knowledge of the relationship 
between ridesharing and parking demand. 

One attempt to quantify the relationship among 
parking demand, automobile occupancy, ridesharing 
inceulives, and other faclors was made in a study by 
JHK and Associates (1). With a data set of 42 of­
fice buildings, regr;-ssion equations were developed 
correlating several dependent variables, including 
parking demand and automobile occupancy, with vari­
ous characteristics of the building, parking ar­
rangements ( including parking supply and cost) , and 
t-r~no::?pnrt-::at-in.n co.ru;roo f'~t""t-nrc_ n.n innoponn.or.t- u~!"'-

iable consisting of a composite ridesharing-incen­
tive index was constructed to attempt to link the 
level of rideshar ing support to changes in the de­
pendent variables, particularly automobile occu­
pancy. This index consisted of a scale between 0 
and 10 derived by assigning a set number of points 
for each aspect of a ridesharing program in effect 
at a site (e.g., one point for the provision of 
............ -F ............... .: .,., ......... _,,,. ..... , r'I .................. ....... ~ .... ~ .......... ,F,...,,,. """; .... t-C! 
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for a vanpool program, depending on the level of 
commitment by the employer). The 42 sites included 
a wide range of building and employer sizes and were 
located in either suburban or outlying CBD settings. 

The results indicated that the r idesharing index 
was able to explain more of the variation in auto­
mobile occupancy than any of the other nine depen­
dent variables, with an R2 of 0.57. The resulting 
regression equation was 

Automobile occupancy= 1.14 + 0.065 (ridesharing 
index). 

No attempt was made to correlate individual compo­
nents of the r ideshar ing index (such as the exis­
tence of preferential HOV spaces) with automobile 
occupancy. Several of the sites had very high auto­
mobile occupancies (up to 2. 37) , which had a sub­
stantial impact on the coefficient of the rideshar­
ing index. 

The equation would suggest that, on the average, 
one could expect to achieve an automobile occupancy 
of approximately 1.8 for the most extensive invest­
ment in ridesharing in a suburban setting as long as 
certain other conditions were also satisfied (e.g., 
there is a sufficiently large employment base). 

Although the regression equation proved reason­
able! it is of limited practical value in establish­
'ing r ideshar ing commitments for zoning ordinances. 
The contribution of the multitude of individual 
ridesharing actions to increased automobile occu­
pancy has not been isolated, and the degree to which 
given actions are performed varies widely among em­
ployers. Additional quantitative analyses are 
needed to improve our ability to make effectiveness 
estimates. 

Attractiveness to the Private Sector 

Although on the one hand parking reductions for 
ridesharing must not permit abuses nor endanger the 
well-being of communities and neighborhoods from a 
traffic standpoint, they must entice developers from 
a financial standpoint to assume the risks that may 
be n€!C€!SSary. Come j1n•;C!,:1;,..f-;QnC! roqnirA rinac.h~r-

ing actions as necessary mitigation measures, making 
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them mandatory for all developers of employment­
intensive uses. In this, case the attractiveness of 
the ridesharing provisions is not as much of an 
issue as the overall attractiveness of development. 
,, __ &.,_,:_ , ___ .... ,: ___ --•• L..- -- .I-L----&.,,.. -&."----£..Z •• - &.-
-..,;.._ "-W.&.•• .L ........ Q\,,,.&....,llg IIIU..J U,;;;" ,;;.,..., .1.1.u.,,;;;;&.CJ.all...L,Z a. ...... .LW .... '"-.&.V"- ....... 

developers that mandatory ridesharing mitigation 
measures will not dampen developer enthusiasm for 
the site. On the other hand, this approach applied 
to less attractive developments may be the deciding 
factor in discouraging new development or redevelop­
ment. The economic, land, use, and development ob­
jectives of a given jurisdiction will be the deter­
mining factor as to the applicability of an optional 
vcrouo a mandatory ridcoharing provioion. 

If the optional approach is selected, the provi­
sions must be attractive enough (in terms of reduced 
parking construction costs and so on) for developers 
to want to take advantage of them. This will mean 
that the public agency must incur some risk but with 
the expectation that ultimately there will be more 

The public agency must gauge the attractiveness of 
ridesharing provisions to developers by computing 
the potential economic benefits and costs to all 
parties from the process. To be reasonably attrac­
tive, there should be at least a 2:1 ratio of bene­
fits to costs over the long term. Economic analyses 
have indicated that the benefits of the program to 
the employees may actually outweigh the savings to 
the 
and structured parking is not involved . 

Lega lit y 

are low 

Enforcement uncertainty has emerged as a significant 
stumbling block to more widespread use of r ideshar­
ing provisions in local zoning ordinances. Politi­
cal decision makers have wanted assurances that the 
developer making the agreement to institute certain 
ridesharing actions will in fact follow through. So 
far there have been several primary issues relating 
to enforcement. These include 

1. The proper legal mechanism to use as the 
basis for enforcement, 

2. The types of penalties or disincentives to 
employ, and 

3. The transferability of the commitment to sub­
sequent landowners. 

Because of the great variety in local zoning 
practices, it is safe to say that a variety of en­
forcement techniques will be necessary. In the last 
section of this paper some of the most commonly used 
and most promising alternatives are outlined. Until 
more experience has been gained with ridesharing 
provisions and their ensuing enforcement problems, 
it will be difficult to determine the enforcement 
strategies that will be most effective. For in­
stance, there apparently has been only one court 
challenge to a legal guarantee executed for a 
parking-requirement reduction process. The issue 
that is currently being litigated in San Francisco 
is the constitutional authority of a local jurisdic­
tion to assess development mitigation fees. 

Public agencies must not discourage developers 
interested in taking advantage of the provisions by 
setting unreasonable enforcement goals. Many de­
velopers and major employers are as yet unaware that 
there are economic and other benefits of ridesharing 
and that ridesharing programs can and do work. To 
overplay the potential for failure because of dis­
regard of commitments will defeat one of the pur­
poses of introducing ridesharing provisions, that 
is, to more widely expose ridesharing ano its poten-

-
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tial to the private sector. Certainly enforcement 
problems must be anticipated, but abuse has been 
minor to date. 

Flexibility and Simplicity 

In drafting a. parking-requirement reduction process 
for ridesharing, flexibility and simplicity are key 
criteria by which to judge the final product. Sim­
plicity, or making the provisions easy to under­
stand, will increase the likelihood of their being 
used. Unduly complex provisions may create uncer­
tainty and discourage developers from taking the 
time to carefully evaluate and consider the pro­
cess. Lack of simplicity may also foster citizen 
distrust, causing the provisions to be perceived as 
a further complication of development-related trans­
portation problems. 

Likewise, there must be enough flexibility in the 
provisions to allow them to be tailored to a variety 
of circumstances. For example, certain employer 
types are more capable of instituting certain ride­
sharing provisions, and local land conditions or 
other factors may favor one approach over another. 
The provisions should not preclude the options that 
may be best suited to a given situation. 

Protection of the Public Interest 

Protection of the public interest is related to the 
enforcement issue but is somewhat broader. It re­
flects the need for balance in parking policy be­
tween the economic development interests and the 
protection of the street environment, particularly 
the residential street environment. Near residen­
tial areas one must be more cautious in the magni­
tude of parking reductions granted and should con­
template what can be done to relieve any adverse 
impacts if the developer does not achieve the reduc­
tions in parking demand expected. Residential park­
ing permit programs can be instituted to relieve 
some of the impacts, but their existence is no ex­
cuse for poor planning practices. 

Other Issues 

There are several other issues that need examination 
but that do not fall neatly into any of the catego­
ries discussed previously. One such issue has to do 
with how the ridesharing provisions combine with the 
other provisions in the zoning ordinance. The ride­
sharing provisions have greatest potential when ap­
plied to office and industrial uses, because most 
successful ridesharing programs have been employer­
sponsored and focused on the work trip. An impor­
tant prerequisite to instituting a parking-require­
ment reduction process for ridesharing is to have an 
acceptable base from which to make those reduc­
tions. If the base office requirement, for example, 
is already low, there will be little incentive for 
further parking reductions. If the reductions are 
taken in this setting, an inadequate parking supply 
and the accompanying traffic and aesthetic problems 
will likely result. Reductions from an already low 
requirement are illogical. The best .way to avoid 
these problems is to have a reasonable base from 
which to reduce requirements. 

Also frequently mentioned is how those who fi­
nance developments resist having less parking, be­
cause in the development community, sufficient park­
ing has always been a prerequisite for development 
success. Lenders are therefore an important group 
to educate in the potential benefits of ridesharing 
and associated parking reductions. This educational 
process will gain momentum as more localities intro-
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duce ridesharing prov1s1ons, but transportation pro­
fessionals must be ready to demonstrate the benefits 
and likelihood of success of these projects. 

Another issue with which many jurisdictions 
grapple is the degree to which zoning ordinance pro­
visions should be negotiable on a case-by-case 
basis. Although a highly negotiable approach af­
fords a high degree of flexibility, it places a sub­
stantial burden on both the public agency and the 
developer to prove their case and frequently results 
in an adversary relationship. It does little to 
foster mutual trust, may result in unnecessary de­
lays or cancellations of projects, and consumes ad­
ditional staff time in both private and public 
sector. In addition, the final resolution of nego­
tiated parking reductions often must be based on the 
same data or same precedents each time. This argues 
for establishing a ridesharing provision that has 
more rigid guidelines based on the best available 
data with enough flexibility to enable a response to 
the more unusual circumstances. Localities may want 
to retain the right to negotiate on large develop­
ments but let the smaller routine developments be 
addressed directly by provisions in the ordinance. 

FUTURE DIRECTIONS 

Essential Ingredients of Ridesharing Provisions 

Experience to date has indicated that there are cer­
tain components that must be present in a set of 
r idesharing provisions for it to satisfy the cri­
teria discussed in the previous section. These are 

1. Specification of the r idesharing options to 
be employed, 

2. Method of negotiation or agreement, 
3. Monitoring procedures, and 
4. Enforcement techniques. 

Specification of Ridesharing Options 

Potential TSM options were listed previously. There 
must be a mechanism for relating these to the prob­
able impact on parking demand, either identified 
explicitly in the ordinance itself or in some other 
document that can be used as the technical basis for 
the parking reductions granted. As experience with 
these techniques increases, it will be desirable to 
develop more rigid guidelines on the reductions al­
lowed for given developer actions. Specific ride­
sharing reduction formulas, as crude as they may be 
and have been, will help streamline the process and 
eliminate some of the uncertainty that developers 
may otherwise feel when entering into a development 
proposal. 

Method of Agreement 

When a developer exercises the option (or is re­
quired) to institute ridesharing actions, there must 
be a legal, binding agreement stating the responsi­
bilities of both the public agency and the developer 
or landowner. The agreement should set forth not 
only all the terms and conditions but also any pen­
alties to be imposed in the event of noncompliance. 
Some of the possible approaches to this agreement are 

1. Contract, 
2. Land covenant, 
3. Performance bond, 
4. Building permit conditions, 
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5. State environmental enabling authority to 
control landowner actions that degrade the environ­
ment, and 

6. TSM development fee or trust fund. 

All of these have been instituted in some form or 
another, but space does not permit a description of 
each here. The applicability of each method will 
vary depending on each jurisdiction's governmental 
and legal structure. There is too little experience 
to demonstrate the superiority of any one of these 
techniques, and the workability of the techniques 
will often be determined by local lawo and prao­
tices. Special mechanisms may exist in some local 
jurisdictions that offer a unique opportunity better 
suited to local development practices than one of 
those just listed. 

Monitoring Procedures 

The monitoring element of a parking-requirement re­
duction process comprises the meano by which compli­
ance or noncompliance is determined. If certain 
standards are to be met, it must be determined 
whether in fact the standard has been satisfied. 
Monitoring determines whether enforcement is neces­
sary. Monitoring could range from a simple checking 
to see whether the landowner is generally following 
through on his commitments to r ideshar ing or other 
techniques to a more elaborate quantitative assess­
ment through automobile occupancy surveys and other 
data analyses. This is certainly a procedure in 
which public agencies will be concerned with sim­
plicity, because they generally cannot afford to 
spend a great deal of time and effort in most moni­
toring processes. In some cases fees could be as­
sessed to developers who benefit from significant 
parking reductions to help offset the cost of pro­
gram monitoring. 

Enforcement 

The enforcement procedure has been one of the most 
controversial parts of the parking-requirement re­
duction process for r ideshar ing to date. Al though 
it is hoped that the need to exercise enforcement 
procedures would be rare, mechanisms must be avail­
able to protect the public interest when ridesharing 
actions are agreed on. It must be determined not 
only what enforcement stages will apply to the 
original landowner should his commitment fail, but 
also how enforcement procedures will be made appli­
cable to subsequent owners of that "property. Again 
several optiono arc available as follows, 

1. Land set aside or the addition of more struc­
tured parking, 

2. Fines (this is a criminal action, not a civil 
action), 

3. Forfeiture of performance bond, 
4. Revocation of use and occupancy permit, 
5. Development moratorium, 
6. Contempt-of-court citations, and 
7. Liquidated-damage contractual penalties. 

Each jurisdiction may have different agencies 
that would enforce the options just listed. The 
prescribed enforcement measures should be specified 
in the agreement, but the timing and actual enforce­
ment of a violation must be predetermined. As men­
tioned, the city of Seattle has been using environ­
mental legislation as the basis for enforcement. 
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Agencies should select those elements that are most 
compatible with the zoning approach or parking miti­
gation methods in their jurisdiction. 

Research and Information Needs 

A review of the experience to date and of the issues 
that have evolved indicates several important needs 
for the future development of r ideshar ing and TSM 
provisions for local zoning ordinances. Some of 
these needs are as follows: 

1. Improved technical information on the rela­
tionship between ridesharing measures and parking 
demand (both developers and policy makers may con­
tinue to have reservations about moving forward with 
such provisions unless clear evidence is presented 
of the potential benefits and the likelihood of sue-
cess of the program), 

2. Better knowledge of how lenders perceive such 
provisions and creation of an educational process to 
familiarize key groups with the purpose and benefits 
of ridesharing provisions, 

3. Better methods of providing assurances that 
commitments will be fulfilled without unduly dis­
couraging developers from participating in the pro­
gram of parking reductions in exchange for rideshar-
'-- ----'L---L- --~ .Lll'.:t 1.,;UJUJII..Ll.lllt:IJ\..:::>t c:tlll.l 

4. Continual updating of parking- requirement re­
duction processes for ridesharing nationwide and 
dissemination of information on the subject as it 
becomes available. 

In addition, several general rules are offered to 
guide the future development of ridesharing and TSM 
provisions. First, it is important to think compre­
hensively. There are many competing objectives that 
come into play in the development process. Certain 
transportation objectives (such as promoting more 
efficient modes of travel) cannot be isolated from 
others. The desires and impacts on the many groups 
with an interest in land development, parking, and 
transportation must be considered. Further, all 
such parties should be involved in the process to 
avoid creating provisions that are not used by pri-
vate development. Participants should include de-
velopers, citizens, employers, attorneys, lenders, 
and public agency staff of various disciplines. 
There must particularly be a keen awareness of how 
the development community views such actions. 

Second, the political process must be consid­
ered, The zoning ordinance is a legal tool con­
trolled by politicians who must deal with many other 
issues besides transportation and are generally 
unfamiliar with what can be accomplished with ride­
sharing. The case must be .presented concisely, 
clearly, and forcefully, indicating how these con­
cepts will benefit the public at large. This educa­
tional process must reach developers, demonstrating 
how ridesharing actions can present substantial eco­
nomic benefits that outweigh the risks perceived. 

Finally, it is important to think in the long 
termi r ideshar ing acceptance will not occur over­
night. Deliberate efforts will be necessary to 
bring about a change in attitudes about ridesharing 
and its role in local zoning controls. The inclu­
sion of a parking-requirement reduction process for 
r ideshar ing affords an excellent catalyst for edu­
cating the private sector about ridesharing. It can 
now be viewed as a realistic and useful tool sanc­
tioned by local legislation. Thus, in effect, this 
process institutionalizes a concept that may play a 
key role in America's transportation future. 

-
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Prediction of Land Use Traffic Impact 

C.E. HALLAM AND G. PINDAR 

The current procedures for prediction of the traffic impact of proposed land 
use developments and their parking requirements are based on historical and 
nonquantitative assessment procedures, which has in many cases led to the 
preparation by local governments of inappropriate parking codes. Research 
recently undertaken in New South Wales, Australia, aimed at provision of a 
more quantitative basis for impact prediction. Surveys were conducted at sites 
in each of the following land use categories: motels, service stations, car dealer· 
ships, dealers of car accessories and tires, hotels, road transport terminals, 
warehouses, recreation, fast food sites, factories, licensed clubs, office blocks, 
shopping centers, home units (apartments). homes for the aged (retirement 
villages), and restaurants. Survey results were analyzed by using linear regres­
sion techniques. Descriptive models, where able to be developed, are presented 
in the form of regression equations. Use of these models should take into con­
sideration their accuracy and the range of independent variables for which they 
are applicable. In situations where it was not possible to develop models, pro­
posed land use developments may be compared with developments surveyed in 
the study that possess similar characteristics, and a subjective assessment may 
be made. The use of the survey data as a standard data base should be of con­
siderable value in maintaining a common standard of impact assessment. The 
models should improve the accuracy of impact prediction and assist in the de­
velopment of more reliable parking codes and design guidelines. The degree of 
transferability of these results to countries other than Australia requires further 
research. 

A major research project has recently been completed 
by the Traffic Authority of New South Wales, 
Australia, the aim of which was to develop reliable 
methods for predicting the impact of particular land 
uses on traffic conditions. To date, such predic­
tions have been based primarily on subjective his.­
torical bases. This research has aimed at putting 
predictions and assessments on a more quantified 
basis. The resulting models should be used with 
caution, and due consideration should be taken for 
their stated accuracy and ranges of applicability. 
It was not possible to develop models for every 
aspect of land use studied. In these situations if 
a proposed development has similar characteristics 
to those of one of the survey sites, a direct com­
parison of the developments could give an indicative 
estimation of traffic impact. 

Information was collected and analyzed on (a) 
person and vehicle flows generated by the develop­
ment, the time at which such flows are at a peak, 
and person and vehicle flows generated during the 
on-street peak vehicle hour and (bl the parking 
provision necessary if the parking demand is to be 
met on site without constraint. The land uses 
studied in this research were motels, service sta­
tions, car dealerships, dealers of car accessories 
and tires, hotels, fast food sites, road transport 
terminals, warehouses, recreation, factories, li­
censed clubs, office blocks, shopping centers, res­
taurants, homes for the aged, and home units. These 
land uses, many of which occur in strip development, 
were selected because they occurred most frequently 

in development applications submitted for comment to 
the Traffic Authority. The results can also be used 
to develop more comprehensive strip development 
control policies. With changing emphasis from con­
struction to transport system management techniques, 
the most effective use of the existing road system 
is becoming increasingly important. Thus planners 
should ensure that adequate protection is afforded 
to preserve the integrity of current and future 
arterial routes. 

SURVEYS 

For each land use, with the exception of shopping 
centers and home units, 10 examples were chosen for 
survey that exhibited a range of types and size of 
development. Further, the sites chosen were geo­
graphically diverse in order to reflect socioeco­
nomic factors (particularly vehicle ownership) and 
public transport availability. Sites of fairly 
recent construction with on-site parking provision 
were preferred. For shopping centers, 33 sites were 
surveyed. For home units, surveys were conducted by 
means of postal questionnaire surveys. Of the 2,000 
questionnaires distributed, 544 valid replies were 
received. 

With the exception of home units, information was 
collected by conducting interviews with users and 
site management personnel together with measurements 
of person and vehicular flows and parking accumula­
tion. Site and floor areas were measured on site. 

Surveys of office blocks, factories, licensed 
clubs, and some shopping centers were conducted in 
1978. The remaining surveys were conducted in 1979 
with the exception of restaurants, home units, and 
homes for the aged, which were conducted in 1981. 
Surveys were conducted for a period of one day per 
site except for three of the shopping centers, at 
which 6-day counts were conducted. In the case of 
home units, information was requested for one spe­
cific day. 

ANALYSIS 

In consideration of the relatively small number of 
sample points, the use of complex statistical meth­
ods was not considered appropriate, particularly in 
view of the intended general use of the results. 
The emphasis was thus on simpler manipulations based 
on multiple linear regressions. 

The resultant models should be used with due 
consideration for their accuracy. The accuracy is 
expressed in terms of the correlation coefficient 
(R2) • 

Checks made in the analysis were that multicol-
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Table 1. Regression equations for motels. 

SPECIFIC IMPACT 
INDEfENDENT VARIABLE 
'1Ct."T'\ 1.'l"\D DPlo'nT ..... 'TlTf"llll 

Total Vehicle Trips, TVT Floor area - building, A 
(over 7 gurvey honrs.) B 

Peak Vehicle Trips, V Floor area - building, Aa 

Vehicle Trips - a.m. peak, VA Employees, E 

Vehicle Trips - a .. m. peak, VA Floor area - building, AB 

Vehicle Trips - p.m. peak, V Floor area - building, A p B 

Parking Supply Required, PSR Number of Units, N 
Employees, E 

Table 2. Regression equations for service stations. 

SPECIFIC IMPACT INDEPENflF:NT 
EQUATION 

VAH.l~LE u~.i:;u 
FOR PREDICTION 

Peak Trips, Petrol - Area of Site, A PP = 0. 015 AS 
IN, PP s 

Peak Trips, Total - Area of Site, AS PT = 32+0 .030AS 
IN + OUT, PT 

linearity of independent variables did not occur and 
that the coefficients of the independent variables 
were significantly different from zero. Aspects of 
the statistical analysis are discussed in more de­
tail later. 

Prediction of peak vehicle trips enables assess­
ments to be made of the impact of the development on 
the surrounding road system and is usua'.lly indica­
tive of the worst-case situation. Average vehicle 
trips is also a useful parameter in this regard, 
which gives a picture of the total vehicle trip 
generation over a long period of time. (In all 
cases, unless specified to the contrary, trips are 
two-way totals.) Prediction of peak parking accumu­
lation allows a check to be made on the proposed 
on-site parking provision. As discussed later, the 
worst-case situation is based on the days surveyen 
rather than the highest or 10th-highest hour of the 
year. 

DESCRIPTIVE MODELS 

Data were collected at 10 sites. Surveys were con­
ducted from 7:00 to 10:00 a.m. and 4:30 to 8:30 p.m. 

The independent variables, as represented by area 
of site (As), area of building (As), number of 
units (N), accommodation capacity (AC), and employ­
ees (E), showed some multicollinearity; A8 , N, AC, 
and E had strong relationships. Although As could be 
combined with any of these variables, in no case did 
such a combination offer any increase in accuracy. 
In fact, As had a correlation coefficient of O. 00 
for every dependent variable examined. The most 
important equations developed are given in Table 1. 

Transportation Research Record 940 

EQUATION FIT R• RANGE OF 
INDr::P~:Dr::T 
VARIABLE 

TV"l'!-8+0.067A 530 - 3.,400 B 0.94 

V = l+0.015Aa 0.92 530 - 1400 

VA=2+1. 76E 0.88 2-18 

VA=0.009A
8 

0.80 550-3,400 

Vp=l+0.008A8 0.90 " 

PSR=N+0.5E - -

2 RANGE OF 
R INDEPENDENT 

VARIABLE -
. 85 1,110 - 4[>70 

. 84 1,110 - 4,570 

Service Stations 

Data were collected at 10 sites. Surveys were con­
ducted from 7:00 to 10:00 a.m. and 3:30 to 6:30 p.m. 

As correlates with road frontage length (F), 
number of pumps (P), and parking supply (PS). A8 
is reasonably independent of the other independent 
variables. F correlates with P. The equations that 
were developed are given in Table 2. 

Five of the service stations studied were self­
service and five had attendants and higher generated 
trips. Nevertheless, the generation rates, expressed 
as peak trips and petrol per area of site, were no t 
significantly different for the two categories. 

A common situation in which knowledge of the 
traffic generation characteristics of service sta­
tions is necessary is that · in which a developer 
wishes to convert a current service station, often 
uneconomical or disused, into a different land use. 
A disused service station has zero traffic genera­
tion. Such comparisons of alternative land uses 
should be based on normal generation rates. The 
argument that a proposed development has greater 
traffic impact than the current disused development 
and as such should not be approved is a little hard 
to sustain unless major traffic growth has occurred 
since the service station was first established. 
However, there still should be some leeway to im­
prove on previous inappropriate planning. 

Car Dealerships 

Data were collected at 10 sites. Surveys were con­
ducted generally in the period 1:30 to 5:30 p.m. 
(Fridays) but with some variation to represent peak 
hours at each site. 

Correlations between independent variables were 

-
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Table 3. Regression equations for car dealerships. 

INDEPENDENT FIT SPECIFIC IMPACT RANGE OF VARIABLE USED EQUATION 
R' INDEPENDENT FOR PREDICTION 

VARIABLES 

Peak Vehicle Trips, PVT Employees, E PVT=2+0.57E . 86 4-97 

Peak Vehicle Trips, PVT Area of Site, AS PVT=O.OOSlAS . 81 :J,800-ll,)70m• 

Averate Vehicle Trips Employees, E AVT=3+0.37E . 92 E: 4-97 
AVT Cars on Display, C +0.052C C: 21-260 

Average Vehicle Trips Employees, E AVT=0.42E .86 4-97 
AVT 

Average Vehicle Trips, Area of Site, AS AVT=l=0.0038AS .81 1,900-1i.,-i1om• 
AVT 

Peak Parking Employees, E PA=0.69E+3.9Y .93 E: 4-97 
Accumulation, PA Car Yard 

Proximity, y 

Peak Parking Employees, E PA=3+0.89E 
Accumulation, PA 

Table 4. Regression equations for car accessory and tire dealers. 

SPECIFIC 
APPLICABILITY 

IMPACT 
INDEPENDENT 
VARIABLES 
USED FOR 
PREDICTION 

Average Vehicle Tyre sites Road frontage F 
trips, AVT 

Average Vehicle Tyre sites Road frontage F 
trips, AVT (M) Employees E 

Peak Parking All sites Area of site, A 

accumulation, (M•) S 
PA 

Peak Parking Tyre 
accumulation 

sites Area of site, AS 

PA 

generally as expectedi As correlated well with F 
and E. However, As did not correlate with number of 
vehicles on display (C), which is a little surpris­
ing. The equations developed are given in Table 3. 

Predictions should not be based on artificial 
values of E. As shown by the strong relationship 
between As and E, there is an optimum number of 
employees for a given site. This is evaluated over 
a period of time by the development's management. 
The 10 sites surveyed have no doubt achieved acer­
tain equilibrium in this regard. For a new develop­
ment, if there is uncertainty about the required 
number of employees, As would be a more appropriate 
descriptor. 

Surveys were conducted on Saturdays as well as 
Fridays. Comparison of the peak and average vehicle 
trips and peak parking accumulation showed no sig­
nificant difference between the two sets of data 
(two-tailed t-test = 5 percent). In terms of predic­
tion model development, the Saturday data were more 
inconsistent than the Friday data. 

The proximity of other dealerships (Y) generally 
only had a minor effect on trip generation. In the 
case of peak parking accumulation, correlation was 

AVT 

AVT 

PPA 

PPA 

Y: 0-9 

. 86 4-97 

EQUATION R• RANGE OF 
INDEPENDENT 
VARIABLE 

= 3+.28F . 86 10 - 42 

= 2+.23F .98 F : 10 - 42 
+.43E E : 4 - 13 

= .007 AS . 76 400 - 2,330 

= 2+.006AS . 89 750 - ~330 

sufficiently high for Y to be included in the equa­
tion. This was not the case for the peak and aver­
age vehicle trip equations. 

Car Accessory and Tire Dealers 

Data were collected at 10 sites. Surveys were con­
ducted during the peak 6-hr perio_d on weekdays. 
This period varied from site to site. Of the 10 
sites, 5 were tire retailers and 5 were car acces­
sory outlets. 

Independent variables correlated were As with F 
and PS, A8 with E, and PS with F. The strong cor­
relation between As and PS (R2 = 0.94) shows the ef­
fects of council parking codes based on As· 

Development of descriptive models proved dif­
ficult because of the variation in the nature of the 
developments. In some cases, the five tire sales 
sites provided models applicable to that type of 
development. The equations developed are given in 
Table 4. In analyzing proposed development of car 
accessory and tire retailers, because comprehensive 
models could not be developed, a comparison of the 
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site characteristics of the proposed site with those 
surveyed is recommended. 

Data were collected at 10 sites. Surveys were con­
ducted on Fridays from 3:30 to 10:30 p.m. or later, 
depending on exact closing hours. It should be 
noted th~t tha sites surveyed were essentially sub­
urban taverns in which the emphasis is on social 
drinking rather than accommodations. None of the 
sites surveyed were of international standards in 
city central business district (CBD) environments. 

Accommodation capacity (AC) strongly relates to 
1 icensed area (AL) and number of motel units or 
rooms (N), the latter relationship is to be ex­
pected. E relates to a varying degree to several of 
the variables: these are functional relationships . 

It was not possible to develop descriptive rela­
tionships for peak and average vehicle trips !PVT, 
AVT). The highest correlation coefficients found 
were in the range R2 = 0. 51 to O. 53. These were 
for the independent variable E. Development of a 
descriptive relationship for peak parking accumula­
tion (PPA) was no better. 

The lack of relationships, particularly between 
the floor a reas AL, As, and Aa a nd peak parking ac­
cumulation, points to the probl ems cf t'e-1ation of 
parking codes to floor areas. This is further shown 
by the lack of a relationship between PA and PS. 

PA, however, does relate to the dependent vari­
ables PVT and AVT. These equations are included 
here for reference: 

PA= 10 + 0.6!3PVT 

PA= 15 + 0.889AVT 

R2 = 0.95 

R2 = 0.90 

(!) 

(2) 

It was not possible to develop relationships for 
the number and percentage of short-stay vehicles. 
These vehicles, with a length of stay of O to 10 
min, were considered to be representative of the 
drive-in liquor store traffic. 

It was thus not possible to develop equations to 
define the traffic operation of a hotel. The data 

Table 5. Regression equations for warehouses. 

SPECIFIC IMPACT 

Peak Truck Trips, PTT 

INDEPENDENT 
VARIABLE USED 
FOR PREDICTION 

Loading Bays , L 

Peak Truck Trips, PTT Area of Building, 

Aa 
Average Truck Trips, ATT Area of Building 

Aa 
Average Truck Trips, ATT Loading Bays, L 

Peak Vehicle Trips, PVT Employees, E 

Peak Vehicle Trips, PVT 

Average Vehicle Trips, 
AVT 

Average Vehicle Trips, 
AVT 

Total Peak Parking 
Accumulation 

Total Peak Parking 
Accumulation 

Area of site, AS 

Area of Site, As 

Employees, E 

Area of Site, As 

Employees, E 

EQUATION 

PTT=9+.69L 

PTT=5+.0007AB 

ATT=l+.0006AB 

ATT=4+.56L 

PVT=9+.304E 

PVT=ll+.0016A
8 

AVT=7+.0010AS 

AVT=8+.175E 

PPA=9+.0025AS 

PPA=.474E 
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can be used to look for similarities with proposed 
hotel developments and estimates of traffic impact 
can be made accordingly. 

Warehouses 

Data were collected at 10 sites. These sites repre­
sent a wide variation in type of warehouse activ­
ities,, Surveys were conducted for a pe:rioa of 6 
hr. The individual periods were chosen to represent 
the busiest hours of operation. 

As strongly relates to all the other independent 
variables !Jls, PS, E, vehicle fleet (F), and loading 
and unloading bays (L) J. Correlation between each 
of the other independent variables is also quite 
strong, with the exception of F with AB and with L. 
Descriptive models with single independent variables 
were found to be no less accurate than those with 
several independent variables. The descriptive equa­
tions developed are given in Table 5. 

Road Transport Terminals 

Data were collected at 10 sites. Surveys were con­
ducted for a period of 6 hr. The individual periods 
were chosen to represent the busiest hours of opera-
tion. 

The only strong relationships between the in­
dependent variables [As, A8 , PSc, PST, F, E, and 
truck f lee t (F,1,n) J were between FTR and F and E. 

The pred i ctive equations developed are given in 
Table 6. 

Recreation 

Data were collected at 10 sites. Surveys were gen­
erally conducted in the period 4:00 to 10:00 p.m., 
although with some variation at specific sites. 
There was a wide range in traffic pattern and type 
of recreational land use within the sample. 

Analysis was attempted for groupings of all 10 
sites and of the 5 squash sites. For the 10 sites, 
the only strong correlations between independent 
variables were between As and PS and pools (P) • 

FIT 

.84 

.82 

.85 

.84 

.88 

.83 

.86 

.84 

.95 

.96 

IU\NGE OF 
INDEPENDENT 
VARIABLES 

0- 60 

:?jllO- 63,700 

7-010- 63, 700 

0-

9-

60 

724 

1,920-133, 000 

1,920-133, 000 

9- 724 

J,920-133,000 

9- 724 
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For the five squash sites, relationships were pres­
ent between As and PS and E. PS and E were also 
related. The number of squash courts (SJ had nega­
tive correlations with As, PS, and E. 

It was only possible to develop models for aver­
age person trips (APT); vehicle trip generation and 
parking accumulation could not be modeled. 

The average number of person trips (IN+ OUT) per 
hour at the 10 sites can be modeled by using As as 
the independent variable: 

ALL SITES APT= 35 + 0.0042As R2 = 0.78 (3) 

At the 5 squash sites, a similar model was devel­
oped. Taking into consideration the smaller sample 
size, it also is indicative only. 

5 SQUASH SITES APT= 30 + 0.0046As R2 = 0.86 (4) 

Recreational land uses are thus difficult to 
model. Correlation between the number of squash and 
tennis courts and person trip generatfon and parking 

Table 6. Regression equations for road transport terminals. 

INDEPENDENT 
SPECIFIC IMPACT VARIABLE USED EQUATION 

FOR PREDICTION 
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accumulation was particularly bad; in some cases, a 
negative relationship was found. It is suggested 
that impact prediction for proposed developments be 
based on comparison with a similar current develop­
ment. 

Fast Food Sites 

Data were collected at 10 sites. Surveys were con­
ducted in the period 4: 00 to 10: 00 p.m. on what the 
management considered to be the busiest day of the 
week. 

With the exception of seating capacity (SJ, 
strong correlations were present between the other 
independent variables (As, A8 , E, and PS). E is 
thus the best descriptor of the traffic generation 
of fast food developments. As is certainly indic­
ative. One explanation of this behavior is that the 
number of employees is tailored to suit the demand 
that develops. Thus this number might be different 
at the time the development was established from 
that applying several years later. The equations 
developed are given in Table 7. 

FIT RANGE OF 

R• 
INDEPENDENT 
VARIABLES 

Peak Truck Trips, PTT Employees, E PT~-15+0.39E .94 E:44-228 
Area of Building, +0.0007AB A :650-30,440 

B 

Peak Truck Trips, PTT Employees, E PT~-11+0.40E .89 44-228 

Average Truck Trips, ATT Employees, E AT~-7+0.18E .92 E:44-228 
Area of Building, +0.007AB ~:650-30,440 

As 

Peak Vehicle Trips, PVT Employees, E PV~l0+0.44E .79 44-228 

Average Vehicle Trips, Employees, E AV~5+0.21E .82 E:44-228 
AVT Area of Building, +O.OOlOAB AB:650-30,440 

Peak Parking Accumulation Employees, E PA=l6+0.47E .76 44-228 
PA 

Table 7. Regression equations for fast food sites. 

SPECIFIC IMPACT INDEPENDENT VARIABLE 
USED FOR PllEDICTION 

EQUATION R' RANGE OF 
INDEPENDENT 
VARIABLES 

Peak Person Trips Employees, E PPT = -120 + 46.2 E 0.92 4 - 20 
PP'!' 

Average Person Trips 
Employees, E APT = -so+ 26.2 E 0.91 4 - 20 

APT . 
Peak Vehicle Trips, 

Employees, 15.1 E 0.78 4 - 20 
PVT 

E PVT = 8 + 

Peak Vehicle Trips, 
Area of Site,AS (m•) 0.75 680 - :1f00 m• 

PVT 
PVT = -56 + 0.128 AS 

Peak Parking 
Employees, 2.9 E 0.84 4 - 20 Accumulation, PA 

E PA = 1 + 

Peak Parking Area of site, As (m•) 
Accumulation, PA Seating Capacity, s PA = -6 + 0.015 AS+ 0.18S 0.83 As : 680 - ~00 m• 

s : 0 - 118 



56 

Office Blocks 

Surveys were conducted generally between 7:00 a.m. 
and 6:30 p.m. at 10 sites. 

The main inOepenCent variables, gross leaseO 
floor area (A) and E, are strongly related. This is 
particularly evident when the area per employee is 
tabulated. 

The equations developed are given in the follow­
ing discussion. 

Peak Person Trips (PPT) 

The peak number or person trips ( IN + OUT) in any 
hour can be directly estimated from A (range, 935-
14,800): 

PPT = 64 + 0.037 A R2 = 0.83 (5) 

PVT 

PVT ( IN + OUT) in any hour cannot be directly de­
scribed by any of the independent variables. This 
points to the important role that mode split plays 
in vehicle trip generation for office blocks. This 
is illustrated by the range in percentage of trips 
by car: 8 percent (CBD) to 85 percent (Pymble). PVT 
can be calculated from peak-vehicle-hour person 
trips (PVPT), if the mode split (MS) and car oc-
.... ,~ ................ ,n,.., --- •·--- ---.._.,..t'a""'.I \V"-/ Q.L.C t\,llUWll<i 

PVT= PVPT x (MS/OC) (6) 

The accuracy of this equation is as good as the 
accuracy of the variables PVPT, MS, and oc. 

PPA 

The peak number of vehicles parked on site or off 
site but associated with the site can be directly 
estimated from A (range, 935-14,800): 

PPA = 28 + 0.025A R2 = 0 .82 (7) 

If MS and OC can be adequately estimated, PPA can 
be calculated more accurately. Factored PPA (FPPA) 
takes mode-split factors out of the direct equation. 
A is the independent variable used for prediction 
(range, 935-14,800): 

FPPA = -49 + 0.076A R2 
- 0.94 (8) 

PPA can then be calculated as follows: 

PPA = FPPA x (MS/OC) (9) 

The percentage of on-site parking ranges from 16 
to 99 and the average is 40 percent. On average 
only a third of the parking is provided on site and 
thus is under current conditions and only one-third 
of the parking is controlled by the application of 
on-site parking standards. 

The data on length of stay are also of interest, 
the percentage staying less than 1 hr ranges from 11 
to 61 percent with an average of 38 percent. This 
indicates the need for available short-term spaces, 
possibly requiring a specific code provision for a 
number of on-site visitor or short-term spaces. 

Licensed Clubs 

Surveys were conducted in the period 4:00 p.m. to 
1:00 a.m. at the 10 sites. There was a strong cor­
relation between the variables E and members (M). 
Ther e were no other correlations between the inde ­
pendent variables. 
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The analysis was not successful in providing 
accurate descriptive models. A was found to be a 
particularly bad descriptor of trip generation and 
parking accumulation. Even when it was broken down 
into bar area, lounge area, games area, and dining 
area, no descriptive relationships could be found. 
It thus should not be used as a basis for a parking 
code. 

Auditorium seating IS) is of only marginal im­
portance in the overall trip generation and did not 
emerge as a useful variable for prediction. Thus 
the physical characteristics of clubs were not suf­
ficient for the prediction of traffic impact. The 
only suitable descriptors are those relating to the 
people using the clubs, E and M. 

Indicative models were developed for PPT by using 
E and M (range of E, 37-257; range of M, 1,400-
21,000): 

PPT = 6 + 3.89E R2 = 0.75 

PPT = 132 + 0.04M R2 = 0.76 

(10) 

(11) 

The time period of peak person movement (peak 
vehicle movement was the same) varied from 4: 00 to 
5:00 p.m. to 8:00 to 9:00 p.m. However, a number of 
trends were evident. Smaller clubs tended to have 
peak per i ods i n t he l ate a f ternoon , ev i de nc e of a 
pattern of members calling in at the club on their 
way home from work. 'i'he larger clubs generally had 
peak periods from 7:00 to 8:00 p.m. (six sites). 
The period 6:00 to 9:00 p.m. covers the peak move­
ments of 80 percent of the sites. 

The car use range reveals that public transport 
plays little part in trips to clubs. The range is 
small, from 77 to 98 percent (total person trips); 
the average is 87 percent. 

PVT can only be calculated from the general re­
lationship PVT = PVPT x (MS/OC) • PPA could not be 
related to any of the independent variables. It can 
be calculated from PVT if this is known (PVT, 89-
701): 

PPA = -10 + l.46PVT R2 = 0.84 (12) 

Its calculation from variables known at the time a 
development application is made is thus a tenuous 
procedure. The parking supply on site bears little 
relationship to PPA. 

Estimation of the traffic impact of proposed 
clubs is thus difficult. The best method would 
p r obably be to compare the character is tics of the 
new club with those surveyed and make a subjective 
assessment based on the survey results of the most 
representive club . 

Factories 

Data were collected at 10 sites. These sites repre­
sent a wide variation in type of factory. Surveys 
were conducted from 6:30 a.m. to 6:00 p.m. 

The relationship between A and E is sufficiently 
strong to prevent their combined use in an equation. 
The total number of employees was the best variable 
for prediction. Little improvement in accuracy is 
provided by the disaggregation of employees into 
administration and factory categories. Floor area, 
either total or disaggregated into specific uses, 
had a bad correlation with all dependent variables 
investigated. It cannot be used as a predictor. In 
Table 8 the equations developed are .summarized. 

Shopping Centers 

Shopping centers are an important land use for which 
predictions of traffic impact are often required• 
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Table 8. Regression equations for factories . 

SPECIFIC IMPACT INDEPENDENT EQUATION 
VARIABLE USED 
FOR PREDICTION 

Daily Total 
Employees 103 + 1. 977E 

Trips 
TT E TT= 

Peak Person PT (A) Employees E PT(A) = 11 + 0.463E 
Trips (a.m.) 

Peak Person _ PT(P) Employees E PT(P) 6 + 0.645E 
Trips = (p. m. I 

Peak Vehiclev (A) Employees E V(A) = 12 + 0 .250E 
Trips (a.m.) 

Peak VehicleV(P) Employees E V(P) = 9 + O. 308E 
Trips (p.m.) 

Peak Parking 
Accumulation PA Employees E PA = 20 + 0.436E 

Daily Total 
TC Employees E TC = 36 + 0.155E 

c.v. Trips 

Pe ak C .V. 
Daily Total 

Arr i val s 
CA 

= 1 + 0.073TC CA 
c.v. Trips TC 

Peak C.V. Daily T':'taltc CD = 2 + 0.080TC 
Departure s c.v. Trips 

Because of their importance, the original data base 
of 10 sites was extended to a total of 33 sites, 
covering surveys on Thursdays, Fridays, and Satur­
days. At three sites, 6-day surveys were completed. 
The sample also included five country sites. Only a 
summary of the analysis is possible in a paper of 
this length. 

The analysis is presented for four groupings of 
data: Thursdays (sample s i ze, 20), Fridays (sample 
size, 10), Saturdays (sample size, 10), and Thurs­
days and Fridays (sample size, 30). The survey 
periods were Thursdays, 4:00 to 9:00 p.m.; Fridays, 
8:00 a.m. to 5:30 p.m.; Saturdays, 8:30 a.m. to 
12:30 p.m. 

The independent variabi es A and E are highly 
correlated. Disaggregating floor area into depart­
ment stores, [A(D) I, supermarkets [A(S) I, small 
shops [A (M) J , offices [A (0) I, and bars or taverns 
[A (B) J generally provided no improvement in predic­
tion accuracy. Equations describing behavior on 
Thursdays and Fridays were developed with A as the 
single independent variable. For the Saturday data 
it was found advantageous to use two floor-area 
variables, A (D) and supermarkets plus small shops 
[A(SM)]. [These two variables do not include office 
or bar floor area; note that A = A(D) + A(S) + A(M) 
+ A (0) + A (B) • ) Floor area is expressed in square 
meters. The equations developed are given in Table 
9. 

As can be seen from the large constants in many 
of these equations, trip generation predictions fo r 
smaller shopping centers are not as accurate as 
those for larger centers. With reference to the 
Saturday models, use of those models involving dis­
aggregated floor area has been found to g i ve inap­
propriate answers for some combinations of floor 
area. Total floor area is generally the preferred 
variable. 

Home Units 

A total of 1,970 postal questionnaires were distrib­
uted to home-unit owners, from which 544 useful re-
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FIT 
RANGE OF 

R2 INDEPENDENT 
VARIABLE 

0.96 12 - 970 

0.82 12 - 970 

0.96 12 - 970 

0.80 12 - 970 

0.90 12 - 970 

0.95 12 - 970 

0.78 12 - 970 

0.94 38 - 186 

0.94 38 - 186 

plies were received and subsequently analyzed. In 
addition, site inspections were undertaken at each 
block surveyed (107 in all) to ascertain the essen­
tial characteristics of each development, including 
both on-site and off-site parking availability and 
use. 

The independent variables included in the analy­
sis were the size of the unit (U1 , u2 , or u3 , i.e., 
one, two, or three bedrooms, respectively) and ac­
cessibility to public transport. No significant 
variation was found in any of the dependent vari­
ables analyzed as accessibility to either bus or 
rail increased. Further, it was not possible to 
develop acceptable regression equations by using the 
number of one-, two-, and three-bedroom units in 
each block. Although indicative models were devel­
oped, they were rejected because they did not con­
form with a priori reasoning regarding the magnitude 
of the estimated coefficients and regression con­
stants. In particular, the magnitude of the regres­
sion coefficients deviated significantly from the 
average generation rates per unit and exhibited 
large negative constants. 

In the absence of acceptable regression equa­
tions, generation models were based on the average 
generation rates per unit for the survey data. The 
main equations developed are given in the following. 

Normal Resident Parking Demand (RPO) 

Predictions of RPO (the number of resident vehicles 
normally parked overnight at or near the unit) were 
based on the number of one-, two-, and three-bedroom 
units in the block: 

RPO/ block= 0.83U 1 + l.09 U2 + l.34U3 (13) 

Peak Visitor Parking Accumulation (PVP) 

Prediction of PVP (the number of visiting vehicles 
parked at or near each unit during the peak hour) 
was based on the total number of units in the block 
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(UT). This peak period was between 9:00 and 10:00 
p.m. on Saturday evenings. As anticipated, no re­
lationship was found between visitor parking demand 
per unit and the size of the unit. 

mates of trip generation can be made by applying the 
relevant hourly percentages, viz., 4:00 to 5:00 
p.m., 28 percent; 5:00 to 6:00 p.m., 34 percent; 
6:00 to 7:00 p.m., 38 percent. 

PVP/block = 023UT 

PPT 

(14) PPT/block = l.31U1 + l.76U2 + 2.44U 3 

PVT 

(15) 

Predictions of PPT (the number of two-way resident 
and visitor person trips generated by each unit 
during the evening on-street peak period ( 4: 00 to 
7:00 p.m.) was based upon the number of one-, two-, 
and three-bedroom units, respectively. Hourly esti-

Prediction of PVT (the number of resident and 
visitor vehicle trips generated by each unit during 
the evening on-street peak period) was based on the 
number of one-, two-, and three-bedroom uni ts, re­
spectively. Again, hourly estimates of trip genera-

Table 9. Regression equations for shopping centers. 

SPECIFIC IMPP..CT 

Average Person Trips, AT 

Peak Person Trips, PPT 

Person Trips, pm. Peak, PTV 

Peak Parking Accumulation, PA 

Average Person Trips, AT 

Peak Person Trips, PPT 

Person Trips, pm.Peak, PTV 

Peak Vehicle Trips, PVT 

Vehicle Trips, pm. Peak V(P) 

Peak Parking Accumulation, PA 

Average Person Trips, AT 

Peak Person Trips, PPT 

Peak Vehicle Trips, PVT 

Peak Parking Accumulation, PA 

Peak Parking Accumulation, PA 

Average Person Trips, AT 

Peak Person Trips, PPT 

Person Trips, pm. Peak, PTV 

Peak Parking Accumulation, PA 

Peak Vehicle Trips, PVT 

VARIABLE USED FOR 
PREDICTION 

THURSDAYS 

Floor Area, A(m 2 ) AT= 802 + 0 .1243 A 

" " PPT = 1195 + 0.1516 A 

" " PTV = 992 + 0.1223 A 

" " PA= 115 + 0.0388 A 

FRIDAYS 

Floor Area, A(m 2 ) AT= 292 + 0.1095 A 

" " PPT = 340 + 0.1519 A 

" .. PTV = 517 + 0.0915 A 

.. .. PVT = 184 + 0.0658 A 

" " V(P) = 265 + 0.0427 A 

" .. PA= 40 + 0.0365 A 

SATURDAYS 

Floor Area, AT= -345 + 0 .1009 /\(D) 
Dept. Store A(D) (m>) +o. 4371 A(SM) 

Floor Area, Super-
market+ small shops 
A(SM) (m 2 ) 

" PPT =-243 + 0.1341 A (D) 
+ 0.5935 A(SM) 

" PVT= -95 + 0.0503 A(D) 
+ 0.2517 A(SM) 

" PA = -91 + 0.0331 A(D) 
+ 0.0838 A(SM) 

Floor Area, A Pl\ = 57 + 0.0386 A 

ALL DAYS 

Floor Area, A (m 2 ) AT= 579 + 0.1276 A 

" .. PPT = 946 + 0.1597A 

" " PTV = 685 + 0 .1228 A 

" " PA= 69 + 0.0390 A 

Person trips, pm. 
Peak Mode Split 

PVT = PTV x MS/OC 
MS Car Occupancy 
oc 

FIT 

R2 

0.82 

0.77 

0.81 

0.86 

0.96 

0.94 

0.94 

0.89 

0.92 

0.96 

0.92 

0.91 

0.90 

0.92 

0.82 

0.80 

0.75 

0.81 

0.87 

-

P...ll. ... "'!GE OP 
INDEPENDENT 
VARIABLES 

2,100 - 77,100 m• 
.. n 

" " 
" .. 

J.,774 - 41,700 m• 

" n 

" " 

" " 
.. " 

" " 

A(D) : 0 - 34,600 m2 

A(SM): 0 - 14,100 m2 

" 
" 

" 

" 

4,150 - 41,700 m2 

1,774 - 77,100 m• 

.. 

.. 
" 

-

--
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tion can be made by applying the relevant hourly 
percentages, viz., 4 :00 to 5:00 p.m., 30 percent; 
5:00 to 6:00 p.m., 32 percent; 6:00 to 7:00 p.m., 38 
percent. 

PVT/block= 0.88U 1 + l.09U2 + l.4SU 3 (16) 

Restaurants 

Surveys were conducted at 10 sites on either a Fri­
day or a Saturday evening, generally in the periods 
5:00 to 10:00 p.m. and 6:00 to 11:00 p.m. 

All independent variables were highly correlated 
with each other. In particular, A was highly cor­
related with the eating area (AE), the seating 
capacity (S), the number of tables (Tl, and E. As 
such, all descriptive models were based on single 
independent variables. The ' main equations developed 
are given in Table 10. 

Homes for the Aged 

Ten sites were surveyed, representing a range of 
sizes and geographical region; they were of fairly 
recent construction. Two surveys were conducted, 
the first between 3: 00 and 6: 00 p.m. on a weekday 
and the second between 2:00 and 6:00 p.m. on a Sun­
day. 

Strong correlations were found between the accom­
modation capacity (AC) and E. Accessibility to 
public transport (PT) yielded weak negative correla-

Table 10. Regression equations for restaurants. 
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tions between both of the previous independent vari­
ables. 

Although predictive equations were developed for 
both weekends and weekdays separately, for the most 
part the weekend generation rates were greater than 
those for the weekday. Therefore, only equations 
relating to weekend periods are presented together 
with those for the total (all-week) sample. 

Note that all equations use AC as the independent 
variable, this being the most reliable estimator. 
Furthermore, AC is intrinsically a more desirable 
predictive variable. The introduction of PT into 
the equations containing AC offered no increase in 
the prediction accuracy (the coefficient for PT was 
not significantly different from zero). 

The equations developed are given in Table 11. 

USE OF RESULTS 

It is considered that the models presented can be of 
practical use in predicting the traffic impact and 
parking requirements of proposed developments. The 
models are only valid for the range of independent 
variables used to derive them. They cannot be ex­
trapolated with confidence. Attention should also 
be drawn to the correlation coefficient. Ideally 
the prediction interval should be calculated for a 
given case. The 90 percent prediction interval is 
suggested: that is, for a given independent vari­
able, for example, building floor area, the predic­
tion of the dependent variable, for example, peak 

SPECIFIC IMPACT INDEPENDENT VARIABLE 
EQUATION R• 

RANGE OF 
USED FOR PREDICTION INDEPENDENT 

VARIABLE 

Peak Person Trips Seating Capacity, s PPT = 23 + 0. 782 s 0.76 60 - 220 
PPT 

Peak Vehicle Trips, Gross Floor Area A PVT = 18 + 0.098 A 0.77 50 - 655 
PVT Seating Capacity, s PVT = 3 + 0. 356 s 0.76 60 - 220 

Average Vehicle Gross Floor Area A AVT = 7 + 0.065 A 0.81 50 - 655 
Trips, AVT 

Peak Parking Employees, E PPA = 4 + 2.702 E 0.89 4 - 32 
Accumulation, PPA 

Gross Floor Area /\ PPA = 17 + 0.094 A o.67 so - 655 

Table 11. Regression equations for homes for the aged . 

SPECIFIC IMPACT INDEPENDENT EQUATION RANGE OF 
VARIABLE USED FOR INDEPENDENT 
PREDICTION 1'.2 VARIABLE 

Peak Weekend Person Trips, PWEP Aecom. Capacity, AC PWEP = - 2 + 0.336 AC 0.96 29 - 379 

Peak Person Trips - All Week, PPT Aecom. Capacity, AC PPT = 0.330 AC 0.98 29 - 379 

Peak Weekend Vehicle Trips, PWEV Aecom. Capacity, AC PWEV = - 7 + 0.191 AC 0.96 29 - 379 

Peak Vehicle Trips, PVT Aecom. Capacity, AC PVT= -6 + 0.199 AC 0.96 29 - 379 

Weekend Peak Parking Accumulation, WEPA Aecom. Capacity, AC WEPA = - 5 +0.171 AC 0.93 29 - 379 

Peak Parking Accumulation - All Week, PPA Aecom. Capacity, AC PPA = - 5 + 0 .195 AC 0.93 29 - 379 
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vehicle trips, will be inside the prediction inter­
val limits in 90 percent of the cases. In the ab­
sence of any information indicating that a high or 
low estimate would be more appropriate, the value as 
calculated by the equation should be used. 

DISCUSSION 

It is not feasible, in a paper of this length, to 
discuss the study in any detail. Instead it is the 
intention here to highlight the nature of the study 
and to briefly present the findings. Nevertheless, 
there are a number of points that need to be made. 

Statistical Analysis 

A major problem in this research was the development 
of descriptive models that could be used by the 
average engineering and planning practitioner. This 
requirement suggested multiple linear regression 
techniques as being appropriate. ·1·hus the research 
could be criticized because the relationships and 
models developed were functional rather than causal. 
This is not a problem in situations where the under­
lying causal variables move together with the func­
tional variables. Problems could arise when data 
representative of one point in time are used to 
predict change, if the proposed development caused a 
change in the overall system itself. However, given 
the information Known at the time that a development 
application is made, complex behavioral models can­
not be readily applied. 

There are more complex alternatives to linear 
regression for analysis of particular independent 
variables. As an example, for a particular data 
set, models of the following forms with the correla­
tion coefficients (R 2 ) as given were examined: 

Model Type 

y 
y 
y 

y 

ax+ b 
a + bx + cx 2 

a exp(bx) 
a~ 

R' 

0.85 
0.87 
0.89 
0.91 

In the search for the . highest R2 , it could be 
concluded that a model of the form Y = axb would 
be most appropriate. However, would it be most 
appropriate for every data set? Could the predic­
tion of confidence intervals be just as easily cal­
culated? Could the practitioner get an adequate 
feel for what the model was doing? It was concluded 
that linear regression models were the most appro­
priate for everyday practical application. 

However, the possible pitfalls for the practi­
tioner must still be recognized. The meaning of the 
R2 must be understood. It is a useful measure of the 
relative accuracy of a model when models with the 
same dependent variables are compared. However, as 
an absolute indicator of how good a certain model 
is, it is not, on its own, as useful. 

It is not appropriate to use R2 to compare the 
goodness of fit of models with different dependent 
variables. It is not even strictly correct to com­
pare models with the same dependent variable but 
with a different number of independent variables 
unless correction is made for the varying degrees of 
freedom. 

There is no absolute value of R2 above which a 
model can be considered acceptable or good. One 
extreme data point in an otherwise grouped distribu­
tion can substantially affect the R2 • Models based 
on small sample sizes are particularly prone to this 
effect. Variable definition and the level of aggre­
gation of the data can also have an impact. 
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Design Hour 

Resources were not available to investigate seasonal 
trends in generation. Thus the results cannot be 
directly factored to such parameters ae the · 10th 
highest hour. Nevertheless, the results give peak 
results for the seasonal time surveyed. Pilot sur­
veys, usually based on interviews of management at 
the particular land use being surv·eyed, determined 
the peak day of the week and obtained general indi­
cations on the peak time of the day. Before re­
sources are used in gathering seasonal figures, the 
anticipated prediction interval of the end result 
must be considered. Such factors as car occupancy 
and mode split can be difficult to predict accu­
rately beforehand. Use of the results often 'makes 
quantum changes important. For example, is an addi­
tional lane necessary to service a development? It 
is not possible to construct O. 35 of a lane. This 
type of end use makes knowledge of seasonal varia­
tions interesting but not essential except in spe­
cific circumstances. 

Genec.ation Rates for Shopping Centers 

It has often been suggested that vehicle trip gener­
ation rates at shopping centers decline as the gross 
leased area of the centers increases. The general 
effect of this was observed but was difficult to 
quantify. In selecting the sample for the shopping 
centers, care was taken to get a large variation in 
area. Analysis was attempted by using data in spe­
cific ranges of gross leasable floor areai 5 000 
m2 and 30 000 m2 were the dividing points. The 
results were inconclusive, neither proving nor dis­
proving the hypothesis. The analysis could have 
been more thorough if information on the length of 
stay in the parking lot had been available, because 
this would also appear to be relevant. However, it 
should be pointed out that the trip generation be­
havior observed at sites with floor areas less than 
5 000 m2 was fairly random. 

In addition, because of the proportionally 
greater effect of the constants in the models at 
this lower floor area range, subjective and compara­
tive assessments of specific centers might be more 
appropriate when such new centers are assessed. 

Effect on the Adjacent Road Network 

The effect that the particular development proposal 
has on the adjacent road network must be assessed in 
order to provide improved facilities where necessary 
to safely accommodate any additional traffic on the 
road system and maintain the efficiency of that 
system. Further, it is frequently necessary to seek 
contributions from developers to fund such facil­
ities where these are necessary, and as such it is 
desirable that the specific impact created by a 
particular development be quantifiable. 

In this regard it is instructive to use an exam­
ple to highlight the issues involvedi take the case 
of shopping centers. The usual method of defining 
the traffic impact of a shopping center is as fol­
lows: 

1. Survey and evaluate the existing situation in 
the vicinity of the development during a chosen 
design period, often the afternoon peak houri 

2. Define the scale of the development, floor 
area, parking supply, shopping mix, and so oni 

3. Estimate the vehicle generation of the center 
during the design periodi 

4. Assign those trips to the road network and 
add them to existing flowsi and 

5. Evaluate the ability of the network to handle 
the extra traffic. 
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The critical word in the above sequence of activ­
ities is "add." It has long been recognized that a 
shopping center does not rely wholly on newly gener­
ated trips but to some degree picks up trips that 
were already in progress or diverts them from a 
short distance away. Conventional wisdom suggests 
that newly generated trips form the bulk of traffic 
to a new shopping center and that ignoring the other 
trips is a sensibly conservative approach, akin to 
the engineer's factor of safety. 

In a paper by Slade and Gorone (_!_), however, 
limited research at one center in Washington, D.C., 
showed that only 35 percent of trips were newly 
generated and that 65 percent were merely diversions 
of trips already on the road network. Further re­
search is needed on this. It is interesting to note 
that as part of the Traffic Authority surveys of 
shopping centers, shoppers were questioned whether 
the particular center surveyed was the only place in 
which they intended to shop. On average about 50 
percent of the shoppers indicated that they would be 
shopping elsewhere as part of their shopping trips, 
which suggests that current procedures for assessing 
the impact of these developments do indeed need 
reviewing. 
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CONCLUSIONS 

The generation models presented in this paper are 
somewhat limited inasmuch as they offer a simplistic 
static solution to what is in reality a complex 
dynamic phenomenon. However, it is considered that 
they are an improvement to the status quo and will 
give more useful predictions than those based on 
more historical and subjective bases. Although the 
applicability of these results in countries other 
than Australia has not been investigated, it is 
hoped that the results nevertheless will be of some 
assistance in furthering general research on land 
use traffic generation. It is also hoped that the 
information presented will assist in the development 
of more realistic parking standards. 
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Public Management in a Time of Declining Resources 

RICHARD P. BRAUN, ROBERT C. JOHNS, AND CATHY L. ERICKSON 

In Minnesota, as in many states, construction, maintenance, and operating 
costs are increasing while highway revenues from gasoline consumption are de­
creasing. The result is a severe budgetary crisis that requires retrenchment of 
the organization. The retrenchment process at Minnesota's Department of 
Transportation (Mn/DOTI involved several different approaches. Convincing 
the state's highway users and Mn/DOT's employees of the necessity for mak­
ing large cutbacks was deemed essential, and numerous ways of accomplishing 
this were used. At the heart of retrenchment are decisions about who is to be 
laid off and what activities and projects are to be scaled down or terminated. 
The department used various methods to earmark such reductions. Finally, 
because pressure to meet established informational and decision-making needs 
heightens during retrenchment, developing and putting to use tools such as 
computer systems and packages becomes more important. 

Transportation agencies today are faced with the 
problem of how to make the transition from growth to 
decline. It is an adjustment that will have to be 
made in virtually all of the public sector as pro­
grams are r~duced. The age of rapid growth is giv­
ing way to the age of slowdown, as Kenneth Boulding 
has labeled it (l). The public sector, which has 
expanded enormously over the last four decades, can 
no longer presume increasing revenues and expendi­
tures. However, almost all public manag~ment strat­
egies are predicated on expansionist assumptions (2). 

In transportation the peak of highway constr~c­
tion was in the 1950s, 1960s, and 1970s. The U.S. 
Interstate system was developed. The states built, 
expanded, realigned, and connected trunk highways 
and constructed bridges and bypasses. With this 
gigantic effort came an unparalleled expansion of 
the public work force. 

Minnesota's construction peak came in 1967 to 
1969. In 1973 the Arab oil embargo caused oil sup-

plies to diminish and gasoline prices to rise 
throughout the rest of the decade. To economize, 
drivers bought small cars that got better gasoline 
mileage. The gasoline tax has been the principal 
source of Minnesota highway funds, but because the 
amount of revenue is a function of the amount of 
gasoline used, economizing has dealt a critical blow 
to the state's highway revenues. 

Gasoline consumption in Minnesota is expected to 
decrease an average of 2. 2 percent annually through 
the late 1980s. In the 6 years preceding the em­
bargo, gasoline consumption in Minnesota increased 
an average of 5.8 percent annually. If that trend 
had continued, state gasoline revenues, including 
the three gasoline tax increases approved by the 
state legislature since 1972, would have totaled 
$2.68 billion between 1973 and 1982. Instead, gaso­
line revenues for the 10-year period totaled $2. 04 
billion. Economizing in Minnesota has resulted in 
$640 million less in highway revenue during the 10 
years. 

At the same time that gasoline consumption was 
dropping, construction, maintenance, and operating 
costs were increasing. Higher oil pr ices after the 
1973 embargo meant rapidly rising building and main­
tenance costs because of the oil in materials such 
as asphalt and concrete and the fuel use of heavy 
equipment. 

As a result Minnesota's highway construction cost 
index soared in the last decade and a half. From a 
base of 100 in 1967, it climbed to 292 in 1981. An 
additional index reflecting cost of maintenance and 
operations, based on a nationwide average, rose to 
218 in 1978 from a base of 100 in 1967. 
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Inflated construction costs are reflected in the 
cost of completing the Interstate system. In Min­

nesota seven sections totaling 40 miles remain un­
fini~hcd, ~nd th~ cost i~ e5timat~d L0 b~ $767 11111-
lion. The cost of the 
built was $1.6 billion. 

860 miles 
In 1958 

that have been 
the estimate to 

complete the system statewide was $750 million. 
The budgetary crisis in transportation is severe, 

and the situation will not improve in the near fu­
ture. Efforts to significantly increase revenues 
have not been successful. 

NEED FOR RETRENCHMENT 

Initially measures such as a hiring freeze, deferred 
maintenance, and eliminating the so-called fat can 
be used to mitigate an imbalance of expenditures and 
revenues. If the imbalance is small or temporary, 
these measures might be effective enough to carry 
the organization over a rough period. 

However, when the deficit is large and permanent, 
real retrenchment is necessary. This means that the 
organization must be turned into one that is smaller 
and consuming fewer resources while remaining func­
tional and effective. 

The decisions that must be made , are 
difficult. When should the move be made 
terim solutions like a hiring freeze and 

extremely 
from in­

deferring 

programs? Who will be laid off and when? What 
projects and programs will be scaled down or termi­
nated? 

As unpleasant as these questions are, avoiding 
them and relying on short-term expediencies can only 
exacerbate the problems of a large, permanent de­
cline. Acknowledging the reality of the financial 
crisis and the necessity of making large reductions 
is a crucial stage in dealing with a deficit. To be 
sure, hurdling what Levine calls the Tooth Fairy 
Syndrome--the belief that the decline is temporary 
and the cuts will be restored soon by someone--is no 
small accomplishment (} ). 

MANAGING RETRENCHMENT AT MINNESOTA DEPARTMENT 
OF TRANSPORTATION 

The change from an expanding to a contracting organ­
ization happened rapidly at the Minnesota Department 
of Transportation (Mn/DOT). In fall 1978 a compre­
hensive transportation plan was drafted based on 
historical funding and inflation trends. Six months 
later, because of a dramatic decrease in funding 
from declining gasoline consumption and an unex­
pectedly high inflation rate, 61 construction proj­
ects totaling $122 million had to be canceled. In 
May 1980 an additional 60 projects totaling $130 
million were canceled. These events initiated the 
retrenchment process at Mn/DOT. 

Managing a contracting organization is different 
from managing one that is growing. New kinds of 
decisions, choices, and strategies are necessary 
during retrenchment. At Mn/DOT managing retrench­
ment was separated into four stages: education, 
reduction of projects, reduction of number of em­
ployees, and improved decision making. 

Each of these stages will be examined. Use of 
education to convince the public and the organiza­
tion's employees and managers of the necessity for 
making large reductions will be described. The sec­
tions on reduction of projects and personnel explain 
how cutback decisions were made. Finally, for im­
proved decision making some of the computer systems 
and packages that have been developed to aid de­
cision making and meet informational needs are de­
scribed. 
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EDUCATION 

Education is aimed at three groups: the public, who 
""'t- 0 +-ho nr:o,-..-r:o n-f' +-n,..,. state's high~·!a~/ system; Mn/DOT 

employees; and Mn/DOT managers. 

Educating the Public 

Educating the public is an essential component of 
managing retrenchment. There are two major stages 
in this process. The first is for the manager to 
recognize the impending decline and the inevi tabil­
i ty of large cutbacks. If he is unwilling or slow 
to do this and relies on short-term solutions such 
as deferring repairs or preventive maintenance, the 
organization's long-term physical plant and its 
workability may be endangered. It is in the man­
ager's own interest, too, to begin the task of man­
aging the decline, thereby establishing on his terms 
how the nrg.:::11ni7;::iit-;on.:::111 ~nnt-r~~t-inn is to be di­
rected. The effects of remaining in the short-term 
expediency phase can be disastrous (j). 

In order to see that major cutbacks are needed, 
the public manager must understand the long-term 
trends and the sources of the organization's re­
sources and analyze patterns and shifts that affect 
the funding. Preparing for the decline requires 
considerable data collection, analysis, and antici­
p.:::11+-inn nF logiC!l::iot-iu,c, :::ionn ,-.nng.-oC!cdnn.::al .::u-.+-inn and 
public desires. 

Explaining to the public that major cuts are es­
sential and that the slowdown is permanent is the 
second stage. This is a problem because the public 
believes that trimming inefficiencies and paring the 
work force are enough to meet the budgetary di­
lemma. The difficulty of the task is illustrated by 
the following observation (_i, p. 12): 

In this political environment, it is in the in­
terest of few leaders to accept the reality of 
retrenchment, let alone to state that reality 
publicly. The messenger who attempts to explain 
that a long-term decline is beginning may be 
first ridiculed and then shot. The elected 
leader who' reports that resources will no longer 
continue to grow and that cutbacks must be made 
may be voted out of office. The appointed admin­
istrator who disrupts his agency with similar 
news may lose the support of his staff, his ef­
fectiveness as an organizational leader, the con­
fidence of his superiors, and finally his po­
sition. 

At least two obstacles impede convincing the pub­
lic that a decline is long term. One obstacle is 
that generally the public is insulated from the leg­
islative process. They do not understand the dynam­
ics by which the transportation department obtains 
its revenues nor do they know how funding relates to 
programming. Retrenchment is an appropriate and 
necessary time to generate public awareness of the 
complexity of the processes and relationships. 

Another obstacle is that the general public is 
often a special or even vested-interest group with a 
pet project. Consider that there are numerous 
groups that were at one time promised better roads, 
new bridges, or a bypass, only to see these projects 
canceled for two, three, or four construction sea­
sons. It is important to realize that something is 
being taken away even though it was only a promise. 

At Mn/DOT the course of action was to flood the 
public with the facts of retrenchment. Behn ob­
serves that this greatly improves the chances of 
successfully convincing the public (_i, p. 16). 
Media exposure and public involvement were used to 
deliver messages about the cutback. Continuous, or 

-
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at least frequent, media exposure is especially ef­
fective in the beginning stages of retrenchment. It 
can be accomplished through television spots, for 
example, within the nightly news programs, through 
radio, and especially through newspaper coverage. 
For example, the plight of the state's highways and 
the problems of financing repairs and new construc­
t ion were examined in a six-part series in one of 
the major Twin Cities newspapers. Public involve­
ment such as citizens' meetings and speeches to a 
variety of large and small groups offers direct and 
more personal opportunities to explain the state's 
financial straits and what is being done to meet the 
problems. 

Convincing Empl oyees 

The public manager cannot lead his organization 
through a major retrenchment without the cooperation 
of at least some major components of the organiza­
tion. That cooperation will not be gained until 
members of the organization are convinced that the 
decline is real and imminent. Hence an essential 
element of leadership at this time is convincing the 
members of the organization to accept the reality. 

Public employees are no less ingrained with a 
growth ideology than the general public, and their 
acceptance of retrenchment likewise will be slow. 
In addition there are reasons why as employees they 
will tend to resist the changes that retrenchment 
will bring: a misunderstanding of the situation and 
its implications, a belief that the consequences 
will not be beneficial to employees, and a belief 
that the changes do not make sense for the organiza­
tion <.~,.§). 

One of the most common and effective ways to 
overcome resistance to cha nge is to educate people 
about it beforehand. Early communication of the 
need for and the logic of cutbacks in the organiza­
tion helps to prevent the suspicion, misunderstand­
ings, and resentment that often result when informa­
tion is held back. 

The education process at Mn/ DOT involved the use 
of in-house informational tools, group presentations 
or meetings, and audiovisual presentations. The 
Mn/DOT informational tools included the monthly de­
partmental news-and-feature magazine, short and 
lengthy memos, and open letters to all employees. 
Presentations or meetings involved groups of all 
sizes; cutback meetings were held with assistant 
commissioners, office directors, and section manag­
ers, who in turn held informational sessions with 
their own, smaller units. Opportunities to speak 
before a large group are infrequent and perhaps not 
the ideal way to deliver a cutback message, but they 
were used when they did arise, as at the annual em­
ployees' meeting, which occurred early in the tran­
sition period. What proved effective was a half­
hour audiovisual presentation that described 
historically how Mn/DOT found itself in a financial 
dilemma and where it was going from there. The 
presentation was seen by employees in small groups 
of'' 20 to 40. 

Convincing employees is a matter of continually 
confronting them with the reality of retrenchment 
and the necessity of more modest expectations. Al­
though there are many issues in the organization 
that are not of great interest to its members, this 
is not true of retrenchment because everyone is af­
fected. Decisions are of immediate, personal inter­
est to everyone. Employees will become involved 
more readily because of this interest. 

Conv incing Managers 

The managers in an organization may be the most cru-
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cial element in accomplishing a smooth and efficient 
transition. This is because of their role in the 
planning process, in carrying out plans and poli­
cies, and in supervising and managing their own em­
ployees. They must be convinced early of the real­
ity of retrenchment. However, among managers there 
is a hesitancy to slow down because of the need to 
provide lead time in planning activities and 
projects. 

The most important aspect of convincing managers 
is lowering expectations. Development of highway 
projects has become an extremely lengthy process. 
Beginning preliminary design and engineering activ­
ities on a project impl i es a commitment of major 
state and federal resources for as long as 12 
years. However, once the project has been started, 
money might be available for only a fraction of that 
time, if it is available at all. Unfortunately a 
number of highway projects one-fourth or one-half 
completed already exist. As a result, at the time 
that a project is being planned it is imperative to 
be confident that the funds needed to complete it 
will be available. It is a matter of realistic ex­
pectations and an awareness that planning too far in 
advance for something that may not be finished 
wastes public money. 

Thus expectations must be lowered. Clearly plans 
for a project could no longer be drawn up today or 
next year under the assumption that funds for it 
would become available in 4 or 6 years. This il­
lustrates the fundamental planning message that must 
be conveyed: be as certain as possible when plan­
ning a project that it will be possible to finish 
it. The alternative at the least is bad manage­
ment. If this message is conveyed successfully, not 
only will staff plan intelligently because they un­
derstand and accept the need for cutbacks, but also 
there will be a core of leaders to help direct and 
manage the retrenchment. 

EMPLOYEE REDUCTION 

Allocating Cutbacks 

In spite of attrition, hiring freezes, and elimina­
tion of vacant positions to achieve a reduction in 
force, Mn/DOT in the late 1970s was faced with ef­
fecting sizable employee layoffs. Decisions about 
who is to be laid off and what activities and proj­
ects are to be scaled down or terminated are at the 
heart of the retrenchment process. The answers to 
these questions will determine the new structure of 
the organization. It will be this structure and its 
workings that will reveal whether or not the re­
trenchment was successful. Is the organization 
doing things and doing them well despite being 
smaller and using fewer resources than before? 

No packaged or standardized formula will deter­
mine what employees and services are more expendable 
than others. That answer as well as the decision­
making process will differ in each organization . 
But the dilemma is the same: How can one cut ser­
vices, decrease expenditures, and still maintain or 
even increase efficiency? 

Across-the-board cuts are an appealing method of 
allocating reductions in an organization. Sharing 
the pain by distributing cuts in equal shares to all 
uni ts has a superficial equity, and as a result it 
is popular among managers. It is readily justifi­
able, socially acceptable, and involves few de­
cision-making costs. But it is in the final analy­
sis a short-term strategy aimed at short-term 
economies. Its insensitivity to unit size, unit 
effectiveness, and the importance of each unit to 
the central mission of the organization is reason 
for not using it except in the early stages of re-
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trenchment (although it is often suited to a minor 
or temporary decline). 

It is tempting to rely on across-the-board cuts 
as a panacea. But they are likely to be an attempt 
to avoid targeting cuts and making har;d choices. 
For this reason, they are seldom management's best 
response to financial pressures (7,3,4). 

It has been said that targetf;;-g-cuts is a diffi­
cult iob that tends to be avoided by all but the 
most brave or foolhardy public officials (]., p. 
182). Nevertheless, it is the only road to take in 
periods of major decline. The first order of busi­
ness when the need to plan for retrenchment arrives 
is to review the organization's functions and objec­
tives to determine whether they are still appropri­
ate and whether new ones created by the new situ­
ation are also appropriate. It is also important to 
set priorities that will be used to target the cuts 
in the organization. 

Acti v i t y Ana.l.ys is 

In one effort to allocate cutbacks, Mn/DOT in 1980 
developed and carried out an activity self-analysis 
project that could be used specifically to earmark 
potential activity reduction that would achieve a 
like employee reduction. Envisioned as an in-house 
contingency plan, the project consisted of four 
study phases. Phase 1 involved project planning, 
orientation of peer fac1i1tators, development of 
guidelines for activity definition, and orientation 
presentations. Phase 2 involved data collection by 
the facilitators of information from each office (in 
the central unit, called the central office) and 
district (transportation offices located throughout 
the state) on the activities performed, the outputs 
or products of each activity, the clientele, and the 
percentage of work done for other state agencies, 
counties, and municipalities. Especially important 
were questions about the source or reason for the 
activity (i.e., why do we do it?), the impact of 
stopping or greatly reducing the activity, and the 
personnel required to perform it (measured in full­
time equivalents or person years). 

Phase 3 provided the office directors and dis­
trict engineers an opportunity to analyze the data 
collected on their own unit's activities to ensure 
that all major activities had been identified and 
that the data accurately reflected work accomplish­
ments. Those activities from their unit that could, 
if future conditions warranted, be eliminated or 
scaled down were identified. In addition, they con­
sidered whether activities could be consolidated, 
whether some work should be shifted to other govern­
mental units, whether any activities might be better 
or more logically performed by the private sector, 
and whether decentralized activities (those per­
formed in the districts) should be centralized, or 
vice versa. 

In phase 4, the assistant conunissioners reviewed 
those activities ranked in the bottom 10 percent as 
prepared by their subordinate offices and dis­
tricts. They then prepared their composite divi­
sional reconunendations for potential activity elimi­
nation and reduction, which were presented in 
separate meetings to the Deputy Conunissioner for his 
final decisions. 

The result was a set of recommendations for ac­
tivity elimination and reduction for each Mn/DOT 
division. For each reconunended activity reduction, 
a potential savings in employees was given. 

Developing and carrying out the project was ex­
tremely time-consuming. Completion of phase 4 was 
roughly 9 months after the project began. For this 
reason, projects of this kind must be started long 
before the need to make large cutbacks occurs if the 
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results are to be used effectively in the retrench­
ment process. Because of the unique project design, 
Mn/DOT has been able to use the results to allocate 
cuts to its units in order to achieve a reduction in 
the work force and to continue to carry out the im­
portant activities and functions of the units. 

c ons ol i dating Funct ions 

In another effort to allocate cuts, Mn/DOT has been 
examining consolidation of functions where duplica­
tion and overlap exist. For example, the main func­
tion of the district offices has been highway and 
bridge construction, and each has a tull complement 
of engineers, surveyors, and employees who special­
ize in design, rights-of-way, and contract adminis­
tration. The reduction of construction projects has 
raised a number of questions. For example, is there 
a need for large right-of-way offices? Should all 
districts have full design capabilities? Should all 
districts have full eng i neering capabil ities? 
Should some district functions be transferred to the 
central office? Preliminary conclusions indicate 
that the answer to the first three of these ques­
tions is no. 

Mn/DOT's long-range plans are to consolidate di­
visions, offices, and other units wherever possible 
in order to reduce personnel at all levels and, sec­
ondarily, to produce a realistic organizational 
structure. In early 1982 the Planning and Public 
Transportation Divisions of Mn/DOT were consoli­
dated, and additional divisional consolidations are 
being examined. 

Employee Mobility 

Retrenchment inevitably erodes morale. During a 
sharp decline, the employee questions the value of 
his contribution to the organization. He may also 
sense a loss of personal control over his future. 
Under these conditions it is difficult to counteract 
morale problems. 

Attention to employee mobility is an effective 
way of helping to maintain interest. As vacancies 
occur in the organization, they may be filled 
through lateral transfers of employees from other 
divisions, offices, or units. At Mn/DOT the course 
of action was to make job postings conspicuous and 
to aggressively encourage employees to consider 
transfers. This course is beneficial to the organi­
zation and to the employees and still adheres to 
cut back guidelines (i.e., t he h i ring freeze). 

PROJECT REDUCTION 

Pr i o r i ty Ranking o f Objectives 

In the past the prime mission of the department was 
expanding the trunk highway system. Recent financ­
ing problems have forced the reshaping of this mis­
sion to that of protecting roads already built. In 
the main, Minnesota highways are not in good shape. 
Most were built to withstand up to 35 years of use, 
assuming that they received two resurfacings during 
that period. However, 20 percent of the trunk high­
ways have had no major rehabilitation in 50 years, 
and 75 percent have had no major rehabilitation in 
25 years. As a result, road repairs now have higher 
priority than new construction. 

Preparing for retrenchment centers on the need to 
review objectives and set priorities. For example, 
with declining revenues should Mn/DOT' s objectives 
include supporting information centers, rest areas, 
landscaping, noise walls, and long-range transporta­
tion planning? There need to be priorities between 
objectives. These are not linear priorities per 
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se: First do A, then B, then c. Rather, one works 
on all of the adopted objectives, and when two ob­
jectives compete for the same resource, the objec­
tive with the higher priority comes first (work on 
all 50 projects in a program but when any two proj­
ects compete for the same funds, concentrate on 
maintenance projects first and allow system expan­
sion projects to slip in the schedule). In other 
words, it means not putting all the resources on A 
until it is finished and then shifting the resources 
to B, and so on. 

Fund i ng Levels 

In an example of ranking objectives by priority and 
emphasizing opportunity costs, Mn/DOT developed and 
prese nted to the 1981 state legislature four spend­
ing packages, or l evels of work that could be ac­
complished with specified funding. Each option 
described what work the department could do and what 
it could not do given a certain amount of authorized 
spending. The levels represented priority-ranked 
objectives; for example, the objectives listed in 
level 1 (the bottom level of least spending) have 
higher priority than the objectives in the second, 
more expensive, level, and so on. 

Briefly the four levels were as follows: 

1. Deterioration: If the level of highway 
spending is not increased, Mn/DOT will have to re­
duce spending by $51 million by laying off employees 
and saving on material and will have to trim repair 
and maintenance efforts; some Interstate projects 
will not be funded, and no highway bypasses or four­
lane trunk highways will be built. 

2. Patch and repair: Given $223 million in new 
spending, Mn/DOT can continue its current mainte­
nance effort, largely maintain the current level of 
resurfacing and reconditioning, greatly increase 
major rebuilding, and provide for repair and re­
placement of bridges; Interstate construction will 
receive much more money, but no new construction 
will be done on major trunk highways. 

3. Preservation: If $327 million is authorized, 
more major roads will be rebuilt, 30 miles of new 
non-Interstate highways will be built each year, and' 
Interstate construction will proceed rapidly; in 
addition, some of the $ 250 million worth of projects 
deferred in the last 2 years can be carried out. 

4. Limited development: With $432 million 
Mn/DOT can accomplish many deferred projects, build 
more bypasses and 65 miles of new non-Interstate 
highways each year, and greatly increase major road 
repairing. 

A distinct advantage of presenting a budget re­
quest as a set of alternatives is that it points out 
the opportunity costs of not authorizing a given 
amount of spending. For example, if the patch-and­
repair option is not approved, the state's highways 
will not undergo adequate maintenance, resurfacing, 
and reconditioning; that is, the system will then 
decay even further. This will be the cost of not 
authorizing the required $223 million in new spend­
ing. At each level the costs are clearly stated in 
the spending options. 

The legislature authorized $206 million in new 
highway spending, somewhat less than that for the 
patch-and-repair level. 

IMPROVING DECISION MAKING 

Although it is more difficult to develop and carry 
out improved analysis capabilities, control and in­
formation systems, and hardware and software systems 
during hard times, it is then that the need for them 
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is also greatest. The loss of lead time, the in­
ability to experiment, and most of all the need to 
minimize mistakes make efforts to aid decision 
making and to meet established information needs 
important. Toward these ends, Mn/DOT has made ef­
forts in recent years to expand and accelerate the 
development and installation of new computer systems 
and packages . Primary among these are the trans­
portation information system, FIIWA' s investment 
analysis packages, and the pavement management 
system. 

Transportation I n£ormation Syst e m 

The transportation information system (TIS) is a 
computer system that maintains, updates, retrieves, 
and reports a large number of transportation data 
items. Five subsystems of TIS are currentl.y in 
operation: roadway, accident, traffic, bridge, and 
railroad. The data base is large, but access to the 
information is easy through dial-up terminals at 
off-site locations. A simple, user-oriented command 
language enables its use by nontechnical staff. 
Basic report formats allow numerous options. 

At fi r st TIS wa.s used mainly by t he t raffic engi­
neering unit and the dist.r ic t s for acc i de nt analy­
sis. Currently the acc ident s ubsystem o ffers the 
most sophisticated analysis methods. TIS has been 
used increasingly for analysis not related to acci­
dents. For example, it has been used heavily for 
analysis of federal-aid and functional-class mileage 
for route systems and geographic regions. In addi­
tion, TIS data are used to produce FHWA-required 
reports and special requested reports for various 
Mn/DOT units such as maintenance, government rela­
tions, and finance. Complex reports, which were 
once difficult or virtually impossible, are now 
frequently requested. 

I nvestment Analysis 

In order to develop budget requests and allocate 
available funds, the ability to assess and interpret 
large amounts of data relative to the physical con­
dition and travel patterns of existing roads is cru­
cial. A computer package was sought that would pro­
vide the ability to quickly and effectively assess 
the impact of various funding levels on the condi­
tion of the highway system; assess the funding 
levels required to attain or maintain a particular 
set of safety, condition, or performance standards; 
and summarize the results of these assessments with 
graphic displays. 

The Performance Investment Analysis Process 
(PIAP) was acquired from FHWA for possible use at 
Mn/DOT. Testing revealed a number of problems with 
the package. Mn/DOT is currently working with FIIWA 
to develop the Highway Performance Monitoring System 
(HPMS) investment package, which is similar to PIAP 
but i ncorporates impr ovements suggested by Mn/DOT. 
Mn/DOT is one of two s t ates that will test the HPMS 
package in spring and summer 1982. 

Pavement Ma nageme n t System 

A pavement management system (PMS) is currently in 
the developmental stage at Mn/DOT. PMS, once imple­
mented, will be a set of tools or methods that will 
assist in finding optimum strategies for providing 
and maintaining pavements in a serviceable condition 
over a given period of time. At the program level, 
PMS will provide information valuable in the devel­
opment of a statewide program of maintenance or re­
habilitation. It will be a tool to study making 
optimal use of available resources. By comparing 
the benefits and costs of several alternative pro-
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grams, the program having the least total cost, or 
greatest benefit, can be identified. At the project 
level, alternative design, construction, mainte-- ___ ........ ~,- .. 

u. t"''-"&. ""~ .......... ......... .. 

section or project within the program are consid­
ered. When the benefits and costs of the alterna­
tive activities are compared, an optimum strategy 
providing the desired benefits or service levels· at 
the least cost can be identified. 

The need to institute a PMS is not as critical 
when an adequate budget for rehabilitation is avail­
able. Sections can be evaluated yearly and required 
rehc11Jllllc1Lluu L! ,111 be scheduled whenever the need ic; 
observed. In retrenchment, however, proposed ac­
tions must be carefully evaluated with regard to 
current needs and costs and to the consequences of 
any action on fu tur e needs and costs. 

CONCLUSION 

Retrenchment means less of almost everything: less 
money, less construction, fewer services, fewer em­
ployees, fewer winners, fewer options, less time. 
It should therefore come as no surprise that re­
trenchment also brings less enjoyment of managing. 
It is difficult to tell people that there simply is 
no money to build them a safer road. It is diffi­
cult to tell 300 employees that they will be laid 
o[[. 

The necessity of budgetary discipline and cut­
backs is new to public organizations, but in the 
private sector retrenchment-type problems generally 
are commonplace. During hard times it is important 
to look at the tactics employed by others and to 
apply appropriate techniques and ideas. The skills 
required to manage a shrinking organization are not 
only different from but are likely greater than 
those required to manage growth (l). In the private 
sector some valuable lessons have been learned that 
can be applied in the public organization. 

The foremost premise is to face up to the situ­
ation. Managers must put aside the idea that the 
era of fiscal constraints will go away and that if 
they hold out long enough, hard decisions will not 
be necessary. Decisive action should be taken as 
early as possible to minimize negative effects. 
Timing becomes critical during hard times: there is 
actually no time to lose. 

Mistakes must be eliminated altogether. It is 
possible to be wrong once in a while when resources 
are plentiful, but it is not possible to make a mis­
take during austerity. This can be prevented by not 
committing too far ahead for something that may not 
get done but: contingency plans should be ready if 
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funds become available. Attention should be given 
to new techniques, tools, methods, and practices. 
The best answers to the decisions to cut back may be 

tools and com-
puter software systems. 

It is especially important to concentrate on 

1. Convincing managers of the permanence of the 
decline and educating them about the hazards of mis­
management, 

2. Convincing the public that cuts must be deep 
and widespread, and 

3. Involving the organization' B emplnyPP~ in the 
retrenchment process and preparing them for change. 

The greatest, and most basic, need is to accept 
the challenge of managing decline. It is tougher 
than managing growth. The problems will not of 
themselves disappear. The era of growth and abun­
dant resources is gone; but tran~portation is still 
as vital as ever. It must be managed regardless of 
the fiscal situation. 
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Value Engineering in the Pennsylvania Department of 

Transportation 

RICHARD N. COCHRANE AND ALFRED F. LYNG 

The Pennsylvania Department of Transportation's value engineering (VE) pro­
gram is presented. How the program started, how it is now administered, and 
the accomplishments are described. The program has achieved significant sav­
ings of more than $10 million per year. Recommendations are aimed at agen· 
cies beginning a VE program. 

Although it is common knowledge , it bears repeating 
that transportation and highway agencies throughout 
the country are trapped between inflation and re­
duced revenues. Many avenues are being investigated 
to reduce costs . Many agencies are i ns t i tu ting 
cos t-reduct ion programs. Some of these programs 
reduce s t a nda.rds , reduce t he size of projects , or 
otherwise reduce the per f o rmance of h i ghway and 
transportation projects. There is, however, another 
way t o r educe costs , c alled va lue e ngineering (VE) • 
For about 40 years , VE ha s been r e cognized a s a way 
to r educe cos ts without reduc ing perfo rmance . 

VE, value analysis (VA), and other similar terms 
describe (!., p. 9) "an organized action system, at­
tuned to one spec i.fic need: accomplishing the func­
tion that the customer needs a nd wants." VE im­
proves qua lity , but i t i s more than a q ua lity 
contro l syst em. VE i s, a t i t s most basic level , an 
o rgani zed p r ocess t ha t e nsure s t hat a produc t meets 
i ts neces s a r y fu nc t ion wi thout waste a nd without 
extras. 

VE is defined by the Society of American Value 
Engineer ing as the systemat i c application of recog­
nized techniques that identi fy the function of a 
product or service, establish a value for that func­
t ion, and prov i de the necessa r y function rel i a bly at 
lowest overall cost . VF. is , above all else , sys tem­
a t ic , By us ing a s et, we ll- devel o ped procedu re , the 
VE practit i one r c a n a na l yze t he f unction of a n ac­
tiv i ty o r p r o j ect and reduce the cost , improve the 
qua l ity, o r both . 

HISTORY 

VA was developed as a specific procedure after World 
Wa r II. Du r ing the war, the Ge ne ral Elec t r ic Cor po­
r a tion discovered t ha t wart i me s hor t age s requir ed 
subs titute designs and materials that o f ten res ulted 
in improved performance at a lower cost. In 1947 
Lawrence Miles, a staff engineer with General Elec­
tric, was a ssigned to develop this obs erved phenome­
non into an organized ac tiv i ty tha t could be applied 
throughout the compa ny. The proces s bec ame known as 
value analysis and was slowly accepted as a valuable 
tool. 

VA was applied to many manufacturing activities 
and later to construction projects. The U.S. De­
partment of Defense (DoD) was one of the first gov­
ernment agencies to apply VA to ma j or construction 
projects: VA was applied to shipbuildi ng and renamed 
VE. VE has since been applied to many ooo ac­
tivities. 

FHWA has promoted VE for more than 5 years, in 
which time FHWA, through the National Highway Insti­
tute, has sponsored more than 70 VE workshops in 
some 40 states. Unde r the program the age ncy has 
trained mor e than ], , 500 highway profess i onals and 
technicians in the discipline and techniques of VE. 
An indication of the support for and the worth of VB 
was evident in the Federal Highway Act of 1982, 

which requires VE on all projects with a construc­
tion cost of more than $2 million. 

The Pennsylvania Department of Transportation 
(PennDOT) has been using VE since early 1979. At 
that time a single project, the relocation of US-30 
near Everett, Pennsylvania, was chosen for a VE 
study. 

This pro ject was a 100 percent f ederally funded 
demonstration to show how fast a pro j ec t could move 
from concept to completion. It was selected for the 
demonstration because of the adverse effects of 
another federal project (the Raystown Dam) on the 
local highway system. 

At the time the e s t imated cost f o r the project 
was fast approach ing a $.25 mill i on c e il i ng imposed 
by Congress . Almost in de speration, FHWA selec t ed 
VE as the method of reducing the cost of the proj­
ect. Although it was a back-door approach, this 
project made many realize that VE could save money 
without loss of performance. 

A VE team was assembled made up of representa­
tives of FHWA, the design consultant, and PennDOT. 
The team identified about $750,000 in sav i ngs . Al­
though not all of the recommended cha nges were 
carried out, the results of t ha t pilot study were 
favorable and a VE program was born . 

Soon af t er the VE e.,f fort on the Everett Bypass, 
FHWA sponsored the f irst VE conference for state 
highway officials. The conference, held in New 
Orleans in 1980, was to begin the federal emphasis 
of VE in highway design and construction and 
launched many state efforts into VE. There are now 
at least eight states that have active VE highway 
programs: Pennsylva nia , Florida, California, and 
Minnesota are among the most prom inent. 

PENNSYLVANIA'S VE PROGRAM 

Ge neral Philos ophi e s 

Two general philosophies guided the VE program in 
PennOOT. The department has adopted a multidisci­
plinary approach to VE and has decentralized the 
program, relying heavily on the district offices. 
The multidisciplinary, or matrix-management, ap­
proach is vital to the success of a VE program. 
Varying backgrounds and expertise bring a variety of 
new ideas to bear on VE studies. VE teams have con­
sisted of environmentalists, urban planners, and 
even lawyers as well as an assortment of highway 
designers and engineers. Those who have no direct 
involvement often bring a fresh viewpoint to the 
problem, ask 'ing the questions that highway special­
ists do not th i nk to ask. 

The other guiding philosophy is decentraliza­
tion. PennDOT i s d i vided i nto 11 eng i neering dis­
tr i c t s, each res ponsibl e f or the highways in a geo­
graphic area. The d i stricts are decent ralized, in 
that each district is s omewhat autonomous in design, 
maintenance, and cons t ruction. There f ore, the dis­
tricts were given the res ponsibility of actually 
performing the VE studies under the guidance of a 
district VE coordinator. Not only is this in line 
with the general philosophy of decentraliza t i on, but 
it also eliminates the stumbling block that often 
exists when ideas and changes are directed from a 
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central office. The districts originate the ideas 
and they have a stake in making them work. 

Although the program is decentralized, there is a 

sibility of ensuring that the program is successful, 
that the districts follow the general policies, and 
that the districts work at keeping the program 
vital. In Pennsylvania the coordinator is a staff 
position at a fairly high level, so that top manage­
ment support is fully given to the program. It can­
not be repeated often enough that top management 
support is essential to the success of VE. 

Program Characteristics 

The first administrative step in starting the pro­
gram was the assignment of a VE coora · nator in each 
engineer ing district. This i s not a full - time posi­
tion but an a.ssignment to an engineer i n an estab-
1 ishf!d pos i tion , The rli,atricts were permitted to 
assign their own VE coordinators, but they were en­
couraged to assign those who were known to be cre­
ative and who were not locked into traditional ways 
of thought. 

The district VE coordinator is responsible for 
the successful VE program at the district level. 
The coordinator works with the design chief to se­
lect projects that are good candidates for VE stud­
ies, ussign~ the \7E team, and schedul~s thP ~tudy. 
The coordinator i~ responsible for training district 
staff in VE principles and practices. He is also 
responsible for following construction VE proposals 
to ensure their timely review. 

To have a pool of those qualified to take part in 
VE studies and particularly to have qualified VE 
coordinators, it is necessary to have an aggressive 
training program. Three times PennDOT has taken 
advantage of the federally sponsored workshops to 
train about 50 people. The workshops are a 40-hr 
course taught by a certified value specialist 
(CVS). Anyone with VE responsibilities should at­
tend at least one workshop. 

Whenever possible, actual projects should be 
studied. In this way the students feel that they 
are contributing to the program and to the savings 
rather than just doing an exercise. In addition, 
the savings that result from a workshop can be from 
10 to 100 times the payroll costs of the workshop. 
In Pennsylvania, more than $1 million has been saved 
in a single workshop. 

The department has, through the workshops, built 
up a pool of about 50 who are qualified to lead VE 
efforts, and a larger pool has been established by 
introducing new people to VE through a VE study. 
Each VE team usually includes one person who has not 
been exposed to VE and who thus is in an on-the-job 
training program. 

VE POLICY 

PennDOT policy is to submit all projects with an 
estimated construction cost of more than $1 million 
and 10 percent of all projects with a lesser value 
to the VE study. VE projects are chosen fairly sys­
tematically by using the principles of Pareto's dis­
tribution. 

Pareto's law of distribution states that in any 
region, a small number of elements (20 percent) con­
tain a greater percentage (80 percent) of the 
costs. VE takes advantage of this principle, not 
only for individual studies but for project selec­
tion as well. 

Large projects with complex features, such as 
construction of new bridges and expressways, bridge 
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rehabilitation, and major reconstruction, are stud­
ied first. The more complicated the project, the 
greater the chance for major savings. Likewise , the 
gr<>;,t:pr t:h<> cost of the proiect, the greater the 
chance for large savings. 

VE is done in the engineering district by a mul­
tidisciplinary team. The team conducts an intensive 
study, usually for 3 or 4 days without interrup­
tion. It is important that the team m~mberR be 
totally committed to the study for its duration. 
Interruptions, other work activities, and so forth, 
can destroy the effectiveness of the team. An im­
portant element of a VE study for a highway project 
is a field view of the project site. 

Team members are chosen carefully from various 
disciplines, including nonengineering staff, and 
should be creative thinkers who are not devoted to 
only traditional ways of thinking. The team must 
not include the original designer. The designer is 
used as a resource during the investigation, but the 
designer naturally wants to defend his design and 
seldom has a truly open mind with respect to his own 
project. The team selects a chairman and a re­
corder, who prepare a report at the end of the 
study. An oral presentation to decision makers is 
recommended. 

VE studies are done by district staff in the dis­
trict office. ~.lthcugh this may restrict creative 
thinking somewhat, because the department team mem­
bers may have a natural inclination to defend a de­
sign developed in their district, this policy in­
creases the acceptance of those changes proposed. 
The district decision makers do not feel that the 
changes are coming from an isolated central office 
and appear to feel less threatened by them. 

Construction 

The department also has a contractor VE program, 
modeled after the U.S. Corps of Engineers program. 
This is administered through a VE incentive clause 
in construction contracts. 

Contractors are encouraged to submit VE pro­
posals. If a proposal is determined to provide 
equal performance at lower cost, the savings that 
result are split equally between the contractor and 
the department. This results in savings for the 
department and an additional project for the con­
tractor and often results in ideas that can be used 
on future projects where the department can get the 
total savings. There is no limit to the savings 
paid to the contractor. 

An important element of a construction VE program 
is speed. Contractors' proposa.ls must be reviewed 
.quickly. Contractocs are usually on tight sched­
ules, and if a proposal is dela yed, it may as well 
not be submitted. 

This does not mean that the review should be com­
promised. Contractor proposals must meet all of the 
requirements for a change order. All pr ices and 
quantities must be justified, and the final savings 
depend on the final quantities. 

A construction VE program offers a way for an 
agency to start a VE program quickly; the only ef­
fort required is writing a specification and evalu­
ating the contractors' proposals that are received. 
The actual studies are then done by the contractor. 

ACCOMPLISHMENTS 

Table 1 shows the total savings for each year of the 
VE program since its beginning. The savings have 
been substantial, and yet the manpower cost is min­
imal. The estimated manpower cost since 1979 is 
less than $100,000. The figures shown for construc­
tion savings , are the department's savings; they 

.. 
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Table 1. VE summary. 

Item 

Esti mated design savings . 
Cons truction savings 

Total 

Savings ($000s) 

1979-1980 

9,838 
__ o_ 
9,838 

1980-1981 

l l,749 
_l__,__ill_ 

12,927 

1981 - 1982 

l l ,24 1 
___11Q_ 

11,4 61 

Note: Nu mber of VE studies is as follows : 1979-1980, 12; 1980- 1981, 60; 
198 1-1982, 60. 

should be doubled to show the construction cost re­
duction. 

A VE program is not without its problems. There 
are the usual problems of acceptance of a new pro­
gram, especially one the purpose of which is to 
question established ways of thinking and to ques­
tion the work of designers. This can be overcome by 
good top management support of the program. Without 
top-level support a VE program will not succeed. 
With top-level support it has a fair chance of suc­
cess. Pennsylvania has been fortunate, because 
Thomas Larson, Secretary of Transportation, is a 
strong supporter of VE and is conunitted to making 
the program work. 

Another serious problem is acceptance of the pro­
gram by contractors. Many delays have arisen in 
PennOOT' s construction program because of arguments 
over prices and costs in a contractor's proposal. A 
contractor's education program is being planned that 
will describe the steps that a contractor must fol­
low for the submission of a VE proposal. It will 
emphasize that a contractor's proposal must be com­
plete and must contain justifiable prices. Pro­
posals that are complete and accurate are evaluated 
quickly. An important point, to which all agencies 
adhere strictly, is that a VE proposal is not ap­
proved until the contract change order has been ap­
proved. 

Contractors and others have questioned this pol­
icy of strict price justification. They claim that 
the department is saving money anyway, so why should 
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their pr ices be questioned? The response is sim­
ple. We owe it to the taxpayer to save the maximum 
amount possible. Otherwise contractors could manip­
ulate the prices so that they got a 60 percent o r 
even 75 percent share of the savings. 

RECOMMENDATIONS 

PennOOT's experience can prove valuable to other 
agencies that would like to start a VE program. The 
following reconunendations may be useful: 

1. Obtain top management support. Without this 
support, creative ideas will be suppressed, and 
local staff may lack the incentive to continue with 
the program. 

2. Adopt a multidisciplinary approach. Environ­
mentalists, planners, right-of-way specialists, law­
yers, and others will bring a fresh point of view on 
a problem, whereas designers and engineers may, 
through old traditions, be restricted in their 
thinking. 

3. Let district or regional personnel perform 
the studies, but with a central guiding policy and 
support. 

CONCLUSION 

VE works. PennOOT has, over the past 2. 5 years, 
saved more than $30 million without reducing per­
formance. A statewide policy has been instituted 
within the framework of which VE is promoted at the 
district or regional level. Contractors have been 
encouraged to join the VE program by adding an in­
centive clause to construction contracts. VE has 
even been marketed by using training programs, post­
ers, and pamphlets. 

REFERENCE 

1. J.J. O'Brien. Value Analysis in Design and Con­
struction. McGraw-Hill, New York, 1976. 

Publication of this paper sponsored by Committee on Manpower Management 
and Productivity. 

Pennsylvania's Inventory Reduction Program 
PARKER F. WILLIAMS 

In October 1981 the Pennsylvania Department of Transportation (PennDOT) 
launched a statewide inventory reduction program. Results have been dra­
matic. In September 1982, 1 year after the start of the program, inventories 
have been reduced by more than $14 million (30 percent). A description of 
the underlying causes for excossive inventories at Penn DOT, sp,ecific remedies 
that have developed to reduce inventories, the results to date, and actions 
planned for the future are presented. The methodology includes the use of 
fairly simple inventory management performance indicators such as turnover 
ratios, zero-use reports, and inventory values per lane mile to highlight ex­
cessive inventories and establish priorities for their reduction. PennDOT's 
program is especially relevant to other states that have computerized systems 
but can also be useful to those whose automated systems are in the design 
stage. 

The purchase of materials and supplies is the 
largest cost element in a transportation depart­
ment's highway and bridge maintenance program next 
to wages and contract maintenance. The private 

sector has long recognized that the major potential 
for controlling these costs lies in inventory man­
agement. Because of the astronomical costs of fi­
nancing inventories at today's interest rates, pro­
grams to reduce inventories have been placed high on 
the priority list of private-sector materials man­
agement goals. 

Consistent with the efforts in Pennsylvania to 
apply proven business practices to state government, 
the Pennsylvania Department of Transportation 
(PennDOT) has concentrated on applying basic inven­
tory management techniques to reduce inventory 
costs. Clearly transportation agencies faced with 
dwindling funding levels that do not match even the 
most basic maintenance needs must recognize the 
large cost savings potential in reducing excessive 
inventories. 
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NEED FOR INVENTORY REDUCTION 

Pennsylvania has the fourth largest state transpor­
tation system in the United States: 45,000 miles of 
highway and 27,000 bridges. Because the three states 
with larger systems have warm climates, Pennsylva­
nia's system is the most difficult to maintain. 
Because of declining liquid fuels revenues, the 
General Assembly appropriated only $439.4 million 
for Pennsylvania's road and bridge maintenance pro­
gram in FY 1980-1981, some $46 million less than in 
1979-1980. An ambitious highway and bridge mainte­
mmr.P program coupled with this reduction in reve­
nues made it clear that cost efficiencies and pro­
ductivity improvements would be needed to carry out 
the program. 

Inventory carrying costs are at least 20 to 25 
percent per year (.!.). PennDOT' s statewide inven­
tories as of June 1981 totaled $48.l million (see 
Figure 1). With a conservative carrying cost of 20 
percent (includes storage and financing costs), 
every $1 million reduction in inventory could save 
$200,000. 

Field visits by top management to county yards, 
stockpiles, and storerooms confirmed that inven­
tories were excessive compared with operational 
needs. Clearly PennDOT's Automated Inventory Manage­
ment System (AIMS), in place since 1975, was not 
serving its primary inventory management objective. 
Secretary of Transportation Thomas Larson, aware of 
the potential cost savings, charged the Bureau of 
Office Services with the task of determining the 
causes of high inventories and developing an inven­
tory reduction program to reduce levels without 
impairing the achievement of maintenance goals. 

AIMS 

To gain a better understanding of how the PennOOT 
inventory reduction program was developed, it is 

Figure 1. Inventory reduction and lane miles by engineering district. 
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first necessary to provide a brief description of 
the inventory management system. In the late 1960s, 
PennOOT made a long-term management commitment to 
automate inventory record keeping, procurement, and 
materials use functions and began phased institution 
of the system now known as AIMS. By mid-1975 the 
system was fully operational in all district of­
fices; since 1975 all central warehouses have been 
incorporated into the gyRtem. 

AIMS is an on-line, real-time, remote-data-entry 
computer system that automates routine clerical 
procedures for inventory accounting, purchase order 
preparation, and materials use accounting. AIMS 
provides managers with automated control med1crnisms 
and ready access to the information needed for deci­
sion making. 

Operating-level managers establish reorder points 
and reorder quantities. By means of the remote-data­
entry terminal located at all district offices and 
central warehouses, receipts and issues are posted 
to inventory records; low-stock notices are given; 
orders are placed; fiscal control over material 
budgets is maintained; and information on current 
inventories, open orders, physical inventory adjust­
ments, and historical use is maintained. Summarized 
reporting is provided at all management levels and 
data are captured for reporting and analysis. 

The director of the Bureau of Office Services as 
materials manager has overall responsibility for the 
AIMS system. 'l'ne Bureau of riai.ncentam . .:e provides 
guidelines to district materials coordinators on the 
technical aspects of ordering and using materials. 

Each of the engineering districts has an AIMS 
coordinator who approves or disapproves orders and 
monitors inventory records, controls, and system 
performance. Each county maintenance district has a 
materials coordinator and a storekeeper who oversee 
AIMS at the operating level. 

During FY 1981-1982, AIMS was used to control 
14,712 different commodities at 1,053 separate loca-
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tions. The system processed 17,168 orders and 
513,409 issue transactions representing $121.6 mil­
lion in materials charges to the accounting system. 

CAUSES OF EXCESSIVE INVENTORIES 

After numerous field visits and extensive discus­
sions with responsible individuals, five primary 
causes of high inventories were identified. 

Lac k o f Management commitment 

The best-designed inventory management system will 
not work effectively unless managers direct l y re­
sponsible fo r inve n t ories are c ommi t t ed t o, and 
i ns i st on , accurate a nd t i mely i nput o f the o rder, 
receipt, issue, transfer, and adjustment transac­
tions critical to the effective operation of the 
system. Moreover, these managers must also be 
directly involved with, and take an active interest 
in, reviewing and analyzing the system's summary 
reports to be able to monitor and successfully con­
trol materials use and inventory levels. 

There are three reasons that county-level man­
agers were not motivated to adequately control in­
ventories. First, the AIMS system was pr i ma rily 
designed and established by cen t r al office a nd en­
gineering district staff with less involvement of 
the county maintenance staff who are responsible for 
entering transactions and overseeing the system at 
the operational level. As a result operating-level 
management did not totally understand the complex­
ities of the system and even viewed it as a threat. 
Second, it was difficult to get county-level manage­
ment interested in reducing inventory levels. Many 
managers did not see the cost savings that resulted 
from lower inventories, only the possible loss in 
production if critical materials were not in stock. 
This has resulted in the tendency to stockpile mate­
rials for unforeseeable future needs, Third, top­
level management in previous administrations did not 
place a high priority on inventory management. This 
lack of management commitment at all levels was the 
key reason for excessive inventory. 

Lack of Quant i tative Methods 

Quantitative methods were not being extensively used 
to answer the four questions common to any inventory 
management system: (a) Which items or group of items 
should be more closely controlled? (b) How much and 
which types of items would be needed to meet the 
production plan (demand)? (c) When must an item be 
ordered (reorder point)? (d) What quantity must be 
ordered (order quantity)? The first question can be 
answered by use of ABC analysis (discussed later) , 
the second by systematic materials requirements 
planning (MRP) , and the third and fourth by mathe­
matical determi nation of the economic o r de r quantity 
(EOQ). Althoug h these quantitative tec hniques are 
commonly used in the private sector, they were not 
being used by PennDOT. 

Surplus 

Excessive inventory always leads to surplus. There 
is a natural tendency, even in an organization with 
a well-managed inventory program, to hold on to 
items even if they can be clearly identified as 
surplus. Several categories of surplus were identi­
fied at PennDOT: usable items overstocked in a par­
ticular county maintenance district or statewide, 
items obsolete in one county but usable in another, 
items obsolete statewide but having a salable value, 
salable scrap or wornout items, and junk with little 
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or no value. Surplus was an especially difficult 
problem for several reasons. 

First, without any AIMS exception reports to 
compare inventory levels and use or to determine 
whether an item had been used recently, the extent 
of the surplus problem could not be accurately de­
termined. Second, there were no ongoing central 
efforts to identify and encourage the transfer of 
items excessive or obsolete in one county to another 
county where the items could be used. Third, there 
was a lack of knowledge of how to dispose of sur­
plus. Fourth, inventory managers had a tendency to 
retain surplus even if it could be sold, because 
surplus revenues were not credited back to their 
budgets. Fifth, planning for the introduction of 
new materials was inadequate. The quantity, value, 
and location of material that would be made obsolete 
by the introduction of improved material were not 
identified nor were policy guidelines issued that 
required the use of existing material before new 
material was ordered. Sixth, not unique to PennDOT, 
is the obsolescence of equipment repair parts, which 
occurs as a result of the competitive bidding pro­
cess. As equipment produced by one manufacturer 
ages and needs to be replaced, there is always the 
chance that the low bidder on the new equipment will 
be a different manufacturer. 

Procurement Methods 

PennIX>T must operate its procurement functions with­
in the policies of the Commonwealth as administered 
by the Department of General Services. Three basic 
procurement methods apply: contract purchasing, 
requisition purchasing, and local purchasing. 

Contract Purchasing 

Contracts are established by General Services for 
major material items regularly purchased by many 
organizations at locations throughout the state. 
Some examples of material contracts are those for 
tires and tubes, motor fuels and lubricants, winter 
materials, aggregates, bituminous materials, and 
pipe. Contracts i nc l ude the free-on-board (FOB) 
delivered price for ever y purchasing locat i on . The 
cont rac t s are l oaded i nto AIMS for automated prepa­
r atio n o f a pur chase o rde r ~he n a reorde r poi nt has 
been r eache d. Bene fit s i nc l ude f ixed pr ices , usually 
fo r 1 yea r , ease of ord e ring , a nd timely rece i pt o f 
materials i n t he exac t q uant ity ne eded. However , 
because o f the ex tensive and time- cons uming p r ocess 
invol ved i n assembl ing e ach agency' s r equ i reme nts 
a nd bidding, awarding, preparing, a nd d istributing 
the con tract, i t was not unus ua l f o r t he eids ting 
contract to lapse before the new contract was avail­
able. In the absence of assurances that a new con­
tract would be loaded into AIMS before the existing 
contract expired, stockpiling before the end of a 
contract was the rule, especially for critical main­
tenance materials. An added problem with contracts 
was the minimum order quantity, which could force 
excessive inventory if it exceeded immediate needs. 

Requisition Purchasing 

A purchase requisition must be prepared, either 
manually or through the AIMS system, for commodities 
not on contract when the order amount exceeds 
$1,500. The requisition is processed through the 
Transportation Procurement Section and goes to 
General Service s f o r bidding a nd a wa r d , a process 
that takes an average o f 90 days to comple t e. To 
gain a better p r ice on noncont r act col'l\mod ities used 
by maintenance districts throughout the state, the 
Procurement Section solicits annual requirements 
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from each maintenance district for a group purchase. 
The elaps ed time be tween solicitation of needs and 
delivery of materials is 6 t o 9 months. The l ong 
lead t ime coupled with t he l ack of AIMS r eports 
correlating past use with inventory and the neces­
sity of purchasing the estimated quantities results 
in excessive inventory levels. 

AIMS reports the quantity and value of inventory by 
commodity and location and use of each commodity in 
units and dollars for the current month, year to 
date, last fiscal year to date, and last fiscal 
year . The s ystem also p rovides aggrega c~ cvtal5 f 04 

commodity g roups a nd all commod itie·s a t a par t i cul a r 
location , all l ocations i n a county combined , and 
all counties in a n e ngineering d ist rict, and state ­
wide t o tals. Bowever , a county manager res ponsible 
for inventory management could not readily determine 
through existing AIMS _r epor ts the value o f count y 
i nventor y compared with that of o t her counties , how 
many months ' stock wa s on hand ·n re lat i on to use, 
or wh i c h i t ems retlecteu 110 use and shoul d be t rans ­
ferred or sold as surplus. 

Local Purchasing 

Materials not available through contract may be 
purchased locally by the district office if the 
nrnPr nnPR not exceed $1,500. Because materials 
purchased locally are read ily available and usually 
used with in a short per iod of time , this procurement 
method was not a cause of high inventories. PENNDOT'S INVENTORY REDUCTION PROGRAM 

Lack of Invento ry Management Performance Indicators The primary causes of high inventory were identified 
and presented to top management in May 1981. In 
October 1981 the Inventory Reduction Program was 
l aunched by Sec retary Larson . The fo l l owing d i scus­
sion de.scr i bes the specif ic pe rformance i ndicators 
developed t o establish i nventory r eduction goals and 
what spec ific remedies wer e i nstituted to he l p 
a ch i eve thos e goals . The key cause of hi gh i nven­
tories, lack of management commitment, was resolved 
when the program received top management's endorse­
ment. 

A critical element in any inventory management pro­
gram i s t he measurement of the progr am ' s success. 
Without perfor mance ind ica t or s , it is difficult to 
establish and mon ito,r i nventor y goals and to i den­
tify problems that require management attention. 
With AIMS a variety of useful information was being 
reported to inventory managers on the system's oper­
ation, but the data were not being correlated into 
exception and performance reports. 

Table 1. Zero-use report. 
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7.0 
l.O 

10 . 0 
.o 

a.o 
.o 

l.O 
.o 

9 . 0 
50.0 

.o 
3 . 0 
3.0 

.o 

.o 

.o 
6.0 
l.O 
7.0 
2.0 
6.0 

10 . 00 
10.00 

9 .50 
10.00 
10 . 00 
10.00 
6.25 
8 : 58 

10.50 
4.20 
2.93 

29 . 95 
30.00 
30.30 
30 . 90 
32.00 
21.00 
23.25 
1.21 

88 . 80 
39.96 
37 . 59 

3. 72 
. 18 

11 . 82 
21.65 

. 17 
1.40 
9.88 
2 . 16 
9.58 
l . t4 
9.38 

13 . 48 
.96 

39.15 
1.54 
1.20 

13.90 
13.90 

.38 
76.00 

101.00 
11.46 
10.00 
10.CO 
10.00 

2.00 

$40 . 00 GAL PAIIH, 14 
$.00 GAL PAIHT,16 

$760 . 00 GAL PAIHT,112 
$210.00 GAL PAIHT,llZY 

$50.00 GAL PAIHT,llZY 
$30.00 GAL PAIIIT,PRIMER 

$. 00 CAN PAlUT ,MRL SP 
t.00 GAL PAIHT, 13 

$252.00 GAL PAHIT 19 
$.00 BAG CEMEIIT 

$750.08 BAG ADRASIVE 
$269.55 EACH WIRE 
$210.00 EACH WIRE 
$181.80 EACH WIRE 

$. 00 EACH WIRE 
$.00 BAG TIES 
$. 00 BAG TIES 
t. 00 BAG TIES 

t27.85 EACH BRUSH,HANOLE 
$88. 80 DOZEN 110P OUST 
$39.96 DOZEN HOP, DUST 

$ . 00 EACH 110P EQUIP 
$204.60 GAL DETERGENT 

t. 00 EACH POl:DER 
$. 00 EACH COVER, DONE 
$.00 CASE TOWELS 

$4 . 90 EACH FILTER&COVER 
$9.80 EACII FILTER&COVER 
$9.88 EACH RESPIRATOR 

$21.60 EACH FILTER 
$.00 EACH RESPIRATOR 

$13.12 EACH CARTRIDGE 
t. 00 UNIT HIUIHVY 

tl3.48 EACH KIT,FIRSTAID 
$. 00 UIIIT BAtmAGE 

$ 352. 35 EACH CAIi, DSPIISER 
$77. 00 EACH SUSPEtlSIOIIS 

$.00 EACH LINER,J.IIHTER 
$41.70 PAIR GUAPO,FOOT 
$41.70 PAIR GUARD,FOOT 

$.00 SCI FT TARPAULIN 
f.00 EACH TARPAULIN 
$.00 EACH TARPAULIN 

$68 . 76 EACH JACKET 
UO. 00 EACH PAIITS 
$70.00 EACH PAIITS 
$20.00 EACH PANTS 
n2.oo EACII HOOD 

BLUE GLASS HISTORICAL SIGHS l GALLON CAN 
BLACK SEMI-GLOSS SIGH POSTS l GALLOH CAH 
WHITE GLOSS 1-1000 5 GALLOtl CAN 
YELLOW ZIIIC PRIMER STRUCTL TOUCH-UP 1 GALLON CAN 
YELLOl,I ZINC PRIMER STRUCTL TOUCH-UPS GALLON CAH 
ZIIIC-OUST zrnc OXIDE PRIMER l GALLON CAN 
MltlERAL SPIIUTS 5 GALLOII CAN 
YELLOl,l EtlAtlEL, 5 GH CAN 
AIITIQ BROIIZE MIIIERL SP ALK RESIH BRIDGE l GAL CH 
OCTOCRETE FAST-SETTII~, 50 LB . BAG 
SAIID BLASTING 
BLACK AIUlEALED IS GAUGE, SPEC. FED. QQ-W-46lf 
BLACK AlfflEALED 19 GAUGE, SPEC . FED . QQ-W-46IF 
BLACK AtUIEALED UZ GAUGE, SPEC. FED. QQ-W- 461F 
BLACK A~lEALED •14 GAUGE, SPEC. FED. QQ-W- 461F 
81H ANNEALEO I-IIRE 14 GAGE 5000 PER BAG 
121H AlltlEAL[O HIRE 14 GAGE 2500 PER BAG 
141H ANIIEALEO J.IIRE 14 GAGE 2500 PER BAG 
TAPEREO,HARmlD00,60 IN. ,FOR HWY ST. BROOMS 
OUST, SLIP-OH, W/HDLE, 22 IH . FRAME,30 IN.SURFACE 
REPLACEMEIIT HEAD FOR 30 IN SURFACE lll30LTR 
l.lDIN~ER,BUCKET-TYPE I CLASS A,STYLE l,SJZE l 
ALKALIIIE LICIIHO DETERGENT FOR BIG RIG STEAM CLHG 
SCOURIIIG W/ 0 BLEACH ( 48/14 OZ CANS PER CASE I 
HOT-OlPEO , GALV ., SELF CLOSE DOME COVER,55 GAL CAN 
PAPER, ROLL, GRADE A, CLASS II 

R-10 DUST PRE-FILTER 
R-21 ORGAIUC, VAPOR, PAIHTIIIG 

SFRAY PAIIITlllG PROTECTION, CONPLETE 
R-15 PAIIITlllG PRE-FILTER 

WELDillG FROTECTIOtl, COMPLETE 
R-12 DUST ,FUNES,I-IELDIIIG 

lCC VIALS 4 TO UtlIT 
W/ STI:IG-KILL DEPT.OF TRAUS FIRST AID 10 UHIT 
PLASTIC ADIIESIVE 2IH . X3-l / 2 W. 02-09-15 
SAFETY DISPEllSER 5GAL. RE: EAGLE tlODEL U2-S1-S 
ADJ 6 3/ 4-7 5/ 8 FOR HARD CAPS IIYLDH WEB VINYL DD 
FOR HARD CAPS,SIZE SMALL UP TO 7 1/8 
PROTECTlVE,SAtlKEY IMEtl.)Sl_ZOO ALUM.ALLOY, 5 IH. 
PROTECTlVE,SAIIKEYltlEtli>Sl 200 ALUl1 . ALY,5-l/Z Ill. 
CLASS l VARIOUS SIZES -
STOCKPILE COVER, 24 FT. X 36 FT HT 26 
STOCKPILE COVER, 24 FT. X 48 FT . MT 27 
RAltl, StlALL 136-381 
OVERALL, SMALL 
OVERALL, LARGE 
OVERALL, X/ LARGE 
RAIII, OI~ SIZE FITS ALL 
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Inventory Ma nagement Performance Indicators 

Three performance reports were designed: zero-use, 
inventory turnover, and inventory value versus lane 
miles. 

Zero-use Report 

It was clear that eliminating surp lus inventory and 
junk held the greatest i mmediate potential for in­
ventory reduction. Thus the first performance report 
was developed to give inventory managers a tool to 
assist in identifying those items in inventory that 
had not been used recently. The report is prepared 
monthly from AIMS Inventory Master File records and 
reflects all inventory records for an organization 
(county maintenance district, engineering district, 
or central warehouse) against which there have been 
no issue transactions during the previous 12-month 
period (Table 1). 

When the baseline report was run, the zero-use 
value totaled $13.9 million, or 29 percent, of the 
June 30, 1981, total inventory value. This was the 
first time that the magnitude of excessive and sur­
p lus inventories had been quantif ied. The I nve ntory 
Reduction Program set an initial goal to r educe the 
value of zero-use items 50 percent by June 30, 
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1982--a goal that would result in a more than $7 
million inventory reduction. 

Inventory Turnover Report 

It was also clear that, for reasons already cited, 
storekeepers and materials coordinators were setting 
reorder points and quantities so that they would 
never be out of stock. As a result, quantities in 
inventory represented far more than immediate needs 
plus a safety stock. The problem was that the AIMS 
system was not reporting a performance measure that 
has been the most wi dely used i nve n tory management 
indicator in the pr i vate sector--inve ntory turnover. 

Inventory turnover is the quantitative measure­
ment of the number of times each item in inventory 
turns over each year. When expressed a little dif­
ferently, it tells an inventory manager, based on 
the past 12 months' use, the number of months that 
the on-hand quantity will last. The turnover rate 
is used to identify items that may be overstocked or 
understocked. The inventory turnover report is 
prepared monthly from AIMS Inventory Master File 
records and is calculated by comparing total use in 
units for the previous 12-month period with the 
average number of units held in inventory for the 
same period (see Table 2). 

Table 2. Inventory turnover report. 

PROG P3584710 INVEllTOP.Y TUPNOVER RErORT BY ORG P.Ull DATE 06/ 30/82 PAGE 
& TIME 20 :27 

7 
JULY, 1981 lHRU JUNE, l9B2 

ORG 011 GROUP 12 SIGII ACCESSORIES 

------AVERAGE lNVEHTORY--------
CCHMODllY CODE QTY VALUE 

0210-2291-0000 272 . 0 $1,572 . 62 
0210-2300-0000 1,122 . 0 $1,279.17 
0210-2320-0000 3 . 9 B6.36 
0210-23b0-0000 9 . 3 $69 . 69 
0210-2390-0000 103 . 0 $1,004.25 
0210-4020-0000 3.5 $84.99 
0210-4030-0000 4 . 9 $ 75 . OB 
0210-6010-00DD 10 . 0 $442.26 
0210-9010-0000 85 . l H,13.15 
0210-9020-0000 16.6 $26 . 15 

GROUP 12 TOTS 3,791.3 HB,918.40 

GROUP 13 SIGN RAW MATERIALS 

0210-1170-0000 2 . 2 t66 . 16 

GROUP 13 TOTS 2.2 t66.16 

TOT.Ill 
USAGE 

!UNITS l 

~27 . 0 
610 . 0 

14 . 0 
1. 0 

222 .0 
5 . 0 
2. 0 

24 . 0 
59 . 0 
25.0 

4,067 . 0 

6 . 0 

6.0 

GROUP 16 LHIE PAI ITT, BEADS & PROTECTORS 

8010-4320-0101 962 . 4 97,158 . 69 3,026 . 0 

GROUP 16 TOTS 962.4 97,158.69 3,026 . 0 

GPOUP 18 FASTENERS 

Sl0S-1S20-00l2 0.2 t . 33 l. 0 
530S-l520-00S6 0 . 5 U.06 4 . 0 
5305-1520-0103 0 . 2 $.61 2 . 0 
5305-1520-1104 0 . 2 S.81 3 . 0 
5305-1520-1206 0 . 5 S2.75 1. 0 
S305-1S20-l250 2 . 5 915. 78 1.0 
5305-1520-2207 0.0 S. 55 3. 0 
5305-1520-6109 1.0 $16 .15 1.0 
5305-1520-6550 0.6 $31. 21 1.0 
5305-1525-0033 0.5 H.11 2 . 0 
5)05-1525-0204 0 . 4 U . 63 1.0 
5305-1525-1103 0.2 $ .64 1.0 
5305-1525-2057 0 . 3 Sl.28 2 . 0 
5306-0510-3150 2 . 6 tlOl. 77 1.0 
5308-1000-025ft 3.3 t.89 1.0 
5308-1000-0356 2 . 7 U.54 5 . 0 
5308-1000-0'103 0.7 t . 54 3 . 0 

IHVEtlTORY 
TUPIW\/ER 
I HotntlS l IIOMEIICLATURE DESCRIPTIOII 

14.2 
16.5 

3 . 2 
111. 9 

5.5 
8 . 4 

29 . 4 
5.0 

17. 2 
7.9 

11.1 

4.4 

4.4 

3 . 7 

3.7 

3.0 
1.6 
1. 4 
0 . 9 
6 . 9 

30 . 9 
0 . 2 

12 . 0 
7. 9 
3. 4 
4 . 9 
3 . 0 
1. 9 

31.9 
39 . 9 
6 . 6 
3. 0 

H 2 29 
H 2 30 
H 2 31 
H 2 34 

H 2 3B 
H 4 2 
H 4 3 
H 6 1 
H 9 1 
H 9 2 

H 1 17 

1 CIIAN BAR AIICHORS 3FT 61N 4 . 0 LB 
CHAN BAR ST RA P 2.0LB 
CHAMIEL DRI VE CAPS HAN 2.75 LB 

CHANIIEL OR I VE CAP 6 FT . 
CHAN BAR BRK WA Y 8FT 2. 25 LB 

STE EL BAND IT BMlO 3/ 41N ROLL 
BMIO IT BUCKLES 3/4IH BOX 
FRAME PORT SIGN SUPPORT 361N 

ORANGE TRAFFIC CDIIE I 28 INCH I 
REF LE CTI VE OMlD I 28 II ICH I 

l!IVITS CHERRY POP 1000 BOX 

PAIIIT, TRAflC WHITE TPAFFIC LOW HF.AT ,RflPID ORY, 55 GAL DRUH 

SCREW,CAP ALY STEEL,HE XGN HO,GRflDE 5,DIA . 1/4,l . l/2 N. C.T. 
SCREW.CAP ALY STEEL ,HE XGN HD,GR.5,DIA.1/4 L. l NC 
~CllEW, CAP ALY STEEL,HE XGN HD , GRADE 5,0IA.l / 4,L.l/l/2N . C.T. 
SCP.Hl,CAP ALY STEEL,IIEXGN HO,GRADE 5,DIA . 5/16,ll-l/2N . C.T. 
SCREW,CAP ALY STEEL,HEXGN HD.GRADE 5,DIA.5/16,L.2-l/2N.C.T 
SCREW,CAP ALY STEEL,HE XGN HD,GRAOE 5,DIA.5/16,L . 3 N.C.T 
SCREU,CAP ALY STEEL,HEXAGN HD,GllADE 5,0IA . 3/ 8,L.2-l/Ztl .C.T 
SCREW,CAP ALY STEEL,HE XAGON HD,GRADE S,DIA.S/B,L . l-1/2 tlCT 
SCREW,CAP HEXAGN HD,ftIGII CRBN,GRADE 5,DIA.5/8,L.6 ttCT 
SCREW,CAP HE XAGN HO,HIGH CReN,GR . 5,DIA.1/4 L. l HF 
SCREW,CAP ALY STEEL,HE XAGDtl HD,GRADE 5,DIA . l/4,L.2-1/2 HFT 
SCREW,CAP ALY STEEL,HE XAGON HD,GRADE 5,DIA . 5/16,L.l-l/2NFT 
SCPEW,CAP ALY STEEL,IIEXAGON HD,GRAOE 5,DIA . 3/8,L.l IIFT 
BOLT , CARRAGE W/ 0 11\JT,r;tro IJIISLT HD,SQ t1K,GR8,0IA 3/ 8 l l-l/2NC 
ROD THREADED,NC,3FT.LIIGTll,CB1LSTL,SIZE 1/4,ROO 20 
ROD THPEADED,IIC,3FT.ltl'.;TH,CB1LSTL,SlZE 3/8,ROO 16 
ROD THPE/\Oi:D ,tlC, 3FT . LIIGTH ,CBH . STL, SIZE 7/16 1!00 14 
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The formula is X = 12Y/Z, where Xis the turnover 
in months, Y is the average annual inventory, and Z 
is annual use. For example, a tire that has an 
average annual inventory of 6 uni ts and an annual 
use of 12 units has a turnover of 6 months 
[12(6) / 12]. In other words, the normal inventory of 
this tire is sufficient to last 6 months under 
typical conditions. 

Turnover ratios gain significance when tucnover 
standards or goals are developed. When it is ques­
tioned whether an overstocked or understocked condi­
tion exists, the turnover rate must be considered in 
l lgh t of t he goal ond delive ry ·tim1111 , mi n imnm pur­
chase requirements, sto rage c a pabilities , method of 
p rocu r e me n t , a nd actual a nd anticipate d ne e d for the 
item. When it is d.etermined tha t t he re i s a n e xcess 
of an item, the reorder point and quantity should be 
adjusted and steps should be taken to record the 
excess quantity as surplus. 

TP~ h~s~ lin~ turnover repor t a s of June 30, 1981, 
identified many commodity groups that had a turnover 
in excess of 12 months (see Table 3). The Bureaus 
of Office Services and Highway Maintenance, with the 
a ss is t a nce of field inventory managers, developed 

Table 3. Inventory turnover goals and results. 

' 

I 
INVENTORY 

TURNOVER 
COMMODITY GROUP (MONTHS) 

6/30/81 

'.=============~ 
FIELD RELATED 

Signs & Acceuoriu 13 

Traffic Lino Paint & B11clt 15 

Pipe 13 

Tin,s & Tubes 8 

Tire Chains&. Aocessories 35 

B•tteriet 6 

Automotive Parts 20 

Other Equipment Repair Parts 15 

Cutting Edges & Shoes 22 

Guiderail 37 

INVENTORY 
TURNOVER 

GOAL 
6/30/82 

10 

12 

11 

6 

6 

4 

12 

6 

15 

12 
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inventory turnover goals for each major commodity 
group (except fuels and bulk materials) to be met by 
June 30, 1982. If these goals were achieved, inven­
tory could be reduced by as much as $4 million. A 
combined inventory reduction goal of $11 m111 i on was 
set ($7 million zero-use reduction plus $4 million 
turnover reduction). 

Inventory Value Versus Lane Miles 

The AIMS system had no indicator by which to compare 
the relative value of the inventory in one county or 
engineering district with that in another. Lacking 
was a common denominator to compare organizations of 
different sizes. After the correlation coefficient 
had been tested by using regression analysis (see 
Figure 2) , lane miles was chosen as the common de­
nominator. The graph and tables showing inventory 
values per lane mile for all counties and districts 
were included with the Inventory Reduction Program. 
The indicator can be useful in determining the rea­
sons why inventory value per lane mile is higher (or 
lower) in one county versus that in another and 
identifies locations that require a detailed analy­
sis. 

INVENTORY 
TURNOVER 

ACTUAL 
6/30/82 

14 

8 

6 

16 

6 

12 

12 

15 

27 

INVENTORY 
TURNOVER 

ACTUAL 
9/30/82 

12 

7 

8 

5 

15 

6 

14 

12 

14 

24 

...._,____ -----------------i >--------t-------+-------t---------< 
Lumber 

-·--------
Steel & lrun 

Paint & Brushes .... 
Tarpaulin, 

----· -Fastener, 

Bridge Decking & Inlets 

19 

44 

24 

11 

31 

12 

12 21 19 

24 26 26 

12 16 14 

6 12 12 

12 24 16 

10 25 20 

'--- -------------- --j i-------+------+-------1--------f 
Roadside & Landscaping 

1-- -

Electrical Supplies 

-
Concrete & Cement 

1--

Safetv Supplies 

10 

12 

12 
- - - -- - ----------H------

GENERAL OFFICE RELATED 

Forms, Publications, Office Supplies 12 

Janitorial Supplies 9 

6 11 9 

6 7 

6 4 4 

9 11 10 

10 12 13 

6 7 
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Quantitati ve Methods 

It is not enough to issue performance reports that 
show an i nventory manager that a certain percentage 
of his inventory represents zero-use items or that 
the turnover ratio for several commodity groups 
exceeds the goal. Quantitative methods for deter­
mining where priorities should be placed, how re­
order points and quantities should be set, and how 
to translate a maintenance program into material 
requirements are needed. The following three quan­
titative methods address these problems. 

ABC Classification Analysis 

ABC analysis is a quantitative technique used to 

Figure 2. Lane miles versus inventory value for county maintenance districts. 
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focus attention on and apply effort to items that 
have the potential for yielding the greatest cost 
savings (2). ABC analysis stratifies commodities 
into three classifications based on their value 
relative to their numbers. Figure 3 is an ABC anal­
ysis of PennDOT's commodity groups. 

The A items should be controlled the most closely 
because they are few in number (8 percent) but rep­
resent 57 percent of the total inventory value. The 
A items should . be controlled by a computerized in­
ventory system, and an economic order quantity (EOQ) 
model (discussed later) should be applied to sys­
tematically determine optimum r eorder points and 
quantities. The B items represent 39 percen t of the 
total and 31 percent of the value. These items 
should also be controlled by an automated system but 

O FISCAL YEAR ENDING JUNE 30 1981 • FISCAL YEAR ENDING JUNE 30 1982 . 

:J.- I I I I I I I I I I I I 
1,200 

0 ·-
0 V 0 

0 0 0 / 

1,000 

900 

/ 
VuNEAA REGRESSION 

CORRELATION• .73 

0 00 BOO 

V 
VO 

/v 0 
0 0 

n. 700 

~~v 
LINEAR REGRESSION '--

0 0 o• ~ o CORRELAnON • .15 

0 0 7- ' Oo 0 

I~ 
/ ~ 0 0 

/ ·o o• . 0 0 

INVENTORY S 
Un Thouund,I 800 

500 

0 ?: Oo V i 0 . 
• O 

~ 0 'O • 0 / 0 . 
0 400 

Y o :k1 
~ . . 

A 
.. 

0 
oc;., • 

.. . . . . . 300 

~ 
. . 
~ 

. . 
/ • 0 . . 

200 -
y' . 

0 

100 0 

250 500 750 1,000 1,250 1,500 1,750 2,000 2,250 2,500 2,750 3,000 

LANE MILES 

Figure 3. ABC inventory classification. 

100 

90 

80 Cumulative% of Items in Inventory 
Cumulative % 
Of I nven1o ry 

70 
Percentage of Percentage of 

Value Total Total Inventory 
CLASS GROUP Commodities Value 

60 

A Tra Hic Paint/Beads; Pipe; Bituminous Mat's; 
50 Aggregates; Winter Mat 's; Petroleum 

C Products ; Cutting Edges; Engines; 8% 57% 
40 Guiderail ; Tarpaulins ; Bridge Decking; 

Roadside/ Landscaping Mat's. 

30 B 
B Signs/ Accessories; Tires/ Tubes/Chains; 

20 
Batteries; Hand T oafs; Lumbe r 39% 31% 
Steel/Iron ; Paint / Brushes; Misc Mat's , 

A 
10 C Equipment Repair Pan s; Office/Janitorial /Safety 53% 12% 

Supplies; Forms/P-.ibs/Mt.i ps; Fa1o1en1;1rs 

10 20 30 40 50 60 70 80 90 too 100% 100% 
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less closely than the A items through use of the 
optimum order quantity portion of the model alone. 
The C items represent 53 percent of the total but 

need to be further classified into two groups: (a) 
items to be controlled on an automated system be­
cause of operational problems in the event that the 
items are out of stock (e.g., equipment parts) and 
(b) items requiring no automated controls (e.g., 
office supplies and forms). C items" should be con­
trolled by subjectively determined order quantities. 

Inventory managers at PennDOT have been en­
couraged to prepare an ABC 1mc1lysis on the inventory 
they control. The primary usefulness of this tech­
nique thus far has been to focus attention on A 
items, which should be first-priority items when the 
zero-use and inventory turnover reports are used to 
identify and reduce inventory. 

EOQ Model 

All inventory reorder points and quantities on the 
AIMS system are currently set subjectively. Sub­
jective determination does not assure minimum in­
ventory costs. Private-sector enterprises, par­
ticularly manufacturers, have successfully used the 
EOQ model as an inventory device for some time. 
Basically the EOQ model, given annual demand, cost 
of placing an or-de:r, cost of ..... ~.u .. £..z i,.'=' a unit in 
inventory l year, cost of being out of stock l unit, 
lead time between the date on which the order is 
placed and the date on which the order is received, 
and average demand over the lead time, will first 
determine the optimal order quantity and then deter­
mine the optimal order point to balance inventory 
costs against the risk that the item will be out of 
stock to minimize inventory costs. 

In a report prepared by an Office Services busi­
ness intern in summer 1981, many of the problems in 
applying the EOQ model were described. For example, 
one of the biggest problems in applying the model, 
particularly to a department of transportation in a 
cold-weather state, is determining the effect of 
seasonality of maintenance activities and the un­
predictability of winter activity on demand for 
materials. Simplified EOQ models are currently 
being investigated (J). 

Materials Requirements Planning 

Materials requirements planning (MRP) is another 
.quantitative method that has been extensively used 
by the private sector to manage inventories but has 
not been so used by PennDOT. MRP is the process of 
translating a maintenance plan into detailed mate­
rials requirements. MRP is a relatively new (late 
1960s) solution to an old problem: availability of 
the material needed for production without excess 
inventories (!>• 

The computerized Highway Maintenance Management 
System (HMMS) used by PennDOT to define, among other 
things, the effort and resources required to perform 
a maintenance activity is scheduled for redesign. 
One of the goals of the r~design will be to inte­
grate the maintenance programming on HMMS with mate­
rials use and inventory on AIMS, a step toward MRP. 

Surplus 

Armed with the new zero-use report, inventory man­
agers made efforts to reduce surplus-dominated in­
ventory reduction activities in the initial phases 
of the program. Office Services released a proce­
dure memorandum that brought inventory managers up 
to date on the various methods available to dispose 
of surplus. They were made aware of the Department 
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of General Services' surplus contracts for tire 
casings, batteries, steel drums, waste motor oil, 
and scrap material and how to use them. Office 
B'!'!:~·i~"'~ ~l<,n n"'gnt.i ,it<>n with local authorities for 
advertising and selling surplus or damaged snow 
fence, posts, and guiderail wire. Transfer proce­
dures were explained and AIMS coordinators were 
encouraged to advertise surplus items statewide over 
the departu;ent' s compute&: network. A new inquiry 
through AIMS was developed so that any division 
could determine for any commodity its quantity and 
location anywhere in the state. Procedures for 
transferring surplus to the Surplus Property Divi­
s ion of General Services for public advertising and 
sale were also explained. Due to the sheer volume 
of surplus identified at inventory locations 
throughout the state, the Surplus Property Division 
did not have sufficient storage facilities or staff 
to handle it efficiently. The lead time between 
identification of surplus and approval for transpor­
tation to Harrisburg and sale of the surplus quickly 
became unacceptably long. The alternative of hold­
ing regional auctions with General Services was 
investigated. Two public auctions were held in the 
central and southwestern parts of the state. More 
than $1. 5 million in surplus (book value on AIMS; 
was sold or transferred to other state agencies from 
these auctions. Because proceeds from the public 
auctions were low, the department developed another 
alternative by offering surplus to local government 
at 50 percent of the book value. 

Four local sales open only to municipalities have 
been held thus far; more are being scheduled. As an 
incentive to di°spose of surplus, revenues from the 
sales are credited back to the organization declar­
ing the surplus. 

Other efforts made to help remedy the causes of 
surplus are better planning for the introduction of 
new mate~ials so that existing materials are used up 
before new materials are ordered and the introduc­
tion of life-cycle cost analysis to determine the 
low bidder on equipment purchases. 

Procurement Methods 

PennDOT has worked closely with the Department of 
General Services in eliminating material contract 
lapses. An extension clause has been added to con­
tracts that should eliminate any future problems 
with lapses. Stockpiling before the end of a con­
tract has been eliminated. Authority to purchase 
contract items locally when contract minimums exceed 
immediate needs has been granted. Now that contract 
problems have been resolved, commodities that have 
statewide use but have been purchased through the 
requisition process are being placed on contract. 
Even though there is a long lead time between sub­
mission of requirements and issuance of the con­
tract, the terms of the contract do not require a 
county to purchase the estimated quantity. Moreover 
a county can order from the contract as needed 
rather than.receiving a year's supply at one time. 

Management Commitment 

In addition to the top management commitment given 
to the development and institution of the inventory 
reduction program, managers at all levels are held 
accountable for achieving the reduction goals. The 
deputy secretary for administration, who has top 
management responsibility for the program, conducts 
periodic inventory control visits to determine pro­
gress and identify necessary improvements. As an 
incentive to achieve the inventory reduction goals, 
inventory management has been added as a new cate­
gory to the annual Maintenance Awards Progr.am. 
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INVENTORY REDUCTION PROGRAM RESULTS 

By June 1982, 9 months after the program had been 
launched, statewide inventories had been i:educed 
$11.9 million (25 percent), from a level of $48.1 
million in June 1981 to $36. 2 million in June 1982 

Figure 4. Inventory reduction: June 1981 versus September 1982. 50 
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( see Figure 4). The overall reduction goal of $11 
million had been exceeded. By September 1982 , 
further reductions of $2.4 milJ.ion had been 
achieved, bringing the total reduction to $14 . 3 
million ( 30 percent). Inventory reduction by engi­
neei:ing disttict was shown i n Figure 1 , and the 
reduction by commodity gi:oup is shown in Table 4. 
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Table 4. Inventory reduction by commodity group: June 1981 versus September 1982. 

Inventory Value 
In Mill ions Change 

Group Juno 1981 Juno 1982 Sept, 1982 s % 

Signs & Accessories $ 9.3 S 6.8 S 6.6 - 2.7 -29 

Traffic Paint & Beads 4.2 4.2 3.7 - .5 -12 

Pipa 2.4 2.2 1.3 - 1.1 -46 

Bituminous Materials 2.0 1.7 1.7 - .3 -15 

Aggregates 3.9 3.5 2.5 - 1.4 -36 

Winter Materials 5.7 2.5 3.3 - 2.4 -42 

Motor Fuels 1.0 1.0 1.0 

Other Fuels, Anti-Freeze, Detergents .4 .4 .4 

Motor Oils & Lubricants .5 .4 .4 .1 -20 

Tires, Tubes, Tira Chains 1.9 1.3 1.3 .6 - 32 

Batteries .2 .2 .2 

Engine and Engine Parts .6 .3 .3 .3 -50 

Automotive & Equipment Parts .8 .7 .7 ,1 -13 

Hand Tools 1.3 .5 .4 - .9 - 69 

Cutting Edges & Shoes 2.6 1.5 1.4 - 1.2 -46 

Lumbar .3 .2 .2 - .1 - 33 

Guiderail 3.1 2.3 2.2 - .9 -29 

Steel& Iron .9 .4 .4 - .5 -56 

Paints & Brush• .8 .5 .4 - .4 - 50 

Tarpaulins .2 .1 .1 - .1 -50 

F•t11nen .7 .5 .3 - .4 -57 

Bridgt Declcing & Inlets .3 .3 .3 

Roadside & Landscaping Materials .8 .8 .4 - .4 - 50 

Fom11, Pubs, Maps 2.4 2.6 3.1 + .7 +29 

Office;Janitori1l , Safety Supplies 1.2 .9 .8 - .4 -33 

Ot1wr M-ials .6 .4 .4 - .2 -33 

$48.1 $36.2 $33.8 $-14.3 -30% 
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Figure 5. Reduction of zero-use value: June 1981 versus September 1982. 
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The value of zero-use items was reduced 59 per­
cent ($8. 2 million), from a level of $13 . 9 million 
in June 1981 to $5.7 million in June 1982 (see Fig­
ure 5). The reduction goal of 50 percent ($7 mil­
lion) had been exceeded. By September 1982 , further 
reductions had brought the zero-use value down to 
$4. 7 million. 

By J une 1982, the inventory turnover rate on 17 
of 22 commodity groups had improved from the 1981 
level. However, only five of the established turn­
over goals had been met (see Table 3). The turnover 
rate on several A commodities (e.g., cutting edges, 
pipe, and guiderail) and B commodities (e.g., steel 
and iron and tires and tubes) improved dramatically, 
whereas the turnover rate on several C commodities 
(e.g., eq uipment parts and forms, publicati ons, and 
office s upplies) showed less impr ovement or in­
creased slightly. The turnover calculation reflects 
only quantities and not value. If the higher rela­
tive value of A and B items compared with that of C 
items (see Figure 3) and the dramatic reduction in 
several A and B commodities is considered, this may 
explain why total inventory was reduced by $3.7 
million due to turnover rate improvements, an amount 
that almost met the $4 million goal. 

APPLICATION TO OTHER DEPARTMENTS OF TRJ\NSPORTATION 

A survey conducted by the Texas State Department of 

Highways and Public Transportation in 1.c1.1.J. 1981 
revealed that of the 39 state departments of trans­
portation that responded, 22 have state-of-the-art 
computerized inventor y manageme nt s y s t e ms , 3 have 
old or outdated systems, and 14 have no system at 
all (unpublished survey). It is suggested that many 
aspects of Pennsylvania's inventory reduction pro­
gram can be applied to those states with computer­
ized systems and that those states in the process of 
designing automated systems can benefit from the 
quantitative methods and performance indicators 
adapted by PennDOT. 
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