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sample size for this example should be less than 
one-half of the total sample size. This appears to 
suggest that, in general, the initial random sample 
can be small, regardless of the total sample size. 
The size of this sample may in fact be dictated by 
the requirements on the estimation of the dis tr ibu
tion of the explanatory variables in all the 
groups. This point was not addressed in this paper, 
which assumed that this distribution is known. 

CONCLUSIONS 

The two major conclusions from the work described 
here may be stated as follows: 

1. The SO procedure can introduce a significant 
increase in parameter estimation accuracy, and 

2. This optimization need not be based on accu
rate initial parameter guessec; only a small pilot 
sample is needed to produce sufficiently accurate 
guesses. 

It should be emphasized, however, that these con
clusions result from a specific set of tests per
formed on prespecified models. Even though these 
models were chosen without any regard to the final 
results, these results can be generalized only with 
caution. The results are, however, encouraging in 
that the SO procedure appears to be worthwhile in 
cases where it can be applied. It requires nonlin
ear optimization software, which -may not be easily 
used in many environments. 
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Procedure for Predicting Queues and Delays on 
Expressways in Urban Core Areas 
THOMAS E. LISCO 

A procedure that predicts morning inbound and evening outbound queuing de
lays on express highway facilities in downtown areas is discussed. The proce
dure is based on the relationships among hourly traffic capacities at bottleneck 
points, daily volumes at those points, and associated queues and delays. The 
need for sµch a procedure arose from difficulties in using traffic assignment or 
other existing analysis techniques to predict queues and delays associated with 
alternative highway plans. Empirical delay data for developing the procedure 
came from nearly 600 speed runs conducted on the express highway system in 
and near downtown Boston. Fourteen queuing and potential queuing situa
tions ware analyzed. The relationships derived appear to be generalizable, and 
the specific results from the Boston area should apply to other urban areas of 
comparable size. 

A procedure that predicts peak-period queuing and 
delays on express highway facilities in downtown 
areas is discussed. The procedure is based on the 
relationships among hourly traffic capacities at 
bottleneck points, daily volumes at those points, 
and associated peak-period queues and delays. (In 
this paper the term daily volume refers to average 
weekday traffic.) The procedure was developed by 
comparing observed bottleneck capacities with empir
ical delay data for traffic upstream of the bottle
necks. Capacities were derived from traffic counts 
at bottleneck locations. The delay data were from 

almost 600 speed runs conducted on express highway 
facilities in and near downtown Boston, mostly dur
ing 1978 and 1979. The procedure was developed for 
use in detailed evaluations of potential traffic im
pacts and benefits of alternative highway invest
ments in downtown areas. 

The need for such a procedure arises initially 
from difficulties in using the output from traffic 
assignment models to predict peak-period operating 
conditions and cost-benefit statistics associated 
with alternative highway plans. The basic problem 
is that the regional traffic assignment process 
derives speeds for individual links separately based 
on their individual volume/capacity (v/c) ratios and 
does not consider the queuing effects of bottleneck 
locations. Thus in typical downtown area queuing 
situations, where one bottleneck highway segment can 
create queues stretching into many other segments, 
traffic assignments cannot indicate the locations 
and extents of queues or the delays associated with 
them. Because queuing can be of major importance in 
peak-period expressway operations in downtown areas, 
the assignments can be grossly inaccurate in pre
dicting peak-period operating speeds. Similarly, 
the associated cost-benefit statistics can miss much 
of the phenomenon they are intended to measure. 
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A potential solution to this problem would be to 
attempt a queuing analysis based on peak-period 
traffic assignment results. Such an analysis would 
fail for two reasons. First, by its very nature a 
traffic assignment is balanced, with all hig~way 
links clearing all traffic assigned to them for the 
time period of analysis. Thus there is no possibil
ity of an assignment producing for a bottleneck link 
the different vehicle arrival and service rates nec
essary to perform a queuing analysis. Second, a 
well-calibrated traffic assignment will indicate all 
bottleneck links opet:ating exactly at capacity dur
iflg peak periods, with no indication of which are 
major and minor bottlenecks. In some cases the as
signments will indicate volumes greater than actual 
capacities at bottlenecks, but the degree to which 
such volumes are indicated is related more to the 
nature of the capacity constraint in the assignment 
program ·than to the queuing phenomenon. Therefore, 
these greater-than-capacity volumes are not particu
larly helpful in predicting the extents of potential 
queues. 

An alternative solution would be to perform a 
queuing analysis based on daily traffic assignment 
volume!! with given fractions of daily traffic as
signed to peak hours. The traffic assigned to peak 
hours would be compared with capacities at bottle
neck points. Again there would be severe problems. 
One problem is that different bottlenecks process 
different fractions of daily traffic during the peak 
periods, with lower fractions being handled by se
vere bottlenecks. Thus a given fraction applied to 
all bottlenecks would underestimate the effects of 
small bottlenecks and overestimate the effects of 
large ones. A more important consideration is that 
queues rarely contain more than several hundred ve
hicles at one time. Thus any procedure that at
tempts to predict queues through calculating dif
ferences between arrival and service rates must 
project flows with a great deal of accuracy. Cer
tainly, this cannot be done by allocating fractions 
of daily traffic to hourly flows at bottleneck 
points. As before, the delays calculated will re
late far more to the assumptions used in the alloca
tion than to the queuing phenomenon. 

Because of the difficulties involved in predict
ing vehicle arrival and service rates from traffic 
assignments and, more generally, the problems of ac
curately predicting these rates by any method <l-1>• 
the procedure documented in this paper follows an 
approach that predicts queuing delays directly with
out calculating the difference between arrival and 
service rates. Specifically, the analysis approach 
assumes that there is a consistent relationship be
tween daily traffic volume at a bottleneck point 
compared with capacity, and typical peak-period de
lays upstream of the bottleneck. 

To search for such a relationship, an extensive 
analysis was conducted of the complex expressway 
queuing phenomenon in and near downtown Boston. De
lay data were compared with volumes and capacities 
at bottleneck points, and a set of rules was devel
oped that operates in the formation of queues and 
appears to explain the interrelationships among 
them. Ultimately, a procedure was developed that 
predicts morning inbound queues and evening outbound 
queues for downtown area expressways. The procedure 
is in two parts. In the first part the average max
imum peak-period delays are predicted by using a 
comparison of daily bottleneck volumes with hourly 
capacities. In the second part queue speeds are 
derived from hourly v/c ratios of queue sections, 
and queue lengths are calculated from queue speeds 
and delays. 

In this analysis no attempt has been made to pre
dict outbound morning delays or inbound evening de-
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lays, or delays on highways that are not downtown 
oriented. Also, no consideration has been given to 
predicting delays caused by heavy stop-and-go traf
fic with no explicit bottleneck points. Such cir
cumstances were not adequately represented in the 
data, Further, the procedure as presented does not 
include any consideration of the variation of queue 
lengths during the peak period. Patterns of within
peak variations tend to be similar among queues and 
can be adjusted as circumstances require. 

BASIC RELATIONSHIPS GOVERNING MORNING AND EVENING 
PEAR-PERIOD QUEUING DELAYS 

The basic relationships between average maximum 
peak-period delays and daily traffic related to 
hourly bottleneck capacity are shown in Figures 1 
and 2 for morning and evening peak periods. The 
relationships shown are manually fitted curves from 
the Boston speed-run data. Six data points are for 
the morning peak period, and eight data points are 
for the evening peak period. The data in the fig
ures indicate that peak-period queues and delays be
gin to materialize when daily traffic volumes reach 
the vicinity of 8 to 10 times the hourly capacity at 
bottleneck points. Evening peak-period delays are 
greater than morning delays for any given daily vol
ume relative to hourly bottleneck capacity because 
evening peak-period traffic tends to be heavier than 
morning peak-period traffic. Similarly, evening de
lays increase more quickly than morning delays for 
given increases in daily volumes relative to bottle
neck capacities. 

In evaluating the curves shown in Figures 1 and 
2, it can be seen that their shapes are quite regu
lar and sensible. Also, the relationships between 
the fitted curves and the data points are close. In 
no case does the predicted delay from the curves 

Figure 1. Daily traffic volume as a multiple of hourly capacity at bottleneck 
versus average maximum morning peak-period delay. 
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Figure 2. Daily traffic volume as a multiple of hourly capacity at bottleneck 
versus average maximum evening peak-period delay. 
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differ from the experienced average delay of the 
speed runs by more than 1 min. This difference rep
resents less than 15 vehicles per lane in a typical 
queue. 

Of the 14 data points, only 2 are irregular in 
their derivation. These data points are circled in 
Figure 2. The circled point with the greater delay 
is for travel from Logan Airport to downtown Boston 
through the Sumner Tunnel, an inbound rather than an 
outbound route. This data point was included in the 
evening outbound statistics because Logan Airport is 
a major traffic generator in the Boston core area, 
and because evening peak-period traffic from Logan 
Airport can be considered to be outbound, regardless 
of its direction. 

The second irregular data point, which shows less 
delay, is the data point for I-93 and the Boston 
Central Artery southbound during the evening peak 
period. In the derivation of delay data, the seg
ment of this route considered is assumed to have one 
long queue, even though it has an intermediate sec
tion that does not become solidly queued every even
ing. Because this section is quite short, it was 
not considered to substantially affect the validity 
of the data point. 

There is one major drawback in the data: there 
are so few data pointsi i.e., a total of 14 to fit 
two curves. Boston has only a few explicit bottle
neck points on its express highway system in and 
near the downtown area; thus data were taken for all 
of them. 

CALCULATING QUEUE LENGTHS FROM DELAYS 

To calculate queue lengths from the delay curves 
shown in Figures 1 and 2, it is necessary to compare 
queue speeds on highway segments with speeds on the 
same segments under uncongested conditions. When 
the delay per unit distance that the difference be
tween queue speed and congested speed implies is 
known, as well as the total delay in the queue, 
queue length can be determined by calculating the 
distance of travel necessary to accumulate the total 
delay. 

Information on queue speeds is shown in Figure 
3. The data in this figure relate queue speeds to 
conventional hourly v/c ratios and also indicate 
what is, in effect, a level-of-service F curve for 
queues. The input speed data for the figure were 
actual speeds from speed runs for all segments of 
all morning and evening queues on the highway system 
in the downtown Boston area. As the data in this 
figure reveal, almost all of the observed speeds are 

Figure 3. Reletionship between hourly v/c retio and queue speed: morning 
and evening queues. 
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within 1 or 2 mph of what would be pred icted by t he 
estimated curve. 

Also shown in Figure 3 is the level-of-service F 
curve from the 1965 Highway Capacity Manual (4, p. 
264). It is in teresting to note that t he es timated 
curve for queues in the downtown Boston area has 
speeds less than those of the curve in the Highway 
Capacity Manual. Although the reason for this is 
not clear, it appears that the level-of-service F 
curve in the Highway Capacity Manual was derived 
from statistics for stop-and-go conditions, with no 
explicit bottleneck points and no explicit queues. 
There is support for this notion because the only 
three Boston data points that are near the curve in 
the Highway Capacity Manual (the points circled in 
Figure 3 ) ar e those f o r I - 93 and the Cen t ral Artery 
(southbound ) in the eveni ng. As not ed p r eviously, 
this section of highway has a segment t hat is not 
solidly queued every evening. Thus average speeds 
are higher. In any case, the fitted Boston curve is 
appropriate for estimating existing and future queue 
speeds and lengths. 

The following is a hypothetical delay and queue
length calculation. Suppose an expressway has three 
travel lanes inbound, each of which has a capacity 
of 2,000 vehicles per hour. Total inbound capacity 
of the highway is 6, 000 vehicles per hour. At one 
point there is the constriction of a lane being 
dropped. Beyond this point two lanes remain with a 
total capacity of 4,000 vehicles per hour. Suppose 
also that the average weekday traffic inbound at the 
bottleneck is 50,000 vehicles, or 12.5 times the 
hourly capacity at that point. Finally, suppose 
that the highway operates at 55 mph during uncon
gested periods. 

The questions to be answered are as follows: (a) 
What will be the average maximum morning delay up
stream of the bottleneck? and (b) How long will the 
average maximum morning queue be in which that delay 
will be experienced? The answer to the first ques
tion comes directly from Figure 1. With an average 
daily traffic volume 12 . 5 times the hourly bottle
neck capacity , the average maximum morning delay 
will be about 5.7 min. 

The calculation of queue length is a little more 
complicated, In the queue area the v/c ratio is 
0.67 (4,000 vehicles per hour traveling on three 
lanes that could handle 6,000 vehicles if it were 
not for the bottleneck). This corresponds with a 
queue speed of 9. 5 mph (as shown in Figure 3). At 
this speed it takes 6. 316 min to travel a mile 
(l/9.5 x 60), In uncongested conditions it takes 
1.091 min to travel a mile (l/55 x 60). Thus ave
hicle traveling 1 mile in the queue will incur 5.225 
min of delay (6.316 - 1.091). Because the total de
lay in the queue was calculated to be 5. 7 min, the 
average maximum queue length will be 1. 091 miles 
(5.700/5.225), or 5,760 ft. 

Clearly, the procedure for calculating queue de
lays and lengths is quite simple. A little more 
work is required if there are on-ramps and off-ramps 
or variations in capacity within the queued sec
tion. In such cases v/c rat i os and speeds must be 
calculated separately by segments of the highway 
section (moving upstream from the bottleneck) and 
delays added up by segment until the total queue 
delay is achieved. 

One final note is appropriate concerning the ap
plication of the model. In determining hourly bot
tleneck capacity for the determination of delay, the 
actual peak-period capacity of the bottleneck should 
be used, including vehicle mix, weaves, and geomet
rics. Alternatively, counts may be used. However, 
for determining queue length, capacities should be 
considered to be approximately 2, 000 vehicles per 
lane per hour because vehicle mix, weaves, and geo-
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metrics become largely irrelevant when vehicles are 
waiting in line. 

DETERMINING LOCATIONS OF BOTTLENECK POINTS 

Before the procedure for predicting queue delays and 
lengths can be carried out, the exact locations of 
the bottleneck points relevant to the given queues 
must be identified. This task can be more complex 
than the application of the procedure. During the 
course of the development of the basJ,c ·model in this 
study, a number of methods of selecting bottleneck 
points were tested in an attempt to develop consis
tent relationships between peak-period delays and 
daily volumes relative to hourly capacities at bot
tlenecks. Ultimately, the best relationships were 
established by using data that resulted from defin
ing and selecting bottlenecks according to the rules 
set forth in the following sections. In performing 
the queuing analysis, the same rules should be used 
for determining the locations of the · bottleneck 
points. 

Simple Queue 

When a queue forms on an express highway with heavy 
traffic, the location of the queue will be upstream 
of the point with the highest daily volume relative 
to capacity, which point is the bottleneck point, 
Such a point may be at a constriction, such as a 
bridge or a lane drop, or at a merge or diverge of a 
major flow of traffic. 

A simple queue is shown in Figure 4, which shows 
a bottleneck point and the queue upstream of it. 
Also shown in Figure 4 are areas upstream of the 
queue and downstream from the bottleneck where free 
flows of traffic are maintained, 

Tw:o Queues in Succession 

In some circumstances a highway may have two bottle-

Figure 4. Simple queue. DOWNSTREAM 
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neck points in succession, Such a circumstance is 
shown in Figure 5, which depicts an upstream bottle
neck A and a downstream bottleneck B, Here queues 
and delays depend primarily on which is the gr.eater 
bottleneck (higher daily volume relative to capac
ity). If bottleneck A is the greater bottleneck, a 
queue will develop upstream of bottleneck A but no 
queue will develop at bottleneck B, because bottle
neck A will meter traffic to bottleneck B, so that 
no queue can develop there. Similarly, if bottle
neck B is the greater bottleneck, a queue will form 
there but none will form at bottleneck A, because 
traffic will meter itself in anticipation of the 
queue downstream. 

The only circumstance in which queues will de
velop at both locations will be where the bottle
necks are relatively far apart and substantial vol
umes of traffic enter and leave the highway between 
them. In this circumstance traffic at the two 
bottlenecks is mostly composed of different vehi
cles, and delays at the two bottlenecks should be 
predicted separately by using the volume relative to 
capacity at each. 

Split at Head of Queue 

Where a highway divides at the head of a queue, 
three potential bottleneck points may be considered 
for predicting queue length and delay. This circum
stance is shown in Figure 6, which shows bottleneck 
A before the diverge point and bottlenecks B and C 
to the left and right after the diverge point. 
Hypothetical queues predicted from the bottlenecks 
are shown in the figure, where each queue is based 
on the daily volume relative to capacity of the 
given bottleneck. 

In the case shown, bottleneck A would generate 
the smallest queues and delays, bottleneck B would 
generate the largest queues and delays, and bottle
neck C would generate queues and delays of inter
mediate length and duration, Because it produces 
the largest queues and delays, bottleneck B should 
be used ~or prediction. Potential queues formed by 
bottlenecks A and C would simply be submerged in the 
bottleneck B queue. 

Split Near Head of Queue 

A somewhat similar circumstance to that of a split 
at the head of a queue is that of a major diverge 
point near the head of a queue, with the diverging 
traffic entering a bottleneck itself shortly after 
the diverge point. This circumstance is shown in 
Figure 7, which again shows the potential bottle
necks for use in queue and delay prediction. As 
shown in the figure, bottleneck A is on the main 
line just before the diverge point, bottleneck B is 
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Figure 6. Split at head of queue. 
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Figure 7. Split near head of queue. 
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on the main line downstream of the diverge point, 
and bottleneck C is on the route used by the diverg
ing traffic. 

Also shown in Figure 7 are hypothetical queue 
lengths implied by the three bottlenecks individ
ually. Bottleneck A would generate the shortest 
queue, bottleneck B the longest queue, and bottle
neck C a queue of intermediate length. In this case 
it is the bottleneck that produces the queue that 
stretches to the point farthest upstream that should 
be used for prediction. In the example the relevant 
queue is from bottleneck B. As before, potential 
queues from the other bottlenecks would simply be 
submerged in the bottleneck B queue. 

Two Queues Joining at Bottleneck 

Yet another circumstance is that of two major high
way flows joining and encountering a bottleneck at 
the merge point. Such a situation is shown in Fig
ure a. In this case the question is whether the 
daily volume relative to capacity of the joined flow 
at bottleneck A should be used to predict equivalent 
queues and delays for the two merging flows of traf
fic, or whether the two flows at bottlenecks B and C 
should be considered separately. In this circum
stance the flows should be considered separately. 
The daily volumes to be used are those at bottle
necks B and c. The capacities to be used, however, 
are not those at bottlenecks B and C, but the frac
tions of the capacity at bottleneck A available 
through channelization to the traffic flows from 
bottlenecks B and c. 
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Queue Joining Queue Near Bottleneck 

A final circumstance is that of two major highway 
flows joining upstream of a bottleneck on one of 
them. This circumstance is shown in Figure 9 by 
three hypothetical cases. In all three cases a main 
line queue is generated from bottleneck A. Three 
different possible queues are illustrated from bot
tleneck B, which is upstream from bottleneck A and 
applies to the merging traffic where it enters the 
main flow. 

In case 1 bottleneck B creates a small queue for 
the entering traffic. This is the circumstance in 
which the entering traffic is a relatively small 
fraction of the traffic on the main line and can 
merge into the main flow without difficulty. Pre
sumably, the relationship between daily traffic and 
potential merge capacity at bottleneck B would 
create only a minor queue. In case 2 a queue is 
formed upstream of bottleneck B equal in length to 
that on the main line. Here both flows are deter
mined effectively by bottleneck A, and there is 
really one queue with two equivalent tails. In case 
3 bottleneck B creates a queue longer than that of 
the main line upstream of the merge point. Here the 
queues are probably separate in cause and operation. 

Which of these three cases applies in any given 
situation is difficult to determine because the gen
eral circumstance is, in part, equivalent to two 
queues in succession. The following guidelines, 
however, may help determine which case applies. If 
the traffic flows through bottlenecks A and B are 
largely composed of different vehicles, the queuing 
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Figure 8. Two queues joining at bottleneck. 
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Figure 9. Queue joining queue near bottleneck. 
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prediction can probably be accomplished separately 
for the two bottlenecks, as in cases 1 and 3. If 
most vehicles from both routes are destined for bot
tleneck A, however, the queuing should probably be 
predicted by assuming one queue with equivalent 
tails from bottleneck A, as in case 2. 

Summary 

The rules just discussed for bottlenecks would indi
cate that 

1. The relationship between queue delays and 
daily volumes compared with hourly capacities per
tains only to unbroken stretches of congested 
traffic1 

2. The ratio to apply is that of the point with 
the highest daily volume compared with hourly capac
ity, the point of which will be at the head of the 
queue1 and 

3. The delay to apply is that to the most dis
tant end of the queue. 

There are qualifications, and the rules need to 
be applied with careful attention paid to actual 
circumstances. But with adequate consideration of 
geometrics and traffic flows, following the rules 
previously described yields clear relationships be
tween queue delays and daily volumes relative to 
hourly capacities at bottleneck points. 

STRENGTHS AND LIMITATIONS OF THE PROCEDURE 

The procedure described in this paper has a number 
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of strengths. Primary among these are its ability 
to use traffic assignment data as input, its sim
plicity, and its generally reasonable and consistent 
results. The procedure appears to solve success
fully the extremely difficult problem of predicting 
vehicle arrival and service rates. At the same 
time, however, the relationships developed for the 
procedure are based on data collected for only a few 
queues. Only six data points for morning inbound 
queues and eight data points for evening outbound 
queues could be derived from observations of traffic 
in the Boston core area, Further, some of these 
data points are subject to question. 

An additional limitation of the procedure is its 
narrow range of applicability: morning inbound and 
evening outbound queues in the cores of urban areas 
about the same size as Boston. No attempt was made 
to calibrate procedures for queues in reverse flows 
or in nondirectional flows (such as on circumferen
tial routes), for temporary queues where construc
tion projects are under way, or for queues in urban 
areas of different sizes, Nevertheless, the basic 
approach appears to be applicable to these circum
stances, and analogous procedures could be derived 
for them with further data collection and analysis. 

Certainly, addressing problems of queuing is cen
tral to improving the operations of many urban ex
pressway systems. To the extent that the basic 
approach can be applied to other cities and circum
stances, the prediction of queuing from relation
ships between daily traffic and bottleneck capaci
ties may provide a powerful analysis tool. It could 
enhance considerably the analyst's ability to pre-
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diet and evaluate the potential impacts of urban ex
pressway projects. 
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