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Projection of Urban Household Automobile Holdings and 

New Car Purchases by Type 

CHRISTOPHER L. SARICKS, ANANT D. VYAS, and JAMES A. BUNCH 

ABSTRACT 

In this paper a procedure for modeling the 
choices made in urban American households 
among personal vehicles on the bases of 
cost, passenger capacity, and engine tech­
nology is discussed, and those preferences 
to the years 1990 and 2000 are projected. 
The results of this disaggregate technique 
are used by the other predictive research 
tasks undertaken by Argonne National Labora­
tory in a project entitled Technology As­
sessment of Productive Conservation in Urban 
Transportation (TAPCUT). In these projec­
tions vehicles with standard spark-ignition 
(Otto-cycle) engines continue to dominate 
automobile holdings and new car purchases in 
either of two soc .ioeconomic scenarios under 
any of three settings (an existing policy 
set and two alternative conservation strate­
gies). From 1990, small cars (which seat 
four or fewer passengers) dominate urban 
holdings and sales in two of the three 
TAPCUT energy strategies (the exception 
being the strategy that emphasizes individ­
ual travel), and this holds true with only a 
minor variation in both socioeconomic sce­
narios. Advanced-technology vehicles are 
most successful under the individual travel 
strategy. Vehicle characteristics are far 
more significant than demographic descrip­
tors in estimating household vehicle choice 
when using this modeling approach. 

In this paper the method and results of the house­
hold vehicle choice model used to forecast the dis­
tribution of automobiles bought and used by urban 
households in each of two projection years (1990 and 
2000) are described. These forecasts in turn led to 
estimates of total demand for and cost of travel, 
and of the future economic 
of automobile production 
areas for the Technology 
Conservation in Urban 
project. 

and environmental impacts 
and operation in urban 
Assessment of Productive 
Transportation (TAPCUT) 

The TAPCUT project had the stated goals of pro­
viding (a) a description of several alternative 
strategies that promote energy conservation in urban 
passenger transportation, (b) a better understanding 
of the environmental impacts of such strategies, and 
(c) identification of the constraints on the imple­

mentation of such strategies. 
Two productive co.nservation strategies were de­

signed to save energy in urban passenger transporta­
tion when substituted for policies currently in 
place. A reference set of impact forecasts was then 
prepared for these two strategies. One conservation 
strategy stressed group travel (e.g., transit and 
carpooling) , whereas the other promoted individual 
travel in private automobiles. The strategies were 
designed to cause minimal disruption of life-styles 
and the economy while achieving . reductions in the 

consumption of aggregate energy, especially that 
derived from petroleum. 

Travel demand analysis was performed for each of 
three typical cities under policies currently in 
place and forecast to continue, and also under the 
alternative strategies (i.e., group travel strategy 
and individual travel strategy). Environmental 
impact analysis of the forecast travel demand under 
each strategy was city specific and included estima­
tion of air and water pollutant loadings along with 
their associated impacts on human health. Traffic 
safety impacts were also estimated. Socioeconomic 
impacts caused by vehicle use and vehicle production 
were assessed. Impacts on physical environment, 
resources, health, and safety caused by vehicle and 
fuels production and infrastructure construction 
were also addressed. The final step was the overall 
comparison of policy-driven results to the results 
obtained under the in-place policy set. 

INTRODUCTION TO MODELING VEHICLE CHOICES BY 
HOUSEHOLDS 

General Approach 

Disaggregate statistical modeling of vehicle choices 
by households has a short but stimulating history 
(_!-j). In his comprehensive review of the topic, 
Tardiff Cil discusses the requirement that all such 
models define household and vehicle characteristics 
so that a sufficient (but not excessive) number of 
dependent variables are available for estimating 
coefficients of a choice function. Specification of 
too many variables may introduce a degrees-of-free­
dom problem. An appropriate course is to establish 
variables that are interactions of vehicle descrip­
tors, which do not vary across households, and 
socioeconomic descriptors, which do vary across 
households. Variables may also be established to 
correlate the sensitivity of acquiring or holding 
vehicles by household to employment opportunities 
and other measures of accessibility to various modes 
of transportation. 

In the TAPCUT modeling system household and work 
place locations are predetermined by regional popu­
lation and employment forecasts and the land use 
policy for each scenario. Aggregate household travel 
demand by mode is developed by using an extended 
version of a sketch-planning transportation model 
called extended short-r.ange generalized policy 
(XRGP) from household work-trip records and house­
hold characteristics that influence the nonwork 
travel of its members (see paper by Kaplin, Gur, and 
Vyas elsewhere in this Record). Household vehicle 
holdings are part of the record of each household's 
characteristics. To project total holdings and new 
car purchases by household class it was therefore 
sufficient to model only the vehicle choice process 
of households characterized for the XRGP model. 

Only a household-based model of vehicle prefer­
ences has an output capable of directly feeding the 
rest of the TAPCUT modeling sequence, which fore­
casts travel demand and energy use at the level of 
the standard metropolitan statistical area (SMSA). 
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Forecasts of automobile holdings at higher levels of 
aggregation than the household (e.g., regional or 
national metropolitan totals) would fall short of 
th<> r<>,.olution of the travel-demand and enerqv-use 
model, which is household based. Moreover, the 
TAPCUT project required personal vehicle data (size 
class, technology, materials of composition by per­
centage of total weight, and so on) of the highest 
possible resolution in order to foceeast the re­
source and environmental impacts of vehicle-related 
energy policies. 

Empirical Considerations 

The 1977 Nationwide Personal Transportation Study 
(NPTS) provides a detailed cross-sectional data base 
for the disaggregation of automobile holdings and 
examination of vehicle preferences (7). This 6,000-
household sample also provides considerable informa­
tion that correlates the demographic characteristics 
of households (income class, number of people, and 
age and education of household head) and automobile 
ownership by vehicle type. The TAPCUT project used 
the urban household data from this survey as its 
base file of national urban socioeconomic data. 
Vehicles included in the survey were aggregated to 
three size classes in a household descriptor file 
before their use in TAPCUT. 

Unfortunately , the NPTS provides no information 
on the evolution over time of vehicle holdings by 
specific types of household. In the absence of 
consistent longitudinal data, it was therefore as­
sumed that these holdings are stable through time 
within a socioeconomic category but not within a 
specific household, which can move from one socio­
economic category to another. For example, the 
vehicle holdings of low-income households remain 
constant, but an individual low-income household is 
assumed to change its holdings as it moves into the 
middle-income category. This in turn assumes that 
demographic or economic variables principally deter­
mine the total holdings of personal vehicles over 
time. Thus changes in the demographic structure of 
the national population, disaggregated to the house­
hold level, account for growth or decline in the 
total fleet of personal vehicles. These changes, 
represented by increases or decreases in the total 
households in each category, were estimated for 
TAPCUT through the technique of iterative propor­
tional fitting (IPF) (8). 

From this perspective a given NPTS household type 
(or cell) , which is classified according to car 
ownership plus the four demographic variables pre­
viously mentioned, will hold as many automobiles in 
2000 as it does in 1977, although not necessarily 
the same types of automobiles. This structure per­
mits households of a given type to change total 
travel but not total holdings in response to changes 
in highway or level of transit service. The type of 
vehicles held can change in response to changes in 
automobile operating characteristics such as fuel 
economy; but, again, the total number held is as­
sumed to remain unchanged. 

Prediction of holdings in year x should be logi­
cally consistent with prediction of new car sales in 
year x - n (n = 5,10) because vehicle types that do 
not succeed in the marketplace, in competition with 
alternative types, will not be available as holdings 
or used cars after 5 or 10 years. Similarly, a 
projection of household fleet distribution that 
shows a vehicle virtually disappearing from house­
hold fleets in a forecast year points to a cessation 
in sales of that vehicle before the forecast year, 
even though a standard logit probability distribu­
tion would guarantee it some fraction of sales in 
that same year. Adjustments to forecast results are 
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required whenever automobile holdings and new car 
purchases, which are projected independently, do not 
agree. 

Principal Assumptions 

In summary the model selected to project urban 
household automobile holdings and new car purchases 
had to accommodate two basic assumptions. First, 
individual households change their total holdings of 
personal vehicles only as their respective demo­
graphic status changes. Second, the characteristics 
of the vehicles held are a joint function of the 
household demographic profile specified for a given 
projection year and the attractiveness or salability 
of an available type of personal vehicle. 

MODEL FORM AND PROCEDURE 

Input-Output 

The disaggregate vehicle stock allocation model 
(DVSAM) was used to estimate vehicle holdings for 
each of the projection years. The model uses an 
incremental logit equation to estimate vehicle hold­
ing probabilities for existing technology vehicles 
and a simple logit equation to estimate holding 
probabilities for new technology vehicles. It is 
derived from a vehicle choice model developed by 
Lave and Train (~,_2) • 

The principal purpose of using an incremental 
analysis, as opposed to running the Lave-Train model 
directly, is to evolve vehicle-holdings patterns 
from predetermined conditions at a given window in 
time, thus avoiding the time and cost of generating 
annual new car sales estimates and applying a cumu­
lative scrappage function. This is accomplished by 
incorporating given information on the dis_tribution 
of holdings (in this case, the 576 x 8 NPTS array) 
and by using the model mainly to predict changes in 
this distribution. A vehicle-holdings ffre that 
uses 1977 NPTS data was created for 1980. For all 
subsequent projection years, the output vehicle 
sales file from the DVSAM run for the preceding 
forecast year was used as the base year file. 

To maintain consistency with the vehicle total 
treated in the Lave-Train choice set and to avoid 
diluting future probability distributions through 
the introduction of spurious choices, the maximum 
permitted size of any vehicle type choice set is 10 
in DVSAM. 

Given a change in the utility of automobile type 
a i, for example, to household type h (as computed 
by the Lave-Train function), and given the base 
probability of this utility resulting in a new car 
sale, the predicted probability of the holding can 
be expressed as follows: 

P 'h(a;) = exp[LiU~i P~ (a;)]/ { exp[LiU~j P~ (aj)] } 

where 

A choice set of vehicle types available in 
both base and forecast years, 
all competing vehicle types in the set, 

c change in utility of vehicle type ai 
to household h, and 

c base sales probability for vehicle 
type ai. 

(1) 

Because this choice set expands in each succes­
sive projection year (from 6 vehicles in 1980 to 8 
in 1990 and to either 9 or 10 in 2000), it is neces­
sary to partition the logit procedure to predict the 
share of newly introduced vehicles according to 
their computed absolute utility. Shares of all 
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vehicles in a given year are first d1stributed ac­
cording to a standard logi t formula (by using abso­
lute utilities); then the normalize~ percentage 
share of all vehicles that appear for the first time 
in that year's choice set (i.e., new technology 
vehicles) is subtracted from one. The remaining 
percentage represents the aggregate share for con­
ventional , or established, vehicles. This share is 
distributed among those vehicles by incremental 
logit according to the computed change in the util­
ity function from base to forecast year, as shown in 
Equation l. 

Thus for all but one of the strategy and scenario 
combinations, six established and two new vehicle 
technologies are defined for 1990, and eight estab­
lished technologies and one new one are defined for 
2000. The exception is scenario I under the individ­
ual travel strategy , in which two new technol ogy 
vehicles are def i ned for the year 2000. In each case 
standard and incremental logi t formulas are applied 
sequentially. Figure l shows the data file flow of 
the DVSAM. 

SCENAR JO/POLI CY 
PARAMETERS 

BASEL! NE SALES 
DISTRIBUTIO~ 

~OUSEHOLD AUTO M 
HOLDINGS RATES T 0 

(1977) 
0 D 

NPTS HOUSEHOLD 
c 

COUNTS K 

I PF - GENERATED 
HOUSEHOLD COUNTS 

VEH !CLE 
CHARACTERISTICS 

FI LE 

3 

brated model must be considered unacceptable for 
purposes of consistent forecasting. 

Therefore, the Lave-Train function was calibrated 
away from 1977 equi librium by systematically modify­
ing the dummy var iable coefficients for all Otto 
vehicles in order to- replicate available information 
on 1980 sales aod holdings distributions that use 
the logit function. This was accomplished through 
use of a recursive technique to alter the utility 
values. In this technique the upper or lower bounds ' 
on the percentage share of holdings are specified 
for any vehicle type (s) with which a dummy variable 
is associated; then the current value of the share 
is multiplied by the log ratio of the nearest de­
sired bound and the current value i subseq uently , the 
utility computation and logit procedure iterat es to 
closure. 

PROJECTED HOUSEHOLD AUTOMOBILE FLEET HOLDINGS AND 
NEW CAR SALES BY SCENARIO 

Two economic and social-organization scenarios were 
defined for the TAPCUT project; they differed in 

OUTPUT XSRGP 
PROBAll I LI TY VEHICLE 
DISTRIBUTION HOLD I NGS Arm THROUGH 

SUMMARY CITY IPFs 
TOTALS 

FACTORED 
tlH! CAR 
PURCHASES 

- --Sales Projections Only 

FIGURE 1 Data file flow in DVSAM. 

Adj us tmen.ts 

A pronounced and inescapable result of the first 
stock estimation--developing a 1980 distribution 
from the empi rical 1977 values--was its failure t;o 
replicate the dramatic movement to smaller cars 
since 1978. In the 1977 NPTS holdings the consider­
able bias t owa r d large cars (the curb weights of 
more than 43 percent of automobiles and vans exceed 
3, 70 0 lb ) creates a n i ne rtia i n t he log i t di s tribu­
t i o n that imposes past resul t s on futur e p roj ec­
t i ons . This is par t i cular l y s t rong when , as i n the 
TAPCUT scenario I indivi d ua l travel policy settin g , 
mileage and performance improve at a consistent pac e 
across all vehicle types. Indeed, as holdings dis­
tr ibutions incremented only on 1977 holdings are 
modeled beyond 1980 , the trend in automobile acqui­
sitions and hold i ngs by size tend~ .in a direc l:lu n 
exactly oppos i te to what has been observed over the 
past 3 years. Even if the recent move toward smaller 
v eh.i cle s i s held t o be s ho r t t e rm a nd eventually 
reve rs i ble (wh ich does not appea r entirely reason ­
able g iven expected c ha nges i n household composition 
and size), this anomalous behavior of the uncali-

gross national product (GNP) growth rate, social 
organization, retail fuel price, total metropol i tan 
population, average household income, environmental 
_regulations, and types of fuel available for trans­
portation. The two scenarios can be briefly dis­
tinguished as scenario I--a wealthy economy with 
high technological success--and scenario III--a 
relatively poor economy with low technological suc­
cess. National urban and city-specific forecasts of 
population and employment characteristics were pre­
pared under each scenario. Additional data regarding 
these scenarios may be found in LaBelle et al. (8). 

Prototype cities were selected by using a factor­
analysis technique that identified extreme cities 
along three dimensions relevant to transportation 
energy use (10). One dimension, called Megatown, 
identifies large cities with satisfactory transit 
s yotcms. The second dimension, Sprawlburg, typities 
newer, fast-growing, sprawl cities. The Slowtown 
dimension identifies midwestern industrial cities 
that are smaller in population than the other two. 
All metropolitan areas in the nation were related to 
these three dimensionsi an expansion method was then 
developed to make national urban forecasts based on 
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the detailed forecasts of the three typical cities 
selected to represent the three dimensions. 

Automobile and transit vehicle characteristics 
"""'&.'- prcj~cted in detail und~r ~~,,.,~ral ~'?t:!=i nf 
policy and scenario conditions. Three different 
sets of vehicles were used in the analysis: set c, 
the expected technologies, was used for the in-place 
policy and group travel strategy in both scenarios 1 

set A, designed as the best technology for both 
conservation and performance, was tested for the 
individual travel strategy in the optimistic sce­
nario: and the third set, a modification of set c, 
was tel!ted in the other scenario under the individ­
ual travel strategy. Vehicles were characterized by 
size class, engine type, fuel economy, emissions 
profile, purchase price, operating costs, materials 
composition, and (for personal vehicles) performance. 

Household Fleet Holdings in a 'l')'eical City 

Figures 2-7 show yea c-2000 distributions of automo­
bile holdings across several vehicle and demographic 
characteristics in the SMSA of the TAPCUT city 
Spcawlburg. Sprawlburg values are given here because 
this city type is the most influential in the TAPCUT 
expansion procedure for generating a national pro­
file of urban travel effects. 

Figures 2 and 3 show the distribution of the 
at:tcmcbilQ fl~et in Sprawlburg by •:ehicle technology 
under each policy or strategy in scenarios I and 
III, respectively. The technology mix is nearly 
identical under the in-place and group travel set­
tings in both scenarios, but there are significant 
technological differences between. vehicles in the 
individual· travel strategy in scenario I and those 
in scenario III. In scenario I vehicles are uniform­
ly superior in each technology to those available 
unde.r the in-place policy, and cars with reciprocat­
ing external-combustion (Stirling-cycle) engines are 
not available under any other policy. Not surpris­
ingly, because of identical vehicle characteristics, 
the percentage distribution across technologies is 
similar between scenarios for each of the first two 
strategies. Vehicles with standard spark-ignition 
(Otto-cycle) engines dominate all distributions, 
with diesels achieving their highest penetration 
(15.5 percent) under the individual travel strategy 
in Scenario I. Penetration by electric cars reaches 
only 2.3 percent under the group travel strategy in 
both scenarios, a performance attributable to rela­
tively high operatin·g cost (which includes replace­
ment of battery packs) and the range limitations of 
electric cars. Only under the group travel strategy 
(with high petroleum fuel taxes) does the life-cycle 
cost of electric cars become competitive with that 
of heat-engine cars on a per-mile basis. 
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FIGURE 2 · Fleet distribution by vehicle technology in 
Sprawlburg by strategy in scenario I in 2000. 
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In-Place Group Individual 

~ St!r!!ng 
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IZl Electrics 
CJ Diesel 
l'Z3 All Otto 

FIGURE 3 Fleet distribution by vehicle technology in 
Sprawlburg by strategy in scenario III in 2000. 

Figures 4 and 5 show tile distribution of the 
Sprawlburg household fleet by vehicle size under 
each energy strategy in scenarios I and III, respec­
tively. From 1990, small cars dominate urban 
holdings and sales under the in-place policy and the 
group travel strategy in both TAPCUT scenarios, and 
this phenomenon is manifested in the year-2000 fleet 
distribution. The trend to these four-passenger 
cars is damped under the individual travel strategy 
by improved mileage and performance in every vehicle 
of the choice set. 
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FIGURE 4 Fleet distribution by vehicle size in 
Sprawlburg by strategy in scenario I in 2000. 
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FIGURE 5 Fleet distribution by vehicle size in 
Sprawlburg by strategy in scenario III in 2000. 

Fi9ures 6 and 7 have been included to emphasize 
that scenario variables--in this case income distri­
bution--do not vary by policy. The number of house-
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holds allocated to each income group and the number 
of automobiles held by each are fixed throughout the 
scenario. This means that although the ownership 
patte rn by size and technology varies across policy 
settings, the total holdings, and thus the percent­
age of vehicles held by each income class, are not 
affected by policy-directed changes . 
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FIC RE 6 Fleet di tribution by in ome class in 
prawlhurg by tmtegy in scenario I in 2000. 
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FIGUR 7 Fleet distribution hy income class in 
Sprawlburg by strnlegy in scenario m in 2000. 

Sales Projections 

Overview 

To assess the res ource and production impacts of the 
vehicle technologies defined for the TAPCUT project 
it was necessary to generate estimates of new car 
sales by type to urban hoa.seholds for each of the 
calendar projection years. Because in a new car 
market only the specific utility of each vehicle 
type relative to its competitors in the same model 
year is of interest, a standard logit fu.nction that 
incorporates the computed utility of each new vehi­
cle in the choice model was used to estimate the 
distribution of new car sales . 

The Lave-Train function calibrated to a 1980 
sales distribution (obtained from the Oak Ridge 
National Laboratory "Max-ket Shares" report for Feb­
ruary 1981) was used. Resulting sales shares are 
given in Table 1. Vehicle characteristics were 
obtained directly from the parameters of new model­
year vehicles characterized for 1990 and 2000. 
Future-year demographics ( i..e., number or dis tr ibu­
tion of household cell. types) were obtained through 
.I PF of the 1977 NPTS file distribution as augmented 
by national urban totals for each demographic dimen­
sion for:ecast for each TAPCUT scenario in 1990 and 
2000. Vehicle totals are obtained from the IPF­
determined household cell totals multiplied by the 
NPTS automobile ownership rate by cell, and urban 
vehicle sales are then assumed to be equal to this 
total l:imPfl 0.1109 (that is, 11.09 percent of veh i ­
cles in a fleet for a calendar year are sold during 
that calendar year according to t he urban vehicle 
age distribution developed for TAPCOT). •r h is proce­
dure forces a convention that each househol.d type 
participates in the new car market in proportion to 
the average number o f vehicl es i, t held in the base 
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year. No vehicle-holding household type is excluded 
from that market, irrespective of income group. 

TABLE 1 e1 Cars with Otto-Cycle :md 
Diesel Engines Sold :in Urban Areas During 
L980 by ize 

Market 
Share Total No . 

Car Size Engine T ype (%) Sold 

Small Otto 36.73 2,703,466 
Medium Otto 42. 13 3,100,927 
Large Otto 15 .1 5 1,11 5,097 
Van Otto 3 220,81 1 
Small Diesel 0 .7 1 52 ,259 
Mediu m Diesel 1.40 103,045 
Large Diesel 0.88 64 ,771 
Total 7,360,376 

Estimated sales of new diesels by size are dis­
tributed within the technology according to the 
distribution by size of new Otto vehicles, except as 
follows. Maximum sales constraints have been im­
posed on diesel (and electric) vehicles in 1990. 
Assume that for diesels this maximum is equal to 16 
percent of total sales (as the TAPCUT approach spec­
ifies for scenario I) and that the utility of the 
diesel vehicle as characterized results in a 35 
percent share in the first iteration of the model. 
Therefore, 19 percent has to be given back to com­
peting modes. After a finite number of iterations 
(usually less than eight) the diesel. share is re­
duced to the desired 16 percent. This share is then 
distributed within the diesel technology to size 
classes according to the normalized portion of the 
19 percent returned to each Otto vehicle at the end 
of the iterations. Thus the constrained 16 percent 
takes on the characteristics of the shadow market 
for diesel cars represented by the unconstrained 35 
percent. In man·y cases this is at variance with the 
size-class distribution of the Otto market, which is 
often more oriented to larger vehicles (which should 
be e·xpected because the size of the benchmark diesel 
car is characterized as intermediate). Such a re­
sult embeds the assumption that the thrust of cur­
rent size-class trends in the diesel vehicle market 
will continue into the future. rt does not admit 
the possibility of a small, super-efficient diesel 
capturing most of the four-passenger (and smaller) 
market. 

Vehicles of nonconventional or emerging tech­
nology that were included in choice sets were not 
distributed by size class after their respective 
total sales shares were determined. Rather they 
retained the size class of the target-market proto­
types of U.S. Department of Energy research and 
development programs that focus on personal vehi­
cles. Thus a car with a gasoline-turbine (Brayton­
cycle) engine is always a large vehicle (including 
some vans in scenario I under the individual travel 
strategy). Similarly, cars with reciprocating ex­
ternal combustion (Stirling-cycle) engines and elec­
tric cars are always classed as medium-s i zed (five­
passenger) vehicles. The decision not to distribute 
these vehicles across size classes was based in part 
on their relalively small penetration in both TAPCUT 
scenarios and, for heat-engine cars, the late date 
of their market entry (making she diversification 
largely uneconomic in the TAPCOT time frame) . There 
are also severe technological problems inherent in 
attempting to downs i ze cars with Brayton and Stir­
ling engines to two- and four-passenger capacities. 
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In a few instances the decline in holdings of 
certain conventional vehicle types between 1990 and 
2000 precluded their participation in the 2000 new 
vehicle market. ·rhe sales shar~ Iot t he se types in 
2000 wa s s i mply su'btracted from total ve hicles sold i 
no substitut e veh i c l e was selected t o fil l this gap, 
and thus the absolute total of sales in these in­
stances is less than the value given by the follow­
ing formulation: (0.1109 •urban vehicle tot~l). 

Scenario I New Car Sales 

The results of the personal-vehicle ~dl~s _ model and 
s i ze -class d istr.i bution applied t o sc em1rio I auto­
mobiles and vans fo r each s t r a t egy s ett i ng i n 1 900· 
a nd 2000 a r e given i n Tables 2-4. Figures 8- 10 show 
t he purchase trends over t ime by sh: c l ass across 
a ll tec hnol og ies f o r eac h s cenario I strategy 
setting. 

As indicated by t he d ata iii the tabl es , unconven­
tional-technology vehicles a.chi eve mode s t ga i ns in 
s ales thr ough 2000 unde r t he i n-place policy and 
group t r avel strategy, bu t they per form strongly 
under the individual trave l strategy best- technology 
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fleet. Electric cars account for 2 and 6 percent of 
ye ac-2000 sales, respectively, under the in-place 
policy and t he group travel strategy, whereas the 
c-orr ~!! J¥'!'1<'1 f ng results fo r t he Brayton-cycle ca r are 
3.7 a nd 3.3 percent. 

Under the individual travel strategy only the 
advanced bat t ery-powered c ar with the lith ium-metal 
sulfide bat te ry s ucceeds among electric c a r s in 
competit ion with heat-engine ca;::s in the year 2000 
( 3 .75 pe rce nt o f s a les). Braytons a nd Stirli ngs i n 
t he s ame yea r pene t rate 9 . 4 and 15 percent of the 
new c a r ma r ke t , r e s pective ly. This woul d a ppear to 
hP r.nnsl sten t with the adventurous cas t of s c e nario 
I a nd the r es ul ting attitudes of both car manufac­
t ur e r s and the car-buying publ ic toward ve hi c l e s i n 
the marketplace. 

As the data in Figures 8-10 illustrate, the sale 
of small cars to urban households increases under 
all stra tegy settings, with the r a t e of increase 
lowest undec the individual travel s tra tegy. There, 
medium-si zed cars lead in total sales. By contrast, 
the s ales collapse of the medium Otto-cycle under 
the in-place policy, and the group travel strategy 
i s consist ent with its v i rtual disappearance from 

TABLE 2 Projected Urban Sales of New Cars by Size and Engine Type in Scenario I Under In-Place Policy 

1990 Estimates"·" (106) 

Uniform Stratified All 
Car Size Engine Type Charge Charge Turbo-charge Units 

Small Otto cycle I. 7 J 9 1.509 0.964 
Medium Otto cycle l.415 l.242 0.794 
Large Otto cycle 0.636 0.559 0.357 
Mini Otto cycle 0.15 l 
Small plus Diesel 0.220 

mini 
Medium Diesel 0.402 
Large Diesel 0.449 
Van Diesel 0.035 
Medium Electric 0.034 

(lead-acid 
battery) 

Medium Electric 0.260 
(nickel-zinc 
battery) 

Large Brayton cycle 

3 These are manufacturing estimates, with equivalent sales assumed. 

bTotal urban non fleet soles of new cars projected for J 990, all sizes and engine types = I O,S 12,000. 

cTotal urban nontleet sales of new cars projected for 2000, all sizes and engine types = 11,928,000. 

Uniform Stratified 
Charge Charge Turbo-charge 

3.354 2.945 1.882 
0.219 0.192 0.123 
0.604 0.531 0.339 

0.284 

TABLE 3 Projected Urban Sales of New Cars by Size and Engine Type in Scenario I Under Group Travel Strategy 

1990 Estimates' ,b (I 06) 

Uniform Stratified All 
Car Size Engine Type Charge · Charge Turbo-charge Units 

Small Otto cycle l.453 1.276 0.815 
Medium Otto cycle l.961 l.722 I.I OJ 
Large Otto cycle 0.424 0.381 0.245 
Mini Otto cycle 0.130 
Small plus Diesel 0.357 

mini 
Medium Diesel 0.450 
Large Diesel 0.082 
Van Diesel 0.028 
Medium Electric 0.043 

(lead-acid 
battery) 

Medium Electric 0.034 
(nickel-zinc 
battery) 

Large Brayton cycle 

8 These are manufacturing estimates, with l!:4uivalent sa1es assumed. 

bTotal urban nonfleet sales of new cars projected for 1990, all sizes and engine types= 10,Sl 2,000. 

cTota1 urban nonfleet sales of new cars projecled for 2000, all sizes and engine types = 9,389,000. 

2000 Estimates'•' (I 06 ) 

Uniform Stratified 
Charge Charge Turbo-charge 

2,624 2.303 l.472 
0.422 0.370 0.236 
0.142 0.125 0.080 

0.265 

All 
Units 

0.572 

0.036 
0.099 
0.074 
0.171 

0,064 

0.439 

All 
Units 

0.282 

0.151 
0.014 
0.022 
0.401 

0.169 

0.439 
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TABLE 4 Projected Urban Sales of New Cars by Size and Engine Type in Scenario I Under Individual Travel Strategy 

1990 Estimates• ,b (I 06) 

Uniform Stratified 
Car Size Engine Type Charge Charge 

Small Otto cycle 1.60 1 1.406 
Medium Otto cycle 1.479 1.298 
Large Otto cycle 0.605 0.530 
Mini Otto cycle 0.036 
Small plus Diesel 

mini 
Medium Diesel 
Large Diesel 
Van Diesel 
Medium Electric 

(lead-acid 
battery) 

Medium Electric 
(nickel-zinc 
battery) 

Medium Electric 
(lithium-metal 
sulfide battery) 

Large Bray ton cycle 
Van Brayton cycle 
Medium Stirling cycle 

aThese arc manufacturing estimates, with equivalent sales assumed. 

All 
Turbo-charge Units 

0_899 
0.830 
0.339 

0.510 

0.466 
0.191 
0.317 
0.004 

0.001 

2000 Estimates•,< (I 06) 

Uniform 
Charge 

1.548 
0.756 
0.476 

Stratified 
Charge 

1.360 
0.664 
0.417 
0.039 

Turbo-charge 

0.868 
0.424 
0.267 

All 
Units 

0_785 

0.379 
0.239 
0.329 
0.004 

0.005 

0.447 

1.042 
0.082 
1 _793 

bTotal urb;.in non fleet sales of new cars projected for 1990 , all sizes and engine types= 10,S 12,000. 

cTotal urban nonOcet sales of new cars projected for 2000, all sizes and engine types= JI ,924,000. 

household fleet preferences in the holdings model 
(Figures 8 and 9). This is in part attributable to 
its unsatisfactory competitive position over time, 
specifically with reference to vehicle characteriza­
tion in the stock model; that is, its market is 
squeezed from both sides as large cars are down­
weighted and small cars improve dramatically in 
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FIGURE 8 Projected urban sales of new cars by size in 
scenario I under in-place policy. 
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FIGURE 9 Projected urban sales of new cars by size in 
scenario I under group travel strategy. 

performance. It is also partly an effect of the 
demographic changes that actually occur in the sce­
nario. These changes apparently preclude creation 
of a viable market for a spartan general-purpose car 
targeted for low-income households. 

Surprisingly, medium-sized (five-passenger) cars 
are shown to retain the momentum of the healthy 1980 
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FIGURE 10 Projected urban sales of new cars by size in 
scenario I under individual travel strategy. 

sales performance of this size class right up to 
1990--with especially strong results in the early 
years of the group travel strategy--in response to 
steeply rising fuel costs. This trend accords with 
encouragement of multiple-person occupancy of vehi­
cles under the group travel strategy, but it is not 
driven by that encouragement. However, the momentum 
is not sustained as household size diminishes and 
fast-growing operating costs ultimately move the 
great majority of car owners to choose four-pas­
senger cars. 

Diesel car sales stabilize at 5 to 15 percent of 
total sales by 2000; they perform best, as expected, 
under the individual travel strategy. The penetra­
tion is low relative to some current forecasts of 
diesel market share; this is explained by the ceil­
ing imposed on 1990 sales of diesel fuel as a supply 
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c.onstraint, a constraint that effectively caps post-
1990 diesel car sales also. Diesel technology was 
represented in the vehicle choice model by a single 
~·.l!'!'~~te with th6=' r"!nmh;n~n charr:iicteristics of five­
and six-passenger diesel cars, and the diesel cars 
therefore competed primarily against Otto-cycle cars 
in the large and medium-sized classes. However, the 
progress of diesel fuel economy, price, and perfor­
ff1 ance is low after 1990 relative to improvements in 
most other vehicles in the choice model. Combined 
with the declining market for large cars after 1990, 
the diesel fares rather poorly under all strategies. 

Scenario III New Car Sales 

The data in Tables 5-7 project car-size and engine­
type d i stributions to vehicles in scenario III under 
each of the three strategy settings, respectively. 
Figures 11-13 project sales of cars by size class 
( for 1990 and 20001 for the s ame t h r ee s trateqies in 
the same scenario. Scenario III vehicle options and 
level of technology available to buyers under the 
in-place policy and group travel strategy are iden­
tical to their scenario ! counterpar ts . Tha t i s, 
buyers under the in-place ·setting as applied in 
scenarios III and I have the same new car options to 
choose from, the only difference being the re spec-
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tive scenario new car purchase prices, which reflect 
the differing cost of financing (8 percent in sce­
nario I and 12 percent in scenario III). Group 
travel options are also the same in the two scenar­
ios; group travel vehicles differ from those of the 
in-place setting only in that the medium-sized Otto 
is improved in each scenario. Therefore, it is not 
surprising that scenario III forecasts (Figures 11 
and 12) are similar to thcs~ for the ccrraspcnding 
strategy settings applied in scenario I (Figures 8 
and 9). 

Individual travel vehicles in scenario III differ 
from their scenario I counterparts in that they 
represent modest across-the-board technological 
improvements relative to in-place vehicles rather 
than significant new departures in technology or 
materials utilization. The medium Otto under group 
travel in scenario III is the same as the medium 
Otto under individual travel in that scenario; all 
available vehicles under individual travel have 
improved in fuel economy and performance comparable 
to that of the medium Otto defined for the group 
travel strategy, but they have done so at the ex­
pense of increased we i ght and purchase cost. Not 
surprisingly then, the year-2000 sales distribution 
among the three size classes under the individual 
travel strategy does not indicate the massive swing 

TABLE 5 Projected Urban Sales of New Cars by Size and Engine Type in ~cenario ill Under In-Piace Policy 

1990 Estimates•,b (J 06 ) 

Uniform Stratified All 
Car Size Engine Type Charge Charge Turbo-charge Units 

Small Otto cycle 1.598 1.404 0 .896 
Medium Otto cycle 1.369 1.202 0.768 
Large Otto cycle 0.516 0.454 0.289 
Mini Otto cycle 0 .1 65 
Small Diesel 0.318 
Medium Diesel 0.348 
Large Diesel 0 .364 
Van Diesel 0.036 
Medium Electric 0.050 

(lead-acid 
battery) 

Medium Electric 0.038 
(nickel-zinc 
battery) 

Large Bray ton cycle 

3These are manufacturing estimates, whh equivalent sales assumed. 

bTotal urban nontlee.t S81~s nr nP.W r.ars projected for 1990, all sizes and engine types= 9,615,000. 

cTotal urban nonfleet sales of new cars projected for 2000, all sizes and engine types= 9,386,000. 

2000 Estimatesa,c ( 106 ) 

Uniform Stratified 
Charge Charge Turbo-charge 

2.843 2.497 1.595 

0.516 
0.336 

TABLE 6 Projecled Urban Sales of New Cars by Size and Engine Type in Sccna...'"'io III Under Group Travel Strategy 

Uniform Stratified All 
Car Size Engine Type Charge Charge Turbo-charge Units 

Small Otto cycle 1.359 1.193 0.762 
Medium Otto cycle 1.841 1.617 1.034 
Large Otto cycle 0.339 0.297 0.190 
Mini Otto cycle 0.145 
Small Diesel 0.168 
Medium Diesel 0.531 
Large Diesel 0.189 
Van Diesel 0.029 
Medium Electric 0.069 

(lead-acid 
battery) 

Medium Electric 0.052 
(nickel-zinc 
battery) 

Large Brayton cycle 

aThese are manufacturing estimates, with equivalent sales assumed. 

bTotal urban nonfleet sales of new cars projected for 1990, all sizes and engine types= 9,815,000. 

cTotal urban nonfleet sales of new cars projected for·2000, all sizes and engine types= 7 ,367 ,000. 

2000 Estimatesa,c (I 06
) 

Uniform Stratified 
Charge Charge Turbo-charge 

2.156 1.893 1.209 

0.619 
0.279 

All 
Units 

0.529 
0.035 
0.068 
0.068 
0.372 

0.133 

0.394 

All 
Units 

0.223 
0.131 
0.011 
0.022 
0.421 

0 .158 

0.245 
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TABLE 7 Projected Urban Sales of New Cars by Size and Engine Type in Scenario III Under Individual Travel Strategy 

1990 Estimates•,b (106 ) 

Uniform Stratified All 
Car Size Engine Type Charge Charge Turbo-charge Units 

Small Otto cycle 1.118 0.982 0.627 
Medium Otto cycle 1.315 1.156 0.739 
Large Otto cycle 1.024 0.900 0.575 
Mini Otto cycle 0.137 
Small Diesel 0.183 
Medium Diesel 0.507 
Large Diesel 0.462 
Van Diesel 0 .029 
Medium Electric 0.037 

(lead-acid 
battery) 

Medium Electric 0.024 
(nickel-zinc 
battery) 

Large Brayton cycle 

3These are manufacturing estimates, \Vith equivalent sales assumed. 

bTotal urban non fleet sales of new cars projected for 1990, all sizes and engine types= 9,815,000. 

cTotal urban nonfleet sales of new cars projected for 2000, all sizes and engine types= 10,275,000. 

2000 Estimatesa,c (I 06 ) 

Uniform Stratified 
Charge Charge Turbo-charge 

1.553 1.364 0.871 
1.083 0.951 0,607 
0.639 0.561 0.359 

0.310 

9 

All 
Units 

0.497 
0 .321 
0.189 
0.028 
0.029 

0.009 

0.904 

to small cars observed under the group travel strat­
egy and in-place policy, although the emergence of a 
similar, if damped, trend is evident (Figure 13). 

whelmed by superior heat-engine technology in sce­
nario III under the individual travel setting, in 
which their penetration falls to less than 1 percent 
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FIGURE 11 Projected urban sales of new cars by size in 
scenario III under in-place policy. 
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FIGURE 12 Projected urban sales of new cars by size in 
scenario III under group travel strategy. 

As in scenario I, new technologies achieve modest 
gains in sales through 2000. In scenario III under 
in-place policy electric vehicles reach a 5.4 per­
cent sales penetration of the urban household mar­
ket. The group travel strategy, in which total car 
sales are lower, raises that penetration to 7.9 
percent in 2000. However, electric cars are over-
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FIG R 13 Projected urban sales or new cars by size in 
scena.rio III under individual travel strategy. 

of year-2000 sales. The six-passenger car with a 
Brayton-cycle engine attracts 8.8 percent of urban 
car buyers under the individual travel strategy in 
2000; it fares less well (but credibly) under the 
other two strategies. Diesel, again, achieves only 
5 to 10 percent of sales across the strategy set­
tings in 2000. 

Given the slightly improved technology set of the 
individual travel strategy, size-class trends in 
Figure 13 exhibit a pattern similar to that under 
individual travel in scenario I (Figure 10) • Large 
and medium-sized cars remain in the market after 
2000, although small cars are clearly in the ascen­
dant. 

COMPARISON OF TAPCUT RESULTS AND PREVIOUS FORECASTS 

Distributions 

The data in Table 8 compare DVSAM results against 
certain other published year-2000 forecasts of vehi­
cle stock and sales by technology share and size 
mix. In all cases DVSAM distributions are urban-on-
ly, whereas others are nationwide. 
gation to size classes in several 
followed procedures different from 

Moreover, aggre­
of the studies 
those used for 
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TAPCUT. For example, Shackson and Leach (ll) used 
1979 model-year body platform rather than U.S. En­
vironmental Protection Agency (EPA) classifications 
to define vehicle size, which resulted in many EPA 
midsized cars being classified as large by Shackson 
and Leach, but they were classified as medium sized 
in TAPCUT. The Shackson and Leach mix-shift case, 
in which the share of large car sales declines to 10 
percent by 2000 whereas midsized and small car sales 
increase, is given in the data in Table B. 
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exclusively to four-passenger car production unless 
this huge market is to be conceded to imports. This 
size mix is probably the most controversial result 
of the DVSAM and the one at greatest variance with 
most other published forecasts, which envision a 
continued strong showing by the midsized and compact 
(five- and six-passenger) vehicles through the end 
of the century. However, none of these other fore­
casts were driven by fuel price increases as steep 
as those under the TAPCUT strategies. The failure 

TABLE 8 Comparison of Vehicle-:':iize and Engine-Technology Market Shares for the Year 2000 in TAPCUT and Five Other Projections 
(percentage of total market) 

Source of Projectjon 

TAPCUT, scenario I, in-place policy 
TAPCUT, scenario I, individual travel strategy 
TAPCUT, scenario III, in-place policy 
Mellon Institute (I I J 
Lawrence Livermore Laboratory (12) 

Energy and Environmental Analysis, Inc. (I J) 

Oak Ridge National Laboratory ( J 4 J 
Argonne National Laboratory ( J 5 J 

;: Advanced heat-engine technology. 

bSprnwlhur~ only. 

Date 

1/82 
1/82 
1/82 
8/80 
12/80 
7/81 
5/81 
8/79 

Vehicle Size(%) 

Sales Mix 

Small Medium Large 

76 7 17 
39 37 24 
83 6 11 
52 38 10 

_ d _ d d 

_ d d 

33 47 20 
_ d _d d 

Fleet Mix (hoidings) Englne 1'echnology (%! 

Small Medium Large Otto Diesel Electric AHE" 

61 19 20° 87 7 2 4 
36 39 25b 57 15 4 24 
59 20 2lb 83 8 5 4 

d d d 57 30• d 13 
_ <l d d 70 28 2 0 

d - d _ d 73 27 0 0 
- d 85 J 5 0 0 

40 25 35 d d d II 

clmports assumed by Argonne National Laboratory to be evenly divided between small and medium-sizect ca rs, 

dData unavailable. 

eMay include high-technology Otto share. 

•rechnology Penetration 

With the exception of the scenario I individual 
travel strategy, TAPCUT forecasts appear somewhat 
pessimistic on the future of light-duty diesel vehi­
cles (in household use) relative to other published 
projections. This is attributable in the context of 
year-2000 sales to the superior qualities of TAPCUT 
Otto-cycle cars competing with diesels: diesels 
retain the sales share achieved by 1990 but do not 
increase that share thereafter. In contrast, TAPCUT 
is relatively optimistic on electric vehicles 1 the 
stock model has identified a market (generally in 
the low- to middle-income range) in which the over­
all characteristics of electric cars characterized 
for TAPCUT are found to be desirable. Nevertheless, 
operating cost and perfo rmance limitations of a ll 
but the very high technology electric vehicles 
(available only in scenario I, individual travel 
strategyj inhibit significant market growth. 

Advanced heat-engine vehicles capture a high 
markGt share only in the scenario I individual 
travel strategy, where two such vehicles are avail­
able in 2000. In all strategy and scenario combina­
tions, Otto-engine vehicles continue to account for 
no less than 57 percent, and up to almost 90 per­
cent, of sales in the year 2000. 

Size Mix 

In five of the six TAPCUT strategy and scenario 
combinations small Otto (primarily four-passenger) 
vehicles dominate both fleet and sales shares by the 
year 2000. The explicit presence of a small diesel 
car in the DVSAM choice set might have divided the 
small-car share more evenly between technologies, 
but small cars would still account for a majority of 
the fleet at the end of the century. By this pro­
jection, medium-sized and large cars could not re­
alistically be scrapped fast enough 1 and domestic 
production lines would have to be devoted almost 

of the medium-sized car in the TAPCUT projection 
stems from the unsatisfactory performance charac­
teristics of that car relative to the competition in 
all but scenario I under the individual travel 
strategy. 

Final Observation 

Throughout the stock-modeling process the charac­
teristics of a vehicle, rather than scenario demo­
graphics, determined its fleet share and its ulti­
mate fate. Such marginal effects as the number of 
two-person households, which appears to influence 
the slight difference between scenario r and sce­
nario Irr . under the in-place policy in the small car 
share of the market, also play a role. But such ef­
fects are secondary in the central decision-making 
process modeled across the entire spectrum of house­
holds. That process consists of determining whether 
a car is a winner or a loser rclativ'2 to the compe­
tition. Apparently there is no natural household 
market for any t ype of vehicle in the DVSAM. Al -

though its results may not articulate a future 
plausible to all analysts, the model clea r ly indi­
cates that car owners will continue to seek the best 
value for their personal transportation dollars, ir­
respective of the socioeconomic or political tenor 
of the times. 
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Projectio,n of Typical Characteristics of Automobiles and 
Transit Vehicles for Policy Analysis 
(HARLES L. HUDSON and EVELYN S. PUTNAM 

ABSTRACT 

In this paper the character is tics of three 
future automotive technology sets are de­
scribed, starting from historical data and 
projected forward in time along paths sug­
gested by given alternate future socioeco­
nomic environments. The characterizations 
include quantified projections of automobile 
and transit vehicle weight, performance, 
fuel economy, consumer pr ice, operating 
cost, materials of construction, fuels and 
environmental residuals · associated with 
their manufacture, operating pollutants, and 
infrastructure-related energy expenditures, 

emissions, and cost. Brief descriptions of 
rationale .and calculational procedures are 
also given, and selected results are pre­
sented. The breadth of the vehicle charac­
terizations permits the effects of policy 
options on most facets of the urban trans­
portation section to be examined. The meth­
odologies developed in this work are gener­
alized, and hence can be used with alternate 
assumptions in a variety of investigations. 
For purposes of the Technology Assessment of 
Productive Conservation in Urban Transporta­
tion (TAPCUT) policy analysis, each technol­
ogy set consisted of six sizes of personal 
automobiles, each propelled by conventional 
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Otto, stratified-charge Otto, turbocharged 
Otto, diesel, Brayton, or Stirling heat en­
gines; and lead-acid, nickel-zinc, or lithi­
um-sulfide battery-electric systems. The 
characteristics of 13 types of urban transit 
vehicles and systems were also projected for 
each technology set. Thirty-one current and 
potential materials of vehicular construc­
tion were identified. From the bills of ma­
terials developed for each vehicle , the 
amounts of 6 types of fuels used and 31 
kinds of residuals produced in their produc­
tion were also projected for each set, and 
then disaggregated into extraction, rnanurac­
turing, and recycling-production phases. 

Tne characteristics of venic.tes and tne cost of 
fu e ls influe nce consumer choice and hence the com ­
position of the vehicle fleet. In turn, fleet char ­
acteristics are major determinants o f the f ue l con­
sumed in transportation, and they influence the 
effectiveness and direction of policies designed to 
encourage productive conservation. In this paper 
the methods used and the results obtained in pro­
jecting the technical characteristics of future 
vehicles as they might evolve under the conditions 
embodied in three alternative socioeconomic environ­
ments are described. The resulting technology data 
sets ac~ ex.E:Jre~:nn~d 1.II ter.TflS ui_ L.11~ performance, 
price , fuel effic iency, and other technical charac­
teristics of alternative future vehicle stocks. 
These data sets were used as input data for the 
policy analysis models. 

Materials of manufacture, vehicular manufacturing 
practices, and construction of infrastructure also 
influence energy consumption and the production of 
environmental residuals. These variables also were 
characterized for each technology data set, thus 
providing a basis for making alternative projections 
of direct and indirect urban transportation energy 
consumption and concomitant environmental effects. 

APPROACH 

Figure 1 shows how the vehicle characterization task 
was organized. First, to provide a manageable data 
base, the enormous existing number of personal and 
transit vehicle types were aggregated into typical 
vehicle size classes. The U.S. Environmental Pro­
tection Agency (EPA) size classification system (1) 
was used for personal automobiles, and predominate 
existing sizes were used for transit vehicles. Then 
1980 model automobiles were characterized by using 
s Yle s =we ight e d a v·e r ag e va l ues for nonspecia lty do ­
mestic and foreign vehicles in the selected size 
classes. Baseline tran~it vehiclP characteri~tic~ 

were estimated by averaging available data in the 
appropriate size categor i es. 

~ ® 

E 
TECHNOLOGY 

==t> PROJECTIONS ~ 

SALES 'It 

BASELINE VEHICLE .• ~.]cl\ 
CHARACTERIZATION ~)A( 

SOCIETY 
INFLUENCES 

• PERFORMANCE 
•COST 
• MFG. ENERGY 
• MFG. RESIDUALS 
• VEH. EMISSIONS 
• INFRASTRUCTURE 

FUTURE VEHICLE 
CHARACTERISTICS 

FIGURE 1 Major vehicle characterization tasks. 
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Qualitative judgments were made on how the alter­
native socioeconomic environments, including the 
projected fuel prices, might influence consumer 
demand and how industry might respond. Next, based 
part.Ly on pubJ.isned estimates and partJ.y on eng i ­
neering judgment, t.he type of change in automotive 
technology that might take place in each alternative 
environment was quantified. By using these projec­
t ions of technolog ical chang e for vehicle subsy s ­
tems, the technical characteristics of pe rsonal and 
transit vehicles comprising three potential vehicle 
stocks were defined. 

Bl\SELINE VEHICLE CIIARACTERIZATION 

The baseline vehicle characteristics are given in 
Table 1 and were calculated from published statis­
tics (1). Engine weights were estimated from the 
follow i ng equations derived from Dowdy et al. (].) : 

Ott0 ~ng i r;e ~:re ight {lb) - ll. 3 7 3{hp) 0 .. 761. 

Generic diesel engine weight (lb) = 9.659(hp)0.888. 

The calc ulated generic diesel engine weights may be 
somewhat heavier than actually installed in 1980 
automobiles because many of these are modified-Otto 
engines and are slightly lighter than generic 
diesels. Transit vehicle electric motor weights 
were estimated from publi~hcd tGchnical du.t~. The 
body weights given in Table 1 represent the differ­
ence between curb weight and the calculated engine 
and motor weight. 

Total automobile operating costs were not esti­
mated because they depend on fuel cost, which was 
allowed to vary in the policy analysis. However, 
fuel efficiencies were characterized, and ma'jor 
repair, maintenance, and tire-replacement costs were 
estimated by using curb weight and price- related 
equations derived from Liston (4). Estimates were 
also made of engine-specific service costs. 

Although generic diesels are expected to require 
less repair and maintenance, the modified-Otto 
diesels and generic diesels in the fleet are trouble 
prone (2_) • Therefore, the same repair and mainte­
nance equation was used for both vehicle types. 

Transit operating costs were estimated from sta­
tistical data (6) and personal interviews with 
several transit operators. 

ALTERNATE SOCIOECONOMIC F.NVIRONMF.NT INTERPRETATION 

~o initiate the characterization it was necessary to 
project the kinds of vehicular performance likely to 
emerge in the given socioP.conomit: enviromnen t s., ln 
each of these environments fuel costs were projected 
to be considerably higher than experienced today, 
thus providing a major driving factor in the vehicle 
characterization. Specific fuel prices were pro­
jected for each scenario, whereas the amount of tax 
was varied by policy. The forecast pr ices are de­
scribed in separate reports ( 7, and paper by Moses, 
LaBelle, and Bernard elsewhe~ in this Record). A 
dynamic, competitive society was interpreted to 
result in consumer demand for high performance and 
the best possible fuel efficiency. It was also 
interpreted to result in a business and industrial 
climate conducive to investment in research and 
development. As a result, satisfaction or consumer 
demands by the automobile industry was premised 
through the use of advanced materials, engine tech­
nology, and design methods. The vehicles charac­
terized under these societal conditions were re­
ferred to as technology set A (the best vehicles) in 
the policy analysis. 

In contrast, the community- oriented spirit of an 
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TABLE 1 Baseline (1980) Vehicle Characterization 

Fuel Operating 
Engine, Motor Type, Engine and Motor Body Weight Curb Weight Power Performancea Efficiencyb Pricec,d Cost• 
and Size Class Weight (lb) {lb) (lb) 

Automobile 
Otto 

Minie 330 1,826 2,156 
Small0 343 2,026 2,369 
Medium• 425 2,686 3,111 
Large• 468 3,235 3,703 
Van• (15 passengers) 491 3,197 3,688 
Vang (9 passengers) 291 2,884 3,175 , 

Diesel 
Smallh 305 1,549 1,853 
Medium0

•
1 561 2,859 3,420 

Largel 602 3,479 4,081 
Diesel buses 

25-28 ft 713 12,087 12,800 
35-40 ft 1,112 22,388 23,500 

Rail, heavy electric 5,500 76,000 81,500 

~300-lb loull. 
Aulomoblles, t-:PA urb~n cycle; 1un.11 fl vehkles, experienced. 

~Price nnd C'OS l In 111)7 S dollars. 
IJ.asfc vehl~h.~ wh1• nu iom11tk transmfssion. 

;sales-weighrod data. 
Less Fuel C!OS I. 

environmentally concerned and family-centered 
society would cause consumers to be willing to sac­
rifice performance for improved fuel economy and 
reduced emissions. This inferred extremely light, 
low-power vehicles designed to max1m1ze internal 
volume at the expense of styling. Nevertheless, 
intensive research and development would be required 
to attain maximum engine efficiency and weight re­
duction. In this consensus society automobile manu­
facturers would attain the same technological suc­
cess in achieving these goals as in the competitive 
society, but would select different materials and 
promote greater material recycling. The resulting 
vehicle stock is referred to as technology set B 
(the conservation vehicles) in the policy analysis. 

In a divisive society characterized by a lack of 
national purpose and sharply stratified economic 
classes, consumer automobile demands might split 
into prestige vehicles with high-performance, fair­
to-good fuel economy at a high price, and utilitar­
ian vehicles with good fuel economy at a low price. 
In this uncertain and socially inefficient climate 
an aversion to risk taking would develop within 
industry, thereby resulting in substantially lower 
technological achievement. In general, technological 
progress might· range from 50 to 75 percent of that 
projected for the other alternative socioeconomic 
envi ronments, with most of that progress driven by 
the federal fuel economy laws now in effect (Energy 
Policy and Conservation Act of 1975). This vehicle 
stock projection is referred to as technology set C 
(the expected vehicles) in the policy analysis. 

Transit vehicle technology was judged less sensi­
tive to socioeconomic pressures because of tradi­
tional industry conservatism: thus it was projected 
to follow slow evolutionary trends. No radical 
designs would be offered, but relevant technology 
improvements from the automobile industry would be 
adopted. 

TECHNOLOGY PROJECTIONS 

In projecting characteristics of future urban trans­
portation technologies, the market entry of new 
engine types [program combustion (PROCO) and Texico 
control combustion system (TCCS) stratified charge, 
Brayton, and Stirling] and lead-acid, nickel-zinc, 
and lithium-sulfide battery-electric and hybrids was 

(hp) (hp/lb) (miles/gal) ($) ($/mile) 

79 0.032 28 3,495 0.032f 
83 0.031 24 4,002 0.034r 

110 0 .032 19 4,918 0.039f 
125 0 .031 16 6,215 0.045f 
133 0.033 14 4,930 0.038f 

67 0.019 16 7 ,013 0.049f 

0.037r 48 0 .022 40 4 ,597 
97 0.026 25 5,554 0.043f 

105 0.024 20 6,779 0.049( 

l.76k 127 0.010 7 62,600 
210 0,009 3.5 115,000 l.76k 
NA NA 8.41 500,000 2.00 

~Volk$wogon van. 

1 Vollc.<wason R•bbil. 
/ 980 Old>mobll• dlolCI price (deflated). 
kl 980 Old1 98 do lo (d40ated). 

1 
Approdmala : depends on labor costs. 

k\Yl1/t:.111r mllo. 

considered in addition to existing Otto and diesel 
engines. Intrinsic engine-efficiency improvements 
were projected separately from improvements gained 
through engine weight reduction. Body weight reduc­
tions were considered as the sum of downsizing and 
material substitutions. Improvements in timing and 
technology entry dates were driven by industry ca­
pacity and other considerations appropriate to the 
alternate-socioeconomic , environment-derived tech­
nology sets. Figure 2 shows the projection method, 
and Figures 3-10 show anticipated changes in engine 
and body technology for each technology set. In 
Figures 3-10 curves derived from published estimates 
ar e presented as solid lines. Curves generated in 
the course of this study are shown as dashed lines. 
Rationale and supporting bases for these subsystem 
projections are described in the ~allowing sub­
sections. 

BATTERY 
MOTOR 
RANGE ~ ~ ~ (Ev/HY\ 
PAYLOAD l..V ~ 
PERF. 

FIGURE 2 Projection method. 

Speci£ic Hor sepower 

In Figure 3 the 10 percent improvement in specific 
horsepower by 1985 and the 15 percent improvement 
projected by 1990 for technology sets A and B are 
estimates given by Renner and Siegel (!!J for the 
uniform-charge Otto engine . The 15 percent improve­
ment correlates with the projections given by Cic­
carone (_~). It was estimated that technology set C, 
in 2000, would approach the 1990 efficiency of sets 
A and B. Although few such specific projections for 
other engine technologies were located, it was as­
sumed that competitive forces would generally result 
in similar efficiency improvement curves for all 
technologies in a specific technology set. 
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FIGURE 3 Increase in engine-specific horsepower, 
percentage ~y year and technology set. 

Otto-engine efficiency improvements are expected 
to result from modifications such as closed-loop 
combustion control, low-friction lubricants, fuel 
injection, combustion- chamber shape, knock sensing, 
and improved power train matching. Die sel engine 
efficiencies are projected to improve from higher 
speed [revolutions per minute (rpm)] capabilities, 
better ·injector and combustion chamber design, in ­
c reasP-d ~t. rnctural r i gidity; and improved powoer 
train matching. Although Brayton and Stirling e n ­
gines are currently under development, efficiencie s 
should improve over current estimates by the per­
centages given in Figure 3 when improved understand­
ing of combustion dynamics, hydrodynamic flows, and 
high-temperature management techniques is achieved. 
Electric motors may show a substantial shift to 
alternating current (ac) operation and control. 
Turbocharging was considered in this study as a 
l oad- l eveling add- o n (see Figure 5) , but it is not 
included in Figure 3. 

Un iform-Charge, Otto-Eng i ne We ight 

The technology set A and B curve in Figure 4 repre­
sents the total estimated weight reduction that 
could be achieved through design improvements and 
substitution of lighter materials. The 1980 base­
line weight includes data presented by Bryant (_!.Q). 
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F'lC RE 4 Reduction in uniform-charge Otto-engine 
weight, percentage by year and technology set. 

The estimated 5 percent weight reduction by 1985 
f o r Otto engines i n a ll t echno l ogy se t s r epresents a 
continuation of the trend to replace cast-iron cyl­
inder heads with aluminum (11), and to replace other 
lightly loaded parts with either aluminum or plastic 
materials. The year-2000 weight reduction for tech­
nology sets A and B (shown in Figure 4) is based on 
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an estimate that a 12 to 15 percent weight reduction 
can be achieved by using all-aluminum engines and 
perhaps magnesium as a crankcase material ( 12, 13) • 
Increased use of hiqh-temperature plastics is also 
projected. 

A recent study reviewed contemporary engines and 
found that advanced engine power-to-weight ratios 
were 16 to 17 percent better than in 1978 (note that 
.a.~ - - - ~ - £. - ----- 11:. --- - , nn, ______ ._,~ - '- - ...:I ...:1 __ 11:. .._ ·-- ----.L 
'-ll'C'i:>'C uo. 1.. a WCL c .L 1. VIU a. J..::70.l. Ulll-"UUJ. .Ll:IUC'U UL a.L l. L t::}J\-11. l. 

by C.L. Hudson of Hudson Associates on an updated 
aluminum-air vehicle cost procedurei this report was 
prepa r ed f or Lawre nce Live rmore National Labora­
tory). This correlates well with the sum of the ef­
ficiency and weight percentage projections given in 
Figures 3 and 4 when extrapolate d to 1978. In the 
same study naturally aspirated advanced diesel en­
gine s we r e f ound t o be a bou t 20 pe rcent heavier tha n 
Otto e ngines of equ i valent ho rse power in 1981 ve rsus 
45 percent heavier in 1980. These data support the 
estimates shown in Figure 6. 

In contrast to the optimized engines projected 
for technology sets A and B, the engines in set c 
represent only minor weight-reducing changes after 
1985, such as the use of aluminum and plastic radia­
tors , filter housings , and nonstructural bracketing , 
with no major additional changes to the engine. 

Turbocharged, Uniform-Charge, Otto- Engine Weight 

The curves in· F igure 5 are mostly conjectural and 
based on 1980 data, which indicate that turbocharg­
ing can boost peak horsepower nearly 50 percent 
Ill. If the turbocharger were considered a load­
leveler, then the engine could be downsized. How­
ever, a weight penalty might be incurred, and the 
overall weight reduction might be about 35 percent. 
The shape of the curves reflects the projections of 
Shack son and Leach ( 14) that the use of turbocharg­
ing will increase significantly between 1987 and 
1990. 

E ., 
" Cii 
a.. 

35 

30 

25 

20 

15 

10 

5 

0 

80 

--- Baaed on llteralure esrlmales 

- --- Based on TAPCUT engineering Judgemenl 

_, 

I 
/ 

/ _,.,... 

85 

A, B _.,../ ,.,..,.,... 
,.,...,.,... c 

/ ----,,,,,,,.,,....-
// 
// 
I/ 

JI 

90 95 00 

FIGURE 5 Weight reduction in uniform-charge Otto 
engine with turbochargers, percentage by year and 
technology set. 

Diesel Engine Weight 

Domestic (and some foreign) diesel engines are modi­
fied production Otto engines designed expressly to 
attain corporate average fuel economy (CAFE) stan­
d a rd s . The du r ability of these engines is no t ye t 
proved. If diesel emission-control technology per­
mits the eventual 0.4 g per mile NOx and other 
potential standards for emissions unique to the 
engine to be met, then a decision is likely to be 
made before 1990 to aggressively pursue diesel tech-
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nology (14). Under these conditions generic diesels 
would probably be developed for domestic automobiles 
in all three technology sets but for different 
reasons. In technology set C the underlying cause 
might be liability reduction, and in sets A and B 
the cause might be the pursuit of maximum efficiency 
and reliability. 

To obtain Otto-engine weight equivalence, turbo­
charging of generic diesels may be required (15). 
This judgment is reflected in the 1990 crossover 
point in the diesel weight-reduction curve for sets 
A and B shown in Figure 6. In addition to turbo­
charging, an estimated weight reduction of about 30 
percent for advanced (adiabatic) diesels is also 
projected (15). However, the less-optimistic esti­
mate of a 20 percent weight reduction made by Dowdy 
et al. Cll is more realistic and was adopted for the 
characterization. 
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FIGURE 6 Reduction in diesel engine weight relative 
to 1980 Otto engine, equivalent horsepower, 
percentage by year and technology set. 

stratified-Charge, Otto-Engine Weight 

The PROCO or TCCS type of stratified-charge engine 
incurs a weight penalty compared to Otto engines 
(l_,15). Nevertheless, the fuel efficiency is con­
sidered nearly the same as the diesel (14). The 
estimates of future weight reduction shown in Figure 
J are conjectural, but follow the same slope as 
weight-reduction projections for the Otto engines 
because similar weight-saving techniques might also 
apply. 
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FIGURE 7 Weight reduction in stratified-charge Otto 
engine, relative to 1980 Otto engine, equivalent horse­
power, percentage by year and technology set. 

Brayton-Engine Weight 

The curve for technology sets A and B in Figure 8 
represents average single-shaft and free turbine 
estimates, adjusted for low and high horsepower. The 
1985 datum point is taken from Dowdy et al. (]_), and 
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FIGURE 8 Weight reduction in Brayton engine, 
relative to 1980 Otto engine, equivalent horse­
power, percentage by year and technology set 
(sel C may see only limited use). 
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the 2000 datum point is taken from the Jet Propul­
sion Laboratory (JPL) (15). 

Introduction of Braytons around 1993 for tech­
nology sets A and B at about 1 percent per year 
appears possible (14), although low-horsepower ap­
plications may not be viable because of fluid-dynam­
ics limitations. As indicated in Figure B, Brayton 
engines probably would not be introduced in set C 
(except for the possibility of a specialized, very 
high performance vehicle) because consumer cost 
would be twice that of an equivalent horsepower Otto 
(14). 

Stirling-Engine Weight 

Sources indicate that the specific weight of the 
Stirling engine is likely to be much greater than 
that of the Otto engine (3,15). The 2000 datum 
point in Figure 9 (15) would require extensive use 
of high-temperature ceramics. Optimism varies as to 
whether this degree of weight reduction can be at­
tained. Renner and Siegel (~) are optimistic because 
the thermal efficiency of the engine approaches an 
ideal Carnot cycle. However, their optimism is 
tempered when the technological achievements neces-· 
sary to realize this goal are taken into account. 
Nevertheless, the potential for reduced emissions is 
considered excellent. 
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FIGURE 9 Weight reduction in Stirling engines, 
relative to 1980 Otto engine, equivalent horse­
power, percentage by year and technology set. 

Shack son and Leach (_l!) project fleet introduc­
tion of the engine at a low market penetration rate, 
with consumer costs at 2.5 times the Otto engine of 
equivalent horsepower. These forecasts were adopted 



16 

for technology sets A and B. Given these technical 
requirements and cost implications, the Stirling 
engine was not introduced in technology set C. 

Body Weight Reduction 

The term body in Figure 10 refers to all components 
of the vehicle other than the engine; that is, it 
includes ~ne transmission and drive train. The 
majority of the vehicle weight is in the vehicle 
body; the degree of body-weight reduction was an 
important factor in the vehicle characterization. 
Many data Amtr~PA wPrP ~onsiaered in determining the 
shape of the curves shown in Figure 10. However, 
the results of the analyses were fairly. summarized 
by the estimates of Shackson and Leach <.!.!>· There­
fore, the data points shown reflect their work. The 
uppermost curve for technology sets A and B repre­
sents the maximum weight-reducing effects of down­
sizing ~ de~ign ch~ngeB., and m~teri~ls substituti(;n. 
Body-weight reduction for technology set c results 
primarily from downsizing and design changes; curve 
C approaches the Shackson and Leach projections for 
these technique s. The lowest curve applied to vans 
in all technology sets. 
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FIGURE 10 Body weight reduction, percentage by 
year and technology set. 

FUTURE VEHICLE PERFORMANCE AND COST CHARACTERISTICS 

Performance and Weight Calculations 

A computerized iterative procedure (program VEHSYS) 
was used to calculate the performance and weight of 
all liquid-fueled automobiles projected for each 
technology set. Starting with a baseline vehicle of 
appropriate size, VEHSYS first uses the relation­
ships given in Table 2 to calculate the engine and 
body weight of a future vehicle with the desired 
power-to-weight ratio based on 1980 technology. 

The technological improvements projected in Fig­
ures 3-10 are then used to calculate the new rela­
tionship between horsepower and engine weight for 
the future vehicle. Then the engine and body weight 
of the future vehicle with the desired body power­
to-weight ratio is computed, taking weight-propaga­
tion factors into account. 

Electric and hybrid automobile weights were com­
puted as a function of performance, vehicle size, 
battery characteristics, and design range by using a 
closed-form equation (16). Transit vehicle weight 
and performance projections were also estimated fo r 
each vehicle class and alternate socioeconomic en­
vironment <l.§) • 
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TABLE 2 Relationships Between Horsepower and 
Engine Weight (lb) Used in Estimating the Initial 
Performance and Weight Characteristics of Future 
Vehicles 

Engine Type 

Uniform-charge Otto 
Stratified-charge Otto 
Diesel 

Naturally aspirated 
Turbocharged 

Brayton 
Sli11i11g 

Equation 

WT= I I .878 (hp)0·761 

WT= 15 .750(hp)0
·"

1 

WT= 9.659 (hpJ0 ·
888 

WT= 6.232 (hp)0 ·931 

WT= 55.4 + 2.265 (hp) 
WT= bb.bb I + 4.JJJ (hpJ 

Fuel-Effic i eocy Calculations 

The equations derived to estimate automobile fuel 
cunstunpLiou C:t.L~ bii::sed on empirical data accumulated 
by the General Motors Corporation (17). These data 
confirm a previously demonstrated linear relation­
ship between fuel consumption and trip time, namely, 

FCw =a+ b T (1) 

where 

T 
a,b 

LU~ ~ cOntiumption, fully warmed engine; 

trip time per uni t d istance; a nd 
constants related to the characteristics of 
the vehicle. 

An expression was derived relating constants a and b 
to vehicle characteristics. Empirical cold-start 
fuel-consumption data (17) were then used as a basis 
for deriving factors that were applied to fully 
warmed fuel-efficiency estimates to project total 
fuel consumption for various trip distances. 

The final form of the fuel-efficiency equation 
for fully warmed vehicles is 

FCw = (0.0304W/B7Ja) + (0.0753W/B7Jc ) + [(0.0269W)(J - 7Jc)/B7Jc l 

= [(! l.33CdA/B7Jc) + 0.098ei + 0.140eb] T 

where 

F~ fuel consumption, fully warmed enqine 
(gal/mile); 

T trip time per unit distance (min/mile); 
Wt vehicle curb weiqht (lb); 

B energy content of the fuel (Rt11/gril) i 

na system efficiency, acceleration (decimal 
expression) ; 

nc system efficiency, cruise (decimal ex­
pression) ; 

Ca d drag coefficient; 
A frontal area (ft2 ); 

ei fuel flow rate, idling (gal/min); and 
eb fuel flow rate, braking (gal/min). 

(2) 

The overall system efficiencies lna and ncl are 
important contributors to the measure of fuel con­
sumption; their estimation included improvements to 
transmissions, tires, accessories, and lubricants as 
well as other factors such as average engine effi­
ciency in the urban driving regime. 

The data in Tables 3 and 4 present the engine­
specific and vehicle-specific values used in evalu­
ating Equation 2. The data in Figure 11 compare the 
results of the calculated fuel-consumption relation­
ships to t rip time per unit distance (dotted lines) 
and empirical values for selected fully warmed vehi­
cles. 
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TABLE 3 Engine-Specific Values Used in Estimating Vehicular Fuel 
Consumption, Technology Set A 

Engine Type 

Otto, uniform charge 

Otto, stratified charge 

Otto, turbocharged 

Diesel 

Brayton 
Diesel fuel 
JP-4 fuel 

Stirling 

3Data from Dowdy el al. (3). 

Fuel Flow•, ei and eb (gal/min) 

3.78 x 10-3 + [8.9 x 10-5 (hp-40)] 

2.43 x 10-3 + 16 .2 x 10-5(hp-40)) 

3.78 x 10-3 + [8 .9 x 10-s (hp-40)] 

1.2 x 10-3 + (2.4 x 10-5 (hp-40)] 

5.05 x 10-3 + [8.66 x 10-5 (hp-40)] 
5.24 x 10-3 + [ 8.98 x 10-5 (hp-40)] 
2.16 x 10-3 + [5.53 x 10-s (hp-40)] 

Running Ef-
ficiency (ac-
celeration 
and cruise) 

Year 1) 

1980 0.14 
1990 0.18 
2000 0.18 
1980 0.15 
1990 0.19 
2000 0.19 
1980 0.13 
1990 0.17 
2000 0.17 
1980 0.17 
1990 0.21 
2000 0.21 

2000 0.28 

2000 0.25 

TABLE 4 Vehicle-Specific Values Used in Estimating Vehicular 
Fuel Consumption, Technology Set A 

Size Class 

Mini (2 passengers) 

Small ( 4 passengers) 

Medium (5 passengers) 

Large ( 6 passengers) 

Van (9 and 1 5 passengers) 

- - - - Calculated 

Empirical 

Year 

1980 
1990 
2000 
1980 
1990 
2000 
1980 
1990 
2000 
1980 
1990 
2000 
J 980 
1990 
2000 

Frontal 
Area, A (ft2

) 

16.9 
18.0 
18.0 
18.8 
20.0 
20.0 
21.8 
23.0 
23.0 
25.5 
26.0 
26.0 
28.2 
30.0 
30.0 

Coefficient 
of Drag, Cd 

0.50 
0.35 
0.35 
0.50 
0.35 
0.35 
0.50 
0.35 
0.35 
0.50 
0.35 
0.35 
0.55 
0.40 
0.40 

1974 Large 
Luxury 

1975 
Intermediate 

1974 Smell 
Import 

2 3 4 5 6 7 e 
Trip Time (min/mi) 

FIGURE 11 Calculated versus empirical relationship between fuel consumption (fully warmed 
vehicle) and trip time per unit distance. 
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The cold-start fuel-consumption data <.!1J result 
from experiments where short-trip consumption was 
measured for four vehicles, two with V-8 and two 
with 4-cylinder engines, both with and without fuel 
injection. By using these data, it was found that 
the instantaneous cold-start factor (CSFil could 

be characterized with sufficient accuracy for all 
engine sizes in all time periods by the following 
relationship: 

CSF; = 1 + l.83e<-1. 4 Dl (3) 
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where CSF i is the instantaneous cold-start factor, 
and Dis the trip distance (miles). The cumulative 
cold-start factor was then defined as 

(4) 

By using the distance and speed characteristics 
u i. the city eye.le \J..it\-'iJ l!it'A test procedure \!!!), 
the fully warmed fuel consumption of each of the 
vehicles and the cold-start factor for each of the 
three tr i p s egments was c alc ula t ed. Finally, the 
overall trip fuel consumption was calculated accord­
ing to the following equation: 

where 

FC trip fuel consumption, 
FE 1 c fuel efficiency (miles/gal) , first trip 

segment, and 
CSF1 =cumulative cold-start factor, first trip 

segment. 

Figure 12 shows the benchmark fuel economy for 
new Otto-engine automobiles. A constant new car 
sales distribution of 50 percent small, 30 percent 
medium, and 20 percent large Otto-engine automobiles 
was used for a ll t echno logy s e t s to illustrate the 
effects of technol og i cal change . The r esul t ing har­
monically averaged fuel economy for new car fleets 
approximates or exceeds the CAFE required value of 
27.5 miles per gallon in 1985. 

1980 1990 2000 

503 Smell, 303 Medium, 203 Lorge 

FIGURE 12 Benchmark fuel economy for 
new Otto-engine care in two technology eets 
wed for TAPCUT policy analysis. 

Purchase Cost Calculations 

The methodology used to estimate liquid-fueled auto­
mobile purchase cost (in 1975 dollars) was based on 
the methodology devised for another study (19). It 
entailed applying regression analyses to historical 
da t a t o develop equations relating t he weight of 
vehicular components to a vehicle characteristic 
(e.g., horsepower) and subsequently developing equa­
tions relating the manufacturing cost of the compo­
nents to either their weights or horsepower. The 
sum of the vehicle manufacturing and assembly costs 
was then converted to purchase cost (price) by a 
relationship derived from the difference between 
actual list prices and computed manufacturing costs 
of actual vehicles in a given model year. A simple 
extrapolation of prices derived from regression 
analyses does not necessarily account for competi ­
tion-driven improvements in production processes. 
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However, relative price 
household's choice among 
absolute price (see paper 

differences influence a 
new vehicles more than 

by Saricks, Vyas, and 

importance of relative price, this simplification of 
the price-determination process based on histori­
cally traceable data was used for automobiles. 

Transit vehicle costs were judgmentally derived 
from past trends and adjusted for improvements from 
the use of lighter but more expensive materials. 
Electric and hybrid vehicle prices were computed by 
using material percentages by material type and 
projected co&t& on a per unit weight basis, A rela­
tionship between material cost a nd consumer p r ice 
was used to compute final vehicle price (16). 

Operating 

Operating costs, less fuel (which was a policy vari-
~ble ) ; we r ~ estim~ted f or .- .o.n~; .,­·-I:"--• and mainte nance , 
replacement tires, and lubricating oil. The same 
operating cost relationships derived for the base­
line vehicles represented those costs for future 
liquid-fueled vehicles except for the cost of lubri ­
cating oil changes for the Brayton engine, which was 
less than conventional engines. The cost of Otto­
engine lubricating oil changes was used as a sur­
rogate for that of the Stirling engine. 

Selected Cost and Performance Results 

The data in Table 5 give the performance and cost 
characteristics that were projected for medium-sized 
1 iquid-fueled vehicles in 2000 for each technology 
set. The data in Table 6 indicate similar projected 
characteristics for selected battery-electric auto­
mobiles and transit vehicles. 

The data in Table 5 indicate that horsepower for 
vehicles in set A is much higher than in sets B and 
c. The interpretation of the socioeconomic scenario 
leading to set A assumed that high-performance vehi­
cles would be demanded by a highly competitive soci­
ety. Power-to-weight ratios for the average automo­
bile would be considerably higher than current 
averages, but not beyond the range of the highest 
performance automobiles now available. !Fpr compari­
son, a better-than-average 1980 BMW 320I has 101 hp 
at a curb weight of 2,500 lb (2). Thus 132 hp in a 
2, 200-lb vehicle as shown in -the table is not an 
extreme increase.) Conversely, the medium-sized ve­
hicle in set c was designed for the segment of that 
society for which high performance was of little 
necessity. Further, in set c little attention was 
given to efficiency improvements even though fuel 
costs forced a moderate improvement over cur.rent 
conditions. Set B reflects the demand for the utmost 
in fuel economy. Thus vehicle efficiency was high 
and performance was deemed unimportant. Therefore, 
the low power-to-weight set B vehicles gained a sig­
nificant fuel-economy improvement with respect to 
the other two sets. 

As noted earlier, prices were computed from an 
extrapolation of regression analyses of current 
data. Recall that relative prices within a set were 
a major factor in vehicle choice. However, the only 
slightly lower price for the set A Otto-engine vehi­
cle, as compared to its weight, is also a function 
of several observed factors. The regression analy­
ses and comparison with actual list prices indicated 
that as vehicle weight is lowered, fixed manufactur­
ing costs and return-on-investment expectations 
assumed a greater proportion relative to variable 
manufacturing costs, thus resulting in a higher 
price per pound of vehicle. In set A this effect 
drove the calculated price upward more than might be 
expected from its low curb weight. In set B this 

ii .. -
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TABLE 5 Future Vehicle Characteristics: Medium-Sized Class, 2000 

Urban Cycle 
Fuel 

Engine Weight Body Weight Curb Weight Efficiency 
Vehicle and Technology Set (lb) (lb) (lb) Power (hp) (miles/gal) Price" ($) 

Otto engine, uniform charge 
Set A 358 1,832 2,190 132 27 5,240 
Set B 131 1,826 1,957 35 35 5,258 
Set C 198 2,100 2,298 52 26 5,321 

Otto engine, stratified charge 
Set A 413 1,847 2,260 135 30 5,256 
Set B 149 1,831 1,979 35 37 5,262 
Set C 214 2,105 2,319 52 28 5,333 

Otto engine, turbocharged 
Set A 198 1,792 1,990 123 28 5,551 
Set B 75 1,812 1,887 34 33 5,619 
Set C 140 2,082 2,222 51 27 5,622 

Diesel engine 
Set A 322 1,820 2,141 130 42 5,864 
Set B 119 1,822 1,942 35 47 5,765 
Set C 182 2,095 2,277 51 37 5,708 

Brayton engine 
Set A 214 1,791 2,006 124 41 7,018 
Sets Band C 

Stirling engine 
Set A 426 1,842 2,268 136 42 6,896 
Set B 173 1,837 2,010 36 54 6,160 
Set C 

3
Price in 1975 dollars. 

TABLE 6 Future Selected Medium-Sized Electric Automobile and Transit Vehicle Characteristics 

Engine or 
Motor/Controller Battery 
Weight8 Weight· 

Vehicle and Technology Set (lb) (lb) 

Electric (Ni-Zn) 
Set A 306 830 
Set B 276 761 

·Set C 365 886 
Transit 

Bus, 35-40 ft (diesel) 
Set A 1,000 
Set B 1,100 
Set C 1,112 

Light rail (electric) 
Set A 3,400 
Set B 3,400 
Set C 3,400 

8 Motor/controller applies to electric v1::hicles on)y, 

bPrice fo 1975 doJlars. 

cMiles J)er gallon. 

effect was slightly more pronounced. In addition to 
the cost-versus-weight function, the manufacturing 
cost of an engine was found to be a fairly weak 
function of its power. This finding was partly 
substantiated by the observation that optimal high­
powered engine prices listed by some manufacturers 
for some vehicles were less than $100 higher than 
for the lower-powered counterpart. Thus the high 
horsepower of the set A vehicle did not substan­
tially contribute to its price. The combination of 
these factors and other subtle influences resulted 
in the rather narrow range of prices given in Table 
5. 

CHARACTERISTICS OF FUELS AND RESIDUALS ASSOCIATED 
WITH THE MANUFACTURE OF VEHICLES 

The energy and environmental consequences of vehicle 
production in each technology set was estimated by 
quantifying changes in material and vehicle produc­
tion methods implicit in each of the alternative 
socioeconomic environments. Result highlights are 
presented in the following subsections. 

Urban Cycle 
Fuel 

Curb Weight Efficiency Priceb Range 
(lb) (kWh/mile) ($) (mile) 

3,294 0.36 7,295 125 
2,969 0.33 7,198 125 
3,476 0.42 8,084 125 

22 ,000 2.8c 115,000 
23,400 2. 7c 125,000 
21,388 3.0c 130,000 

61,600 5.7 370,000 
61,600 5.7 370,000 
62,500 6.2 370,000 

A modularized data base was prepared for each mate­
rial used in baseline and projected vehicles. Then 
the types and amounts of fuels required to produce 
these materials in extraction, production, and re­
cycling processes were obtained from many sources 
(16). These data were then expressed in British 
t~rmal units (Btu) per fuel type per pound of mate­
rial. A similar approach was used to formulate the 
data base on air and water residuals and solids 
resulting from the production of 1 lb of material in 
extraction, manufacture, and recycling phases. 

Next a baseline bill of materials was prepared 
for each major component of each 1980 vehicle (en­
gines, motors, batteries, and bodies). Then projec­
tiona were made of future vehicles' bills of materi­
als based on interpretation of the probable material 
substitutions implicit in each alternative socioeco­
nomic environment. Finally the weight percentage of 
each material in a component was estimated, and com­
ponent weights derived from the vehicle characteri­
zation were converted to weights of materials asso-
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ciated with a specific vehicle, the amounts of fuels 
consumed, and residuals produced in extraction and 
manufacturing. 

An important aspect of this characterization was 
that only fuels used and residuals produced in the 
United States were associated with the production of 
a vehicle. Estimates of the percentage of imported 
materials in each alternate socioeconomic environ-
ment were made. Estimates of recycled material 
percentages (i.e., steel, aluminum) were also made, 
and these had significant impacts because recycling 
is less energy intensive and environmentally degrad­
ing than production from virgin materials. 

The amount of fuel consumed (by fuel type) and 
the ex tr action and manufact uring res iduals was ca l ­
culated by using a computer program (VEHFR). The 
program data files contain estimates by technology 
set of the amount of fuel consumed and residuals 
produced by type per pound for 31 materials, disag­
gregated into extraction, manufacture, and recycl­
ing, and included assembly plant fuels and resid­
uals. Output data include vehicle technology set, 
vehicle component and component weight, Btu by fuel 
type (coal, petroleum, natural gas, electricity, 
hydroelectricity, and miscellaneous), total Btus, 
weight of 11 air and 20 water residuals, and total 
solids. These data are also disaggregated into 
extraction and manufacture. 

Alternate Socioeconomic Env ironment Influences on 
Materials Production and Manufacturing Practices 

For technology set A, the major effect of socioeco­
nomic conditions and government policies was to 
increase exports and to initally relax environmental 
control on manufacturing. Production processes 
greatly improved and quickly replaced outmoded ones. 
Imports of ores and fabricated materials were re­
duced, and recycling increased moderately over 1980 
levels. The use of coal would increase, and the use 
of petroleum would bottom out in 1985. Purchased 
electricity for use in some materials processing and 
in-plant operation increased. 

The primary effect of socioeconomic conditions on 
technology set B was to sharply increase the recycl­
ing of materials. The conservation ethic resul t.Pn 
in reduced requirements for products and energy. 
Some ores were imported to reduce environmental 
degradation. Strict environmental controls were 
retained, but plant productivity had some improve­
ment, despite controls, and there was a moderate 
amo1.int o f new pl~nt constr1_1ction ~ The 1_ise o f coo 1 
increased slowly, with natural gas taking up the 
slack. Manufacturing sector requirements grew ... ,,.... .. , .. 
.U.J..UW.L:Je 

For technology set C, little improvement was made 
over 1980 in conserving either energy or the en­
vironment. Lack of environmental control enforcement 
resulted in some transitory increases in plant pro­
ductivity. However, few new·plants were constructed, 
and the faltering economy required increased mate­
rial imports. The amount of recycling also de­
creased. There was little change in the distribution 
of fuels used from the 1980 era. 

Materials and Residuals of Production: 
Characterization Highlights 

In the area of materials substitution, the projected 
year-2000 bills of materials show light materials 
(aluminum, plastics, and magnesium) increasing in 
Otto engines from 8. 5 to 52 percent for technology 
set A, to 54 percent for set B, and to 35 percent 
for set c. The use of lighter materials in bodies 
(aluminum, plastics, and carbon and graphite com­
posites) follows the same pattern, increasing from 
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8.3 percent in the 1980 base year to 22 percent for 
technology sets A and B, and to 15 percent for set c. 

A somewhat surprising result is shown in Figure 
13, where manufacturing energy expenditures per 
pound of a medium-sized Otto-engine automobile are 
shown for each technology set. In set A energy use 
dips slightly between 1980 and 1990 as lighter vehi­
cles are produced and plant efficiency improves. 
However: energy use rises sharply from 1990 to 2000 
as more energy-intensive materials, such as aluminum 
and magnesium, are substituted and material imports 
are reduced to gain a favorable balance of trade. 

30000 

Set A 

Set C 

25000 
.0 

~ 
::i 
iil 

20000 

15000 -t-~~~~~~~~~~~~~~~~ 

1975 1980 1985 1990 1995 2000 

FIGURE 13 Comparison of weight-specific vehicle 
production energy for a medium-sized automobile 
with Otto engine in two technology sets. 

Technology set B, with its emphasis on conserva­
tion and environment, is level between 1980 and 
1990, even though plant efficiencies increase mar­
ginally and s·ubstitution of energy-intensive mate­
rials is instituted at an earlier da\e. Projected 
increases in recycling is the major reason for 
energy saving. However, increased use of light 
materials causes a slight rise in total energy from 
1990 to 2000. Manufacturers reduced vehicle operat­
inq enerqy use (the greatest energy expenditure) 
and, as a result, incurred some increased energy use 
in product ion. 

For technology set c, increased energy use after 
1980 occurs as plant efficiency increases only 
slowly and productivity decreases. However, the 
situation is turned around after 1990, when substi ­
tution of energy-intensive materials has not been 
aggressively pursued and increasing material imports 
shift ~he energy expenditure and residuals burden 
outside the United States. The result is that energy 
use per pound of vehicle in 2000 in technology set C 
is the same as expended in set B. The difference is 
that in technology set C the favorable energy ex­
penditure was at the expense of unfavorable trade 
balances, whereas set B gained it through recycling. 

As an example to illustrate how residuals of 
production change with respect to technology sets, 
NOx air residuals associated with the production 
of a medium-sized automobile in technology set A 
(2000) decreased 47.5 percent over baseline levels, 
whereas in set B the decrease is 51.8 percent. The 
general vigor of the alternate socioeconomic en­
vironment leading to the characterization of tech­
nology set A resulted in substantial environmental 
benefits, even though priority research was delayed 
until late in the century. Technology set C im­
proved 35 percent in spite of an indifferent atti­
tude toward the environment. Here, again, much of 
the resid ual burden was shifted outside of the 
United States. 
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ON-ROAD EMISSIONS CHARACTERIZATION 

It was assumed that the most stringent 50,000-mile 
standards now proposed by the EPA at the time of 
this study for future implementation are the maximum 
practicable. Therefore, for currently regulated 
pollutants, future motor vehicle emissions were 
projected in accordance with the phase-in rate for 
each technology set. New emission standards for CO 
·and NOx, originally scheduled for 1981, were post­
poned in all technology sets until 1985. These co 
and NOx standards were projected to remain in 
force through 1987 for technology sets A and C, with 
the more stringent, but not final, standards then in 
effect through 2000. In set B these more stringent 
standards became effective in 1983 with the final 
0.4 g per mile NOx standard for Otto engines taking 
effect in 1988. 

Diesel HC emissions from 1983 to 1987 were esti­
mated to be 0. 41 g per mile for technology sets A 
and C and 0.2 g per mile for set B. Only nonleaded 
gasolines were used in all technology sets in 1988, 
with set B implementing a faster phase-out of leaded 
fuels. 

Among engine-specific projections, Stirling emis­
sions were quite low in all emission categories for 
all potential fuels. Brayton-engine emissions were 
projected to be similar to Otto-engine emissions in 
2000, with the best emission performance realized 
from use of diesel and alcohol fuels. Total sus­
pended particulates were projected to be in the 5.2 
g per mile range for all engines in all technology 
sets, except for the diesel to 1987 (about 5.9 g per 
mile for sets A and C, and 5. 3 g per mile for set 
B), and zero for alcohol-fueled Stirling and Brayton 
engines. Aldehydes were projected to be within the 
rather close range of 0 to 0.04 g per mile, except 
for early technology sets A and C diesels, which 
were 0.07 g per mile. 

INFRASTRUCTURE CHARACTERIZATION 

The capital cost, energy cost, and air and water 
emission burdens attendant to the construction of 
rights-of-way were assessed. A modularized data 
base was developed where structures related to light 
rail, commuter rail, expressway and freeway, and 
express busway transportation systems were typified 
according to architecture and other pertinent char­
acteristics. A bill of materials was developed for 
each typical structure, and tabulations were made of 
the energy consumed and residuals associated with 
the production .of those materials, the fuels used 
and emission produced in the construction process, 
and the capital cost of construction. 

This data base permitted a desired infrastruc­
tural element to be conceptually constructed and the 
energy expenditure, emission, and cost of construc­
tion to be rapidly calculated. Other than the use 
of energy and residual projections for materials 
characterized in vehicular analysis, no attempt was 
made to relate the infrastructural projections to 
alternate socioeconomic environments. 

SUMMARY 

The characterizations presented in this paper de­
scribe future automotive technology sets for policy 
analysis, starting from a baseline vehicle charac­
terization derivP.c'I from hif'torical data. The base­
line characterization was projected forward in time 
along paths suggested by given alternate future 
socioeconomic environments supported, where pos­
sible, by projections of other researchers in the 
field. The breadth of the vehicle characterizations 
permits the effects of policy options on most facets 
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of the urban transportation sector to be examined, 
including transit, although detailed transit char­
acterizations are not described here. The method­
ologies developed in this work are generalized, and 
hence can be used with alternate assumptions in a 
variety of other investigations. 
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Energy-Conservation Strategies and Their Effects on 
Travel Demand 
DARWIN G. STUART. SARAH J. LaBELLE. MAR<: P. KAPLAN. and LARRY R. JOHNSON 

ABSTRACT 

The types of impacts on urban travel demand 
that might be expected from two broad, 
multifaceted energy-conservation strategies 
are described. Based on sketch-planning 
travel demand modeling conducted for three 
case study regions and generalized extrapo­
lation of these results to national totals, 
illustrative travel impact results are pre­
sented. Five different types of impact are 
considered• (a) mode choice by trip p1Jrpose 
(work versus nonwork) , (b) variations . in 
transit travel by city type, (c) vehicle 
miles or automobile 
nonwork purposes, (d) 

travel for 
variations 

wuck and 
in trips 

per capita and per trip length by purpose, 
and (e) distributional differences in terms 
of household (central city, suburban, 
exurban). The in-place policy, marked by a 
sharp rise in automobile out-of-pocket 
costs, had no increase in per capita automo­
bile travel by 2000, although aggregate 
energy consumption was lowered. The individ­
ual travel strategy, which lowered automo­
bile operation cost relative to the in-place 
policy by improvements to automobile fuel 
economy, achieved noticeable energy savings 
with negligible impact on choice of travel 
mode. The group travel strategy, on the 
other hand, significantly altered mode 
choice and saved transportation energy in 
this way. Significant improvements in tran­
sit service and strong automobile travel 
disincentives yielded dramatic shifts to 
group travel modes for nonwork travel. Work 

travel mode choice was affected to a lesser 
extent, with increases of 30 to 40 percent 
in transit and shared-ride modal splits. 

Meaningful analysis of the many different supply­
and demand-oriented strategies for conserving urban 
transportation energy is a complex undertaking. Not 
only is the range of available conservation options 
a wide one, but the applicability of such options 
within urban areas varies greatly by urban area size 
and density <.!-;!> • When the potential impact of 
technology- oriented options (e.g., alternate fuels, 
engine technology advances, and greater fuel effi­
ciency from the vehicle mix) is considered, another 
layei: or complexity is added (see papers by Hudson 
and Putnam, and by Saricks, Vyas, and Bunch else­
where in this Record) • Even more complications 
arise when the analysis tools available for the 
examination of travel demand impacts are considered, 
together with the necessary behavioral assumptions 
that are associated with. them (see paper by Kaplan, 
Gur, and Vyas elsewhere in this Record). 

Consequently, because of these complications the 
analysis results presented in this paper are illus­
trative only. In order to permit a systematic yet 
wide-ranging analysis to move forward, a host of 
reasonable (but still limiting) assumptions has been 
made. For example, only two scenarios regarding the 
future socioeconomic characteristics of urban re­
g ions [household size, income, energy price, gross 
national product (GNP)) were considered. Among the 
many different combinations of energy-conserving 
actions that could be devised, only two--one empha­
sizing group travel options (transit and shared 
ride) and another emphasizing greater efficiency in 
individual vehicle travel--were investigated (to-
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gether with in-place policies as a baseline). 
The four combinations of scenarios and strategies 

are intended to represent end-of-range impacts, with 
the understanding that many other intermediate 
levels of policy action and impact are possible. 

The types of impact on urban travel demand that 
might be expected from two broad, multifaceted 
energy-conservation strategies are described. Based 
on sketch-planning travel demand modeling conducted 
for three case study regions and generalized extrap­
olation of these results to national totals, illus­
trative travel impact results are presented. The 
method for projecting city-specific responses to the 
strategies sequentially (1990 and 2000) applied a 
modified, legit model of travel demand Ci, and paper 
by Kaplan et al. in this Record). Recalibration was 
performed for each case study city. The model was 
used directly for each forecast, with revised demo­
graphic as well as policy variables. Because of 
this structure, comparison of results for each year, 
strategy, and city was consistently achieved. 

Five different types of impact are considered: 
(a) mode choice by trip purpose (work versus non­
work), (b) variations in transit travel by city 
type, (c) vehicle miles of automobile travel for 
work and nonwork purposes, (d) variations in trips 
per capita and per trip length by purpose, and (e) 
Jistributional differences in terms of household 
income levels and location within urban areas (cen­
tral city, suburban, exurban). 

Again, t he results presented are not regarded as 
definitive (and certainly not prescriptive) but as 
illustrative of the kinds of traveler response that 
could be expected for organized urban transportation 
energy-conservation strategies. The modeling tools 
measured synergistic effects of the strategies and 
demonstrated differences between cities. 

ALTERNATIVE CONSERVATION STRATEGIES 

Economic Growth Sc e narios 

To help bound the analysis of urban transportation 
energy-conservation potentials, two economic growth 
scenarios were set forth. These scenarios provide 
two different economic and social aggregation fu­
tures as a backdrop for the analysis of the impacts 
of conservation policies. The scenarios are dis­
tinguished from each other primarily by assumed GNP 
growth r ate, rate of fuel price increase, amount of 
technology development success, and social organiza­
tion. Scenario I is generally greater on all these 
dimensions than scenario III (scenario II was 
dropped from the analysis) • The percentage of the 
national population living in metropolitan areas is 
higher in scenario I than in scenario III. Household 
sizes are slightly smaller and household incomes are 
significantly higher under scenario I. 

Scenario I can consequently be regarded as 
stronger and more vigorous in economic and tech­
nology development terms, whereas scenario III can 
be regarded as a slower growth, economically conser­
vative, and lower-income economy. Key constrasts 
between scenarios I and III include (in order) the 
following items: 

1. GNP growth rate--3.6 versus 2.2 percent: 
2. Level of social aggregation--strong competi­

tion versus disassociation; 
3. Research and development activities --high 

investment versus low investment: 
4. Average household size, year 2000--2.37 

versus 2.41; 
5. Low-income households (less than $13,000 in 

1975 constant dollars), year 2000--34 versus 51 
percent: 

6. 
1975 

High-income households 
constant dollars) , year 

percent; 
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(more than $23,000 in 
2000--33 versus 23 

7. Total energy consumption, year 2000 (in 
quads)--114 versus 94; and 

8. Oil price per barrel (1975 dollars), year 
2000--$46 versus $62. 

Case S t udy Reg ions f o r Travel Demand Analysis 

Conservation policies were tested in three typical 
cities, and impacts were analyzed and then expanded 
to national urban totals. As the testing was done 
for each city, some variation in policy specifica­
tion occurred in each according to its features. 
The typical cities were selected in light of major 
differences in their transportation-related charac­
teristics; a factor analysis technique was used for 
grouping cities (see paper by Peterson elsewhere in 
this Record) • The first typical city, Sprawlburg, 
represents relatively new, spread out, western met­
ropolitan areas. The second city, Megatown, has 
certain characteristics of the big, densely settled 
city with satisfactory transit in place. The third 
typical city, Slowtown, might be best described as a 
midwestern, industrial, middle-sized metropolitan 
area. 

Ci ties in the nation are viewed as combinations 
of the characteristics of these typical cities. The 
typical cities were selected as extreme or atypical 
cities along three primary dimensions. Intensive 
studies of these three cities were used to infer the 
response of all cities in the country. Because all 
cities, to some extent, assume the roles of service 
city, manufacturing center, government center, 
transport hub, and so forth, the data describing 237 
standard metropolitan statistical areas (SMSAs), 
including 52 socioeconomic and transportation vari­
ables from various years (1970 through 1977), were 
used to define the primary dimensions and the rela­
tionships of all cities to those dimensions. 

Sprawlburg examples include Phoenix, Nashville, 
Dallas, Anaheim, and Jacksonville. Megatown examples 
include Chicago, Philadelphia, Cleveland, Minneapo­
lis, Boston, and Saf\ Francisco. Slowtown examples 
include Flint, Grand Rapids, Lima, Paterson, Nor­
walk, and York. 

Range o f Co nse rvatio n Options 

As a baseline for all impact analyses, an in-place 
policy was established as the extension of all pro­
grams and plans in place in 1980 that affect urban 
transportation. For the three case study cities, 
these were defined in terms of existing state, re­
gional, and local plans. The two energy-conservation 
policy packages, so named to reflect the fact that a 
number of more specific options are contained within 
each, represent two different approaches to saving 
energy in urban transportation. 

The group travel strategy promotes mass ti:ans1 t: 
and ridesharing with no improvements to automobile 
technology relative to the in-place policy, whereas 
the individual travel strategy focuses on automobile 
technology improvements as the means to decrease 
transportation energy use while maintaining mobil­
ity. In general, the group travel strategy involves 
large-scale changes in level of service for transit, 
as measured by service frequency, line-haul travel 
time, and system coverage in each case study reqion. 

The individual policy actions or measures that 
were analyzed are given in Table 1. Some 17 differ­
ent actions are included, falling into four broad 
groups: land use controls, fuels and vehicles re­
search and development (R&D) , economic and regula­
tory disincentives (automobile travel), and group 
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travel incentives (transit, ridesharing). 
Policies varied by the scenario in which they 

were expected to have the greatest effect: in gen­
eral, scenario I, with higher GNP and public and 
private dolla rs available for research and develop­
ment, was assumed to be capable of supporting rail 
transit service expansion. Scenario III, on the 
other hand, emphasized reduced transit fares and 
exp ress bus service , including busway construction. 
Levels of policy c hange f or bot h 1 990 and 2000 a r e 
indicated in Table 1, reflecting the years for which 
demand analyses were conducted. 
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the group travel strategy consequently did not 
change extent of service as much as the quality of 
the service provided. 

Group Travel Strategy in Scenario I 

The policy test of the group travel strategy in 
scenario I included no changes under land use con­
trols or fuels and vehicles R&D, but there were 
extensive changes to transit service, including 
significant development of light rail service and 

TABLE 1 TAPCUT Conservation Strategies as Tested in Travel Mode Changes from In-Place Policy by Forecast Year 

Policy Aciion (measure) 

Land use controls(%) 
Live close to work (work trip length) 

High density zoning (growth in households relocated near or away from centers) 

Decentralized work or shop locations (employment growth relocated near or 
away from centers) 

Further CBD growth (CBD share of employment) 

Fuels and vehicle R&Il (%) 
Vehicle weight R&D (avg fleet car weight) 

Engine, vehicle, and fuels R&D (new car miles per gallon) 

Economic disincentives for automobiles 
Increase CBD parking cost (daily charge)(%) 

Impose cost on free parking (in 197 5 dollars)($) 

Increase automobile fuel tax (retail fuel price)(%) 

Group travel incentives(%) 
Carpool promotion (parking costs, walk time to work) 

New rail service (track miles built) 

New rail service< (in-vehicle time) 
Express busways built (busway lane miles) 

Express bus service• (in-vehicle time) 
Conventional bus service (routes with improved frequency) 

Conventional bus service (wait time) 

Reduce transit fares 

Automobile travel behavior, trip linkingf 

3
Near. 

hAway. 

cRange of 40 to 60 percent for scenarios I and Ill for group travel strategy. 

dSame. 

eon busways and bus Jines for scenarios I and III For group travel strategy. 

f Parametric only; discuss impacts-for scenarios 1 and III for group travel strategy. 

Figure l also summarizes, in a conceptual way, 
the relative emphasis on selected conservation poli­
cies or action areas associated with each strategy. 
In addition, for the group travel strategy, scenario 
I relied on capital-intensive light rail systems and 
some busways, whereas scenario III used more exten­
sive motor bus service in mixed traffic and in ex­
clusive lanes--a low-capital, high operating cost 
choice. 

The level of detail at which transit service 
changes were specified makes it difficult to simply 
summarize the changes in Table 1. The measures 
provided indicate that travel time changes were the 
same general magnitude in each scenario, but varied 
by transit mode (bus or rail) and travel corridor. 
Extent of service wa s inc r eased subs tant ially over 
the 20- yea r period according to the in- place policy : 

Year 

1990 
2000 
1990 
2000 
1990 
2000 
1990 
2000 

1990 
2000 
1990 
2000 

1990 
2000 
1990 
2000 
1990 
2000 

1990 
2000 
1990 
2000 

1990 
2000 

1990 
2000 
1990 
2000 
1990 
2000 

Cl> 
Cl c 

"' .t: 
() 

Cl> 
> :; 
4i a: 

:-roup Travel Strategy Individual Travel Strategy 

Scenario I Scenario III Scenario I Scenario Iii 

2.2 
2. 8 

200 
200 
2.00 
2.00 
37.2 
97.2 

-50 
-50 
235 
215 

_ d 

100 

50 
100 
-15 
-15 

100 

BO 

60 

40 

20 

-6 
-14· 
4.9" 
11.4 
25.8" 
29.3 
9.1 
18.0 

1.8 
-1.8 

200 
200 
I.DO 
I.OD 
38.6 
42.0 

-50 
-50 
I 
33 

164 
Ill 

- 25 
-25 

-3.3 
-4.3 
28.4 
23.4 

4.9b 
5.1 
16.9b 
17.5 
-6.8 
-14.4 

6.7 
8.2 

·- 1.4 
3.6 

NEW PARK. FUEL TRANSIT BUS CARPOOL 
CAR COSTS TAX SERVICE FARE PARKING 
MPG % 

FIGURE l Summary of TAPCUT conservation 
policies in contrast to in-place policies in 2000. 

-... 
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bus frequency improvements, coupled with stringent 
automobile disincentives in the form of parking 
costs and fuel taxes. Busways were used in smaller 
cities, whereas new light rail was built in medium­
sized cities. The fuel taxes increased to 50 percent 
of the retail price in 1990, and to 100 percent by 
2000. 

Parking costs tripled in central business dis­
tricts (CBDs), whereas $2 (in 1975 dollars) charges 
were imposed on free parking under the in-place 
policy. There were 50 percent reductions in carpool 
parking costs and in walk times at the work place 
for both forecast years. Fuel economy changes in 
new car purchases are reflective of fuel price im­
pacts on automobile purchases and of a minor vehicle 
design change in the medium-Otto vehicle. 

Group Travel Strategy in Scenario III 

Significant transit improvements with stiff in­
creases in automobile costs marked the policy test 
of the group travel strategy in scenario III. Tran­
sit improvements focused on increases in express bus 
service, extensive use of busways in small and 
medium-sized cities, reduction of fares to 75 per­
cent of in-place policy levels, and a 50 percent 
reduction in carpool parking costs and walk times 
was also included. The fuel taxes reached 50 per­
cent of the retail price in 1990 and stayed there to 
2000. 

Parking taxes ($1 in 1975 dollars) were imposed 
throughout each metropolitan region, including those 
suburban lots that were free under the in-place 
policy. Some land use controls were imposed, which 
resulted in a net reduction in work trip length, 
increased residential density, and a damping of the 
trend under the in-place policy to decrease the CBD 
share of metropolitan employment. There were es­
sentially no changes in the automobile character is­
tics defined under the in-place policy for this 
scenario. 

Individual Travel Strategy in Scenario I 

In the policy test of the individual travel strategy 
in scenario I, significant increases in automobile 
fuel economy were postulated. All other variables 
were unchanged from the in-place policy. New cars 
were 23. 4 percent more fuel efficient in the year 
2000 than their in-place policy counterparts. The 
stock held by households was nearly 23 percent more 
efficient than the in-place policy, and 125 percent 
better than that of 1980. 

Fuel-economy gains in newly purchased automobiles 
are achieved without major weight changes. Engine 
design improvements in 1990 allow both performance 
and fuel economy to improve without much reduction 
in vehicle weight. In 2000 the need for weight 
change is somewhat greater, whereas the fuel-economy 
increase over the in-place policy vehicles is not 
quite as great as for 1990. 

Individual Travel Strategy in Scenario III 

A modest improvement in automobile fuel economy and 
an increase in decentralized development are the 
changes proposed for the policy test of the individ­
ual travel strategy in scenario III. The prices of 
fuel and transit, along with that of parking, are 
unchanged from the in-place policy. Growth in em­
ployment arid households tended to locate away from 
established centers. About 17 percent of employment 
growth and 5 percent of households growth made these 
shifts, as compared with the in-place policy. Fur­
ther, the share of employment in the CBD decreased 
more rapidly than under in-place policies; it was 14 
percent less in 2000. 
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Automobile fuel economy dips below the in-place 
policy value in 1990 because of a shift in consumer 
preference to medium and large cars. With higher 
performance, technological improvements surpass the 
effect of the market shift by 2000, however. Market 
preferences also result in heavier average new car 
weight in spite of reductions of 3 to 4 percent in 
small and large cars over the in-place policy. 

IMPACTS ON URBAN TRAVEL DEMAND 

Both energy savings strategies had significant ef­
fects on household travel demand, differing by type 
of city, intraurban location of households, and 
household income. In general, the direction of the 
effects of each policy was the same for each sce­
nario, but results in scenario I were always of a 
greater magnitude than the same change in scenario 
III. This is partly attributable to the higher 
household incomes assumed under scenario I relative 
to scenario III. Because t.ravel impacts are largest 
for scenario I, most of the results presented here 
are drawn from scenario I analyses, except where 
scenario III results differed from scenario I. 

Work Travel Mode Choice 

Figures 2 and 3 show the change in year-2000 modal 
split for work travel under the in-place policy and 
the group travel strategy. The same number of work 
trips were assumed under each. Further, origin and 
destination pairs are also identical because work 
trips are considered as nondiscretionary trips in 
the chosen modeling approach. Thus destinations are 
fixed and only the mode can be chosen. The work 
trip transit modal share increased for all three 
city types and at the national average under the 
group travel strategy. Ridesharing increased sig­
nificantly in each city, but drive-alone continued 
as the predominant mode for work travel. The transit 
share was almost negligible in both Sprawlburg and 
Slowtown. 

eza Driver 
D Shared 
•Transit 

Sprawl- Mega-
burg town 

Slow­
town 

All 
Metro 

FIGURE 2 Work trip modal shares in scenario I 
under in-place policy, 2000. 

The group travel strategy had its strongest ef­
fect on ridesharing rather than transit for work 
trips C2 l. Nearly all of the diverted drive-alone 
trips turned to ridesharing in each city. Even 
though the percentage of work trips is small for 
transit, the absolute imp act on transit systems 
would nevertheless be large. In Sprawlburg, for 
example, a change from 1 to 2 percent of all work 
trips implies that a doubling of ridership occurs 
during peak hours. Substantial improvement in 
peak-hour transit service was correspondingly pro-
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FIGURE 3 Work trip modal shares in scenario I 
under group travel strategy, 2000. 

vided under this policy, Across all metropolitan 
areas the ridesharing increase of 33 percent [rela­
tively (from 18 to 24 percent of all work trips)] 
and the transit increase of 40 percent (from 5 to 7 
percent) represent significant modal shifts. 

Nonwork Travel Mode Choice 

To understand analysis results for nonwork travel, 
it is helpful to examine the average automobile op­
erating costs associated with the policy options. In 
Figure 4 the rise in operating cost per mile, in­
cluding fuel costs, is sharpest between 1975 and 
1980, slightly moderated between 1980 and 1990, and 
actually decreases slightly between 1990 and 2000. 
Costs in 2000 are still higher, however, than costs 
in 1980. 

0.30 
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...... ,,,.~~ · 
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FIGURE 4 Out-of-pocket autornobilc operating costs 
in scenario I. 

Several factors enter into this representation of 
automobile operating cost per mile. The retail cost 
of fuel, average maintenance and repair costs, and 
the actual fuel efficiency experienced in travel are 
all included in the analysis. This cost represents 
out-of-pocket costs associated with vehicle opera­
tion and is not equivalent to life-cycle costs. Fur­
ther, automobile operating costs do not include 
parking costs, which are assessed · per trip. Cost 
rose most sharply under the group travel strategy. 
This increase over the in-place policy is due solely 
to the high fuel tax imposed as part of the group 
travel strategy. Under the individual travel strate­
gy costs per mile decreased only slightly. This dif­
ference was due _only to the change in the technolo­
gies that were assumed available to households under 
this policy, because the price of fuel remained the 
same as under the in-place policy. Al though house-
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holds could have chosen vehicles that lowered oper­
ating costs relative to the in-place policy, they 
instead chose slightly larger automobiles. 

In scenario III, not shown in the figure, the 
difference in per-mile operating costs were less 
between the in-place policy and the group travel 
strategy than under scenario I. Oddly, the individ­
ual travel strategy results in a slight increase 
o~.rer in-place policy costs ; That anorn~_ly was due 
primarily to the choice of relatively high-perfor­
mance vehicles by households under that policy set. 
Operating costs generally were higher under scenario 
III than under scenario Ii further, households are 
somewhat poorer in scenario III than in scenario I. 

Nonwork automobile travel, measured as vehicle 
miles of travel (VMT) per person, decreased in both 
scenarios under the in-place policy, whereas nonwork 
trips per person (by both modes) remained relatively 
constant. The rise in automobile operating cost and 
parking costs help explain this phenomenon. 

In Figure 5 the nonwork trip modal split for each 
city and the national metropolitan total is dis­
played for the year-2000 in-place policy in scenario 
I. In general, all nonwork travel took place by au­
tomobile. The highest transit share was in Mega town 
at only 4.2 percent of all trips. Figure 6 shows the 
dramatic impact of the group travel strategy on non­
work travel. The transit modal share over all metro­
politan areas increased to 17 percent under this 
policy. Of greatest interest is the change 
town: 40 percent of nonwork trips were 
transit. 
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FIGURE 5 Nonwork trip modal split in scenario I 
under in·place policy, 2000. 
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FIGURE 6 Nonwork trip modal split in scenario I 
under group travel strategy, 2000. 

Nonwork travel is modeled as discretionary travel 
based on cost, household income, and number of at-
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tractive destinations. The number of trips per 
person is a variable result; it is lower under the 
group travel strategy than under the in-place policy 
because of the significant increase in automobile 
operating and parking costs. Nevertheless, the 
sharp increase in nonwork transit travel, particu­
larly in Megatown, is not simply explained. Many 
variables were changed under this policy test, and 
nearly all of them must be examined to search for 
explanations. Certainly, the logit demand model has 
been pushed to its limit regarding the standard 
assumption of constant coefficient values, given the 
large changes in policy variables that were tested. 

The primary explanation of higher transit modal 
shares for nonwork travel appears to lie with the 
travel cost and travel time differences of the auto­
mobile and transit modes. Discretionary nonwork 
travel appears highly sensitive to increases in 
automobile operating costs (including parking 
costs) ; as long as a transit option is available 
that provides significant travel time improvements 
(especially for out-of-vehicle time) at relatively 
low fares, a significant proportion of nonwork 
travel will shift to transit (6,7). Some nonwork 
trips, as previously noted, will n ot be made. 

Figure 7 tends to support this interpretation. 
It also depicts the nonwork modal split under the 
group travel strategy, but for scenario III. Here 
transit service improvements were the same, except 
for cross-town corridors, as those hypothesized in 
scenario I for each city type. Increases in automo­
bile operating costs (by fuel taxes) were less than 
in scenario I in the year 2000. Automobile operat­
ing costs were increased, however, so that nonwork 
transit ridership increased. (The same increases in 
group travel parking costs were assumed for CBDs 
under both scenarios, but scenario I had higher 
taxes in new areas.) The transit ridership increases 
were generally only one-third to one-half of those 
estimated for scenario I, however. 

One question to pose is whether the method of. 
calibrating the logit demand model to a new city is 
actually responsible for most of the difference 
among the three cities in their response to the 
group travel strategy, rather than service or popu­
lation characteristics. The transit service provided 
in Sprawlburg was at least as satisfactory as that 
provided in Megatown; the large proportional in­
crease in nonwork transit travel in Sprawlburg rep­
resents a huge change for that city, but is far less 
than the absolute magnitude of change in Megatown. 
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FIGURE 7 Nonwork trip modal split in scenario III under 
group travel strategy, 2000. 
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The change in service is apparently at a steep 
portion of the logit curve for Megatown, but at a 
flatter part of the curve for Sprawlburg. Slowtown 
was intermediate between the two in its amount of 
change; it no longer looks as much like Sprawlburg 
as it did under the in-place policy. As the cali­
bration process does not change the shape of the 
choice curve, but rather its horizontal axis, the 
small absolute change in Sprawlburg may actually be 
an understated response to large increases in tran­
sit service. Because there are no observed data on 
responses to simultaneous service and cost changes 
of the magnitude tested here, it is difficult to 
judge · whether the policy variable changes are too 
large for the model to handle. 

Transit Travel by City Type 

Primarily because of these increases in nonwork 
transit travel, all three cities saw parallel in­
creases in overall transit ridership. Figure 8 
shows the impact caused by the group travel strategy 
in each city in scenario I. The increase is ex­
pressed as a percentage of the transit trips re­
corded under the in-place policy in the same year. 
For example, under the group travel strat_egy in the 
year 2000, Sprawlburg had more than 900 percent as 
many transit trips as it did under the in-place 
policy. Although the total number of transit trips 
in Megatown is much larger than the number of tran­
sit trips made in Sprawlburg, the amount of increase 
is far greater in Sprawlburg than in Megatown. Note 
that there are no 1990 values for Megatown and Slow­
town; only the year-2000 values were computed. 
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FIGURE 8 Change in transit trips caused by 
group travel strategy in scenario I by city. 

The increase in transit travel in Sprawlburg is 
displayed under all three policies in Figure 9. 
These values are expressed as a percentage of the 
1980 level of transit trips in that region. Even 
under the individual travel strategy there was a 
slight increase in transit ridership. However, the 
large service increase proposed from 1980 to 2000 
under the in-place policy did not increase the ab­
solute number of trips taken on transit. Only the 
really significant transit service improvements of 
the group travel strategy, which included an exten­
sive light rail network for Sprawlburg, yielded a 
significant increase in ridership. 

The change in transit travel for Megatown is 
shown in Figure 10. Again, under the in-place 
policy, transit trips decrease slightly from 1980 
and follow exactly the same trend under the individ­
ual travel strategy. It is interesting to note that 
the improvements in the automobile mode under that 
policy did not steal from transit travel, but rather 
added new automobile travel. The group travel 
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I by policy. 

400 

VJ 300 a. 
~ 
0 co 200 
~ 
0 
~ 100 

o-i-
1970 

In-Place 

<lr<>."P. .... 
~l~d~ 

-,- --,·- - . -·~ ~ 

1980 1990 2000 

FIGURE 10 Transit trips in Megatown in scenario 
I by policy. 

strategy again had a strong effect on overall tran­
s it trips. The increase of more than 300 percent 
was primarily caused by the increase in nonwork 
transit trips shown earlier. 

The change in transit travel for Slowtown is 
shown in Figure 11. The in-place policy and the 
individual travel strategy are exactly the same, 
such that the line for the individual travel strat­
egy cannot be seen on the graph. The group travel 
strategy increased transit ridership even more, 
relatively, than in Sprawlburg. Again, the majority 
of the increase is caused by the 24 percent transit 
share for nonwork travel. 
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FIGURE 11 Transit trips in Slowtown in scenario 
I by policy. 

Total Person Miles of Travel 

In Figure 12 total person miles of travel (PMT) 
under the in-place policy are displayed, both for 
households and for individuals across all metropoli­
tan areas. Several observations can be made from 
these plots. The first is that decreasing household 
size greatly affects the recording of any results by 

Transportation Research Record 952 

40.01 

30.0 ~ 

20.0 : ~"!'•ohold 
1 ~1Z.P8_!.S~ -

' 
10.0~ 

I 

o.ot--
1970 

--r-- ·- -·-.---- ---,------ ~ - --r-- --, 

1980 1990 2000 

FIGURE 12 Person travel in scenario I under 
in-place policy. 

household. PMT under the in- place policy remains 
virtually constant on a per capita basis, ranging 
bet wee n 11. 98 miles per person in 1975 and l0 . 0R 
miles per person in the year 2000. The value for 
households, however, declined from 35 to 25.7 miles 
per day per person. 

Actual travel per person is virtually unchanged, 
perhaps an unexpected result given the steady de­
crease in household size. From an examination of 
the 1977 Nationwide Personal Transportation Study 
iNPTS) results, it was expected that there would be 
a slight increase in per capita PMT: smaller house­
holds in that survey exhibited higher per capita, 
although lowe r per household daily PMT i8, p. 50). 
The values shown in Figure 12 represent daily home­
based travel on all modes. Linked trips and walk 
trips are excluded from these values. The increase 
in automobile operating and parking costs probably 
explains the damping of growth in PMT per person 
because of the inability of the travel demand model 
to capture linked vehicle trips or walk trips . 

Work and Nonwork Automobile Travel 

Travel by automobile changed differently than tota 1 
travel. In Figure 13 automobile travel for work 
trips, expressed as daily VMT per person, is dis­
played for each city under the in-piace policy. The 
drive-alone and shared-ride modes increased in abso­
lute terms under the inLplace policy in each city. 
The number of work trips per person remained essen­
tially constant, although work · trips per household 
declined in all three cities. The varying patterns 
of VMT per person reflect the change in residential 
density in each city over time, as well as the in­
crease in the total amount of work travel being done 
by automobile . (Only travel by automobile, and no t 
all person travel, is reflected in Figure 13.l 

In Sprawlburg and Slowtown VMT per person in­
creases between 1980 and 2000, although it peaks in 
1990 for Slowtown. This is primarily because of the 
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FIGURE 13 Work automobile travel under 
in-place policy by city in scenario I. 

ii .. . 



Stuart et al. 

increase in use of the automobile for work trips, 
rather than the lengthening of average work trips. 
The anomalous result for Sprawlburg--a decrease in 
VMT per person after 1980--is primarily because of 
the infill development that characterized that 
city's growth in scenario I. Similar results were 
obtained under the group travel and individual 
travel strategies, which indicate that the pattern 
of urban development has more influence on average 
automobile work trip length than energy conservation 
policies. 

In Figure 14 automobile travel for nonwork pur­
poses is shown for each city for the in-place 
policy. In all cities automobile travel for nonwork 
purposes declined from 1980 to 1990 and then in­
creased slightly. The parallel increase and then 
decrease in operating cost for automobile travel 
discussed earlier is the major explanation for this 
pattern. 
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FIGURE 14 Nonwork automobile travel 
under in-place policy by city in scenario I. 

Impacts due to policy actions for nonwork automo­
bile travel are shown in Figure 15. (Again this 
includes only travel by automobile; not all person 
travel is reflected.) The group travel strategy 
sharply decreased per capita mileage for nonwork 
trips by automobile. The number of nonwork trips 
declined, which explains some of this decline; how­
ever, the length of trips taken also decreased. The 
individual travel strategy had no effect on nonwork 
travel, neither increasing nor decreasing automobile 
travel per person. 
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FIGURE 15 Nonwork automobile travel by policy 
in scenario I. 

Trips per Person and Trip Length 

Both the number of work trips per person and the 
average length of each trip are shown in Figure 16 
under the in-place policy across all metropolitan 
areas . These rates do not vary by policy (with one 
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exception--work trip length is reduced in scenario 
III under the group travel strategy). The number of 
trips per person is relatively constant, even though 
it appears to decrease slightly in the graph. It 
only ranges between o. 66 and O. 63 trips per person 
per day. Trip length, however, grows somewhat, from 
just under 8 miles one way to 8.4 miles one way. 
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FIGURE 16 Daily work trip and trip length under 
in-place policy in scenario I. 

Figure 17 shows the same intormation for nonwor k 
trips, including the results of both the in-place 
policy and the group trave.l strategy. (Individual 
travel showed exactly the same pattern of trips per 
person and trip length as the in-place policy, and 
it is not marked on the figure.) Under the in-place 
policy, as the number of nonwork trips per person 
increased, average trip length correspondingly de­
clined under scenario I. The reverse is shown under 
the group travel strategy, however. That is, as the 
number of trips per person declined, the average 
length of those trips over all modes increased. 
These results reflect the differing influence of 
household income gains, which tend to increase non­
work trip rates, and increased automobile operating 
costs, which tend to reduce them. 
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FIGURE 17 Daily nonwork trips and trip length in 
scenario I. 

Work trips per person and trip length by policy 
in scenario III are shown in Figure 18. As in sce­
nario I, work travel was unchanged across policies 
in terms of the number of trips per person. However, 
the length of work trips was shortened under the 
group travel strategy on input. The average decrease 
across the nation was about 15 percent by the year 
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FIGURE 18 Daily work trips and trip lengths in 
scenario III. 

2000, in contrast to the average trip length for the 
in-place policy. This percentage decrease varied 
slightly among the cities. 

Under the group travel strategy nonwork trips in 
scenario III decreased further in frequency, while 
increasing only slightly in length (Figure 19) com­
pared with the in-place policy. This is in the same 
direction as scenario I impacts, but the magnitude 
of change is far less. 
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FIGURE 19 Daily nonwork trips and trip length 
in scenario III. 

Differences by Income Group and Household Location 

Figures 20 and 21 display further information on 
nonwork travel in Megatown under the group travel 
strategy. One reason for the large increase in the 
number of transit trips for nonwork purposes lies in 
the increase in the total number of trips that went 
to the CBD for nonwork purposes (Figure 20). For 
each income group there is a substantial increase in 
the share of trips going to the CBD, as opposed to 
any other destination in the region i further, 
practically all trips to the CBD were by transit 
under the group travel policy. This is a big switch 
from the in-place policy, where one-third to one­
half of the trips to the CBD were by automobile. 
Even with the decrease in the total number of non­
work trips, the increase in the share to the CBD 
represents a substantial . increase in the total num­
ber of transit trips--about 60 percent. It is in­
teresting to note that high-income households made 
the most trips to the CBD, even though high-income 
households were disproportionately located in the 
suburban ring. 

In Figure 21 all nonwork trips by transit are 
shown according to the location of the household 
making the trip. A sharp pattern emerges, in that 
the greatest proportion of transit trips· was taken 
by urban households, although households in all 
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hold location in Megatown in scenario I. 

three rings of Megatown experience radical increases 
in the modal split for transit. In absolute terms 
the greatest total number of trips is made by 
suburban households, so that there smaller fraction 
of trips by transit still represents more than 
two-thirds of the transit trips made by urban 
households. Detailed subarea examination of these 
transit trips indicates that suburban nonwork trips 
are primarily those taken on a cross-town rail 
network that was instituted in Megatown under the 
group travel strategy in scenario I. 

CONCLUSIONS 

Based on the 
clusions can 
well-defined, 
strategies to 
travel demand. 

analyses presented, several broad con­
be drawn regarding the potential for 

multiple-action energy-conservation 
achieve significant impact on .urban 

In general, it should be remembered that both of 
the contrasting conservation strategies analyzed in 
the overall study--group travel and individual 
travel--have the potential to save noticeable energy 
over in-place policies (4). The individual travel 
strategy achieved energy - savings through the more 
efficient use of a significantly changed mix of 
private automobiles. There consequently was negligi­
ble impact on choice of travel mode, as compared to 
in-place policies. The group travel strategy, on 
the other hand, promises to significantly alter mode 
choice for both work and nonwork travel and to 
achieve transportation energy savings in this way. 
Group travel impacts on travel demand are conse­
quently more noteworthyi they have been highlighted 
in this paper. 
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In-Place Policy 

The potential impacts of the group travel strategy 
in achieving transportation energy conservation must 
be understood against the trends evidenced by in­
place policies '. 

1. With increasing household incomes and de­
creasing household size, there is a trend toward 
more total travel per capita. Although work trips 
per person are projected to decline slightly, non­
work trips per person are expected to increase sig­
nificantly. 

2. PMT per capita and VMT per capita (for those 
who travel by automobile)' are projected to remain 
close to constant. This reflects, in part, signifi­
cant decreases in average trip length for nonwork 
trips and slight increases in work trip lengths. 
With steadily increasing automobile fuel economies, 
a healthy decrease in total (direct and indirect) 
transportation energy consumption can be expected 
and is in progress. 

3. Even with projected increases in automobile 
travel cost, essentially constant transit costs, and 
significantly expanded transit service levels, only 
modest or no transit ridership increases were pro­
jected. 

Group Travel Strategy 

The various energy-conservation actions included 
under the group travel strategy, both to promote 
transit and ridesharing travel and to discourage 
individual automobile travel, can significantly 
increase the amount of both work and nonwork travel 
that is carried by the more energy-efficient group 
travel modes (_2 -11). 

1. A modest impact on work travel mode choice, 
ranging between 30 and 40 percent for both transit 
and ridesharing modes, was estimated across all 
metropolitan areas. These percentages are applied 
against the in-place policy transit ridership levels 
of 5 percent and ridesharing levels of 18 percent. 

2. The most dramatic impact of group travel 
policies potentially lies with nonwork travel. Auto­
mobile operating and parking costs were found to 
have a significant effect on nonwork trip genera­
tion, distribution, and mode choice. For this dis­
cretionary type of travel, nonwork trip modal splits 
to transit could increase from a base (across all 
metropolitan areas) of about 2 percent to as much as 
17 percent. 

3. Economic disincentives for automobile travel, 
especially drive-alone automobile travel, must be 
large to have a significant impact. Automobile fuel 
taxes of 50 to 100 percent of retail price and CBD 
parking taxes of 100 to 200 percent of the daily fee 
were both necessary to achieve the impacts pre­
viously discussed. Such disincentives would be 
particularly difficult to implement, given local 
political perspectives. 

4. Although current transit peak-hour (work 
travel) ridership levels are modest, in low-rider­
ship regions these group travel impacts could amount 
to a doubling of required service levels. Such 
large absolute changes in transit supply will pre­
sent major challenges to the urban transit industry 
( 12). The significant projected increases in off­
peak nonwork transit travel could dramatically alter 
off-peak service levels, although peak-hour fleet 
requirements should be adequate for off-peak pur­
poses. 

5. Major shifts in nonwork travel patterns could 
potentially take place. In addition to increases in 
transit ridership for nonwork purposes, daily VMT 
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per person for automobile travelers who make nonwork 
trips were projected to decline dramatically. Total 
nonwork trips per person could decline slightly, but 
with increases in trip length reflecting the de­
creasing cost per mile of flat-fare transit dominat­
ing the three typical cities' fare structures. Such 
impacts are especially important because discretion­
ary nonwork travel represents a major arena for vol­
untary behavioral change, which could profoundly af­
fect transportation energy-consumption patterns. 
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Sketch-Planning Model for Urban Transportation 

Policy Analysis 

MARC P. KAPLAN, YEHUDA GUR, and ANANT D. VYAS 

ABSTRACT 

In this paper the urban transportation pol­
icy analysis process (UTPAP) is described. 
UTPAP was developed as a sketch-planning 
analysis tool for the study Technology As­
sessment of Production Conservation in Urban 
Transportation (TAPCUT) • TAPCUT was a com­
prehensive study of the potential environ­
mental, health, and public safety impacts of 
various alternative productive urban trans­
portation energy-conservation strategies. 
Productive conservation strategies encourage 
energy conservation without disrupting the 
economy or life-styles. The strategies that 
were analyzed reflected alternative national 
investment in infrastructure and technology 
and regulatory policies. The UTPAP is a 
sketch-planning model package that incorpo­
rates state-of-the-art, household-based, 
disaggregate travel demand models for mode 
and destination choice, with detailed speci­
fication of automobile technologies. It is 
useful in analyzing both the short- and 
long-term impli<::<1t.ion " of <::H.y-f>pf'r.ifir. 
transportation planning policies, and it 
provides summaries of transportation, fuel­
consumption, air quality, public health, and 
safety impacts. Stratified by both type of 
household and geographic area of occurrence, 
these impact measures are valuable in as­
sessing the social equity of transportation 
policy impacts. Preliminary sensitivity 
analysis indicated that nonwork travel was 
more responsive to price and level-of-ser­
vice (LOS) change than work travel. Transit 
ridership was most affected by transit LOS 
improvements, whereas automobile vehicle 
miles of travel were most affected by fuel 
price increases. There was also a signifi­
cant synergistic effect that increased 
nonwork transit ridership by c'ombining tran­
sit LOS improvements with automobile fuel 
price increases. 

In this pap~L tbe urban transportation pol.icy analy­
sis process (UTPAP) is described. UTPAP was devel­
oped as a sketch-planning analysis tool for the 
study Technology Assessment of Productive Conserva­
tion in Urban Transportation (TAPCUT). TAPCUT was a 
comprehensive study of the potential environmental, 
health, and public safety impacts of various alter­
native productive urban transpor~ation energy-con­
servation strategies. Productive conservation 
strategies encourage energy conservation without 
disrupting the economy or life-styles. The strat­
egies that were analyzed reflected alternative na­
tional investment in infrastructure and technology 
and regulatory policies. 

An in-place policy package and two alternative 
policy packages were defined. Both alternatives 
were composed of mutually reenforcing conservation 
strategies. Because there is a high degree of un­
certainty about future conditions (exogenous vari­
ables), a scenario approach was used to analyze the 
range of future conditions analyzed through the year 
2000. The two scenarios were distinguished by their 
demographics, macroeconomics, transportation fuels 
availability and price, and degree of social aggre­
gation. Further details on the study structure are 
p r ov ided by LaBelle et al. <1J . 

Travel demand, fuel-consumption, and emissions 
estimates were determined for three prototypical 
cities. The cities were selected in light of major 
differences in their transportation-related charac­
teristics by using a factor analysis technique for 
grouping cities. The first typical city, Sprawlb~rg, 
represents a relatively new, spread out, western 
metropolitan area. The second city, Megatown, has 
certain characteristics of the big, densely settled 
city with satisfactory transit in place. The third 
typical city, Slowtown, might be best described as a 
midwestern, industrial, middle-sized metropolitan 
area. Sprawlburg examples include Phoenix, Houston, 
Dallas, Anaheim, and Tacoma. Megatown examples 
include Chicago, Cleveland, Philadelphia, Boston, 
and Baltimore. Slowtown examples include Flint, 
Grand Rapids, Lima, Paterson, Norwalk, and York. 
The methods used to select the prototypical cities 
and expand city estimates to national totals are 
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described by Peterson (2). UTPAP was developed and 
used to generate these city-specific estimates. The 
results of the UTPAP estimates were then expanded to 
national urban totals. The structure of UTPAP, how 
it was used in the analysis of alternative policies, 
and some examples of results generated by the pro­
cess are described. 

UTPAP: STRUCTURE OF THE PROCESS 

The nature of the TAPCUT study design (multiple 
scenarios , policies , f o rec as t years , and cities) 
dicta ted t he need for a qu ick res pons e, rel atively 
low cost pe r f orecast method o f estimating travel 
d emand a nd impacts . Al so, t he b r e ad t h o f stra t egies 
r equ i r e d that t he t r ave l demand model be r es ponsive 
to a wi de range o f a l t e rna tives , i nclud i ng ne w auto­
mobile designs, changing fuels mix, transit service 
improvements, colocation of home and work place , 
ince nt i ve s for carpooling, and fuel tax increases . 
The long range ( 20-year) focus of TAPCUT required 
that the forecast reflect the full range of possible 
travel responses to these varied actions. Changes 
in trip length, trip generation, distribution, and 
modal split, as well as changes in automobile occu­
pancy and the number and kind of automobiles owned 
by households, were all of concern. Land use impacts 
of the policies were not examined; however, activity 
patterns that were consistent with both general 
scenario descriptors and the policy themes were 
specified as analysis inputs. Also required was a 
level of output detail sufficient to identify im­
pacts on subpopulations. These impacts included 
fuel consumption by fuel type, exposure concentra­
tions of pollutants, and accident injuries and 
fatalities. 

These model criteria proved to be quite ambi­
tious. A review of 12 currently available sketch­
planning models demonstrated that many satisfied 
some, some satisfied many, but none satisfied all of 
the TAPCUT modeling requirements (3). Therefore, a 
synthesis of existing methods was developed. Where 
necessary, these methods were modified and in some 
cases enhanced. The resulting analysis procedure, 
UTPAP, is shown schematically in Figure 1. 

TECHNOLOGY 
CHARACTERIZATION 

SCENARIO 
SPECIFICATION 

AUTO 
STOCK 
MODEL 

FUTURE 

SHORT-RANGE GENERALIZED 
TRANSPORTATION POLICY 

( SRGP) MODEL 

TRANSIT i--- ---1 INTERCHANGE 
AGGREGATION STOCK 

DIRECT IMPACT 
ANALYSIS 

DISTRICT IMPACT 
APPORTIONMENT 
(ASSIGNMENT l 

-------------- --------
INDIRECT IMPACT ANALYSIS 

FIGURE 1 Urban transportation policy analysis process. 

The central component of UTPAP is XRGP, an ex­
tended version of the computerized procedure for 
short range generalized transportation policy analy­
sis (SRGP) (~ 1~). XRGP is a sequence of disaggregate 
travel demand models that estimate aggr.egate travel 
demand through a random sample enumeration process. 
A basic input to XRGP is the household and work trip 
(HHWORK) file, which contains information on house­
hold attributes and the frequency and destination of 
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work trips. These attributes and work trip travel 
patterns remain constant for a household. Changes 
in the regionwide distribution of these attributes 
must be specified outside XRGP and expressed as 
changes in the expansion weights for the households. 

In UTPAP this HHWORK file is modified by XIPF, an 
extended version of iterative proportional fitting 
(IPF), which modifies household expansion weights to 
reflect future, scenario-specific populations and 
work trip travel patterns. XRGP has the extended 
ability to input different vehicle ownership pro­
files for different household types and account for 
travel by as many as 10 vehicle types that are 
fueled by up to seven fuel types. The vehicle-owner­
ship profiles are estimated by the disaggregate 
vehicle stock allocation model (DVSAM). DVSAM in­
corporates the Lave-Train new car purchase model 
(6,7) in an overall model structure to forecast 
hou;ehold automobile holdings and purchases: This 
model estimates the probable automobile-type owner­
ship profiles for 576 household types for input to 
XRGP. 

zone-to-zone vehicle trip tables by vehicle type 
are produced by XRGP. These trip tables are aggre­
gated into district-to-district interchanges with 
standard Urban Transportation Planning System (UTPS) 
software (UMATRIX and USQUEX) (8). The district-to­
district vehicle trip intercha;ge tables are input 
to a desire-line projection method called CLIP. 
CLIP provides district level vehicle miles of travel 
(VMT), emissions, and accident impact measures. 

HOUSEHOLD TRAVEL DEMAND MODEL (XRGP) 

XRGP estimates residential travel demand in a city. 
The major i nput to the model is the household and 
work trip (HHWORK) file, which includes a sample of 
about 2,000 to 3,000 households. Each household is 
described by 

1. Location (zone of residence), 
2. Socioeconomic attributes, and 
3 . Attributes of each work trip made by house­

hold, which includes destination zone and level of 
service by all available modes. 

I n add ition , the model needs a s input mode - s pe­
c i fic interzonal t imes a nd costs, a f ile tha t pro­
v ides t he d istribution o f act i v ities t ha t a ttract 
nonwork trips; and access and egress service charac­
teristics for each zone. Each household is analyzed 
by t he model separa t ely. The estimated demand by 
i ndiv idual hou s ehold s is agg.r egate d (by using input 
e xpansion facto r s ) t o provide estimat ed demand s for 
the whole population. 

XRGP incorporates all of the capabilities of the 
original model. It estimates work trip modal split, 
as well as the generation, distribution, and modal 
split of nonwork trips. Submode! interactions are 
shown in Figure 2 . Standard model outputs include 
travel demand, energy, and environmental impacts for 
the whol e c ity and strati f ied by area type , income, 
and a ut omobil.e owne r ship levels. Opt iona l outputs 
include zonal inte rcha nge t ables. 

SRGP was selected as the basis for household 
travel demand modeling because it emphasized the 
effects of socioeconomic characteristics of the 
population on travel demand. This permitted the 
hiqhlighting of differences ~mong the scenarios, 
which are distinguished largely by variations in 
such attributes. The disaggregated demand models 
within SRGP were likely to be stable over time and 
scenarios. Limited past tests of model transfer-
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FIGURE 2 XRGP information flow. 
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ability among cities had been quite encouraging. 
SRGP provided for the analysis of a wide range of 
~t:::::.tegies.. The 1~1.r~l of aet~i 1 of thP. model was 
compatible with the needs of TAPCUT. Network analy­
sis, with the corresponding data needs and analysis 
costs, was not a necessary part of the process. The 
model was well documented and had been successfully 
applied in several diverse cities. 

As attractive as SRGP was as a sketch-planning 
tool, a number of deficiencies were apparent. 

! , SRGP "'"'': as its name implies, a short-range 
model. 

2. One average composite vehicle type and fuel 
consumption versus speed relationship was assumed 
for all automobile trips, regardless of household or 
trip characteristics. , 

3. Geographic reporting of impacts was made by 
area of residence, not by area of occurrence. 

These limitations of SRGP were overcome by pro­
viding appropriate links between SRGP and the other 
components of UTPAP. These links distinguish the 
XRGP procedure from its predecessor. The long-range 
forecasting ability of UTPAP is provided by linking 
XRGP with XIPF. The ability of XIPF to model changes 
in work travel patterns is described later. 

Household Vehicle Disaggregation 

XRGP accepts an extended HHWORK file that includes 
additional household attributes that are important 
in determining the probable automobile ownership 
profile of a household. XRGP also provides for the 
input of a household crcsa=cl~ssified automobile 
ownership profile table. This table, as generated 
by DVSAM, contains the probability of owning each of 
10 different vehicle types for 576 different house­
hold classes. The household classes are distin­
guished by househoLd size, income, number of automo­
biles owned, and age and education of the head of 
household. A detailed description of DVSAM is pro­
vided by Saricks et al. (7). A sample of the auto­
mobile stock probabiliti~s for the highest-ranked 
household type in the year 2000 is shown in Figure 
3. The method of specifying household automobile 
holdings permits XRGP to use a disaggregated repre­
sentation of vehicle fuel-consumption rates. 

Fuel-consumption Calculat i ons 

The kinds of vehicles owned by a household have a 
direct influence on its travel behavior and a 
profound effect on the amount of fuel used while 
engaged in travel. Because the fuel economy of 
passenger cars varies greatly by vehicle type (prin­
cipally size), the out-of-pocket automobile operat­
ing cost experienced by travelers may vary signifi­
cantly from household to household. With recent 
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PROBABILITIE~ 

~ 
SMALL 0.18 

MEDIUM 0.28 

HOUSEHOLD LARGE 0.18 

INCOME 3 VAN 0.02 

SIZE 4 DIESEL 0.22 

AGE 6 MINI 0.002 

EDUCATION 4 
ELECTRIC 0.001 

AUTOS 2 
BRAYTON 0.083 

STlftl.INO 0.034 

FIGURE 3 Automobile stock probabilities. 

rapid increases in fuel prices, out-of-pocket auto­
mobile operating cost has become an important factor 
influencinq travel. However, significant increases 
in vehicle fuel economy (VFE) , which occur in the 
long term, mitigate the price influence on out-of­
pocket cost. Both VFE and fuel price were considered 
in determining out-of-pocket automobile operating 
cost, which in turn affected travel decisions. 

XRGP permits the input of as many as 10 sets of 
the linear coefficients for the fuel-consumption 
rate versus speed relationship. Fuel-consumption 
rate (FCRl by vehicle class is determined as a 
linear function of the inverse of average trip speed 
<1>: 
FCR =a +b * (J/S) (!) 

Because certain characteristics of future vehicles 
can be hypothesized for a scenario or strategy, but 
empirical data on their operation were not avail­
able, formulas for relating these characteristics to 
the values of the FCR versus speed relationship 
equation coefficients (a and b) were developed (10). 
According to these formulas: 

1. a was evaluated as a function of vehicle curb 
weight, energy content of the propulsion fuel, sys­
tem efficiency during acceleration, and system ef­
ficiency during cruise: and 

2. b was evaluated as a function of drag coef­
ficient, frontal area, fuel-flow rate at idle, fuel­
flow rate during braking, and system efficiency 
during cruise. 

Based on these estimates of FCR, t rip length~ a 
cold-start adjustment, and the household's vehicle 
type distribution, the expected out-of-pocket auto­
mob i le operating cost f or each trip is compu ted 
uniquely for each household type by XRGP. 

Although gasoline is the primary ~utomobilc fuel, 
diesel fuel and gasohol have made notable entries 
into the market. The introduction of proposed alter­
native engine technologies offers the prospect of 
other fuels such as methanol and electricity. Each 
vehicle type has an expected fuels distribution. 
These distributions represent the proportion of VMT 
attributed to each fuel for each vehicle type. For 
each of the 10 possible types of vehicles, up to 
seven fuels shares may be specified. For example, 
it may be expected that in 2000 a Stirling engine 
vehicle would be propelled 70 per~ent of its VMT by 
kerosene, 20 percent by diesel, and 10 percent by 
methanol. Prices for each of these fuel types are 
specified. 

XRGP Outputs 

In addition to considering the effects of alterna­
tive vehicle technologies, fuel use, and fuel cost 
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in determining out-of-pocket automobile o perat ing 
costs, the XRGP program traces all travel by vehicle 
type a nd report s trips, VMT, and fuel consumption 
[in British thermal unit (Btu) x 10,000] by vehicle 
type. Fuel consumption is also reported by fuel 
type. As with the original SRGP outputs, these 
measures are stratified by trip purpose and market 
s egment. XRGP also outputs zonal interchange trip 
tables by any combination of vehicle types. These 
specific trip tables by vehicle type are useful for 
emissions analysis when different vehicle technolo­
gies exhibit different emissions characteristics. 
These trip tables are the link between XRGP and the 
CLIP method used for district impact apportionment. 

EXTENDED ITERATIVE PROPORTIONAL FITTING 

Standard Procedure 

IPF is an effective and widely used tool in model­
ing. It has been used to correct survey data for 
sampling bias (11). The FRATAR trip distribution 
procedure is a special case of IPF application (12) • 

The input to the procedure includes a base sam­
ple, which consists of a set of observations and 
target frequency distributions (FDs) of various 
attributes of the sample. IPF changes the weights 
of individual observations, so that the modified 
sample possesses the target FDs. The problem that 
is solved by IPF can be formulated as an optimiza­
tion problem with a closed solution. However, for 
computational efficiency, IPF uses an iterative 
heuristic. 

Many aspects of IPF made it suitable to UTPAP for 
modifying the base sample file (HHWORK) to represent 
different scenar ios and future years. The target 
FDs were of a type, complexity, and specificity 
compatible with procedures for specifying scenarios. 
The flexibility in the selection of the attributes 
to be controlled, and in the level of detail of 
specifying the FDs, made IPF easily adaptable to a 
wide range of problems. One particular advantage of 
IPF was that it preserved individual observations 
and retained important intercorrelations among vari­
ables embedded in the observed data. 

In adapting IPF to the needs of UTPAP, two major 
issues were resolved. First was the method of treat­
ing work trips. The second problem was the selection 
of variables for which FDs were to be specified, and 
in part.icular, the method for achieving spatial 
consistency. A descr iption of each issue follows. 

Treatment of Work Trips: Extended IPF 

~he standard IPF procedure operated on only one 
entity type. Every observation described one such 
entity, and target FDs were specified for that en­
tity. For example, the basic entity type in the 
HHWORK file was a household; standard IPF can be 
applied to modify FDs of household attributes such 
as the number of persons, number of workers, income 
level, and so forth . The HHWORK file , however, 
described also another type of enti ty--work trips. 
Each household may produce between zero a nd nine 
work trips. The characteristics of work trips in 
the different scenarios might affect significantly 
the effectiveness of various strategies, For exam­
ple, the effectiveness of policies that suppor t 
transit depend largely on the spatial distribution 
of work trip destinations (jobs), and in particular 
the amount of work travel to the central business 
district (CBD). Moreover, some strategies call 
specifically for changes in work trip attributes 
(e.g., residence-job colocation). The procedure for 
specifying scenarios provided estimate target FDs 
for major attributes of work trips. A procedure 
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that modified the sample toward those FDs had to be 
devised. Ignoring this issue would have amounted to 
leaving the determination of important scenario' 
aspects to the random performance of a mechanical 
process. 

One alternative was to follow the household IPF 
by another procedure (FRATAR, IPF, or a trip-distri­
bution model) to control the attributes of work 
trips. This alternative was rejected because it 
destroyed the internal consistency of the sample 
file. 

The solution involved an enhancement to the IPF 
procedure. The enhanced procedure--extended IPF 
(XIPF)--considers simultaneously FDs of the two 
entity types. The household expansion factors are 
modified to preserve both FD types. XIPF is also an 
iterative heuristic , but it is less robust than IPF; 
it is not difficult to find hypothetical examples of 
cases where the procedure misper forms. Nevertheless, 
in numerous actual applications the procedure has 
proved efficient and reliable. 

With the introduction of XIPF , UTPAP became a 
significantly more powerful tool. It permitted the 
specification and analysis of inputs of a variety of 
policies and assumptions on work travel in the var­
ious scenarios. 

Selection of Controlled Attributes 

The second important issue was the various spatial 
aspects of the problem. The attributes that are 
controlled by XIPF are given in Table 1. The list 
covers most of the attributes that are included in 
the various XRGP demand models. Four FDs address the 
spatial aspects: district of residence (a household 
attribute), district o f destination, area type of 
origin, and corridor orientation (work trip attri­
butes) • 

TABLE l XIPF-Controlled Attributes 

Maximum No. 
Attribute of Classes 

Household 
District of residence 
Household size 
Annual household income 
No. of workers in household 
Age of hea·d of household 
No. of automobiles 
No. of work trips 
Education of head of household 

Work trip 
Ring of origin 
District of d estina ti on 
Trip length 
Corridor orien ta lion 

Size: number of households 

100 
20 

3 
20 
20 
20 
20 
20 

10 
JOO 
10 
2 

Work trip origins were controlled at the more 
aggregate level of area type (CBD, urban, suburban, 
exurban) because of the high correlation with resi­
dence . The major reason for 1 ts inclusion was the 
need to control the distr ibution of zero-worker 
households (primarily retirees). This was in res­
ponse to scenario statements that in some cases 
predicted concentration of the elderly in dense 
areas that are well served by transit, whereas in 
other cases thP scenario predicted more even distri­
bution of such households. 

The extent to which work - travel is concentrated 
along corridors is a major determinant of the com­
parative advantage of fixed guideway transit versus 
buses. Conversely , it is expected that in the long 
run the work tr·avel pa tterns will change to matc.h 
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FIGURE 6 Sprawlburg-district VMT comparison. 

TABLE3 XRGP Calibration Results 

Sprawlburg 

Cali bra ti on Criteria Observed 

Work trip shares 
Drive alone 84.17 
Shared ride 15.03 
Transit 0.80 

Shop trip shares 
Automobile 99.77 
Transit 0.23 
CBD 2.02 
CBD automobile 
CBD transit 

Social-recreation trip share 
Automobile 99 .79 
Transit 0.21 
CBD 3.45 
CBD automobile 
CBD transit 

Nonwork average trip length 3.834 

800000 

Calibrated 

83.95 
15.02 
0.81 

99.76 
0.24 
2.03 

99.76 
0.24 
3.54 

3.847 
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note that there existed a pronounced synergistic 
effect between the two types of policies on transit 
use. Transit increases for shop trips with policy 6 

the component policies 3 and 5. The synergism for 
social-recreational and work transit travel was 28 
and 8 percent, respectively. There was, however, 
some policy redundancy evident on other travel re­
sponses, including total VMT and fuel use. 

The results presented in this section reflect 
short-term responses to postulat,ed fuel pr ice and 
transit improvement policies. Neither work trip 
destinations nor household vehicle holding profiles 
were changed. Also, this brief analysis only 
examined aggregate measures of travel demand and 
energy impact. Variable responses by households of 
different socioeconomic categories or aggregate 
manifest travel through particular subregions have 
not been examined. This sensitivity test served, 
however, as a gu ide for interpreting the re$ults cf 

Mega town Slowtown 

Observed Calibrated Observed Calibrated 

58.49 58.97 70.53 70.68 
21.07 21.40 28.26 28.I I 
20.45 19.63 1.21 1.21 

94.18 94.21 95.53 95.73 
5.82 5.79 4.47 4.27 
4.7 4.5 7 7.84 8.14 

55.97 55.73 
44.03 44.27 

96.85 96.98 99.75 99.73 
3,15 3.02 0.25 0.27 
3.68 3.80 7.84 8.14 

80.53 80.57 
19.48 19.42 

5.62 5.83 3.47' 3.68 

TABLE4 1976 Sprawlburg XRGP Sensitivity Analysis of Percentage Change from Base 

Policy" 

Travel Measure 2 3 4 5 6 

Work travel 
VMT -0.2 - 0.4 -0.8 -0.l -0.4 -1.3 
Fuel -0.2 -0.4 -0.8 -0.I -0.4 1.3 
Transit +2.0 +4.3 +9.0 +23.4 92.4 +109.0 
Drive alone -0.3 -0.S -I.I -0.1 -0.5 1.6 
Shared ride +1.3 +2.7 +5.5 -0.7 -2.1 3.22 
Vehicle trips - 0.2 -0.3 -0.7 -0.I -0.6 -1.3 

Nonwork travel 
Shop person trips -0.2 -0.3 -0.6 -0.04 +0,06 -0.5 
Shop vehicle trips -0.2 -0.3 -0.7 - 1.0 -1.4 -2.3 
Shop transit trips +8.3 +8.2 +20.6 +458 +616 +950 
Social-recreation person trips -1.0 -1.6 -2.6 -0.5 -0.5 -2.5 
Social-recreation vehicle trips - 1.0 -1.6 -2.7 -0.9 -1.0 -3.3 
Social-recreation transit trips +8.2 +12.4 +34.7 +172 +232 +341 
CBD person trips -2. I -3.8 -6.8 +8 .9 +l 1.4 +8 .3 
CBD vehicle trips -2.6 -4.7 -8.6 -3.l -3.7 -12.7 
PMT -2.4 -5.5 -10.3 -0.1 -0.05 -10.2 
VMT -3 . l -6.7 -12.4 -1.0 -1.0 -13.l 
Fuel -2.6 -4.7 -8.6 -0.9 - l.l -9.5 

Total travel 
VMT - 1.9 -3.5 -6.5 -0.5 -0.7 -7.0 
Fuel - I.5 -2.7 -5.0 -0.4 -0.8 -'i .t> 

2See text for the definitions of the policies. 



the scenario forecasts combined with the TAPCUT 
policies, where more variables were changed between 
successive model runs. As the project was parti­
cularly concerne·d with synergistic effects from 
demographic, land use, and vehicle changes in addi­
tion to the transportation energy-conservation pol­
icy actions, this sensitivity analysis w<is essential 
in understan.ding the more compl.ex and comprehensive 
analysis reported in a paper by Stuart, LaBelle, 
Kaplan, and Johnson elsewhere in this Record. 

In surranary, the UTPAP is a sketch-planning model 
package that incorporates state-of-the-art, house­
hold-based, disaggregate travel. demand models for 
mode and destination choice, with detailed specifi­
cation of automobile technologies. It is useful in 
analyzing both the short- and long-term implications 
of city-specific transportation planning policies, 
and it provides summaries of transportation, fuel­
consumption, air quality, public health, and safety 
impacts. Stratified by both type of household and 
geographic area of occurrence, these measures are 
valuable in assessing the social equity of transpor­
tation policy impacts. 
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Technology Assessment of Productive Conservation 1n 
Urban Transportation: An Overview 
DAVID 0. MOSES, SARAH J. LaBELLE, and MARTIN J. BERNARD 

ABSTRACT 

Travel within urban areas accounted for 
about one-third of all the person miles of 
travel and about 5 quads of energy in 1975. 

Two energy-saving strategies were designed 
for thi s sector that were aimed at minimal 
disruption to life-styles and the economy 
while achieving the reductions in aggregate 
energy, especially petroleum, consumption. 
These productive conservation strategies 
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were tested in three typical cities; results 
were expanded to national urban totals and 
compared with results under a reference 
forecast of in-place policies. one strategy 
stressed group travel, whereas the other 
promoted individual travel. A scenario 
approach was used for projection of economic 
a nd social V<".rillhl es. Both s trateqies saved 
energy . Trips per person declined undec the 
gr<'>UP travel strategy , which s uggests that 
its greater enei;gy savings were at the ex­
pense of some decrease in mobility. ~he 

impacts of environmental 'degradation and 
traffic fatalities were significantly dif­
ferent under the group travel strategy and 
were better than impacts under either the 
individual travel strategy or the in-place 
policy. 

The transportation sector directly consumes one­
quarter of the energy used in this country, with 
automobile passenger travel accounting for half of 
the energy supply for the transportation s ec tor. 
Because of rising fuel prices and intermittent sup­
ply shortages, federal, state, and local governments 
have begun to introduce various strategies (combina­
tions of policies and technologies) designed to 
conserve urb~n transportation ~nerqy while maintain­
ing a productive economy . 

The environmental consequences o f many of the 
conservation strategies have not been adequately 
assessed. As a result, a technology assessment 
project sponsored by t he U.S . Department of Energy 
(DOE) was initiated in late 1979. The goals of the 
project were to provide a desodption of several 
alternative strategies that promote energy conserva­
tion in the urban passenger transportation sector, a 
better understanding of the environmental impacts of 
such strategies , and an identification of the con­
straints to the implementation of such strategies . 

The study is the Technology Assessment of Produc­
tive Conservation in Urban Transportation ('rApCU'r) . 
The background , structure , and preliminary results 
of TAPCUT are presented in this paper. 

BACKGROUND 

The transportation sector is almost entirely depen­
dent on petroleum (l_-ll. For the past 30 years 
transportation has accounted for more than one-half 
of the petroleum used or one-fourth of total energy 
consumed in the United States. Passenger cars alone 
account for half of the energy in the transportation 
sector. 

Intraurban travel (i.e., travel that occurs with­
in an urban area) corresponds to about one-third of 
all person miles of travel (PMT). In the absence of 
transportation controls [which to date have been 
strategies of reducing vehicle miles of travel (VMT) 
that were developed for air quality control plans], 
urban travel was expected to increase in proportion 
to changes in population. 

Most forecasts assume that the automobile will 
continue to be the dominant urban travel mode, be­
cause average income is projected to rise faster 
than the costs of owning and operating a car . Tran­
sit ridership, which has steadily declined 'since 
World War II, has leveled off and has even shown 
slight increases since the oil embargo of 1973. 
Nevertheless, under current policies transit patron­
age, which accounts for about 2 percent of urban 
travel in most regions, is expected to achieve lit­
tle if any growth. 

To date the single most effective force in im­
proving urban travel efficiency has been the corpo-
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rate average fuel economy (CAFE) legislation in 
1975. By 1985 total automobile fuel consumption 
should be less than that in 1975 because of improved 
veh icl~ efficic.:-:.c~'. Ho'.·.'e,.rer, t-hP ~ontinued increases 
in travel will eventually overcome this advantage, 
so that by the year 2000 energy consumption is pre­
dicted to surpass 1975 levels . 

Figure 1 illustrates both the range of projected 
increases in travei as well as selected forecasts of 
automobile energy use . This figure shows the con­
s istenoy of the view that vehicle fuel-efficiency 
improvements would have only a temporary effect on 
energy , and especially gasoline, consumption. 
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FIGURE 1 Selected projections of automobile energy. 

With the real cost of gasoline declining since 
the 1950s , except for 1973 and 1980 in which it rose 
slightly in real ·terms, there have not been any 
clear signals to the American motorist that conser­
vation was either a desirable or necessary behavior. 
Intermittent interruptions in gasoline supplies and 
price increases have served as sharp rnminders to 
the public of the vulnerability of the current 
transportation system . The response has been a 
rapid increased demand for fuel-efficient vehicles 
and at least a short-term reduction in travel. 

As indicated by changes in automobile purchase 
behavior and transit ridership , individuals are 
looking for solutions to the problem of remaining 
mobile while not greatly changing the amount of time 
and money devoted to travel . Declining domestic 
petroleum production coupled with the current xpec­
tation of no .major market penetrations of alterna­
tive fuels and vehicles before the year 2000 (even 
the cumulative effect o f e lectr le vehl · les , which 
may be introduced by 1985, are not expected to be 
major before 2000) leads directl'.r" to the heart of 
the problem: What can be done in the interim and 
what wp uld be the effects of those actions? 

Within DOE one responsibility is the conduct of 
technology assessments that identify the environmen­
tal consequences of various energy policies. Tech­
nology assessment is a form of policy study that 
systematically defines, explores , and evaluates both 
the direct and indirect economic, social , environ­
mental, and institutional consequences of the intro­
duction or expansion of new technologies or policies 
in society. The need for a technology assessment in 
the t.ransportation sector was apparent in mid-1979, 
and a literature analysis was initiated to identify 
what was known about the problem. 

PROBLEM REFINEMENT 

An extensive literature analysis of 
studies produced in recent years 

transportation 
yielded data 
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sources and identified issues where either the anal­
ysis was incomplete, of questionable quality, or the 
study had little effect on policy (4). The informa­
tion gained from the literature analysis, when syn­
thesized with current major issues in the transpor­
tation sector, provided an initial list of candidate 
technology assessment studies. To narrow this list 
three major bounding decisions, as illustrated in 
Figure 2, were applied: 

LITER A-
TURE 

REVIEW 

' 
SYNTHESIS 

- GAPS IN STUDIES EXAMINED 
- CURRENT TRANSPORTATION ISSUES 
- DOE I EV I OTI MISSION 

' 
TA BOUNDING CRITERIA 

I IMPORTED OIL REDUCTION I -
I F!•Dl.'CE DEMAND I I INCREASE SUPPLY I 

(MANY EFFORTS) 

• 
I MARKET ORIENTATION 11 MODE ORIENTATION I 

(TOO NARROW) 

' 
POTENTIALLY SIGNIFICANT ENVIRONMENTAL 

HEAL TH SAFETY AND SOCIOECONOMIC IMPACTS 

• I TA PROJECT DEFINITION I 

FIGURE 2 Problem refinement process. 

1. The study had to be within DOE's purview of 
reducing dependency on foreign petroleum, 

2. The study would emphasize demand-reducing 
rather than supply-increasing strategies, and 

3. The study would take the more comprehensive 
market or transportation demand approach (as opposed 
to a single mode orientation) i this approach groups ' 
travel modes according to use, which requires con­
sideration of modal shifts and relative modal ad­
vantages. 

The candidate studies were then examined to deter­
mine if significant environmental impacts were an­
ticipated to warrant the technology assessment. 

At the conclusion of the problem refinement pro­
cess, a technology assessment project was defined 
that would 

1. Cover the urban passenger transportation 
market, 

2. Emphasize conservation (reduction of foreign 
petroleum demand) strategies, 

3. Span the present-to-2000 time period within 
two bounding futures, 

4. Consider both policy and technology alterna­
tives, and 

5. Focus on environmental (broadly defined) 
impacts. 

From this definition the specific objectives of the 
technology assessment project were developed. 

PROJECT OBJECTIVES 

'!'he technology as;;s;;essment described in this paper 
was designed to investigate the potential environ­
mental, health, and safety impacts of two alterna­
tive productive conservation strategies. Productive 
conservation strategies are defined as being neither 
disruptive of the economy nor of the American life­
style but instead encourage conservation in various 
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sectors, including transportation (5). 
Because by this definition pr~uctive conserva­

tion promotes energy savings in a manner that is 
neither economically nor socially disruptive, spe­
cial attention was paid to the unanticipated diffuse 
impacts of the strategies, a task well suited to the 
technology assessment format. 

Th is technology assessment was designed to meet 
several broad objectives: 

1. An identification of internally consistent 
(mutually reinforcing policy or technology elements 
following a specific theme) productive conservation 
strategies that will aid in the reduction of the 
United States' dependence on petroleum in urban 
transportation, 

2. A comparative analysis of the energy savings 
and environmental impacts of the various productive 
conservation strategies, and 

3. An analysis of the issues and the barriers 
that may constrain these productive conservation 
strategies from becoming effective. 

A broader discussion of each objective follows. 

Identification of Potential for Energy Conservation 

The concept of productive conservation as applied to 
urban passenger travel can be partly defined as 
reducing energy consumption, especially consumption 
of petroleum-based fuels, while maintaining social 
interaction. The potential for this is substantial 
simply because energy has never been an important 
factor in financing and operating urban transporta­
tion systems. 

These urban automobile-oriented systems are 
energy intensive as currently operated. The single­
occupant vehicles operated within these systems were 
most often designed for comfort and speed in an era 
of cheap energy. That many proposals to reduce this 
energy intensity have been developed argues that 
reduction is possible even within the constraints of 
productive conservation. The matching of alternative 
strategies comprised of policy and technology ele­
ments to the distinct types of in-place systems 
(which can physically change only gradually during 
the time frame of the study) in three city classes 
promises to increase the potential for finding sig­
nificant energy savings. 

Comparison of" Environmental, Health , and 
Safety Impacts 

The transportation energy-conservation policies that 
were studied were for the most part similar to those 
measures necessary to improve environmental quality. 
That is, there were trade-offs between impacts on 
different environmental subsystems and, in some 
cases where energy-conservation strategies had nega­
tive environmental impacts, the design of mitigation 
strategies or redesign of the initial conservation 
strategy is required. 

TAPCUT included a broad environmental impact 
analysis for each strategy and is now using the 
results of impact analyses to indicate where further 
mitigation of impacts might be required. 

Analysis OI Barriers to Implementation 

A study of the impacls or any JJruJJused new JJUlicy or 
technology element must include some consideration 
of its feasibility. This study was concerned with 
the feasibility of implementation, but it did not 
undertake any assessment of commercialization or a 
detailed barrier analysis. Instead these issues and 
concerns were incorporated in two places: develop-
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ment of the strategies and the environmental impact 
analysis. Cost and management or administrative bar­
riers were considered in choosing policy elements 
tor the productive conservation ~trdt~yi~~. 

The study' s definition of environmental impact 
assessment covers many of the issues often included 
in barrier analysis: resource use and institutional, 
social, and economic impacts. Questions of equity in 
tax-based policies, of the impacts of labor unions, 
of safety on roads with smaller automobiles and 
large trucks, and of fuel economy and engine emis­
sions trade-offs were considered. 

Thi! i;tdlt!•uf-soci@ty a.e.eumptiono aaoooiatcd with 
the socioeconomic impact analysis also provided a 
framework for evaluating the societal change that 
accompanied the implementation of the technological 
deve l opment s. These assumptions characterized the 
future society's economic and social systems, demo­
graphic make-up, institutional structure, as well as 
attitudes and values. 

PROJECT STRUCTURE 

The overall flow of the project is shown in Figure 
3. Travel demand analysis was performed for each of 
three typical cities under policies now in place and 
forecast to continue. Environmental impact analysis 
of the forecast travel was also city specific. The 
two p r oductive conserv·ation ::;tr.ategie.e--group tra 1Jel 
and individual travel--were defined, and the travel 
and environmental impacts were then estimated. The 
final step is the overall comparison of policy-driv­
en results in contrast to the results under in-place 
policies. 

IN-PLACE STRATEGY 
(H,L) 

TRANSPORTATION 
DEMAND ANALYSIS 

(S,M,L) 

IMPACT ANALYSIS 

~~~ 
ENERGY & 

ENVIRONMENT 

FIGURE 3 TAPCU'l' project flow. 

The task structure designed to meet the project 
goals is .. howo l Figure ~ . The other p;:iper2 pre­
s ented in this Record on TAPCOT relate to this 
structure, Hudson and Putnam discuss the design of 
the technologies: Sar icks, vyas, and Bunch present 
the forecasts of the supply of transportation: the 
city selection and expansion to national totals are 
covered by Peterson; Kaplan, Gur, and Vyas address 
the method for household travel demand forecasting: 
and Stuart, LaBelle, Kaplan, and Johnson highlight 
the changes in travel demand that result from the 
policies. The scenarios used as background in the 
analysis and the energy-conservation policies are 
briefly presented in this paper, as well as the 
method and prelimi nary results for the environmental 
impact analysis. Further detail is presented in the 
project final report (~). 

Scenarios 

Selected features of the two ·scenarios defined for 
this project are shown in Figure 5. These variables 
were considered scenario variables because they are 
out of the realm of direct control of the decision 

73% 

3.6% 

1140 
370 
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NATIONAL TOTALS OF 
ENERGY AND TRAVEL 

IN URBAN AREAS 

ENVIRONMENTAL 
IMPACTS DUE TO 

• VMT 

PRODUCTION 

• INFRASTRUCTURE 
CONSTRUCTION 

FIGURE 4 TAPCUT project structure. 

Me i re Population HH Size 

66% 2.36 2.4 1 

GNP 25 Year Rate HH Income 
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Energy Supply Fuel Price Change 

Tolal 940 
Liquid 340 3.75"; 5.3'.'; 
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As Planned 
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FIGURE 5 Scenario summary. 

Disa ssociation 
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makers of interest in this project. Clearly, some 
of these variables will be affected indirectly by 
decisions made regarding energy conservation in 
transportation; however, these interactions are not 
of the first order and are not modeled directly in 
this project. The two scenarios can be briefly 
distinguished as scenario I (wealthy scenario with 
h i gh technology success) a nd scena rio I II (re l a­
tively poor scenario with low technology success). 
The major differences between the scenarios that 
affect travel demand were in the forecast retail 
fuel price and the average income (in 1975 dollars). 
The range of difference in other variables was not 
sufficiently large to account for significant dif­
ferences in the travel forecasts. 

The rate of change in fuel price as shown is an 
average annual value from 1990 to 2000. The rate of 
change from 1980 to 1990 was higher than the 20-year 
rate in both scenarios. The rate of change in gross 
national product (GNP) is given as an average for 
the years 1975 to 2000. A 5-year cycle was built in 
to the annual GNP level. 

Metropolitan population represented the percent­
age of national population residing in standard 
metropolitan statistical areas (SMSAs) in 2000 in 
each scenario, against the'same national total. The 
Census Series II forecast of 260.3 78 million persons 
in 2000 was the national base. 

Energy supply was forecast but was not directly 
used for the demand analysis. The demand for energy 
in urban local travel can be compared against demand 
by ·consuming sectors and against various supply 
forecasts. The scenario assumption on environmental 
regulation, by contrast, influenced which set of 
automotive emission standards was used in the air 
quality impact analysis i for scenario III the 
changes scheduled to take effect in 1983 and beyond 
were cancelled. The social aggregation assumptions 
influenced land use forms primarily, which led to 
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higher employment densities in scenario I than in 
scenario III. 

City Forecasts 

Starting from a data base for 237 metropolitan 
areas, three typical metropolitan areas were identi­
fied for study in this project. A method was devel­
oped to select the cities based on characteristics 
relevant to transportation energy consumption, such 
as average daily travel, household income, and popu­
lation density. Three cities were selected that 
constituted extreme examples along the three dimen­
sions defined from city characteristics that in­
fluenced transportation energy use. One dimension 
identified large cities with satisfactory transit 
systems: this was called Megatown. The second 
dimension, called Sprawlburg, involved new, fast­
growing sprawl cities. The third dimension identi­
fied midwestern, industrial towns that were smaller 
in population than the other two: it was termed 
Slowtown. All metropolitan areas in the nation were 
related to these three dimensions. A linear expan­
sion method was also developed, which allowed na­
tional urban forecasts to be made by using the de­
tailed forecast of the three typical cities. 

The TAPCUT forecasting effort focused on the 
details of the three cities by using actual travel 
and land use data files from the cities as the base 
and by using the cities' forecast as a reference for 
all scenario-specific forecasts. Forecasts of em­
ployment activity by type and residential location 
were made for each city under the conditions of each 
scenario, with some modification for policy impacts. 
The forecast independent variables for TAPCUT for 
typical cities (by scenario and year) are as follows: 

1. Residential location--total households, 
household size, earners per household, average in­
come, and household location: central business dis­
trict (CBD), center city, suburban, or exurban: and 

2. Employment activity--total employment, loca­
tion of employment, development density, and type of 
employment: manufacturing, retail, service, or other. 

Travel Demand Forecasts 

The city-specific forecasts previously described 
were organized for input to the travel demand model­
ing package. Household characteristics from the 
base year in each city's travel survey [supplied by 
the metropolitan planning organization (MPO)] formed 
the basis of the tr ave~. demand forecasting approach. 
The forecast citywide distributions were translated 
into model inputs to determine their effects on 
household travel behavior by using an iterative 
proportional fitting method. 

Modified household records combined with the 
transportation level-of-service (LOS) forecasts for 
the horizon year drove the travel demand model. 
Transportation LOS parameters included detailed 
specification of transit service and of automobile 
characteristics, including speed, operating costs, 
and emission rates. Both work and nonwork travel 
were separately forecast and reported for households 
in three income classes and three locations within 
the urban area (center city, suburban, and exurban). 

The urban transportation policy analysis package 
(ll'l'PAP) w""' used for case study city travel demand 
forecasts (Figure 6). It included an extended ver­
sion, called XRGP, of the short range generalized 
transportation planning (SRGP) model at its core. 
That model used a logit formulation, both for work 
trip mode and for destination and mode choice for 
nonwork trips. The changes in VMT for each class of 
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household (the major output of UTPAP) provided the 
starting point for much of the environmental impact 
analysis. 

SCENARIO 
DEFINED 

INPUT 

STOCK 
MODEL 
INPUT 

HOUSEHOLD 
CHOICE 

MODELING 

EXPANSION 
TO 

AGGREGATE 
TRAVEL 

AGGREGATE 
IMPACTS 

POLICY OR 
MPO INPUT 

FIG URE 6 T APCUT travel demand 
modeling (macro view). 

Technology Characteristics 

The characteristics of vehicles used by household 
were specified in great detail. Three different 
sets of new vehicles were designed for the policy 
tests. Initial price, operating cost, power/weight 
ratio, passenger capacity, fuel economy, and pol­
lutant emissions were specified for each vehicle. 
Many of the characteristics were used to determine 
the cost of travel for the modal-choice models. 
Other characteristics, such as power/weight ratio, 
were used only in the vehicle stock model. That 
model determines which kind of automobile will be 
purchased by urban households and the distribution 
of vehicles held by household in forecast years. 

The design of the automobiles reflected both 
policy and scenario considerations. In the in-place 
policy both scenarios were supplied with the same 
initial set of vehicles: there were slight differ­
ences in the vehicle mix chosen by households in 
each scenario. Under t~e individual travel strategy 
new car fuel economy was increased as a policy ac­
t ion. The increase was modest in scenario III (4 
percent over the in-place policy) and fairly large 
in scenario I (23 percent). In scenario I the aver­
age new car fuel economy reached 40 miles per gallon 
in 2000. Specific vehicles, of course, reached 
higher fuel economies: this fuel-economy value in­
cludes the effects of consumer choice among the 
vehicles offered for sale. 

New car weight declined in all size classes in 
each technology set, averaging about a 25 percent 
decrease from 1980 new cars. The individual travel 
strategy technology sets had a decrease in average 
new car weight of 10 percent from the in-place pol­
icy in scenario I and only 3 percent in scenario 
III. In scenario III consumers chose some automo­
biles in 2000 that had actually increased their 
weight. In general, weight decreases were con­
strained by the standards for reasonable performance 
(power/weight ratio) in all TAPCUT vehicles. 

Environmental Impacts 

The major focus of this study was to determine the 
environmental impacts associated with energy-conser­
vation str~tegies. Consequently, environmental 
impact analysis was quite detailed. Air quality and 
water quality impacts from vehicle production and 
VMT were addressed, as well as the associated health 
effects. Traffic safety and workers safety were 
both estimated. Impacts on all resources, both 
energy and minerals, have been estimated. Further, 
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socioeconomic effects from the changes in travel, in 
production of vehicles, and in the transportation 
infrastructure were also addressed, focusing on the 
t-rAn«pnrt:At:inn industries, subpopulations in urban 
areas, and interest groups. 

Transportation T::nergy-Conservation Strategies 

The first task of the study was to prepare reference 
forecasts, that is, to build a baseline against 
which to compare the energy-conservation strategies. 
The in-place policies were defined as those current 
policies directly bearing on transportation and 
energy consumed in transportation by urban house­
holds. Key aspects of in-place policies are sum­
marized in Figure 7. Generally, policies were in­
terpreted as what was on the books in 1980 plus any 
scheduled changes beyond that time. For example, 
the CAFE requirement for 27.5 miles per qallon in 
new cars by 1985 was now scheduled, but no increases 
beyond that are scheduled. Other important policies 
include the constant dollar value of gasoline taxes7 
this implies an increase in inflated dollars, but 
not in real dollars. 

I FUELS /VEHICLES I AUTO DISINCENTIVES 

!' C~!=~-2?.!!!!I!! !~ H!!! • CO~!!A~'! ~U!:!. "'~~ 
• LIMITED NEW FUELS • NO CHANGE IN PARKING COST 
• LIGHTER VEHICLES 
• NO NEW TRANSIT TECH. 

I LAND USE CONTROLS 

• GROWTH IN SUBURBS 
• CBD SHARE DECLINES 

• NO NEW TAXES 

I GROUP TRAVEL ACTIONS 

• MAINTAIN EXISTING SYSTEMS 
• NEW .SERVICE IN GROWING CITIES 
•FARES RISE TO 1875 LEVEL 
• NO CHANGE FOR CARPOOLS 

FIGURE 7 In-place policy in transportation energy. 

Although automobile technology is expected to 
improve considerably over the 20-year horizon simply 
from forces now in place, transit technology is not 
expected to change much at all by 2000. No exotic 
transit technologies were selected for use in any of 
the typical cities in their own plans, that is, the 
in-place policy for this project. Only slight im­
provements to current technologies, such as light 
rail, diesel bus, and rapid rail, were tested. The 
policies regarding elderly and handicapped users of 
transportation were presumed to moderate from their 
1980 versions in such a way as to allow transit 
systems to continue operating, although certain 
resources would be devoted to the provision of spe­
cial services for those groups. (The expected 
changes in those policies have since occurred.; 

The in-place policy w~s translated into variables 
that could be changed in the modeling package se­
lected for the project. These variables are re­
ferred to as policy levers. It was essential to 
define any policy of interest in terms of these 
levers. As shown in Figure 7 the five major classes 
o.f policy levers are fuels and vehicles, economic 
disincentives for automobile travel, group travel 
actions, and land use controls. Other categories of 
policy levers were examined and then excluded from 
the analysis when either no reasonable policy could 
be defined in terms of these levers or there was no 
sufficient theoretical work done to define the rela­
tionship between a policy action and a response to 
the action. An example of the first case is exten­
sive land use controls that would result in major 
changes in the length of the work trip. An example 
of the second is the relation between telecommunica­
tions and transportation. 
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Two strategies were developed, and both were 
aimed at reducing energy consul\lption in urban 
travel. The group travel strategy focused on reduc­
tion in enerqv use throuqh increased use of effi­
cient group travel modes. The individual travel 
strategy was aimed at that same goal, but achieved 
it through significant improvements in automobile 
technology. As shown in Figure 8, many more levers 
were adjusted for the group tra~Ql strategy than fc~ 

the individual travel strategy. The arrows indicate 
the direction, not the magnitude, of the change. 

The group travel strategy changed the tax on 
automotive fuels and the tax on parking, in one 
instance lowered transit fares, extensively improved 
transit systems, and induced land use changes sup­
portive of transit system use. No changes were made 
in automotive technology with respect to the in­
place policy. 

I FUELS I VEHICLES 

AUTO llPG "I" 
AUTO WEIGHT ~ 

I LAND UBE CONTROLS 

DENSITY OF DEVELOPMENT ~ 
LENGTH OF WORK TRIP ..[!. 

l AUTO DISINCENTIVES 

FUEL TAX ~ 

PARKING TAX "'fr 

I GROUP TRAVEL ACTIONS 

CAR POOL PARKING iJ'" 
TRANSIT FREQUENCY iJ'" 
TRANSIT LINE HAUL TIME ..(]. 

TRANSIT FARE ~ 

"I" INDIVIDUAL TRAVEL POLICY i:r GROUP TRAVEL POLICY 

FIGURE 8 TAPCUT policy levers. 

The individual travel strategy required only an 
improvement in automobile fuel economy achieved 
through new design for automobiles. In scenario III 
small land use changes that were supportive of auto­
mobile use were instituted. 

TAPCUT Fuel Price 

The fuel price in TAPCUT was the result of both 
scenario assumptions and policy changes. The base 
price without taxes was a scenario-specified vari­
able. Taxes on that price were a policy variable, 
however. In Figure 9 the net resulting price to the 
consumer is plotted in 1975 dollars for each sce­
nario and policy from 1975 until 2000. The price in 
scenario III ($2.55 in 2000) was considerably higher 
than the price in scenario I ($1. 89i. However, the 
tax on fuel under the group travel strategy for 
scenario I was double the rate of the tax for sce­
nario III under that policy. As a result the price 
in the year 2000 was nearly the same in each scenar­
io under the group travel strategy. 

For scenario III, the higher rate of price in­
crease was tied to the limited success in finding 
new domestic sources of oil and the unsatisfactory 
international position of the United States in pur­
chasing imports. The technological success in sce­
nario I was the main reason behind the lower price 
of the primarily domestically produced fuels. 

As all liquid fuels were competing for the same 
market, it was presumed that there would be rela­
tively small variation among fuel pr ices, just as 
now. Thus even if a fuel costs more to produce than 
the average liquid fuel, it would be priced close to 
the predominant fuel in the market. This is reason­
able, given the assumption that a few large 
suppliers would provide all the different kinds of 
fuels, such that the cost of one could be balanced 
out by the profits from another cheaper-to-produce 
fuel. 
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FIGURE 9 TAPCUT fuel prices. 

SELECTED ANALYSIS RESULTS 

Aggregate Measures of Travel 

VMT and PMT from urban households in scenario II I 
are plotted in Figure 10. These are annual figures 
and include an estimate of non-home-based travel. 
Under the in-place policy PMT in the aggregate did 
not change much, although VMT increased slightly, 
The forecast metropolitan population change was only 
6 percent from 1980 to 2000 in scenario III, so that 
large growth in travel would not be expected. Never­
theless, these plots are nearly flat (O.l percent 
change in PMT, 3.5 percent change in VMT), primarily 
as a result of increase in the price of travel. 
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FIGURE 10 Aggregate travel demand result in scenario lll 
under in-place policy. 

In scenario I, where metropolitan population 
grows 17 percent and households are wealthier, per­
son travel increases 7,6 percent over 20 years and 
vehicle travel increases 17 percent. 

The strategies affected aggregate travel measures 
differently. The ~roup travel strategy resulted in 
a 23 percent decrease in VMT with respect to the 
in-place policy in both scenarios; but PMT increased 
in scenario I by 0.6 percent, yet decreased nearly 
10 percent in scenario III. This difterence in the 
scenario results under the same strategy suggests 
that the households located in the denser land pat­
terns of scenario I can satisfy travel needs more 
easily on satisfactory transit. Some of this dif­
ference is explained by the policy action in see-
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nario III that only resulted in a 14 percent de­
crease in average work trip length. In scenario I, 
however, changes in PMT occurred only in nonwork 
(discretionary) travel, as work trip length and 
frequency were unchanged by the policy action. 

The individual travel strategy had virtually no 
effect on the aggregate travel measures of VMT and 
PMT. The fuel-economy increases, al though notable, 
did not affect out-of-pocket expens~s sufficiently 
to increase travel demand. Households chose slightly 
larger automobiles that had satisfactory fuel eco­
nomy, but not the best fuel economy available; the 
net effect was no change in out-of-pocket expenses 
relative to those under the in-place policies. 

Examination of costs of the strategies and the 
tax and fare revenues generated indicated that costs 
were BO percent, whereas revenues fell 40 percent, 
under the in-place policies. This situation was 
worse under the individual travel strategy but 
reversed under the group travel strategy. In the 
latter strategy transit fares covered operating 
costs and gasoline tax revenues covered projected 
capital expenditures (~). 

Energy Consumption 

Figures 11.and 12 show the total direct energy con­
sumption under all three policies in each scenario. 
Even under the in-place policy energy use for urban 
transportation declined signif icantly--about 40 
percent from 1980 to 2000. Further, under each 
policy energy consumption declined still more. The 
lowered energy use per trip, which resulted from 
fuel-efficient vehicles, explains much of this re­
duction in total use. The increase in the price of 
automobile travel without large increases in transit 
service also figures in the decline in energy use 
under the in-place policy Cll • 
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FIGURE 11 Direct energy consumption by urban 
households for local travel in scenario I. 

Under the group travel strategy direct energy 
consumption was reduced 25 percent compared to the 
in-place policy in 2000 in scenario I. The decrease 
was 18 percent in scenario III (see Table 1). Direct 
energy savings were less under the individual travel 
strategy, but still significant--19 percent in sce­
nario I and 7 percent in scenario III. However, 
when direct and indirect energy consumption are both 
included, the energy savings from the individual 
travel strategy diminishes considerably--9 percent 
in scenario I and only 1 percent in scenario III. 
The group travel strategy decreases remain the same. 
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FIGURE 12 Direct energy consumption by urban 
hon•f'hold• for local t ravel in scenario HI. 

Transportat i on Research Record 952 

'"1 I I 
IZZJ Oirecl 
~Indirect 

60 

I1 
, v, 

t2 
40 

0 
~ 

20 

0 
1980 1990 2000 

FIGURE 13 Comparison between direct and 
indirect energy use for urban travel in 
scenario III under individual travel 
policy. 

TABLE 1 Selected TAPCUT Results: Changes in Aggregate Travel and Energy for National 
Metropolitan Travel 

Percentage Change in 

Direct Indirect Total 
Policies and Years Compared Scenario VMT PMT Energy Energy Energy 

In-place policy 1980 to in-place policy 2000 I 
III 

In-place policy 2000 to gro u p travel policy 2000 I 
Ill 

In-place policy 2000 to individual travel policy 2000 I 
Ill 

Note: The total metropoli tan population differs in each scenario. 

On a passenger mile basis (rather than lane mile) 
automobiles and highways are more energy intensive 
to produce than buses and light rail systems, the 
dominant TAPCUT transit modes. 

The relationship between direct energy consump­
tion (i.e., for vehicie operation) and indirect 
energy consumption (i.e., for manufacture of vehi ­
cles, fuels, and roadways) changed over time (Figure 
13). Indirect energy accounted for nearly 40 per­
cent of the total energy expended for urban t r ans­
portation under the individual travel strategy. 
Under scenario I use of synthetic fuel increased the 
indirect energy total. F!..!rther r t he more fuel-eff i ­
c ient vehicles were more energy intensive to pro­
duce. Increased use of transit under the group 
t r ~v~l oc£dt~yy UiG not change the ~elationship 

between indirect and direct energy as significantly. 
Even the more energy-intensive for~s of trons\t are 
less energy intensive than automobile manufacture. 
Petroleum savings are greatest under the group 
travel strategy in scenario I. Energy savings are 
greatest, however, in scenario III. Petroleum sav­
ings achieved through fuel substitution (as in sce­
nario I) exact a price in the form of higher con­
sumpt ion of other fuels (8) • These last three 
figures taken together indicate that energy savings 
can be achieved in many different ways, but the 
costs of achieving the savings vary significantly. 

The relationship between energy use and total 
trips per person is shown in Figure 14 for scenario 
I. There it can be seen t t).at trips increased under 
the individual travel strategy, even though energy 
use was decreasing significantly. This is a contrast 
to the group travel strategy, where both trips and 
energy use declined, the latter even more dramati­
cally than under the individual travel strategy. 
Trips per person can be interpreted as a measure of 
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-23 +0 .6 - 25 -22 - 25 
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mobility, although not a complete measure, which 
indicates that the greater energy savings of the 
group travel strategy was at the expense of slight 
decreases in mobility . Only t r ansit and a utomobile 
trips by household members (and not pedestrian 
travel ) are included i n th i s figu r e . 
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FIGURE 14 Change in trips and direct energy 
for travel in scenario I. 

Health Effects: Air Quality 

The health effects from vehicle operation have been 
e s timated on a city-s pecific basis. The health 
effects were related to pollutant emissions from the 
vehicles, including carbon monoxide , ozone , nitrogen 
oxides, particulates, and hydrocarbons. Health 
effects were measured in terms of excess deaths, 
hours of discomfort, and morbidity. These changes 
were estimated for various groups in the popul a t i on , 
including groups more sensitive to each of the pol -
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lutants. Health effects caused by carbon monoxide 
were given considerable attentioni both ambient 
exposure for the region and specific periods of 
exposure from travel in each portion of an urban 
region were included (9). 

The bulk of the CO-emission reductions from auto­
mobiles went into effect in the 1980 model year, 
with the 7.0 g/mile standard for automobiles. That 
reduction has the largest single beneficial impact 
on health effects of all variables considered. If 
that reduction is maintained, differences in strat­
egy effects are fairly small at the national level. 
However, if either the vehicle emissions return to 
pre-1980 levels or significant VMT increases beyond 
the TAPCUT forecast occur (e.g., because of lower 
fuel prices), the forecast reductions in deleterious 
health effects are unlikely to occur. City differ­
ences were evident herei Sprawlburg CO emissions 
begin to rise in 2000 in scenario III. In that 
scenario population growth was highest for Sprawl­
burg, and CO emission standards were not made more 
stringent after 1980. Discomfort from CO emissions 
was projected to rise from 1990 to 2000, thus ap­
proaching 1980 levels. Megatown and Slowtown had no 
such in9reases in any forecast. 

T r affic Safety 

Figure 15 shows the effect of the changing automo­
bile fleet on traffic safety. Specifically, fatal­
ities per million population caused by vehicles in 
urban areas are plotted alongside the amount of VMT 
in small vehicles for the in-place policy. These 
values are for one of the typical cities that is 
most similar to national trends. The graph demon­
strates the strong relationship between small car 
VMT and the fatality rate. Unless there is a de­
crease in the rate per million vehicle miles of 
fatalities in small cars with respect to the other 
size vehicles, then the forecast switch to small­
sized vehicles will bring with it an increase in 
overall fatality rates. Speculation about changes 
in severity and frequency of accidents when there 
are more small cars in the fleet suggests that the 
rates may go downi however, there is currently no 
empirical basis for making these conclusions (!Q). 
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FIGURE 15 Traffic safety impacts and small car use in 
scenario I under in-place policy in Megatown. 

Economic Impact s 

The economic a nalysis addre ssed the quest i on of 
whether the conservation policies were really pro­
ductive. The result was that they were productive 
at the scale o f national economic activ ity. No 
impacts on industries outside transportation were 
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projected. Within transportation industries, such 
as highway construction and bus manufacture, growth 
was expected to correspond to the strategy. Changes 
to the balance of trade were estimated and were 
found to be small relative to the other factors that 
influence the balance of trade. 

One caution is that only changes from metropoli­
tan area travel and vehicle production were fore­
cast. Metropolitan households hold three-quarters 
of the automobile stock, so automobile production 
impacts are probably dominated by the market stud­
ied. However, nonmetropoli tan household automobile 
travel, all intercity travel, and all goods movement 
are excluded from consideration in TAPCUT . Impacts 
from decreases in vacation travel, for example, that 
might occur with TAPCUT's high fuel prices, are 
excluded from the analysis, thereby limiting the 
conclusion about the productivity of the strategies. 
Because of interactions among the four travel mar­
kets, of which one was studied, it is difficult to 
draw conclusions about the net effects on all 
travel. Goods movement might increase as delivery 
trucks are subst i tuted for personal cars in shop­
ping, whereas i ntercity au t omobile travel might 
decrease. 

Phy sical Environment Impacts 

Overall, the group travel strategy is significantly 
less harmful to the environment than either the 
in-place policy or the individual travel strategy. 
Analysis of the impacts of air quality, water qual­
ity, and toxic pollutants at a city level support 
this conclusion. The reduction in VMT is the 
strongest explanation for the dominance of t6e group 
travel strategy, coupled with the absence of any new 
pollution problems under that strategy. The 
forecasts of impact are sensitive to the VMT 
forecasti in Sprawlburg cities, where VMT and 
population are growing rapidly, air quality begins 
to deteriorate after 1990. 

CONCLUSIONS 

The TAPCUT project began with three goals: a des­
cription of several alternative strategies that 
promote energy conservation in the urban passenger 
transportation sector, a better understanding of 
t he e nvironmental impacts of such stra tegies, and an 
ident ific at ion of t he constraints to t he implemen­
tation of such strategies. The conclusions are 
stated in terms of these goals. 

1. Two distinct approaches to saving energy in 
urban passenger transportation have been defined in 
realistic terms. Both approaches resulted in energy 
savings beyond policies currently in effect. In 
terms of national economic activity, both are pro­
ductive conservation policies. However, the total 
vehicular trips by households was decreased under 
the strategy (group travel) that saved the most 
energy. The reduction in trips could be construed as 
nonproductive because of life-style changes imposed 
on some households. A further productivity consid­
eration is that the group travel strategy raised 
enough revenues to pay for the capital and operating 
costs incurred for roads and transit, whereas the 
individual travel strategy worsened the deficits 
projected under the in-place policies. 

2. The policy that focused on group travel was 
more benign than the others tested on environmental 
grounds. That is, however, the same strategy that 
lowered trips per person with respect to the in­
place policy. It is clear that the assumed motor 
vehicle emission standards played an important part 
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in this conclusion, however. Improvements in fuel 
economy were decoupled from emissions rates in 
TAPCUT technologies within the selected performance 
specifications for personal automobiles. Failure to 
meet the currently mandated emission standards could 
significantly worsen the environmental impacts of 
the individual travel strategy, where fuel economy 
was raised to its highest value. 

3. Some barriers to implementation of energy­
saving policies have been identified. The individual 
travel strategy requires a healthy automobile in­
dustry that is able to systematically improve new 
cars over a 20-year period and anticipate some 
shifts in consumer preference for vehicle size and 
propulsion system. The strong, government-supported 
research and development element tested under this 
strategy increased industry vitality. The current 
abrupt shifts in government policy toward industry 
may add to the many barriers internal to the in ­
dustry, especially in the area of long-term research 
and development. The group travel strategy requires 
cooperation by various levels of government, as the 
service improvements were financed from fuel tax 
revenues. The organizational structure of service 
providers may have to change to a more competitive 
system to be sufficiently flexible to serve new 
markets. 

The land use controls hypothesized, although 
modest in their net effect, constitute a signiricant 
directed change in growth patterns. Tools to imple­
ment the changes proposed under both policies have 
been suggested, but further examination of them is 
warranted, given the importance of activity patterns 
in using the group travel modes effectively. 

Imposition of the gasoline and parking taxes 
listed under group travel, although they were effec­
tive in the simulation, would be unpopular with 
several groups. These taxes did demonstrate the 
magnitude of change in the transportation taxing 
structure necessary to produce significant changes 
in travel behavior. Previous limited experience 
with economic disincentives (taxes) for automobile 
travel as transportation control measures has 
elicited a strong reluctance on the part of local 
governments to implement them. 
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Selection of Case Study Cities and Expansion to 
National Urban Totals 
BRUCE E. PETERSON 

ABSTRACT 

A decomposition technique based on the re­
sponse of a small sample is presented to 
forecast the responses of all cities in the 
nation to transportation-related policies. 
The responses of interest are changes in 
travel, energy use, and environmental qual­
ity. This technique was used in the Tech­
nology Assessment of Productive Conservation 
in Urban Transportation (TAPCUT) study to 
select a sample of three cities for analysis 
and then to expand their results to all 
urban areas. By hypothesizing the existence 
of a linear-response function estimated from 
the sample, it is possible to express each 
city's response as a linear combination of 
the sample responses. By using selection 
criteria suggested by the method, Phoenix, 
Chicago, and Flint were used as sample 
cities, and the national per capita urban 
response was estimated to be 0.6 times that 
of Phoenix plus 0.3 times that of Chicago 
plus 0.1 times that of Flint. 

The Technology Assessment of Productive Conservation 
in Urban Transportation (TAPCUT) study is an attempt 
to forecast the responses of all U.S. cities to 
different sets of transportation-related policies. 
However, the travel demand models used to forecast 
these responses are specific to individual cities 
because they depend on detailed knowledge of the 
nature and setting of a particular city. The magni­
tude of the data-collection problem and the expense 
of running these models make it impossible to apply 
them to each city individually; instead researchers 
are limited to three case study cities that can be 
examined in detail. In consequence, it must deter­
mined both how to best select the case studies and 
how to expand the results of the analyses into 
forecasts for the entire nation. 

Fortunately, a great deal of information, mostly 
from the Bureau of the Census, is already available 
about the socioeconomic characteristics of individ­
ual cities. These characteristics are certain to be 
related to a city's response, even though the form 
of the relationship may not be known in advance. 
This information is the only basis available for 
constructing an expansion procedure and can be used 
to select the best sample with respect to the expan­
sion technique. 

For this study the known information was con­
tained in a data base characterizing the 237 stan­
dard metropolitan statistical areas (SMSAs) (1), 
augmented with data on transit systems. Fifty-two 
variables deemed most appropriate for a transporta­
tion study were selected, and a standard R-factor 
analysis was conducted on these variables to obtain 
eight uncorrelated factors. Cities were subsequently 
characterized by their factor scores, that is, their 
locations in the variable space formed by the eight 

factors. This was done because subsequent steps in 
the analysis require uncorrelated variables with 
similar scales and also for the simplicity of a 
city's representation. Figure 1 is a schematic of 
variable space, with the circles representing cities. 
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FIGURE 1 Variable space. 

The methods used to transform this information on 
city characteristics into a quantitative technique 
for expanding the results of TAPCUT' s analyses to 
all u.s. cities are described. First, the existence 
of a response function, a simple impact model for 
all cities that can be calibrated from analyses 
conducted on a sample, is proposed. Second, the 
type11 of error in this impact model are enumerated 
to develop criteria to evaluate possible choices for 
a sample. Third, available selection schemes are 
examined for their suitability, and a sample of 
three cities is determined. Finally, by applying 
the expansion method, the national response is esti­
mated in terms of this sample. 

RESPONSE FUNCTION 

In order to estimate a national response, the re­
sponses of all cities must be implicitly estimated 
and the responses to national totals must be aggre­
gated. Response here means any scalar-valued impact 
of interest that is related to policies that may be 
tested, such as vehicle miles of travel per person 
or pollutant concentrations. The basic assumption 
made is that a particular city's response to a 
given set of policies applied systematically to all 
cities is determined, except for a stochastic error 
term, by its location in variable space. For in­
stance, cities with similar characteristics will 
have similar locations and presumably will have 
similar responses to a common policy change. This 
is formalized by hypothesizing a scalar-valued re­
sponsP. function f ~efinea on the domain of variable 
space. Naturally, for each impact of interest, f 
will be a different function. If f can be estimated 
from the response of the sample cities, then any 
city's response can be estimated by finding the 
value of f at that city's location. 

Although the response function may have an in-
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valved form, it is not known, in general, what that 
form is. In the absence of this knowledge, the re­
sponse function is approximated by a linear function, 

f , Th'O' t-hr'O''O' '""'" <:t.nny "it-iP.s define a two-dimen­
sional plane, a subspace of variable space. In that 
plane a linear function can be defined unambiguously 
from its values a't the three points i consequently, 
this plane is referred to as known space. Because 
the response of the case study cities can be deter­
mined through the use of detailed travel demand 

models, values of f can be estimated for every loca­
tion in known space. 

Most cities, of course, are outsid@ the plane, 
where a linear function cannot be specified from the 
sample. Consequently, an arbitrary city (U) is rep­
resented by its projection in the plane Up, the 
point in known space closest to u, and it is assumed 
that the response of u is clo s e to that of Up ( Fig ­
ure 2). The degree of conf i d e nce held for this r ep-

FIGURE 2 Known space. 

resentation is indicated by the length of the error 
vector (eul, the distance of U from known space. 
The point Up is a linear combination of the loca­
tions of the sample cities Ai: 

3 
Up= L °'iAi 

l=l 
(!) 

where r ai = 1. Consequently, the estimated response 
of Up, and also that of u, is the same linear combi­
nation of the sample responses: 

f (U) = L a/(A;) (2) 

Effectively every U.S. city has been decomposed into 
a sum of components because of the three sample 
cities. 

It may be valuable to compare this decomposition 
a pproach to a diacrete cla~::ificaticn, which other-
wise would have been necessary. In a classification, 
variable space would be divided into three regions 
that cover the space, Within each region a repre­
sentative city would be chosen where the response 
would be measured. That response would then be 
imputed to every city located in the region. In 
other words, the response function is approximated 
by a step function of constant value within each 
region. Because an arbitrary function can typically 
be better approximated by a linear rather than by a 
step function with the same number of points, a 
modest improvement i n the accuracy of estimates can 
be expected from this decomposition. 

SOURCES OF ERROR 

There are a number of sources o f possible 
the estimates of response, and examining 

error in 
them can 
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help in the selection of a sample that will minimize 
the error. 

Characterization Error 

;he variables used to characterize the cities cannot 
be expected to completely determine a city's re­
sponse. There are certain to be other determinants 
of r e s pon se, some c ompletely i d i osyncratic to in­
dividual cities (such as historical accidents of 
development) and others systematic that were not 
included in the original data set (such as climate 
and topography). Therefore, a city's actual response 
can be expected to vary from the value of the true 
response function by an error term £. Effectively, 
the response function f indicates an ideal response 
that i g nores other factors not included in the anal­
ysis. In the hope that these other factors do not 
introduce a systematic bias into the national fore­
c a s t s , the individua l cha racter ization errors £ 

are assumed to be identically distributed random 
variables with variance o 2 , to be uncorrelated, 
and to have an expectation of O. In forecasting a 
particular city's response, nothing can be done 
about this error, but its expected effect is O. 

An important consequence of this type of error is 
that measured responses for the sample cities, even 
if the forecasting models are perfect, will not 
correspond to the ideal responses that the re­
searcher wou l d iike to obta i n. An exp i ained i n t he 
fo l lowing subsections, this can have a fundamental 
impact on the confidence that can be placed on na­
tional expansions when using different samples. 

Re p resen t a t ion Error 

Because a city's actual location differs from its 
projection where the response function is evaluated, 
these differences undoubtedly contribute to a mis­
characterization of its r e sponse. The sum of these 
errors [r 11 eu 11 or r 11eu11 2 ] is highly dependent on 
the choice of the sample and the particular plane 
they form. 

Specification Error 

Specification error is the difference between the 
true response function and the linear approximation 
used to estimate it. The situation shown in Figures 
3 and 4 assumes two case study citiesi therefore, 
known space is one dimensional. (In Figure 3 citie s 
A and B are the case studies, whereas C and D ar e 
the case studies in Figure 4.) Given the case 
c::. t nn. p i;: A:!. <=1nrl t-hP t r11 P rP~pon~~ fl! nr.t-_ ion f. the r e is 

a true linear approximation to f, f. For an arbitrary 
city U wi t:h r4?presPnt:1't ion Ilp in known space~ 

(3) 

because the true linear approximation and the true 
response functions are equal at the sample points. 

But, in gene ral, f(llp) will d iffe r from f(Upl· With­
out knowledg e of f, it is imposs ible to specify the 
magnitude of this error. 

Nevertheless, the measured responses of the case 
studies are themselves displa

0

ced from the ideal re-

sponses by their characterization errors, for f is 

also not accessible. Thus f must in turn be approxi­
mated by f, the linear function determined by the 
measured responses: 

(4) 

Under these assumptions about characterization error, 
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FIGURE 3 Variance estimates using adjacent sample cities. 
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FIGURE 4 Variance estimates using extreme sample cities. 

(5) 

Then 

- -
E[f (Up)] = ~ a/(Aa = f (U) 

i 
(6) 

and 

Var[f (Up)] = ~ ~ a;ai Cov(e;,ej) = ( t a?) a2 

I J 
(7) 

Recall that r ai = 1. The variance of f is minimized 
when all the a's are equal and grows rapidly when any 
of the a's exceeds 1 or is negative. This happens 
outside the interior of the region surrounded by the 
case studies. \ 

Thus there are two components of specification 
error. The fir s t component is the difference between 
the measured and true linear approximations to f, 

1f - fl, which is indicated by the variance off. 
Minimizing this difference makes widely separated 
samples desirable. The second component is the dif­
ference between the true resp.?nse function and its 

true linear approximation, 1f - fl. Provided f is 

reasonably behaved, this error is minimized in the 
neighborhood of the samples, which makes samples lo­
cated close to the preponderance of other cities de­
sirable. For instance, if the preponderance of 
cities is located close to A and B (Figures 3 and 
4) , choosing C and D to be case studies would 
introduce large specification errors because of this 
source. This argues against choosing a sample at 
the extremes of the region occupied by the popula­
tion of cities. 

Selection Error 

The possibility exists that the selected sample will 
have a uniform or nearly uniform response. This 
will happen if known space is parallel to planes of 
equal response, so that all the variation in re­
sponse is contained in cities' error vectors rather 
than their projections. This would make it difficult 
to state anything with assurance about national 
response . If . ins tead known space is perpendicular 
to equal response p l anes, the effect of the error of 
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representing a city by its projection is minimized. 
For this reason it is desirable to select, on sub­
jective grounds, a sample that is likely to have 
widely varying responses. 

Measurement Error 

In addition to the characterization error ·- in 
forecasting the sample responses, there will be 
additional errors included because the models used 
for forecasting responses cannot be expected to 
operate perfectly. Some of the problems are caused 
by imperfections in the models themselves; these 
cannot be helped, except by developing superior 
models. Others, however, are caused by imperfect 
data used in their calibration and operation. This 
problem can be reduced by choosing samples where 
satisfactory data exist. 

There are a number of strategies available for se­
lecting a sample. In many cases these strategies 
a re part of a general classification scheme. How­
ever, the decomposition approach can be used with 
any choice of sample cities; unlike most discrete 
classification schemes, the logic of the expansion 
method does not prescribe the sample choice. Any 
selection scheme can be evaluated tor the appropri­
ateness of its choices in the accuracy of estimates 
of response. 

Standard classification schemes use clustering or 
grouping algorithms to divide a population into a 
set number of groups from which a single sample can 
be selected for each. The important characteristic 
is that groups are defined first; sample points then 
follow as those most representative of single 
groups. In clustering, neighboring individuals are 
joined iteratively into groups that become progres­
sively larger in size and smaller in number until 
the desired number of groups is formed. 

Clustering is an effective strategy when clearly 
identifiable groups exist in the population. It is 
difficult to find such groups in this population of 
cities; instead, the distribution appears to be 
somewhat globular, with the preponderance of cities 
located fairly close to each other and gradual at­
tenuation toward the edges. Invariably, clustering 
algorithms applied to this population produced a 
single large group with two small outlying groups. 
This is not an unusual problem when a small number 
of groups must be selected ( 1) i however, it is 
clearly not a desirable sample by any of the error 

to control this tendency are available <1>, but 
their arbitrary nature mitiqates their desirability. 
In addition, the logic of the decomposition proce­
dure does not require the existence of relatively 
homogeneous groups the objective clustering is de­
signed to achieve. Indeed, it was developed pre­
cisely to overcome problems of lack of homogeneity. 

Grouping algorithms also form discrete groups. 
In general, groups are not built iteratively; 
rather, perturbation procedures are used on a spe­
cified existing group structure to optimize some 
objective, generally minimizing the ratio of vari­
ance within groups to variance between groups. 
Grouping procedures operate on the mean location of 
individual group members for measures of variance. 
Again, homogeneity within groups is the desired 
objective. 

Location-allocation algorithms are similar to 
grQuping in their objective; the difference is that 
a sample choice is made first, and groups are then 
formed around the sample individuals according to 
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which sample point is closest. Successively superior 
samples are then chosen with the objective of mini­
mizing the sum of distances between each city and 
the sample point that represent« it: (1), ni«t an~es 

can be weighted by the size of the city, or a func­
tion of distance can be used. For instance, using 
the square of distance will minimize the number of 
cities that are at extreme distances in variable 
space from a sample point. 

The advantage of using any classification-based 
selection procedure is that the sample points are 
sure to be in reasonable proximity to several other 
individuals, which minimizes the spcond typP nf 

specification error, If - fl. Unfortunately, other 
types of error are not addressed. In fact, the most 
significant shortcoming of all of these methods is 
that they do not provide a range of reasonable 
choices to subjectively evaluate trade-offs in the 
other types of error, some of which are subjective. 
Tn~t?~~ ~hPy inaicat~ only ~ single choice of th~cc, 
which is optimal for the specific objective used by 
the algorithm. Their basic structure as integer 
programs defeats any attempt to capture and analyze 
the continuous variation in city characteristics. 

A fourth method, Q-factor analysis, has the ad­
vantage of offering insights into the structure of 
the cities' distribution in variable space in order 
to evaluate the relative advantages of any possible 
choice ( 4; 5). Q-factcr a:"laly~i~ cx~mines relation­
ships among individuals according to their relative 
scores on the variables that characterize them, 
analogous to the way standard R-factor analysis 
examines relationships among variables. It does· 
this by establishing a new basis for the space of 
cities and thus identifies dimensions along which 
cities change. Each individual city can then be 
expressed by its loadings on each of the dimensions. 
It is hoped that each dimension can be associated 
with a particular type of city, so that every city 
can be thought of as being composed to varying de­
grees of diffPrPnt ideal city types. 

Figure 5 shows three of the seven dimensions that 
emerged from the Q-factor analysis, with the load­
ings of selected cities indicated. A line is drawn 
from each city to the axis it is closest to. Al­
though the axes a re pictured as perpendicular, an 
oblique rotation was actually done. In most cases 
there was little difficulty interpreting the fac­
tors. For instance, factor A showed relatively new 
and expansive western cities at one extreme, with 
older New England cities at the other. Factor B was 
clearly .celated to size and transit use, whereas 
factor c was related to the importance of manu­
facturing. For example, Detroit had relatively high 
loadings on the dimensions of both size and manu­
facturing. 

Insofar as the Q-factors can identify the im­
portant types of cities, they may also identify the 
important different types of responses to policies. 
Clearly, factor B of city size is an important de­
terminant of response, and Chicago, having the 
highest loading on this factor, was included in the 
sample. Phoenix and Flint, which are near extreme 
points on their respective factors, were also se­
lected for the sample. The choice was made mostly 
on the subjective grounds that their natures, and 
therefore probable responses, were likely to be 
different. However, this sample also had the ad­
vantage of satisfactory data availability, which 
reduced measurement error. In addition, there are a 
number of other cities with high loadings of the 
same sign on their respective axes, which makes it 
likely that there are a number of other cities with 
similar positions in variable space. This reduces, 
though it does not minimize, the second type of 
specification error. 
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FIGURE 5 Q-factor loadings. 

Figure 6 is a diagram of known space using this 
sample, with the projections of all cities indicated 
on it. The axes' locations and orientation are 
completely arbitraryi for convenience in calcula­
tion, Flint was chosen as the origin, with the first 
basis pointing toward Chl.cago. However, the metric 
is the same ·as that of the original eight-dimen­
sional variable space. Figure 7 is the same projec­
tion, except that the length of representation error 
vectors is also indicated. With all cities weighted 
by population, the mean locations for all U.S. 
cities in 1980 and 2000 are indicated by arrows in 
Figure 6. (Projections of year-2000 urban popula­
tions are made by assuming all cities in the same 

LI) 

v• 

geographic region grow at the same rate.) Implic­
itly, forecasting impacts that assume a national 
average city located at this point with the nation's 
entire urban population is exactly the same as fore­
casting a response for each city individually and 
aggregating them to a national total. It is con­
cluded that the best estimate of a national urban 
response is approximately 0.6 times the response of 
Phoenix plus o. 3 "times the response of Chicago plus 
0.1 times the response of Flint. 

In subsequent analyses these three cities lose 
many of their individual characteristics. Most 
important, any effect of the planning processes used 
in these cities on their development is disregarded, 
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FIGURE 7 Representation errors. 

substituting instead general development and growth 
patterns that express the policies being tested, 
assumptions about national economic and social 
trends, and the cities' status as representatives ot 
a large number of other cities. As representatives, 
the three case studies become more hypothetical or 
ideal than reali thus they are subsequently referred 
to as Sprawlburg, Megatown, and Slowtown. These 
names were selected to express the important charac­
teristics of the dimensions of city development they 
represent, character i's tics that are present to some 
degree, either positively or negatively, in all U.S. 
cities. 
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