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Special Report 201 

page 17, column 2, second paragraph, should read 
"Tools also need to change as the nature of options 
changes significantly. Emerging policy options are not 
largely focused on network-expansion investments, 
whereas traditional models were developed long ago to 
deal with such options." 

Special Report 200 

page 3, column 1 
Change the caption for the bottom figure to 
"A new AM General trolley bus starts down the 18 per
cent grade on Queen Anne Avenue North in Seattle in 
October 1979 (photograph by J.P. Aurelius)". 

Transportation Research Record 1040 

page ii 
Under "Library of Congress Cataloging-in-Pub! ication 
Data," delete "Meeting (64th: 1985 : Washington, D.C.)" 
and "ISBN 0361-1981" 

Transportation Research Record 1020 

page 7, Figure 1 
The histogram should reflect that the rail mode is 
represented by the black bar and that the highway 
mode is represented by the white bar. 

Transportation Research Record 1017 

page 19, column 1, 7 lines above Table 1 
Change "ranged from 1 in.2 to nearly 30 in-.2 of runoff" 
to "ranged from 1 area inch to nearly 30 area inches of 
runoff" 

page 22, column 1, last' line 
Change "1 to nearly 30 in.2" to "1 to nearly 30 area 
inches" / 

page 22, column 2, first line 
Change "13 in.2" to "13 area inches" 

Transportation Research Record 1011 

page 12, Figure 4 
Figure does not show right-of-way structure for 0-Bahn. 
See discussion on page 11, column 1, paragraph 3. 

Transportation Research Record 996 

page 49 
Insert the following note to Figure 2 : 
"The contour lines connect points of equal candlepower." 

page 49 
Insert the following note to Figure 3 : 

"The candlepower contours are superimposed on a 
'headlight's-eye-view' of a road scene. The candlepower 
directed at any point in the scene is given by the particu
lar candlepower contour light that overlays that point. 

For example, 1400 candlepower is directed at points on 
the pedestrian's upper torso. For points between con
tour lines, it is necessary to interpolate." 

page 50 
Insert the following note to Figure 3: 

"Where 

p =the azimuth angle from the driver's 
eye to a point Pon the pavement; 

() =the elevation angle from the driver's 
eye to a point P on the pavement; 

EZ =the driver's eye height above the pave
ment; and 

DX , DY, DZ =the longitudinal, horizontal, and 
vertical distance between the headlamp 
and eye point. 

Then 

EX = EZ/Tan 8 HZ = EX-DZ 
H1 2 = EZ 2 + EX2 HX =EX-DX 
EV= H1 Tan p HY= EV-DY 
H22 = H1 2 + EY2 H32 = HX2 + HZ2 

a= Tan- 1 (HZ/HX), (3 = Tan- 1 (HY/H3), H42 = H32 + 
HY2'' 

Transportation Research Record 972 

page 30, column 2, 22 lines up from bottom 
Reference number (_§) should be deleted 

page 31, column 2, 5 lines up from bottom 
Reference number should be.§., not _1 

page 34, column 2, 8 lines above References 
Reference number (§_) should be deleted 

Transportation Research Record 971 

page 31, reference 3 
Change to read as follows: 

Merkblatt fUrLichtsignalanlagen an Landstrassen, 
Ausgabe 1972. Forschungsgesellschaft fur das Strassen
wes en, Kain, Federal Republic of Germany, 1972. 

Transportation Research Record 965 

page 34, column 1, Equation 1 
Change equation to 

r u = 'Yw · h/r · z 

where 

'Yw =unit weight of water, 
r =moist unit weight of soil, 
h = piezometric head, and 
z =vertical thickness of slide. 

Transportation Research Record 905 

page 60, column 1, 9 lines up from bottom 
Change "by Payne (.§.)"to "by us" 
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Transportation R8S88rch Record 819 

page 47, Table 1 
Replace with the following table. 

Teble 1. Sum1118ry of in19r11Ction1 "-n 1i.,ill
timing peremeten 811d MOE1. 

- - • 

Timing 
Method 

Manual 

-
Total 

Parameter Delay 

Cycle lensth e 

- - -
Emissions 

Fuel 
Stops Consumption HC co NO, 

e e $ e e 
Speed of proares.sion + e + + + + 
Priority policy + + + + + + 
Split method + 

TRANS YT Cycle lenath • $ e $ e e $ 

K-factor + e • 
Priority policy + ... 

••• Nole: +=main effect detecled from TRANSYT output, and O : main effecl detected from NETSlM output. 

Transportation Research Record 869 

page 54, authors' names 
The second author's name should read 
"Edmond Chin-Ping Chang" 

Transportation Research Record 847 

page 50, Figure 3 
Add the following numbers under each block in the last 
line of the flowchart: 

Rl, R2, R3, R4, Dl, D2, D3, A 1, A2 

page 50, Figure 4 
Make the following changes in the last line of the flow
chart. 

Change "R4" to "D1" and "Recognition" to "Decision" 

Change "R5" to "D2" and "Recognition" to "Decision" 

Change "R6" to "D3" and "Recognition" to "Decision" 

Change "R7" to "R4" 

Change "RB" lo "04" and "RecognitiGn" to "Decision" 

Change "R9" to "Al" and " Recognition" to "Action" 

Change "RlO" to "A2" and "Recognition" to "Action" 
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Transportation Research Record 840 

page 25, column 1, line 5 
Change "money" to "model" 

Transportation Research Record 831 

page ii, column 1 

-
Change ISBN number to "ISBN 0-309-03308-X" 

Transportation Research Circular 255 

page 6, column 1, third paragraph 

I 

- . 
Change "Marquette University" to "Northern Michigan 
University" 

NCH RP Synthesis of Highway Practice 87 
page ii 

Change ISBN number to 0-309-03305-5 

iVCHRP Synthesis of Highway Practice 84 

page ii 
Change ISBN number to 0-309-03273-3 
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Level of Service Concepts: 

Development, Philosophies, and Implications 
ROGER P. ROESS 

ABSTRACT 

The concept of level of service and its use 
in highway capacity analysis are explored 
and discussed. Development of the concept is 
traced from the 1950 Highway Capacity Manual 
through the 1965 manual and more recent work 
published in Circular 212 and in the final 
reports of research efforts. The relative 
complexity of recent level of service ap
plications and the changing interpretations, 
needed to understand the implications of 
level of service analyses, are discussed. 
Measures of effectiveness used in the def i
ni tion and determination of level of service 
are also presented and discussed. 

The first edition of the Highway Capacity Manual 
(HCM) (1) appeared in 1950 and presented a series of 
empirical procedures for the estimation of the traf
fic-carrying capabilities of a variety of traffic 
facilities. Although this manual did not specifi
cally refer to levels of service, it treated capac
ity under a number of conditions. Practical capac
ity, for example, was defined as the maximum number 
of vehicles passing a point or segment of highway 
under prevailing conditions, when reasonable operat
ing conditions are maintained. 

Practical capacity was the first attempt to ad
dress the quality of traffic service provided at 
specified volume levels, and although reasonable 
operating conditions are fairly loosely defined, the 
concept of relating maximum volume levels to operat
ing characteristics was firmly established in the 
1950 HCM. 

The concept of 
introduced in the 
follows: 

level of 
1965 HCM 

service was formally 
and was defined as 

Level of Service is a qualitative measure of 
the effect of a number of factors, which 
include speed and travel time, traffic in
terruptions, freedom to maneuver, safety, 
driving comfort and convenience, and operat
ing cost (~,p.7). 

The concept, as defined, relates solely to mea
sures and characteristics that directly affect the 
quality of service provided to the driver. Measures 
included in the definition are those that are di
rectly perceivable by the individual motorist, and 
are intended to describe, in relative terms, the 
quality of the driving experience. 

It is from this straightforward definition that 
the level of service concept as currently used has 
arisen. The 1965 HCM defines six levels of service, 
with letter designations A-F. Level of service A 
designates the best quality of service and refers to 
virtually free flow in which the operation of an 
individual vehicle is not significantly affected by 
the presence of other vehicles. Level of service F 

designates the worst quality of flow and refers to 
conditions in which stop-and-go travel, long delays, 
and queued traffic exist. 

Each level represents a range of operating condi
tions, and each is defined in terms of boundary 
values of appropriate parameters. Analysis proce
dures are intended to relate levels of service on 
specific types of facilities to the maximum volumes 
that can be acconunodated at each level without caus
ing the quality of service to fall below the defined 
limits for the given level of service. Such maximum 
volumes are referred to as service volumes. 

LEVEL OF SERVICE IN THE 1965 HCM 

The 1965 HCM deviated from the concept of level of 
service in one very important respect: Volumes, or 
surrogate volume measures, were often used to define 
level of service limits independent of the service 
quality parameters noted previously. 

For uninterrupted flow facilities (freeways, 
multilane highways, two-lane highways), the 1965 HCM 
defined level of service in terms of two parameters, 
operating speed and volume-to-capacity ratio (V/C). 
The two were expressed as independent controls on 
level of service, and highway operations had to meet 
both the speed and V/C criteria to achieve a given 
level. Interestingly, the speed-V/C criteria defined 
were not consistent with the observed speed-volume 
relationships given in the manual. Particularly at 
levels C and D, minimum operating speed criteria 
given were lower than the speeds that regularly 
occurred for the given V/C criteria. This is dis
cussed in detail elsewhere (3) and is important 
because virtually all level of service determina
tions made using the 1965 HCM criteria for uninter
rupted flow facilities are controlled by the volume 
or V/C criteria. 

Levels of service for other types of facilities 
are directly related to volume measures in the 1965 
HCM. Signalized intersection level of service is 
based on the load factor, a parameter dependent on 
the demand volume. Criteria for ramp junctions are 
expressed only in terms of merge, diverge, and weav
ing volumes, and weaving area level of service is 
based on equivalent service volume estimates. 

Only in procedures for arterials and downtown 
streets is level of service defined directly and 
solely in terms of performance measures--average 
overall travel speed. Despite the fact that volume 
is the single traffic parameter specifically ex
cluded from the definition of level of service, it 
is the parameter most frequently used to define 
levels of service in the 1965 HCM. As a result, many 
public officials and practitioners have come to 
think of levels of service as being defined in terms 
of service volumes rather than in terms of the qual
ity measures originally intended. 

More recent capacity analysis procedures, how
ever, have tended to adhere more closely to the 
original definition of level of service. A wider 
range of measures of effectiveness has been incorpo
rated into procedures. Of greater importance, how-
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ever, is the fact that the interpretation of level 
of service is becoming more complex and is not al
ways the same as, or even similar to, the levels of 
service defined in the 1965 HCM. Subsequent sections 
of this paper explore some of the more recent devel
opments in highway capacity analysis techniques and 
the approaches to level of service embodied therein. 

RECENT HIGHWAY CAPACITY ANALYSIS DEVELOPMENTS 

In January 1980 the Transportation Research Board 
published Circular 212, Interim Materials on High
way Capacity (_!). It contained the results of two 
research efforts undertaken to prepare draft mate
rials for a third edition of the Highway Capacity 
Manual. The first was sponsored by the National 
Cooperative Highway Research Program and conducted 
by JHK & Associates (~). It resulted in the prepara
tion of capacity analysis procedures for signalized 
and unsignalized intersections, pedestrians, and 
transit facilities. The second was sponsored by the 
FHWA and conducted by the Transportation Training 
and Research Center of the Polytechnic Institute of 
New York (6). It produced capacity analysis proce
dures for freeways and freeway components. The pub
lication of these materials in Circular 212 was 
intended to allow broad use and testing of the pro
cedures by professionals, so that substantial feed
back could be obtained before the publication of a 
new HCM. 

Since 1980, two additional documents of major 
importance have been completed. A major revision to 
the signalized intersection procedure of Circular 
212 was prepared by JHK & Associates under NCHRP 
sponsorship (7), and new procedures for the analysis 
of two-lane highways were developed by the Texas 
Transportation Institute of Texas A&M University 
System (8). 

These- recent documents contain several novel 
approaches to the level of service concept. 

U11l11terrupted Flow--Freeways 

Levels of service for freeway segments in Circular 
212 are defined in terms of density, the number of 
vehicles occupying a unit length of freeway lane, 
and average running speed. The concept presented, in 
which density is the primary measure of effective
ness, deviates from the 1965 HCM in three major ways: 

1. Density (passenger cars per mile per lane) is 
used for the first time as a level of service param
eter. It quantifies the proximity of other vehicles 
and is directly related to freedom to maneuver with
in the traffic stream. 

2. Volume is not used as a defining criterion. 
Service volumes are related to density and speed 
criteria in accordance with calibrated speed-flow
density curves observed on modern freeways. 

3. Criteria are applied to uniform 15-min rates 
of flow (expressed as equivalent hourly volumes) not 
to actual full peak-hour volumes. 

These points are critical. Figure l shows the 
basic concept of freeway level of service. Levels 
are cleflnecl in terms of density and speed. Volumes 
that actually occur when these speeds and densities 
exist are tabulated based on observed correlations. 
The combinations of density, speed, and volume shown 
as level of service er iteria are not independently 
selected but represent combinations actually ex
pected to occur under ideal conditions on uninter
rupted freeway segments. 

Figure 2 shows the speed-flow relationships used 
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, 

SPEED ~ DENSITY 

~ / 
LEVEL OF SERVICE 

DEFINITION 

VOLUME 

FIGURE 1 Level of service concept for uninterrupted flow. 

in Circular 212, somewhat adjusted to reflect the 
higher average driving speeds observed under free 
flow conditions in recent years. Note that there is 
a substantial range of volumes [up to about 1,600 
passenger cars per hour per lane (pcphpl)] over 
which speed is relatively stable followed by a range 
in which speed deteriorates rapidly with small in
creases in volume as capacity is approached. This 
characteristic led to the adoption of density as a 
primary parameter for defining level of service, 
because a speed definition of 50-55 mph for a given 
level of service, for example, would have covered 
the entire range of desirable volume levels. 

The shape of these curves also influenced the 
selection of criteria for level of service bound
aries for various average highway speeds (AHS) given 
in Table l. Note that as the levels go from good 
(level A) to poor (level Fl the range of densities 
encompassed by each level increases, as does the 
range of speeds. The range of volumes encompassed, 
however, gets progressively smaller as the levels 
get poorer. Thus, the range of service volumes in 
level E is only 75 pcphpl, and the range of density 
covered is 20 passenger cars per mile per lane 
(pc/mi/ln). This is in accordance with the shape of 
the observed speed-flow curves (i.e., as capacity is 
approached, a small change in volume will bring 
about a radical deterioration in service quality, as 
measured by speed and density). Critical comment on 
the narrow range of service volume in level E may 
eventually lead to some revision of these criteria, 
but it should be noted that level of service is 
defined by the performance parameters of density and 
speed. It is therefore important to maintain reason
able ranges for these values, despite the narrow 
service volume ranges that result. 

The application of criteria to 15-min rates of 
flow is another important change from the 1965 HCM. 
The 1965 HCM more or less applied an average level 
of service over the full peak hour of operation, 
with the exception of levels C and D for freeways, 
which explicitly consider the peak hou[ factor (PHF) 
and the peak 5-min flow period. The Circular 212 
method recommends the analysis of uniform periods of 
flow. Thus, if operations were at level of service C 
for 0.5 hr and at level of service E for the rest of 
the hour, they would be separately analyzed and 
labeled. The 1965 HCM would essentially label the 
full hour as level of service E, even though the 
condition exists for only 0. 5 hr. The emphasis on 
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TABLE 1 Level of Service for Basic Freeway Segments (4) 

LEVEL PERFORMANCE CRITERIA MAXIMUM SERVICE VOLUMES (ONE DIRECTION) 
OF FOR LEVELS OF SERVICE FOR LEVELS OF SERVICE DURING UNIFORM 

SERVICE SPEED DENSITY PERIODS OF FLOW ( PCPH) 
MPH PC/mi /LN 4-L ane 6-Lane 8-Lane EA. ADD 
(Km/h) ( PC/km/LN) (2 ea.dir) (3 ea.dir) (4 ea.dir) LANE 

AHS = 70 MPH ( 112 km/h. ) 

A 2_50( BO) ,S.15( 9.4) 1600 2400 3280 820 

B 2_50( 80) _s.25(15.6) 2500 3900 5400 1350 

c 2_48( 77) _s.35(21.9) 3400 5100 6800 1700 

0 2_40( 64) .S.47(29.4) 3850 5775 7700 1925 

E 2_30(48) .S.67(41.9) 4000 6000 8000 2000 

F <30( 48) >67(41.9) . highly variable -
AHS = 60 MPH (96 km/h.) 

A * * * * * • 
B 2_45( 72) .s_25(15.6) 2300 3525 4800 1200 

c 2_43( 69) _s.35(21.9) 3050 4575 6100 1525 

0 2.38(61) _i47(29.4) 3600 5400 7200 1800 

E 2_30(48) .S.67(41.9) 4000 6000 8000 2000 

F <30( 48) >67(41.9) - highly variable -
AHS = 50 MPH (80 km/h.) 

A * * * * * * 
R * * * • * * 
c 2_40(64) _s.35(21.9) 2800 4200 5600 1400 

D 2_35( 56) .S.47(29.4) 3300 4950 6600 1650 

E 2_30( 48) .S.67( 41. 9) 4000 6000 8000 2000 

F <30( 48) >67( 41. 9) - highly variable -

* Level of Service not achievable due to reduced safety on highways with 
restricted AHS 
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peak 15-min rates of flow carries through to other 
procedures in the Circular and to the more recent 
procedures for two-lane highways and signalized 
intersections as well. 

Freeway Components 

Level of service criteria for weaving sections and 
ramp junctions are generally keyed to those for 
uninterrupted flow freeway segments in Circular 212. 

The circular introduces a totally new approach to 
weaving area analysis in which levels of service for 
weaving and nonweaving traffic are separately rated. 
Because speed has been found to be sensitive to 
volume throughout the full range of volumes in weav
ing sections, speed is used as a direct measure of 
effectiveness for nonweaving vehicles. The level of 
service for weaving vehicles is based on the dif
ferential between the average speed of nonweaving 
vehicles and the average speed of weaving vehicles. 
It is assumed that weaving vehicles would tolerate 
somewhat slower speeds than nonweaving vehicles for 
any given level of service because of the lane
changing required. 

Merge and diverge criteria at ramp junctions are 
keyed solely to volumes. Volume levels, however, 
have been set to allow freeway operations in the 
vicinity of the ramp to continue as defined by gen
eral freeway criteria. In general, the merge and 
diverge volume limits of the circular are lower than 
the corresponding criteria in the 1965 HCM. As do 
the general freeway criteria, weaving area and ramp 
junction criteria refer to peak 15-min flow rates 
and performance criteria. 

Two-Lane Highways 

The recently completed two-lane highway methodology 
prepared by Texas Transportation Institute for NCHRP 
(~) introduces a new measure to the level of service 
arena. As was the case for freeways, speed has been 
found to be relatively constant over a broad range 
of volumes. Although the methodology retains speen 
as a principal level of service parameter, it also 
introduces a secondary measure: percent of time 
delayed. This parameter is a measure of the propor
tion of time drivers must spend in a queue because 
of the inability to pass a leading vehicle or vehi
cles. Although this parameter is difficult to mea
sure directly, the method assumes that headways of 5 
sec or less indicate an involuntarily queued vehicle. 

For two-lane highways, this is a most interesting 
parameter and is indicative of one of the most vex
ing driver frustrations encountered on such roads. 
Although the parameter is used more in a qualitative 
than a quantitative sense in the procedure, its 
introduction is an indication of developing philoso
phies of level of service. 

Signalized Intersections 

Circular 212 formalizes a U.S. analysis procedure 
based on critical movement analysis. The critical 
movement approach is hardly new. Greenshield's orig
inal work on signal timing is based on critical 
movement analysis. Work on applying er itical move
ment techniques to capacity analysis has been exten
sive both in the United States (2_,10) and abroad 
(.!.!).Circular 212 relates level of service directly 
to the saturation ratio, which is the V/C ratio. 

The updated procedure prepared by JHK & Asso
ciates for NCHRP (~), however, bases level of ser-
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vice on delay, specifically the average individual 
stopped delay. The V/C ratio does not enter into the 
criteria for level of service. This is consistent 
with the concept of level of service (LOS) but 
nevertheless introduces an entirely new interpreta
tion of level of service labels. The following table 
gives the criteria presented in the JHK procedure. 

Level of Service 
A 
B 

c 
D 
E 
F 

Average Individual 
Stopped Delay 
(sec/veh) 
< 10. 0 
10.1-20.0 
20.1-30.0 
30.1-40.0 
40. l-60. 0 
> 60.0 

Research conducted during development of the 
procedure has shown that delay and V/C ratio are not 
strongly correlated on a one-to-one basis. Signal 
progression, for example, has a major influence on 
delay. The JHK procedure essentially predicts aver
age individual stopped delay assuming random vehicle 
arrivals. A correction factor is provided to account 
for progression and the type of signal controller. 
The factor, however, ranges from 0.5 to 1.5. Thus an 
intersection with a random arrival delay of, for 
example, 42 sec/veh could be adjusted to a low of 21 
sec (LOS C) or to a high of 63 sec/veh (LOS F). The 
V/C ratio would remain unchanged, because it is not 
affected by progression. 

Two interesting cases can arise when the level of 
service criteria in the JHK procedure are used: 

1. A delay of > 60 sec (LOS F) may result when 
the V/C ratio is less than 1.00 and operations are 
entirely stable and 

2. A delay of < 60 sec (LOS A-E) may result 
when the V/C ratio is marginally higher than 1.00 
(i.e., marginal oversaturation exists). 

Thus, level of service F does nut necessarily 
connote "forced" or "breakdown" flow conditions, but 
it is an indication of excessive or unacceptable 
levels of delay. Further, V/C ratios marginally 
greater than 1.00, a condition that identifies 
breakdown flow, will not necessarily be rated as 
level of service F. 

This concept of level of service is considerably 
different from that used throughout the 1965 HCM. 
The lower boundary (maximum service volume) for 
level of service E, for example, is no longer synon
ymous with capacity. In fact, its relationship to 
capacity is somewhat variable. In essence, the JHK 
procedure separates the consideration of level of 
service from capacity. Both the LOS and the V/C 
ratio are critical parameters in the overall analy
sis of an inte~section, and both must be considered 
in evaluating present or future operations. 

This will require a change in tbe way LOS termi
nology has been commonly used and understood in the 
past. Delay is a more relative measure than V/C 
ratioi what is unacceptable in a small urban area 
may be quite acceptable in a major metropolis. In 
midtown Manhattan, for example, delays of 60 sec/veh 
may be quite tolerable as long as oversaturation is 
avoided (i.e., V/C < 1.00). Traffic engineers and 
planners will have to defend cases in which a poor 
LOS is deemed acceptable and explain cases in which 
level of service F exists but in which excess capac
ity still remains. This may be a difficult task when 
dealing with groups accustomed to the more absolute 
LOS designations currently in use. 
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Unsignal~~ed intersections 

The unsignalized intersection methodology presented 
in Circular 212 is a translation of a German proce
dure developed in 1974. In one of the few cases 
where a direct indexing of level of service criteria 
to volume still exists, the procedure uses the pa
rameter "unused capacity" (i.e., the capacity of an 
approach or lane minus the volume on the approach or 
lane). Although not consistent with the general 
philosophy of LOS as defined in the 1965 HCM, unused 
capacity is presumed to generally correlate with 
approximate delay ranges that are verbally defined, 
Because this correlation is not numerically ex
pressed or statistically verified, delay is clearly 
not a principal parameter in this methodology, nor 
is it used in defining the level of service bound
aries. 

Transit Facilities 

Circular 212 presents a comprehensive overview of 
transit capacity and level of service. This is basi
cally a new area for formal highway capacity analy
sis and introduces some interesting concepts. Tran
sit level of service is a two-dimensional issue, 
dealing with the internal environment of the transit 
vehicle and the traffic environment of the vehicle 
itself. A bus, for example, can be traveling at free 
flow speed on an uncongested highway but be loaded 
with many standees, thereby providing a low level of 
service. Conversely, a lightly loaded bus can pro
vide an excellent internal environment but be stuck 
in a traffic stream operating at level of service F. 
The transit material of Circular 212 emphasizes the 
internal environment of the transit vehicle as the 
principal LOS measure, using load factor as the 
determining parameter. Load factor is defined as the 
total number of passengers on the vehicle divided by 
the seating capacity of the vehicle. 

The transit methodology of Circular 212 also 
introduces a new concept of capacity. Capacity is 
defined as the maximum loading of the transit vehi
cle including a "reasonable" number of standees. 
Crush load capacity is a larger number of people who 
can be accommodated under "crush" conditions--load
ing that is severely uncomfortable. Capacity is also 
defined in terms of persons per hour passing a point 
or segment of facility, rather than the more tradi
tional vehicles per hour. The concept of person 
capacity as opposed to vehicle capacity is critical 
in the analysis and justification of various bus 
transit priority schemes. 

Pedestrians 

The treatment of basic flow characteristics of pe
destrians in Circular 212 is quite similar to that 
of uninterrupted flow vehicular characteristics. 
Whereas for uninterrupted flow, density was used as 
the principal defining parameter for LOS, the pedes
trian methodologies use the parameter "space" 
(square feet per pedestrian), which is the inverse 
of density. These criteria assume that pedestrians 
are most severely affected by their proximity to 
others, which has been shown to have a drastic im
pact on freedom to maneuver and on walking speed. 
Pedestrian capacity is approached in terms of person 
capacity. 

Other Facilities 

Materials on capacity analysis of other types of 
facilities are being developed. Indeed, revisions to 
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the materials discussed previously a re also under 
way. LOS criteria for suburban and rural multilane 
highways will be similar to those for freeways and 
will rely on density as a primary measure of effec
tiveness. Arterial LOS er i ter ia are currently pro
jected to be based on average overall travel speed. 
Different criteria for different classes or cate
gories of arterials may be defined. 

SOME OVERALL ISSUES 

Relationship to Other Standards 

Whether fortunate or unfortunate, a large number of 
formal federal, state, and local standards for such 
divergent areas as highway design, highway opera
tions, noise, and air quality are written in terms 
of specific level of service criteria. Thus, a state 
may require that rural highways be designed to level 
of service B or that highways be redesigned and 
reconstructed when they reach level of service E. A 
planning board may require that air quality analysis 
be done for operations at a specific level of ser
vice. 

Most of these standards have legal significance. 
As new procedures for capacity analysis are intro
duced and used, it is vital to remember that level 
of service definitions and criteria have changed, 
sometimes radically. Level of service C for a sig
nalized intersection, for example, may bear little 
resemblance to level of service C as defined in the 
1965 HCM. Because most LOS references in existing 
standards are to the 1965 HCM, it is critical that 
analysts and users make the proper adjustments in 
the application of new procedures. In time, as new 
procedures are included in a new Highway Capacity 
Manual, it is to be expected that these standards 
will be revised. Such revisions, however, may be 
slow in coming, and administrators, policymakers, 
legislators, and others involved will have to be 
carefully re-educated in the interpretation of LOS 
criteria and their meaning. 

The level of service concept, as defined in the 
1965 HCM, has become such a useful tool in describ
ing traffic operations, and so generally accepted as 
an absolute quality scale, that changes in its 
framework will require a concentrated re-education 
effort. 

Re-Education 

When the 1965 HCM was published, it was followed by 
a multitude of professional short courses, offered 
by numerous consultants and universities, aimed at 
training practitioners in its use. Much the same can 
be expected with a third edition HCM. Such courses 
have already been offered on Circular 212. Given the 
relative complexity of newer techniques compared 
with the 1965 HCM, and given the rather substantial 
revisions in the use of and er iter ia for level of 
service, the re-education effort will be most im
portant to a smooth transition. There are also more 
users to consider: Since the 1965 HCM, more and more 
professionals have found critical uses for the man
ual, including as input to environmental analyses. 

Courses will have to focus not only on practi
tioners but on the policymakers and administrators 
who must act on the basis of capacity analyses and 
related information. It is at this level that the 
revisions in LOS criteria must be most clearly 
transmitted to avoid the misuse of new analysis 
output based on old criteria. 
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Level of Service F 

The 1965 HCM uses level of service F to describe 
conditions in a queue of vehicles that forms behind 
a breakdown point or constriction. Such breakdowns 
or constrictions exist at points where the arrival 
volume exceeds the departure volume, leading to 
queue formation. 

Because analysts are generally more interested in 
the point of the breakdown and its cause than in the 
operating conditions in the queue, many analysts 
have used the LOS F designation to describe the 
point of the breakdown. This is technically incor
rect, because operations at the point of the break
down are virtually always at or near capacity. Op
erations within the queue are what is properly 
described as LOS F. Nevertheless, LOS F designation 
of the breakdown point is useful to highlight such 
critical points. 

Circular 212 and other new procedures do not 
clarify this point to a substantial degree, although 
sample problems indicate that the use of LOS F to 
designate points where demand exceeds capacity is 
accepted. 

SUMMARY AND CONCLUSION 

Level of service criteria and measures used in Cir
cular 212 and other new capacity procedures indicate 
that the concept of LOS defined in the 1965 HCM is 
being more closely adhered to than is the 1965 HCM 
itself. Table 2, which gives criteria for LOS used 
in the 1965 HCM and in more recent procedures, il
lustrates this point. 

Volume and volume-based measures were not in
tended to be among the defining criteria for LOS. 
Measures describing the basic service quality per
ceived by the user--travel time, freedom to maneu
ver, comfort and convenience, safety, and so forth-
are the terms used in the definition. Volumes were 

TABLE 2 Level of Service Criteria Compared: 1965 HCM and 
Recent Techniques 

Measures of Effectiveness Used to Define LOS 

Type of Facility 1965 HCM Recent Methods 

Freeways Operating speed Density 
V/C ratio Avg running speed 

Multilane highways Operating speed Density 
V/C ratio Avg running speed 

Two-lane higl1ways Opeialiug speeu Avg 1u11ui11g sp~~u 
V/C ratio Percent time delayed 

Ramps Volumes Volumes 
Weaving areas Volumes Avg running speed 

Operating speed 
Signalized intersections Load factor Delay 
Unsignalized intersections Unused capacity 
Arterials Operating speed Avg overall travel speed 
Transit Load factor 
Pedestrians Space 
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to be specified (based on empirical observation) for 
various types of facilities and levels of service. 
This procedure has been generally followed in the 
development of new capacity analysis methodologies. 
However, the use and interpretation of LOS have been 
substantially altered, causing a problem that will 
have to be addressed by re-education of users and 
policymakers alike. 
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Passenger Car Equivalents for Uninterrupted Flow: 

Revision of Circular 212 Values 
ROGER P. ROESS and CARROLL J. MESSER 

ABSTRACT 

As part of an overall federal effort to 
allocate road user taxes, a number of recent 
studies have been directed toward the cali
bration of passenger car equivalent (pee) 
values for trucks. These studies have pro
vided the opportunity to review the pee 
values for uninterrupted flow contained in 
Transportation Research Board Circular 212, 
"Interim Materials on Highway Capacity." The 
results of these efforts and their implica
tions for highway capacity analysis are 
reviewed. Specific recommendations for revi
sions of the pee values of Circular 212 are 
made. 

A passenger car equivalent (pee), in highway capac
ity analysis terms, is the number of passenger cars 
that is roughly the equivalent of one truck, bus, or 
recreational vehicle under prevailing roadway and 
traffic conditions. The use of such equivalents is 
central to highway capacity analysis where mixed 
traffic streams are present, and the calibration of 
these values can have a significant impact on capac
ity analysis computations. As part of an overall 
federal effort to allocate road user taxes, there 
have been a number of recent studies specifically 
focused on the calibration of pee values for trucks. 
Although these efforts have provided a large quan
tity of useful data with which to compare pee values 
currently in use, they have not simplified this 
complex issue. Because many of these studies were 
directed to the development of economic equivalents 
for the purposes of road user tax allocations, there 
was no direct association with pce's for capacity 
analysis. Further, the exact definition of equiva
lent is not consistently interpreted, either in the 
capacity analysis literature or in these studies, 
making comparison of results difficult indeed. 

An attempt is made herein to address the overall 
issue of equivalency and to use the available infor
mation to provide more realistic pee values for 
uninterrupted flow, specifically for use in capacity 
analysis. 

APPROACHES TO PCE CALIBRATION FOR UNINTERRUPTED FLOW 

There have been a wide variety of philosophies ap
plied to the development of pee values. These are 
presented briefly here and are more fully discussed 
in the final report of a recent FHWA-sponsored study 
(!>. 

Equivalents for trucks in the 1965 Highway Capac
ity Manual (HCM) (~) are based on the Walker method, 
named for Powell Walker who developed the calibra
tion methodology. This method relates pce's on two
lane highways to the relative number of passings of 
trucks by passenger cars versus the number of pass-

ings of passenger cars by other passenger cars. For 
multilane highways, the method was modified to ac
count for the delay to other vehicles caused by 
trucks. Equivalent delays caused by trucks on grades 
were computed using grade-performance curves and 
were used as the basis for equivalents. 

Since the 1965 HCM, numerous other techniques 
have been applied. The Institute for Research con
ducted a study of urban freeways and based pee cali
brations on relative spatial headways between trucks 
and passenger cars versus those between pairs of 
passenger cars (l). Craus modified the equivalent 
delay principle of the Walker method for application 
to two-lane highways (4). 

Uninterrupted flow -pee values presented in Cir
cular 212 (5) are based on the output of a multilane 
simulator d~veloped at the Midwest Research Insti
tute !§) • Described in detail in a paper by Linzer 
et al. !.2>, the approach taken produced equivalents 
resulting in pee volumes consuming the same propor
tion of the roadway's capacity as the actual mixed 
traffic volume. In more analytic terms, the effec
tive volume-to-capacity (V/C) ratio was held con
stant. 

Cunagin and Messer (_!), in one of the federally 
sponsored pee efforts for road user tax allocation, 
used a combination of the Walker method and the 
equivalent delay principle, with minor modifications 
in specific analytics to match the data collection 
effort. The difference between economic pee values 
and those used in capacity analysis is highlighted 
here. In the final report on NCHRP Project 3-28A, 
"Two-Lane, Two-Way, Rural Highway Capacity" (~), 
Messer uses different pee values than those cali
brated for two-lane highways in the tax allocation 
study. 

In the latter work, a new concept was used: 
Equivalents were calibrated to produce pee volumes 
that operate at the same average speed as the actual 
mixed traffic stream. 

Because of the wide variance in pee philosophies 
adopted by researchers, it is difficult to directly 
compare numerical results. Unfortunately, there was 
no uniform understanding of what a pee meant before 
these studies were undertaken, and indeed the in
tended use of results also varied. Three of the 
concepts, however, appear to have direct relevance 
to highway capacity analysis: 

1. The equal speed concept appears to be most 
relevant. Because level of service criteria for 
capacity analysis are based on performance param
eters, it is logical that pee values should relate 
to those same performance parameters. For the two
lane highway work noted previously, speed is the 
principal criterion for designation of levels of 
service. Thus, conversions from mixed to pee volumes 
would not alter the performance parameters defining 
level of service. If this principle were to be ex
tended to the uninterrupted flow procedure of Cir
cular 212, it would suggest that pce's be based on 
equal densities, because density is the principal 
parameter defining level of service. It must be 
noted that none of the other concepts for pee' s 
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reviewed here guarantees that the equivalent pee 
volume operates at the same performance levels as 
the actual mixed traffic stream. 

2. The spatial headway approach is also of some 
interest. Average spacing and density are related on 
a one-to-one basis, and spatial headway could be 
argued to be a surrogate (more easily measured) 
parameter for density. Use of space is also of di
rect interest in capacity analysis. 

3. The constant V/C ratio approach used in de
veloping the Circular 212 values is relevant in its 
own right, because V/C values are related to speeds 
and densities. Further, the proportion of capacity 
used and the proportion still available are critical 
pieces of information. However, while V/C ratios are 
held constant, equivalent traffic streams may not 
operate at the same speed and density as the actual 
mixed traffic stream. The speed-flow-density rela
tionships shown in Circular 212, which were used in 
the development of level of service criteria, are 
for ideal conditions (i.e., a pee traffic stream 
with ideal geometrics on the highway). Introduction 
of trucks or other non-passenger cars into the traf
fic stream alters this relationship. Thus, if V/C is 
held constant in calibrating pee' s, speed and den
sity are not. Conversely, if speed or density or 
both are held constant, V/C is not. In the Circular 
212 approach, constant V/C values may be relevant, 
but the interpretation of level of service criteria, 
when applied to mixed traffic streams, is unclear. 

Unfortunately, it will not be possible to recon
cile these three approaches as new capacity tech
niques are developed in anticipation of a third 
edition of the Highway Capacity Manual. The data 
bases are incompatible and do not allow revision of 
the results of these studies in a single format. 
Thus, elements of all three principles will survive 
in new techniques. 

AN APPROACH TO MULTILANE PCEs 

The pee values of Circular 212 have been the subject 
ot much discussion and lively debate since their 
appearance in 1980. These discussions have centered 
on whether the values are too high or too low, and 
whether the truck performance curves used in their 
calibration are representative for capacity analysis 
purposes. 

Performance curves in the circular are for a 
truck with a weight-to-horsepower ratio of 300 
lb/hp, and are taken from a study of such charac
teristics conducted at Pennsylvania State University 
(9). Although general agreement on the crawl speeds 
shown for 300 lb/hp trucks has been achieved, there 
is some dispute over the critical length of grade 
needed to reach that crawl speed. The Pennsylvania 
State curves agree closely with those adopted by 
St. John (.!..Q_) in his studies at the Midwest Research 
Institute (when both are adjusted to reflect a 55 
mph maximum speed) • Studies by the California De
partment of Transportation (11), however, show crawl 
speeds significantly in excess of those used in 
Circular 212, as well as critical grade lengths 
approximately 500 feet longer than those in the 
circular. The California study is based on mixed 
traffic otreamo, with no oingle, characteriotia, 
weight-to-horsepower value represented. The Cali
fornia curves, however, agree almost exactly with 
St. John's curves for a truck with a weight-to
horsepower ratio of 125 lb/hp. 

The critical issue, therefore, appears not to be 
whether the performance curves for the 300 lb/hp 
truck adopted in Circular 212 are accurate but 
whether the selection of 300 lb/hp is appropriate 
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for capacity analysis. The California study suggests 
that a 300 lb/hp truck is considerably less powerful 
that the average truck. Recent studies at the Texas 
Transportation Institute (8) and by St. John (12) 
produced similar results, -reporting 170 lb/hp and 
150 lb/hp as median values for multilane truck popu
lations. The Pennsylvania State study focused on 
passing lane design and used the 300 lb/hp truck, 
explicitly noting that this represented a typical 
heavy truck. 

It appears, therefore, that the average truck 
population on multilane uninterrupted flow facili
ties is in the 125-170 lb/hp range, not the 300 
lb/hp used in Circular 212. A further issue remains: 
Is the average or median weight-to-horsepower ratio 
appropriate for use in capacity analysis? Cunagin 
and Messer (.!_) suggest that heavier trucks have a 
greater negative impact on operations than do 
lighter trucks. Although the pee values of Circular 
212 can be analytically modified to reflect a dif
ferent typical weight-to-horsepower ratio, they 
cannot be adjusted to reflect a truck population 
with a mix of weight-to-horsepower ratios. Thus, a 
mix of trucks with an average weight-to-horsepower 
ratio of 150 lb/hp would be expected to have a more 
negative impact on operations than a truck popula
tion in which all trucks had a ratio of 150 lb/hp. 

Considering these points, the following recom
mendations are made: 

1. The pee values for normal truck populations 
should be based on performance characteristics of a 
2 00 lb/hp truck. 

2. In keeping with the approach of Circular 212, 
pee values for nonstandard truck populations should 
also be provided--light truck populations would be 
represented by a 100 lb/hp truck, heavy truck popu
lations by a 300 lb/hp truck. 

Note that the 200 lb/hp truck is the assumed norm 
in the 1965 Highway Capacity Manual. It is empha
sized, however, that the performance curves for such 
a truck in the 1965 manual indicate substantially 
poo1er p1nfu1me:rnce than current studies, antl that 
the concept behind the development of pee values in 
the 1965 Highway Capacity Manual differs greatly 
from the three primary concepts presented herein. 

It should also be noted that, as in the 1965 
Manual, the same pee values are recommended for use 
for freeways and for normal multilane highways. All 
pee studies show no substantial difference for these 
types of facilities. 

TRUCK PCEs ON INDIVIDUAL GRADES 

Figures 1-3 show the performance characteristics of 
100 lb/hp, 200 lb/hp, and 300 lb/hp trucks on ex
tended upgrades. They were taken from St. John and 
Kobett (10) and modified to reflect a maximum truck 
speed of 55 mph, as in Circular 212. 

Passenger car equivalent values, &rr can be 
adjusted to reflect new typical weight-to-horsepower 
ratios in the following manner: 

1. For a given percent grade and length of 
grade, the final speed of trucks is found from Fig
ure 1, 2, or 3. 

2. The performance curves of Circular 212 are 
entered to find (a) the length of grade of the same 
percent as in step 1, which results in the same 
final speed of trucks as in step 1, and (b) the 
percent grade of the same length as in step 1, which 
results in the same final speed of trucks as in step 
1. 
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3. The pee table of Circular 212 is entered with 
the grade-length conditions of 2 (a) and 2 (b). The 
two pee values thus found are averaged and rounded 
to the nearest integer, with the result being the 
revised equivalent for the condition described in 
step 1. 

RECREATIONAL VEHICLE PCEs ON INDIVIDUAL GRADES 

The pee values for recreational vehicles (RVs) in 
Circular 212 were based on a typical weight-to
horsepower ratio of 60 lb/hp. Recent studies indi
cate that this also may have been too high a value. 
Canadian studies have reported average ratios for 
RVs in the 30-35 lb/hp range. Further, in their 
11quival11nce studies, Cunagin and Messer have found 
that pce's for RVs range from about 1/3 of the cor
responding truck pee at high values of ET to about 

The pee values that result from this analysis for 
trucks are given in Tables 1-3 and are recommended 
by the authors for use in revised highway capacity 
analysis procedures. 

TABLE 1 Passenger Car Equivalent Values for 100 lb/hp Trucks 

Grade Length ET 

(%) (mi.) 4-Lane Freeways 6-8 Lane Freeways 

Percent Trucks 2 4 5 6 8 10 15 20 2 4 5 6 8 

~ 2 All 2 2 2 2 2 2 2 2 2 2 2 2 2 

3 0-1/4 3 3 3 3 3 3 3 3 3 3 3 3 3 
1/4-1/2 4 4 4 3 3 3 3 3 4 4 4 3 3 
1/2-3/4 4 4 4 4 3 3 3 3 4 4 4 3 3 
3/4-1 5 4 4 3 3 3 3 3 5 4 4 4 3 
>l 6 5 5 5 4 4 4 3 6 5 5 4 4 

4 0-1/4 4 4 4 3 3 3 3 3 5 4 4 4 3 
1/4-1/2 5 5 5 4 4 4 4 4 5 4 4 4 4 
1/2-1 6 5 5 5 4 4 4 4 6 5 5 4 4 
>l 7 6 6 5 4 4 4 4 7 5 5 5 4 

s 0-1/4 6 5 5 5 4 4 4 3 6 5 5 s 4 
1/4-1 8 7 7 6 5 5 5 5 8 7 7 6 s 

>l 9 7 7 6 5 5 5 5 8 7 7 6 5 

6 0-1/4 7 5 5 5 4 4 4 4 7 5 5 5 4 
1/4-1 9 7 7 6 5 5 5 5 8 7 7 6 5 

>l 9 7 7 7 6 6 5 5 9 7 7 6 5 

10 15 20 

2 2 2 

3 3 3 
3 3 3 
3 3 3 
3 3 3 
4 3 3 

3 3 3 
4 4 4 
4 4 4 
4 4 4 

4 4 3 
5 5 5 
5 5 5 

4 3 3 
5 5 s 
5 5 s 

NOTE: If a length of grade falls on a boundary ·1alue, use the 
equivalent for the longer grade category. Any grade steeper than the 
percent shown must use the next higher grade category. 
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TABLE 2 Passenger Car Equivalent Values for Normal Truck Populations 
(200 lb/hp) 

Grade Length 
(\) (mi.) 4-Lane Freeways 

ET 
6-8 Lane Freeways 

Percent Trucks 2 4 5 6 B 10 15 20 2 4 5 6 B 10 15 20 

<l All 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

l 0-1/2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
1/2-1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
ll 4 3 3 3 3 3 3 3 4 3 3 3 3 3 3 3 

2 0-1/4 4 4 4 3 3 3 3 3 4 4 4 3 3 3 3 3 
1/4-1/2 5 4 4 3 3 3 3 3 5 4 4 3 3 3 3 3 
1/2-3/ 1 6 5 5 4 4 4 4 4 6 5 5 4 4 4 4 4 
3/4-1 1/2 7 6 6 5 4 4 4 4 7 5 5 5 4 4 4 4 
2 l 1/2 B 6 6 6 5 5 4 4 8 6 6 s 4 4 4 4 

3 0-1/4 6 5 5 5 4 4 4 3 6 5 5 5 4 4 4 3 
1/4-1/2 B 6 6 6 5 5 5 4 7 6 6 6 5 5 5 4 
1/2-l 9 7 7 6 5 5 5 s 9 7 7 6 5 5 5 5 
1-1 1/2 9 7 7 7 6 6 5 5 9 7 7 6 5 5 5 5 
2 l 1/2 10 7 7 7 6 6 5 5 10 7 7 6 5 5 5 5 

4 0-1/4 7 6 6 ~ 4 4 4 4 7 6 6 5 4 4 4 4 
1/4-1/2 10 7 7 6 5 5 5 5 9 7 7 6 5 5 5 5 
1/2-1 12 B B 7 6 6 6 6 10 B 7 6 5 5 5 5 
2 l 13 9 9 9 B B 7 7 11 9 9 8 7 6 6 6 

5 0-1/4 8 6 6 6 5 5 5 5 8 6 6 6 5 5 5 5 
1/4-1/2 10 8 8 7 6 6 6 6 8 7 7 6 5 5 5 5 
1/2-1 12 11 11 10 8 8 8 8 12 10 9 8 7 7 7 7 
2 l 14 11 11 10 8 8 8 8 12 10 9 8 7 7 7 7 

6 0-1/4 9 7 7 7 6 6 6 6 9 7 7 6 5 5 5 5 
l/4-1/2 13 9 9 8 7 7 7 7 11 8 8 7 6 6 6 6 
1/2-3/4 13 9 9 8 7 7 7 7 11 9 9 8 7 6 6 6 
2 3/4 17 12 12 11 9 9 9 9 13 10 10 9 8 8 8 8 

NOTE: If the length of grade falls on a boundary value, use the 
equivalent for the longer grade class. Any grade steeper than the 
percent stated must use the next higher grade category. 

1/2 at low values of ET. Based on these results, 
reductions in the Circular 212 values for ER are 
recommended, as given in Table 4. 

PASSENGER CAR EQUIVALENTS FOR BUSES ON 
INDIVIDUAL GRADES 

The subject of bus performance on grades has not 
received any research attention since the early 
1960s, and there is no new data on which to base 
revisions to the pee values in the 1965 Highway 
Capacity Manual. These values were transferred to 
Circular 212 and will doubtless carry over to any 
additional revisions, barring new data. As in the 
past, where bus percentages are small compared with 
trucks or RVs, numerical procedures would recom
mend that buses be considered as trucks. 

PASSENGER CAR EQUIVALENTS ON 
GENERAL FREEWAY SEGMENTS 

The Institute for Research study (3) produced a set 
of pee values for a broad range of"vehicle types on 
urban freeways essentially at level grade. The re
sults of this study point to two important factors: 

1. Passenger car equivalent values are shown to 
vary based on volume levels, increasing with in
creasing volume, and 

2. Passenger car equivalent values on level 
grades appear to be generally lower than the 2.0 and 
1. 6 values in Circular 212 for trucks and buses 
(which were taken directly from the 1965 Highway 
Capacity Manual). 

The first point is a vexing one. Values for pce's 
in the study ranged from l. l for several vehicle 
types at low volumes to 2.0 for tractor-trailers at 
high volumes. The adoption of pee values varying 
with volume would present serious problems in capac
ity analysis procedures, greatly complicating com
putations. Further, the study addressed level ter
rain but did not extend to rolling or mountainous 
terrain. None of the studies that address pce's on 
specific grades showed significant variation with 
volume. Because the design benefits of smaller pee 
values at low volumes would be minimal, it is recom
mended that constant pee values with volume be used 
for relevant vehicle types on level terrain. 

The Institute for Research study does, however, 
suggest that the pee values used in the 1965 Highway 
Capacity Manual and in Circular 212 are higher than 
necessary. For example, the maximum pee value of 2.0 
applies only to tractor-trailers under the highest 
volume conditions. Maximum pee values for single
unit trucks are 1.5 or 1.6, depending on the number 
of axles, and the maximum pee value for buses is 
l. 6. Pickup trucks and vans were found to be the 
same as passenger cars. On the basis of these re
sults, slight reductions in the level terrain pee 
values of Circular 212 appear to be in order. The 
extension of these reductions to rolling and moun
tainous terrain is not automatically indicated. The 
current values are generally consistent with the 
revised pee' s for grades of the percent and length 
usually present in such terrains, and it is there
fore recommended that they be retained. Table 5 
gives the recommended values for pee' s on extended 
uninterrupted flow segments. 
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TABLE 3 Passenger Car Equivalent Values for 300 lb/hp Trucks 

Grade Length 

! 
ET 

(\) (mi.) 4-Lane Freeways 6-8 Lane Freeways 

Percent Tr ucks I 2 4 5 6 8 10 15 20 2 4 5 6 8 10 15 20 

<l All I 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

1 0-1 / 4 I 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
1/ 4-1 / 2 ) ) 3 ) ) ) 3 3 3 ) 3 3 3 3 3 3 
1/ 2-3 / 4 

! 
4 4 4 4 3 3 3 3 4 4 4 3 3 3 3 3 

3/ 4-1 5 4 4 4 3 3 3 3 5 4 4 4 3 3 3 3 
1-1 1/2 6 5 5 5 4 4 4 3 6 5 5 4 4 4 3 3 
>l 1/2 7 5 5 5 4 4 4 3 7 5 5 s 4 4 3 3 

2 0-1/4 
I 

4 4 4 3 3 3 3 3 4 4 4 3 3 3 3 3 
1/4-1/ 2 7 6 6 5 4 4 4 4 7 5 5 s 4 4 4 4 
1/2-3/ 4 8 6 6 5 5 4 4 4 8 6 6 6 s 5 4 4 
3/ 4-1 8 6 6 6 5 5 5 5 8 6 6 6 5 5 5 5 
1-1 1/2 9 7 7 7 6 6 5 5 9 7 7 6 s s s 5 
>l 1/2 10 7 7 7 6 6 5 5 10 7 7 6 5 5 5 5 

3 0-1/4 6 s 5 5 4 4 4 3 6 5 5 5 4 4 4 3 
1/4-1/2 I 9 7 7 6 5 5 5 5 8 7 7 6 5 5 5 s 
1/2-3/ 4 j 12 8 8 7 6 6 6 6 10 8 7 6 5 5 5 s 
3/ 4-1 113 9 9 8 7 7 7 7 11 0 8 7 6 6 6 6 
>l 14 10 10 9 8 8 7 7 12 9 9 8 7 7 7 7 

4 0-1/4 7 5 5 5 4 4 4 4 7 5 5 5 4 4 3 3 
1/4-1/2 12 8 8 7 6 6 6 6 10 8 7 6 5 5 5 s 
1/2-3/4 13 9 9 8 7 7 7 7 11 9 9 8 7 6 6 6 
3/4-1 15 10 10 9 8 8 8 8 12 10 10 9 8 7 7 7 
>l 17 12 12 10 9 9 9 9 13 10 10 9 8 8 8 8 

5 0-1/4 I 8 6 6 6 5 5 5 5 8 6 6 6 5 5 5 5 
1/4-1/2 113 9 9 8 7 7 7 7 11 8 8 7 6 6 6 6 
1/2-3/4 120 15 15 14 11 11 11 ll 14 11 11 10 9 9 9 9 
>3/4 122 17 17 16 13 13 13 l3 17 14 14 13 12 11 11 11 

6 0-1/4 . 9 7 7 7 6 6 6 6 9 7 7 6 5 5 5 5 
1/4-1/2 I 17 12 12 11 9 9 9 9 13 10 10 9 8 8 8 8 
>1/2 120 22 22 21 18 18 18 18 20 1 i' 17 16 15 14 14 14 

NOTE: If the length of grade falls on a bo~ndary value, the 
equivalent corresponding to the longer grade category is used • 
.r.ny grade steeper than the percent shown must use the next higher 
grade category. 

TABLE 4 Passenger Cnr Equivalent Values for Recreational Vehicles 

Grade Length ER 

(•l (mi.) 4-Lane Freeways 6-8 Lane Freeways 

Percent RV's 2 4 5 6 8 10 15 20 2 4 5 6 8 10 15 20 

<2 All 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

3 0-1/2 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
2. 1/2 4 3 3 3 3 3 3 3 4 3 3 3 3 3 3 3 

4 0-1/4 3 2 2 2 2 2 2 2 3 2 2 2 2 2 2 2 
1/4-3/4 4 3 3 3 3 3 3 3 4 3 3 3 3 3 3 3 

2. 3/ 4 5 4 4 4 3 3 3 ) 4 4 4 4 3 3 3 3 

5 0-1/4 4 3 3 3 3 3 3 3 4 3 3 3 2 2 2 2 
1/4-3/4 5 4 4 4 4 4 4 4 5 4 4 4 4 4 4 4 

2. 3/4 6 5 4 4 4 4 4 4 5 5 4 4 4 4 4 4 

6 0-1/4 5 4 4 4 3 3 3 3 5 4 4 3 3 3 3 3 
1/4-3/4 6 5 5 4 4 4 4 4 6 4 4 4 4 4 4 4 

2. 3/ 4 7 6 6 6 5 5 5 s 6 s s 5 4 4 4 4 

NOTE: If a length of grade falls on a boundary condition, the 
equivalent from thP lnngPr grade class is used. Any 9rade steeper 
than the percent shown must use the next higher grade category. 

COMPUTATION OF ADJUSTMENT FACTORS FOR 
HEAVY VEHICLES 

100/[100 + Pt(~-1) + Pr(~-1) 

+ Pb <Ea-ll l 
In Circular 212, values of ~. ER, and Ea are 
converted to a multiplicative adjustment factor that 
is applied to a maximum service volume under ideal 
conditions: 

where fHv is the multiplicative adjustment factor i 
Pt, Pr, and Pb are the percentages of trucks, 
RVs, and buses in the traffic stream; and ~· 
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TABLE 5 Passenger Car Equivalent Values for Extended Freeway 
Segments 

FACTOR TYPE OF TERRAIN 

Level Rolling Mountainous 

ET for trucks 1. 7 4.0 B.O 

EB for buses 1.5 3 . 0 s .o 

ER for RV's 1.6 3.0 4 .o 

ER, and Es are the pee values for trucks, RVs, 
and buses, respectively. 

Cunagin and Messer (_!) suggest another approach 
that was applied to the two-lane highway work at 
Texas A&M. The point is made that the composite 
effect of various types and classes of non-passenger 
cars on the traffic stream may not be the same as 
the algebraic combination of individual impacts, as 
suggested in the preceding equation. Their suggested 
formulation is 

fHV = 100/[100 + PHv(~ - l)] 

where %v is the total percentage of heavy vehi
cles in the traffic stream, and EHV is the pee for 
all heavy vehicles in the traffic stream for the 
existing mix of traffic. There is some logic to this 
latter approach, but values of EHv must be cali
brated for various mixes of trucks, RVs, and buses. 
The rural two-lane highway procedure developed at 
Texas A&M for NCHRP tabulates the pce's for a stan
dard mix of trucks and RVs (buses are treated as one 
or the other, depending on conditions). An equation 
is provided to adjust this value to a mix other than 
the norm. 

The data bases used for multilane pce's in Cir
cular 212 and herein do not permit the direct cali
bration of values for various mixes of heavy vehi
cles. For this reason the algebraic approach used in 
the circular will be needed until the latter ap
proach is investigated further. 

SUMMARY AND CONCLUSION 

A review of the various approaches to calibration 
and interpretation of pee values in highway capacity 
analysis has been presented. The recommended revi
sions to pee values for multilane uninterrupted flow 
currently in use are based on an evaluation of the 
latest research and data and should result in im
proved accuracy of analysis procedures for these 
types of facilities. 
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Left-Turn Equivalencies for Opposed, 

Shared, Left-Turn Lanes 
JOHN H. SHORTREED 

ABSTRACT 

A study of intersection signal optimization 
in a medium-sized city indicated that there 
were a large number of approaches without an 
oxclusive left-turn lane, but rather with a 
shared left and through lane. The study also 
found that the accurate determination of the 
capacity of a shared left-turn lane was 
critical to the analysis of intersection 
performance. Moreover a search of the liter
a turo cuggested thut there are no current 
methods of estimating the capacity of an 
approach containing a shared left-turn lane. 
A method is proposed for estimating the 
capacity of a shared left-turn lane, The 
method builds on the existing procedures for 
exclusive left-turn lanes first develooed by 
the British in 1966 and since extended in 
Australia and the United States. The pro
posed method develops an estimate of the 
flow of thro11gh vehicles <luring the initial 
part of the green display when left-turn 
vehicles are blocked by the opposing flow. 
Subsequent gap acceptance behavior is 
modeled to reflect the length of the dis
played-green time. Finally, the flow after 
green is modified to reflect the probability 
of the shared left-turn lane actually being 
blocked when the green ends. The resulting 
capacities compare favorably with results 
quoted in the literature for cases where 
conditions in a shared left-turn lane are 
similar to those in an exclusive left-turn 
lane situation. The results are given both 
in tabular form and as a set of iterative 
equations. 

A procedure for calculating left-turn equivalencies 
for opposed, shared, left-turn lanes is presented. 
For approaches to an exclusive left-turn lane, the 
results are compared with observations reported in 
the literature. 

It was observed that in the analysis and desi.gn 
of signalized intersections many solutions involve 
the use of a lane for both left and through traffic 
flow. The absence of explicit methods for estimating 
the capacity of this type of lane often leads to the 
exclusion of shared lanes from analysis in favor of 
exclusive left-turn lanes or exclusive signal dis
plays for which analysis methods are available. This 
in turn often leads to nonoptimal design of signal 
timing. 

PROPOSED METHOD 

A method of estimating the capacity of a shared, 
opposed, left-turn lane is presented. The method is 
basically an extension of traditional methods for 

the analysis of an exclusive, opposed, left-turn 
lane (1-4). The main extensions of the traditional 
methods are 

1. Through vehicles in a shared left lane are 
allowed to move during the period when left turns 
are blocked by the oppo~ing flow: 

2. The gap acceptance mechanism is modified to 
reflect the limitation on the possible size of gaps: 

3. Flow after green is not allowed if the shared 
left lane experiences free flow with no blockage by 
left-turning vehicles: and 

q. The allocation of through vehicles to the 
shared left lane and other lanes of the approach is 
modeled directly. 

The results of the method are presented and where 
appropriate these results are compared with observed 
results reported in the literature. The proposed 
method has been incorporated in a basic computer 
program for the critical movement analysis of an 
intersection. 

The opposed, shared, left-turn situation is shown 
in Figure 1. A critical movement analysis is as
sumed, and one phase is shown with an opposed, 
shared, left-turn lane. The flows are given in vehi
cles per hour (vph) but these are normally the de
sign flow rates associated with the peak 15-min 
period. A movement (i.e., ( ) in Figure 1) is a lane 
or lanes that for analysis purposes can be separated 
from the total approach but cannot be further sub
divided because of common directional traffic flows. 
The opposin~ flow is the movement [(l) (2)) that 
consists of through and right-turn flows in lanes 

qOP 
sOP ,.........., 

(I) 1(2) 

4 I l Ill) 
I I ~ L I 

I I ._ 
t--+., 

GDP I I Accep1ance u IA,BI 

iY 
PliASE A 

t 
I 
I 

' I 
~ 

i:r 
(711 (6) 
ql qOTli 
sl sOTli 

~ 
Opposed 
Shared 

Lane 

Sl~nal Data 

c - Cycle leng1h 

G - Displayed green 

9,r- Effec1ive green, red 

q - Flow I vph l 

qOP - Opposing flow 

q L - Lef1 shared lane 

qOTH-Olher lane 

s - Sa1ura1ion Flow (vphl 

sOP - Opposing 
s L - Left shared lane 

s OTH-01her lane 

FIGURE 1 Typical opposed, shared, left-tum lane situation. 
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(1) and (2). This opposing flow (qOP) and its asso
ciated saturation flow ( sOP) are used to determine 
the time when no left turns can be made from the 
shared lane (7). In Figure 1 qOP(gaps) is the oppos
ing flow that interfers with the gap acceptance of 
the left-turn movement. Typically qOP(gaps) is just 
qOP less any opposing flows that do not interfere 
with left turns. If in Figure 1 the opposing right 
turns in lane (1) interfered with the left turns in 
lane (7) (e.g., if both turned into the same lane), 
the opposing right turns would be included in 
qOP (gaps) ; otherwise they would be excluded. This 
decision is left to the analyst. 

The criterion for selecting the critical movement 
for the partial situation shown in Figure 1 is to 
select the movement with the greatest degree of 
saturation or the largest ratio of flow to capacity. 
Capacity is the saturation flow (s) times the ratio 
of effective green time to the cycle length (g/c). 
For purposes of explanation it is assumed that the 
movement lost times are all equal and that all move
ments in Figure 1 have the same g/c ratio. Critical 
movement for phase A is the largest degree of satu
ration (x) between 

X[(l) (2)) = qOP/[sOP(g/c)] 

and 

x(7) = qOTH/[sOTH(g/c)] 

The shared left-turn lane (7) is a part of move
ment [ (6) (7)], and it is assumed that at capacity 
both lanes will have an equal degree of saturation. 
That is, at capacity the through movement would be 
distributed between lane (6) and lane (7) so that 
both lanes would have the same degree of saturation. 
This condition results in a requirement for a trial
and-error solution for determining the saturation 
flow for the opposed, shared, left-turn lane be
cause, as will be seen, its capacity is a function 
of the percentage of through vehicles in the lane. 

In Figure 1 the critical movement in phase A will 
be one of movement I (1) (2)] or movement [ (7) (6)). 

Given the flows and signal timing, this largely 
depends on the estimated saturation flow. The cal
culation for the saturation flow is relatively 
straightforward except for the shared left-turn lane. 

Saturation Flows 

Saturation flows in Figure 1 are given in vph and 
are defined as 

s = 1: [s(lane type)•f(w)•f(Lt)•f(Rt)•f(gr) ••• ] (1) 
lanes 
in 

movement 

where 

s(lane type) g the basic saturation flow measured 
for local drivers for a specified 

f (w) 

f (Rt) 
g (gr) 
f(Lt) 

lane type, 
lane-width adjustment factor, 
right-turn adjustment factor, 

= grade adjustment factor, 
left-turn adjustment factor, and 

= other adjustment factors (e.g., 
trucks). 

The left-turn factor is defined as 

f(Lt) = 100/[(%Lt•LTE) + (l-%Lt)] (2) 

15 

where %Lt is the percentage of left turns in the 
movement and LTE is the left-turn equivalent (the 
number of through cars that would use up just as 
much capacity as one left-turning vehicle). 

In Equation 1 there is a right-turn adjustment 
factor, f(Rt), based on a right-turn equivalent 
(RTE) analogous to f (Lt) and LTE. The LTE in Equa
tion 2 is found by estimating the capacity of lane 
(7) with left turns and then comparing this with the 
capacity with no left-turning vehicles in the lane. 

Capacity of Opposed, Shared, Left Lanes 

Figure 2 shows the basis for calculating the per 
cycle capacity of an opposed, shared, left lane. In 
Figures 2a and 2b the opposing flow builds up a 
queue during the effective red phase. This queue 
discharges at the saturation flow and then the op
posing flow occurs at the average level of qOP. It 
is assumed that the opposing flow arrives at random, 
that the intersection is not oversaturated, and that 
there are usually no vehicles left over from the 
previous cycle. The time taken for the opposing 
queue to discharge (i.e., the saturation time for 
opposing flow) is 

stOP = qOP [(c - g)/(sOP - qOP)) (3) 

In period 1, which is stOP seconds long, only 
through vehicles usually can proceed. The average 
number of vehicles that can proceed per cycle is 

Tl = £ [1 -(%Lt/%L)]' (4) 
i=J 

where 

Tl through vehicles per cycle in time period l; 
%Lt = percentage left turns in the total movement 

(e.g., movement [ (6) (7)) in Figure 1); 
%L percentage of the movement traffic in the 

left lane; that is, 100 [qL/(qL + qOTH)); 
and 

n = maximum number of through vehicles in stOP 
(i.e., stOP/sL where sL is the unopposed 
saturation flow rate for the left lane). 

In Equation 4 (%Lt/%L) is the proportion of left
t urning vehicles in the shared lane, and one less 
this is the proportion of through vehicles. The 
probability of there being one through vehicle per 
cycle is just the probability that the first vehicle 
in the left lane is a through vehicle and this is 
equal to the proportion of through vehicle in the 
left lane. The probability of a second through vehi
cle is the joint probability that the first vehicle 
is a through vehicle and the second vehicle is also 
a through vehicle (i.e., the proportion of through 
vehicles squared). This continues for the number of 
through vehicles per cycle that could proceed in 
stOP seconds. As shown in Figure 2 the flow rate for 
through vehicles falls off as there is a higher and 
higher probability of having the lane blocked by a 
left-turning vehicle. 

In time period 2 of Figure 2 there will be a 
number of queued left-turning vehicles that will 
flow at the left-turn saturation flow. The flow in 
time period 2 then is 

L2 =Tl {[%Lt/%L)/[l - (%Lt/%L))} (5) 

where 
L2 left-turning vehicles per cycle in time 

period 2 and the time taken for L2 is t2 
L2(3600/sLgap) (Equation 6) where t2 is 
time for period 2 (sec) and 
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FIGURE 2 Basis for calculating capacity of an opposed, shared, left lane. 

sLgap saturation flow for left-turning vehicles 
through gaps in the opposing flow. 

In time period 3 a mixture of through and left
turning vehicles will proceed with a capacity of 

LORT3 

where 

LORT3 

s3 

[(g - stOP - t2)/3600]/s3 

left or through vehicles per cycle for 
time period 3, 

(7) 

saturation flow rate for period 3 found 
from the average headway for left-turning 
and through vehicles, and 

s3 = 3600/[(%Lt/%L) • (3600/sLgap)] 

+ [ ( l-%Lt/%L) • ( 3600/sL) ] 

The other variables are as before. 
Finally, in time period 4, the after-green pe

riod, left-turning or through vehicles proceed 
(LORT4). The maximum number depends both on the 
geometry of the intersection and on the characteris
tics of the drivers. Maximum values are 1.0 to 2.0 
vehicles per cycle and a typical value is 1. 5. The 
minimum value of LORT4 is zero, which occurs either 
when there are very few left-turning vehicles or 
when there is very little opposing traffic. Under 
these conditions the traffic in the left lane is not 
blocked by left-turning vehicles and the traffic 
proceeds smoothly for the whole of the effective 
green period. As a result there are no blocked vehi
cles to move after the green. Thus, LORT4 is 

LORT4 1.5 if ((3600 x %Lt)/(sLgap x %L)] > 1.8 (8) 

LORT4 = 1.5 ((3600 x %Lt)/(sLgap x %L)] otherwise 

(s.t. LORT4 > 0) 

where 

LORT4 left-turning or through vehicles per cycle 
in period 4, 

%Lt 
%L 

percentage left turns in the movement, and 
percentage of movement in the left lane. 

Tn Eqn;it:;ons fi, 7, ;ind 8 the value of sL9ap, the 
opposed left-turning flow, must be estimated. This 
is usually based on the following formula (~ 1~) : 

sLgap = qOP(gap) x ( [exp(-A x qOP' (gap))]/ 

[l - exp(-B x gOP' (gap))]} 

where 

sLgap 

qOP' (gap) 

qOP (gap) 
A 

saturation flow for opposed left 
turns in vehicles per hour, 
opposing flow for gaps in vehicles 
per second, 

= opposing flow in vehicles per hour, 
average critical gap acceptance for 

(9) 

the first left-turning vehicle in any 

B 
gap, and 
average critical gap acceptance for 
any following left-turning vehicles 
in any gap. 

Equation 9 is for the situation where there is no 
limit to the size of gaps in the opposing flow. 
However, in the most extreme case, a gap in the 
opposing traffic cannot be greater than (g-stOP) or 
(gleft) seconds. Moreover, when the opposing flow is 
in only one lane, the opposing flow cannot be less 
than a minimum value. When this is recognized, sLgap 
is less than the value given by Equation 9, and, 
assuming either an exponential or shifted exponen
tial distribution, sLgap can be estimated as follows: 

sLgap = qOP(gap) {exp[-(A/qOP')] 
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+ exp[-(A + B)/qOP'] + exp[-(A + 2B)/(qOP')J 

+ ••• } (qOP is multilane) 

sLgap qOP(gap) {exp[-(A - Hmin)/(qOP' - Hmin)] 

+ exp[-(A + B - Hmin)/(qOP' - Hmin)] 

+ ••• } (qOP is 1 lane) (10) 

where 
sLgap = 

qOP (gap) 
qOP' 

saturation flow for opposed left turns, 
opposing flow for gaps (vph), 
opposing flow for gaps (sec/vehicle), 

A,B 

Hmin 

+ ••• 

= gap acceptance parameters [A= 4.5 sec 
for one lane (+ 0.5 sec/additional 
lane) and B = 3600/sL for one lane 
(+ 0.5 sec/additional lane)], 

minimum headway for single lane flow 
2 (seconds), and 
terms continue while A+ nB < gleft. 

Given Tl, L2, LORT3, and LORT4, the capacity of 
the left lane per cycle or per hour can be found. At 
capacity for the combined movement (e.g., movement 
[ (6) (7)] of Figure 1), the capacity of the left lane 
must correspond to %L, the percentage of the ap
proaching traffic choosing the left lane. If this is 
not the case, then %L is changed and Equations 4-8 
and 10 must be re-evaluated with the new value of 
%L. This iterative procedure continues until %L does 
not change. The capacity of the left-tum lane has 
then been estimated and a check is made to see that 
there is capacity for left turns: 

%L > %Lt (11) 

Finally, the LTE can be calculated by 

LTE s {[SL x (g/3600) - (Tl+ L2 + LORT3 

+ LORT4)]/[(%Lt/%L) x (Tl+ L2 + LORT3 

+ LORT4) ] } + 1 (12) 

where LTE = left-turning vehicles' equivalent in 
terms of through cars. 

Figure 3 shows an example calculation of an LTE. 
In Figure 3 the initial estimate of the percentage 
of traffic in the left lane (%L) was very accurate 
and no further iterations were necessary. Had this 
not been the case, further calculations would have 
been needed. This process is not onerous if a com
puter program is available, but for hand calcula
tions it is clearly not very useful and some other 
procedures are needed. In the remainder of this 
paper, tabulated results of LTE values as calculated 
by the proposed equations for opposed, shared, left
turn lanes are presented, and these results are com
pared with those in the literature. 

Tabulated Values of LTE 

At the outset it should be recognized that LTE 
values will depend on the gap acceptance parameters 
and the number of vehicles after green. These will 
vary among situations. Table 1 gives the LTE for 
some typical situations calculated using Equations 
4, 5, 10, 6, 7, and B. In addition, Table 1 provides 
the LTE estimates for opposed left turns in exclu
sive left-turn lanes given by both the old Austra
lian method (2) and the new Australian method (1). 

The new Au~tralian method suggests that "wh;n the 
opposed turning vehicles and through vehicles share 
the same lane, the saturation flow be calculated 

~ qOP 
qOP(gaps) 
sL 
sOTH 
SOP 
%Lt 
%Rt 

Calculations 

Equ (3) stOP 

~%L= 41% 

- 600 vph A 5 sec. . 600 vph 0 3600/1440 
• 1440 vph g 24 sec. 
• 1500 vph 60 sec . 
• 1550/lane RTE 1.0 
• 10% 2 Opposing 
• 10% 

600 ! bO - 24) ~ 8. 6 sec. 
(3100 - 600} 
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l anes 

Equ (4) Tl (1-(.1/ .41)>1 = 1. 76 thru vehicles/cycle 
i=l 

Equ ( 5) L2 1. 76 (10/41)/(1-(10/41)) = .57 left veh./cycle 

Equ (10) sLgap = 600(e - 5 / 6 + e - 816 + e-ll/ 6 + e-ll./ 6) = 559 vph 

Equ (6) t2 = .57 x (3600/559) = 3.7 sec. 

Equ ( 7) s3 = 3600/((10 x ~) + ((1 - !Q) x ~164000)) 
(41 559) 41 iq4u 

1040 vph 

LORTJ < 2~· 8 · 6 ·J . J) x 1040 = 3.)8 veh/cycle 
3600 

Equ (8) r Ut ) 3600x LO 
3600 x St:Afi:J = 5 ~9xhl = 1.57, thus 

LORT4 = 1.5(1.57/1.B) = 1.31 veh/cycle 

Left lane capacity = Tl + L2 + LORT3 + LORT4 

= 1. 76 + .57 + 3.28 + 1.31 = 7.02 ve h/cycle 

or = 1127 vehi.clc.s/huur 

Capacity of Other lane= (24 /60) 1500 = 600 

Check% in left lane= (422/(422/600))xl00 = 41.3%(close enough to 

41% ussumed) 

Check capacity for % left turns : 41. 3% > 10% - ..Q..,.L 

Equ (12) LTE ~ lh40(24/3600) - (1.76+.57+3 .28+1.Jl) + l 
(10/41)(1. 76+.57+J.28+l.Jl) 

FIGURE 3 Example calculation of the capacity of shared, opposed, 
left-turn lane and LTE. 

• • • [in] the same method as • • • exclusive lanes" 
(l,p.15). The method is to adjust the left-turning 
vehicles only by the LTE found from 

LTE = [(sL/3600)g]/[(sLgap • gleft) 

+ LORT4] 

where 

sLgap 

g 
gleft = 

[qOP' (gap) exp(-A qOP' (gap))]/[l 
- exp(-B qOP' (gap))] (vehicles/ 
second) (see Equation 9), 
effective green time for the movement, 
g - stOP - t2. 

and 

The values of sL, sOP, A, and B are the same for 
all values of LTE in Table 1. This removes any vari
ation in results caused by different characteristics 
of drivers. For example, Michalopoulos Ill in study
ing exclusive left-turn lanes did not control for 
the parameters used to reflect driver character is
t ics in different countries when this was in fact 
the only difference between several of the models he 
was evaluating. The LTE results given in Table 1 for 
Miller's procedure (~) are based on the same param
eters fer driver characteristics as the proposed 
method. Miller's LTE values were developed for ex
clusive left-turn lanes but are recommended for use 
for left-turning vehicles only in shared left-turn 
lanes. The recommended equation (~) is 
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TABLE l Comparison of Left-Turn Equivalencies for Opposed, Shared, Left
Turn Lanes (sL = 1440; sOP = 1550; A= 4.5, 5.0; B = 2.5, 3.0) 

ONE opposing lane 
(A=4.5; B-2.5) 

~ (g/c)=.4 (g/c)= .6 

qOP = 400 

600 

800 

c = 90 

qOP = i,00 

600 

800 

qOP = 400 

600 

BOO 

Hill!?. 

2.9 
2.7 

~ 2. 0 2.4 

6 . 2 
6 . 0 
6:0 5 . 4 5.6 

* 

3. '· 
2. 8 

Ll 2.3 2.8 

8. 7 
9.4 
9.4 7 .!, 7. 8 

• 

) . 7 
2.9 
2. 7 2 . 4 .o 

.!1..,j 
12.4 
L2 . /, 9 . 2 9. 8 

* 

* opposing flow exceeds 
capacity 

I. 8 
l.6 
l. 7 

3.0 
2.8 
2.6 

6.2 
5.2 
5:2 

2 .0 
1. 8 
t.8 

3 . 4 
3.0 

LJ 

7.2 
6. 2 
6.1 

2.2 
1.9 
1.8 

3 . 8 
3. 2 

l:..Q 

7. 6 

u 
6 . 9 

(~.: . .?.l - not enough capacity 
for left turns 

1.r. I . 9 

2 . 3 2.7 

.t..1 fo. 7 

1. 7 2.1 

2 . 5 3.0 

4 . 8 5.6 

L 7 2.1 

2.6 l . 2 

5.2 6.2 

LTE [ (sL/3600) x g]/( ( (f/B) x gleft) 

+ LORT4] (13) 

f was determined by simulation (i.e., where qOP is 
O, 200, 400, 500, or BOO, f is 1.0, .Bl, .65, .54, 
or .45, respectively) 

where 

B 

g 

gleft 

average unopposed headway for the lane 
(e.g., 3600/sL), 
effective green time for the movement, 
and 
g - stOP. 

The results given in Table 1 for the proposed 
method and the Australian results differ because of 
three considerations: 

1. The proposed method considered the movement 
of through vehicles during stOP (saturation flow 
period for the opposing traffic); 

2. The proposed method estimates sLgap only for 
the available gap sizes; and 

3. The proposed method discounts LORT4 (flows 
after green) when the flow in the left lane ap
proaches a free flow condition because of a low 
percentage of left turns or a low opposing flow. 

'l'WO opposing l anes 
(A=5; B~J) 

(g/c)~.2 ,4 .6 
3. 2 1. 9 1. 7 
2. 7 1. 8 1.6 

'Ll LR I. q l,q 1. 7 1. 7 1. 7 1.6 1. 7 

2 . 4 2.5 2.1 
3.1 2 . 5 2.0 

Ll 1.8 1.9 l.:2 2.2 2.3 2.0 2 . 0 2.l 

* 3, 3 2 . 6 
3 .3 2.6 
3.2 3.0 3.0 2.6 2. 5 2.5 

3. 6 2 .0 1. 7 
3 . 4 I. 9 1. 7 

l:1 2. 3 2.3 l. 9 1.8 1. 9 1. 7 1. 7 1.8 

4. 3 2 .8 2.3 
i:.1 2. 7 2. 2 
4 . 7 4. 4 4 . 4 2 .6 2. 5 2.5 2. 2 2 . 2 2.2 . 

• 4.1 2 .8 
3. 6 2.8 
3 . 6 3. 5 3. 5 2.8 2 . 8 2 .8 

3. 9 2.1 1. 9 
3. 6 2 . 0 1. 8 

Ll 2. 6 2. 7 2. 0 l.9 .2.0 1. 8 1.8 1.9 

6.3 3 . 1 2." 
6. 2 2.8 2.3 
6.2 5. 7 5 . 7 2.7 2. 7 2 . 7 2.) 2. 3 2. 3 

• 4. 6 
3 . 9 
3 . 9 

Table Enlries 

Proposed Equation 

IO%lefls 

3, 9 

3.1 
J.O 

), 9 2.9 2 . 9 

20%1efts 

30%lefls 
new Australian method ( J) 
old Australian method (2) 

-

2. 9 

Because the two Australian methods (Table 1) were 
derived for exclusive left-turn lanes, they do not 
vary with the percentage of left-turning vehicles 
for the approach. The proposed method with 30 per
cent left turns is the closest result to an exclu
sive left-turn lane. All three methods give similar 
values, with Miller's method generally giving values 
closer to those of the proposed method. For higher 
cycle times and large g/c ratios all methods are 
essentially equivalent for heavy left-turn movements 
in the left lane. 

With lower, more typical values of the percentage 
of left turns (Table 1) the use of LTE from an ex
clusive left-turn lane analysis underestimates the 
effective LTE of the left-turning vehicles. The use 
of the proposed LTE values given in Table 1 is pre
ferred. 

Gap Acce p tance Para meter Values 

In the proposed method, the LTE given in Table l 
will vary with sL, the saturation flow for the 
shared left lane and the gap acceptance parameters A 
(initial vehicle) and B (following vehicles). The 
suggested values were taken from average North Amer
ican values given in Table 2 (1). The proposed 
method varies gap acceptance paraiITT!ters A and B as 
the number of opposing lanes is varied. 
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TABLE 2 Gap Acceptance Parameters Used in the Literature (1) 

Initial Gap Saturation Following LORT4 
A Flow sL Headway B After 
(sec) (vph) (sec) Green 

Gordon and 1,200 3.0 1.5 
Miller (8) 

Webster and 5 and 6 l,400 2.5 
Cobbe (4) (I & 2 lanes) 

Fambro et al. (5) 4.5 1,440 2.5 l.6 
Peterson et al. (9) 4.8-5.8 0.54A 

Michalopoulos (3) gives two regression equations 
for finding sLgap -based on observed data for five 
intersections in upstate New York. The equations for 
signalized intersections are 

sLgap = -1.245 qOP + .000 014 qOP 2 A + 1165 
(1 lane) (14) 

sLgap -0.875 qOP + .000 012 qOP 2 A + 1145 
(2 lanes) (15) 

Table 3 gives some selected comparisons of sLgap 
as estimated by the proposed method with those pre
dicted by Equations 14 and 15. The sLgap estimates 
of Michalopoulos have a constant value and do not 
vary with the percentage of left turns. There is 
good agreement between the two results for two-lane 
opposing traffic and longer cycle lengths. The cal
culated results vary with the situation, and the 
Michalopoulos values do not. No information is 
given about signal conditions; however, it appears 
that in general the proposed typical gap acceptance 
parameters produce results that are comparable with 
those observed by Michalopoulos. 

OTHER ANALYSIS METHODS 

Not much data has been found in the literature re
lated to left-turn equivalencies for shared left
turn lanes. The 1965 Highway Capacity Manual (HCM) 
(6) provides an adjustment factor for an approach 
wTth a shared left-turn lane. If a 12-ft lane width 
is assumed, then Table 6. 5 of the HCM implies a 
constant value for LTE of 4 .o for a one-lane ap-
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preach containing the snared left lane and a value 
of 2.0 for a two-lane approach. The present study 
has investigated only a two-lane approach for the 
shared left lane. 

For an exclusive left-turn lane the HCM (~) sug
gested a value of sLgap: 

sLgap = 1200 - qOP(gap) (16) 

where the opposing flow for gaps assumes 5 percent 
trucks. Moreover, if the left-turn capacity due to 
sLgap was less than LORT4, then the LORT4 capacity 
was used. However, LORT4 and sLgap would not be used 
in combination. 

The proposed TRB critical lane analysis (7) deals 
with shared left turns in two different ;;.ys. At 
step 7 in the procedure for checking for critical 
lanes an LTE for either a shared or an exclusive 
left-turn lane is proposed: 

Fl ow g;OP LTE 
1-299 l 

300-599 2 
600-999 4 

>1000 6 

Comparison with the data in Table l suggests that 
these values are of appropriate magnitudes, but 
these values do not respond to changes in the per
centage of left turns, the number of opposing lanes, 
and so forth. 

In the proposed TRB critical lane analysis Cll at 
step 4 there is a left-turn check to establish the 
adequacy of the left-turn capacity. It is similar to 
the HCM 1965 in that it uses the maximum of LORT4 or 
the capacity due to sLgap but not both. The proposed 
formula for sLgap (]_) is 

sLgap = [(g/c) (1200)) - qOP(gap) (17) 

The original British procedure for saturation 
flow analysis suggested two ways to deal with 
shared, opposed, left-turning vehicles <!>· The 
first suggestion was to use an LTE of 1.75 for all 
left-turning vehicles. The second procedure was to 
use sLgap for a period of gleft and then set up an 
extended green phase to handle any excess traffic. 
This method did not deal with through movements 

TABLE 3 Comparison of Vehicles per Hour as Calculated and as 
Observed (3) 

gOP .. 
~ 

200 

600 

1000 

200 

600 

1000 

~ 
200 

600 

1000 

One Lane Two Lane 

g/c .4 . 6 ,4 .6 

764/898 1006 /898 652/992 823/992 

271/421 684 / 421 589/662 657/662 

* ~ 316 / 350 440/350 

949 / 898 1118/898 803/992 924/992 

52/421 691/421 643/662 662/662 

* 394/350 441 / 350 

1053/898 1159/ 898 886/992 962/992 

67 /421 691/421 657/662 663/662 

* * 423/350 441/ 350 

I as calculat~d/Equ (14) ~ 
* opposing flow greater than capac ity 
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during stOP nor did it explicity suggest the use of 
LORT4, the flow after green. 

The British method was extended by Miller (2) who 
developed LTE for exclusive left-turn lane"; and 
then recommended its use for shared lanes. The left
turn capacities were estimated by sLgap for gleft 
and to this was added LORT4 for the after-green 
flow. The value of sLgap was found from simulation, 
and '!'able 1 gives the resulting LTE. Recently the 
Australian procedure has been revised in that sLgap 
is estimated by Equation 9 rather than Equation 13, 
and gap acceptance parameter and saturation flow 
value" were r.h;ing<'rl. The basic procedure was un
changed. 

Fambro et al. (5) applied the Australian proce
dure to traffic in~exas. They estimated gap accep
tance parameters and LORT4 after-green flows and 
found there was good agreement between the observed 
LTE for exclusive left-turn lanes and the Australian 
procedure. They also found that below ultimate ca
pacity levels traffic had a tendency to concentrate 
in one lane of a multilane approach. This tended to 
increase the estimate of the time of saturation flow 
for the opposing movement (stOP) • This refinement 
has not been included in the proposed procedure. 
Fambro et al. (5) estimated the capacity for a 
shared left-turn lane by assuming a 50-50 split of 
through and left-turning vehicles in the shared 
lane. This assumption is very restrictive and is not 
representative of many situations. 

Fambro et al. (2) found, for limited data, that 
the after-green LORT4 flow was 1.41 vehicles per 
cycle for separate left-turn lane and 1.03 vehicles 
per cycle when there was no separate left-turn lane. 
The proposed method suggests 1. 5 vehicles for a 
shared left lane and these can be left-turning or 
through vehicles (LORT4). 

CONCLUSIONS 

A proposed procedure is presented for estimating 
left-turn equivalents (LTE) for left-turning vehi
cles in shared left-turn lanes. The method is an 
extension of the Australian procedure for estimating 
LTE for exclusive left-turn lanes. 

It is proposed that the opposed saturation flow 
for left-turning vehicles (sLgap) be reduced to 
reflect the length of available green time (gleft) 
left after the time of saturation flow for the op
posing flow (stOP). These results appear to be 
consistent with observed results reported in the 
literature. 

It is proposed that the vehicles after green 
(LORT4) are reduced under conditions where blockage 
of the shared left lane by left-turning vehicles is 
not likely to occur. 

The results indicate that, for higher cycle times 
and heavy percentage of left turns, Equation 13 can 
also be used to estimate LTE, but for other situa
tions it is better to use the proposed method. 
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It is recommended that field studies be carried 
out to gather more data on shared lanes because 
there are few results in the literature. The results 
indicate that many sharf'd lf'ft lanes can have quite 
high capacities and should be considered as a viable 
alternative to other approaches such as the use of 
an exclusive left-turn lane or an exclusive phase. 
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Analysis of Unsignalized Intersection Capacity 

ADEBAYO B. BAKARE and PAUL P. JOVANIS 

ABSTRACT 

The conceptual bases of unsignalized inter
section capacity procedures from the Swedish 
Capacity Manual and from the Interim U.S. 
Capacity Manual are compared, and the pro
cedures are evaluated with field data from 
four intersections in the Chicago, Illinois, 
region. The Swedish method, based on princi
ples of queueing theory and using parameters 
reflecting Swedish conditions, grossly over
estimated capacity and underestimated delay. 
The empirically based U. s. method subs tan
t ially underestimated capacity, resulting in 
level of service values that were approxi
mately one level of service too low. Causes 
of the poor estimation included critical 
gaps that were too small in the Swedish 
method and too large in the U.S. method and 
inappropriate definitions of dominant vol
umes. Based on the conceptual and empirical 
comparisons, er itical gaps were revised and 
dominant volumes were redefined in both 
methods. Evaluations of these revised pro
cedures revealed much closer correspondence 
to field-measured values for capacity and 
delay. With revised critical gaps, the in
terim U.S. method appears to correspond 
fairly well with field data. The Swedish 
method, however, contained errors in capac
ity and delay estimates that were traced to 
probable differences in driver performance 
and traffic conditions in Sweden and in the 
United States. Preliminary tests of the 
Swedish delay model indicate that it can 
provide very accurate delay estimates if it 
is revised to reflect U.S. drivers and driv
ing conditions. 

Intersections of streets at grade in urban regions 
are critical portions of highways because they are 
primary sites of traffic accidents and points of 
considerable congestion and delay. The efficiency 
and capacity of the entire street system is gener
ally dependent on the character ist ics of the inter
sections in the system. Although there has been 
considerable research conducted on the operation of 
signalized intersections, comparatively few studies 
have examined the operation of unsignalized inter
sections (l_) • 

The Highway Capacity Manual <l> published in 1965 
treated unsignalized intersections summarily. It 
recommended that where the volumes on the two minor 
streets at a two-way stop-signed intersection are 
low and most vehicles arriving at the STOP sign can 
enter or cross without substantial delay, an ap
proximate method can be used to determine service 
volumes. "[A) signalized condition in which the 
signal split is prorated directly on the basis of 
the relative volumes on the intersecting streets, 
and inversely on the basis of their relative 
widths ••• " is assumed (2,p.156). 

Since 1965 research studies in Germany (3), 
Swede.n (4), and Australia (5) have devel oped cal
culation -procedures for capacities at unsignalized 

intersections. The German procedure was translated 
into English as Capacity of At-Grade Intersections 
(6) and after some modifications was adopted and 
p~blished in Transportation Research Circular 212 
(7,pp.37-72). 
- The TRB Subcommittee on Unsignalized Intersec

tions submitted a memorandum report on the Circular 
212 procedure at the TRB Annual Meeting in Washing
ton, D.C., in January 1982. The report compared the 
Circular 212 procedure with the Swedish and Austra
lian capacity manuals and applied it to some field 
data. Comments from other users of the procedure 
were received. The subcommittee concluded that the 
Circular 212 procedure used critical gap times that 
were too long, resulting in unusually low calculated 
capacities and level of service, especially for left 
turns and through movements from the minor road. 
Based on sight distance considerations, the subcom
mittee recommended the use of a maximum critical gap 
of 8.5 sec. Critical gap values given in the proce
dure were adjusted downward by 0.5 to 1.0 sec to 
allow for differences between German and U.S. driv
ing conditions and drivers. 

'!'he subcommittee acknowledged that the procedure 
in Circular 212 represented a major improvement in 
the evaluation of performance of nonsignalized in
tersections. Furthermore, it called for carefully 
structured research to study driver behavior and the 
various effects of geometric features. The group 
recommended that carefully constructed problems be 
worked out using this procedure as well as the 
Swedish and Australian methods. 

RESEARCH OBJECTIVES AND METHODOLOGY 

The overall objective of this research was an empir
ical comparison of procedures to estimate unsignal
ized intersection capacity and level of service. 
Before the empirical analysis was conducted, each 
major capacity analysis method was reviewed in terms 
of theoretical structure, applicability to a broad 
range of traffic conditions, and computational pro
cedure. Procedures from Australia (5), Great Britain 
(.!!,), Sweden !!l , and the United - States <ll were 
reviewed and compared as part of a recently com
pleted master's thesis at Northwestern University 
(_!). Based on this comparison and the recommenda
tions of the TRB subcommittee report, the Swedish 
method and the method described in Circular 212 were 
selected for further testing. 

An overview of the study methodology for the 
empirical testing is shown in Figure 1. First, each 
major component of the procedures (critical gaps, 
capacity, and level of service) is analyzed individ
ually. Based on the comparison of theoretical and 
computational structure as well as the empirical 
results, each model is revised and again examined 
with respect to field data. The methodology sought 
to isolate the prediction errors that were due to 
model structure from those that were due to differ
ences in drivers and driving conditions, which were 
captured in the Swedish and German data. 

The analysis of the two unsignalized intersection 
capacity procedures includes the following specific 
steps. 

1. Comparison of the conceptual and computa
tional structure of the methods; 
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FIGURE 1 Flow chart of study methodology. 

2. Collection of data on gaps at four two-way 
stop-sign controlled intersections and analysis of 
these data to estimate the mean critical gaps for 
the minor road movementsi 

3. Comparison of the critical gaps obtained from 
field data with those in Circular 212, the subcom
mittee report, and the Swedish manuali 

4. Determination of the capacities of minor road 
approaches and the level of service to minor road 
vehicles at the studied intersections using two 
capacity methods followed by comparison of these 
results with observed capacities and delays; and 

5. Recommendation of revisions to the Circular 
212 and Swedish procedures that would make the pro
cedures more closely reflect U.S. drivers and driv
ing conditions. 

CAPACITY CALCULATION PROCEDURES 

Transportation Research Circul ar 212 

The procedure in Circular 212 ( 1) is a method for 
computing the capacity and level-of service of pri
ority-type nonsignalized intersections (i.e., those 
intersections controlled by two-way STOP or YIELD 
signs). The computational steps involve identifying 
the nonpr ior i ty movements (all movements from the 
minor approaches and left tu r ns from the major 
road) / determining the traffic streams conflicting 
with each of the nonpriority movements, and then 
applying the appropriate critical gaps. The maximum 
(or potential) capacity for each movement is read 
from the graph of maximum capacity versus conflict
ing traffic stream. These capacities are then ad
justed to account for intersection congestion caused 
by the servicing of conflicting movements. 

When a lane is shared by traffic making more than 
one movement, the capacity of such lanes is deter
mined using a proportioning equation of the form: 

M134 = [CR+~+ CL]/[(CR/M1) 

+ (~/M3) + (CL/M4)] 

where 

(1) 

capacity of all streams using the 
shared lanei 
demand of the right, through, and 
left movements, respectivelyi and 
capacity of the right, through, and 
left individual streams, respec-
tively, in passenger car equivalents 
per hour (pch) • 

The existing (or projected) traffic demand for 
the movement is converted to passenger car equiva
lents per hour (pch) to account for approach grade 
and traffic mix. This demand is deducted from the 
calculated capacity to give what is called the re
serve capacity . Reserve capacity determines what 
level of service (A through F) is assigned to the 
movement and describes the traffic delay that will 
be expected. If minor street delays are a function 
of er itical gap and major street volume, reserve 
capacity should correlate fairly well with delay. 
This capacity model assumes that 

1. Vehicles on the major road arrive at random; 
2. Minor road vehicles do not force their way 

into the intersectioni and 
3. Priority is given to traffic movements in the 

following sequence: main street through and right
turn vehicles, minor street right turns, major 
street left turns, minor street vehicles crossing 
the major street, and minor street left turns. 

It is important to recognize that the model struc
ture implies specific rules about right-of-way al
location. For example, assumptions 2 and 3 imply 
that no minor road crossing or left-turning vehicle 
will move halfway across the major street, stop 
(blocking major street left turns), and then pro
ceed. The assumptions also imply that minor road 
crossing traffic is not impeded by minor road left 
turns. 

Swedish Manual 

The Swedish manual (SM) 
based on a theoretical 

(4) estimation procedure is 
queueing model that con-



Bakare and Jovanis 

s iders each lane in the approach controlled by a 
STOP or YIELD sign as a service position. Service 
time is the time it takes a vehicle from the minor 
approach to move from the second position in queue, 
arrive at the stop line, and start to enter the in
tersection. This time and the rest of the total de
lay experienced by minor road vehicles are shown in 
Figure 2. 

,:;-
"' "' '" STOPLINE 

"' u z 

" E-< 

~ 
" 

VEHICLE 1 

M = MOVE UP TIME 

S = SERVI CE TIME 

R = R
1 

+ R
2 

= RUNNING DELAY 

W = WAITING TIME 

D = R+W = TOTAL DELAY 

FIGURE 2 Illustration of delay-service time relationship. 

Service time for the movement was determined as a 
function of primary flow rates and er itical gap by 
using the relation 

Service time= I / { q1 i~I [a+ (i -I)am J(a+i)•mfi(hi)dh;]} (2) 

where 

ql dominant volume in vehicles per second, 
a = critical gap in seconds, 

am = 0.6a or move-up time in seconds, and 
fi(hi) headway distribution of the major 

road flow (three headway distributions 
were assumed). 

The Swedish researchers used Equation 2 to de
velop a series of curves relating critical gap, con
flicting volume, and service time that are very 
similar to those in Circular 212. By assuming values 
for major road headway distribution that are other 
than exponential, the Swedish were able to develop 
two specific tables for nonrandom major street 
arrivals. Capacity is estimated by taking the in
verse of service time. After the estimation of ser
vice time, a series of calculations is performed for 
level of service factors such as queue lengths, de
lay, and proportion of stopped vehicles. 

The implications of this procedure can best be 
understood by examining Figure 2, which shows the 
trajectory of a minor road vehicle as it approaches 
a stop line, waits in a queue, and then proceeds 
through the intersection. When major road flows are 
very light, there is likely to be no queue when ve
hicles approach the intersection. Thus service time 
(with a constant move-up time) will underestimate 
capacity in these conditions. 

The authors of the Swedish manual recognized some 
of these problems in their discussion of the manual 
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during the 1981 Transportation Research Board Annual 
Meeting. Peterson and Hannson (9) comment that U.S. 
traffic densities are much higher than the Swedish 
data base, raising concerns that U.S. conditions are 
beyond the range of data used to calibrate the 
model. Differences in driver characteristics also 
may affect values of move-up time (Ml and gap ac
ceptance. The empirical analyses discussed later 
specifically compare the Swedish and U.S. values for 
these variables. 

Discussion 

The basic steps in the two procedures are similar. 
The input into either calculation model is critical 
gaps required by the nonpriority movement and the 
conflicting (or, more appropriately, dominant) traf
fic volume to the movement. The output from either 
model is maximum capacity, which is adjusted rnr 
congestion impedance and shared lane to give practi
cal capacity. 

In addition to the different models used in the 
two procedures, Circular 212 defines conflicting 
streams to a nonpriority movement differently than 
does the SM. Furthermore, critical gaps listed in 
the SM are lower than those in Circular 212. A sum
mary of other similarities and differences in the 
procedures is given in Table 1. 

The Swedish manual procedure is very detailed, 
with many graphs and tables for use in corrections 
for variables like er itical gaps, number of lanes, 
and major road speeds. The computational steps are 
difficult to follow and understand, due in part to 
the unedited translation into English. 

FIELD DATA COLLECTION AND PREPARATION 

Site Locations 

The films used in this study were originally col
lected by Carl N. Swerdloff (April 1962), Claude 
Yvon Gagnon (June and July 1962) , and researchers 
with the firm of De Leuw Cather and Company (1963). 
Data from a study by A. Graham Bullen (1964) are 
also used. Swerdloff (10) collected his information 
at two two-way STOP -Controlled intersections in 
Skokie, Illinois: Niles Center Road and Howard 
Street, and Howard Street and Kostner Avenue. Gagnon 
(11) also observed the intersection of Niles Center 
Road and Howard Street. De Leuw Cather (~) studied 
the intersection of Kastner Avenue and Kirk Street. 
Bullen (13) obtained data at the McCormick Boule
vard-Bridge Street-Grey Street junction in Evanston, 
Illinois. 

All approaches had good sight distance and speed 
limits of 30 mph. In addition, the sites were all 
located approximately 0.5 mile from the nearest 
traffic signal along any of the approach legs. 
Howard-Kostner and Kostner-Kirk intersections had 
two lanes on the major road, and Niles Center-Howard 
and McCormick-Bridge-Grey had four lanes. All the 
intersections were similar with respect to their 
crossing angle and had equal sight distance condi
tions from all approaches as given in Table 2. 

The capacity model used in Circular 212 assumed a 
random or Poisson arrival of major road vehicles. 
This arrival pattern would result in an exponential 
distribution of headways (or gaps) in the major road 
traffic. A chi-square goodness-of-fit test was con
ducted comparing the actual gap distribution at the 
four- and two-lane, two-directional major roads with 
an exponential distribution. The test could not re
ject the null hypothesis that the gaps were ex
ponentially distributed (a= .OS). 
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TABLE 1 Comparison of Circular 212 and Swedish Procedures 

I BASIC STE PS ARE THE SAME IN BOTH PROCEDURES 

1 SIMILARITIES 

- BASED ON GAP ACCEPTANCE (CRITICAL GAP). 

- RELATES CAPACITY TO VOLUME OF CONFLICT! NG STREAM TO THE MOVEMENT. 

- ADJUSTS MAXIMUM CAPACITY FOR CONGESTION IN THE INTERSECTION . 

- CONSIDERS LANES USED BY MORE THAN ONE MOVEMENT. 

t DIFFERENCES 

- 212 ESTIMATES CAPACITY DIRECTLY, SflEOISH MMIU/\L (Sri) ESTIMATES 

SERVICE TIME (A PART OF STOPPED DELAY) THEN CAPACITY. 

- 212 ESTIMATES MAXIMUM CAPACITY THEN ADJUSTS FOR CONGESTION TO FIND 

PRACTICAL CAPACITY: SM ESTIMATES VOL/CAP RATIO, ADJUSTS, THEN 

ESTIMATES CAPAC !TY. 

- SM ADJUSTS FOR SHORT LANE, 212 DOE S NOT. 

- SM PRACTICAL CAPACITY IN VEH/HR, 212 rn PAX CARS/HR (TO ALLOW FOR 

VEHICLE MIX AND APPROACH GRADE). 

- SM PROCEDURE LIMITED TO VOL/CAP RATIO LESS THAN 0.8, 212 NOT SO. 

- 212 RELATES CALCULATED CAPACITY (RESERVE CAPACITY) TO LEVEL OF 

SERVICE: SM USES THE CALCULATED CAPACITY TO ES.II MATE DELAYS AND 

QUEUE LHIGTHS. 

- 212 APPLICABLE ONLY TO 2 WAY STOP AND YIELD CONTROLS, SM APPLICABLE 

TO ALL UNSIGNALIZED INTERSECTIONS. 

TABLE 2 Summary of Study Intersection Characteristics 

Width Traveledway Appr. Peak Hr Vol Parking Conditions 
Inter- Type (voh) 
section1 

Mai or Minor Maior Minor Ma1or Minor 

Kastner- 2 lane 2 way 
20' 16' 400 60 Both sides Both sides 

Kirk 2 lane 2 way 

Howard- 2 lane 2 way 
22' 22' 900 130 Both sides Both sides 

Kastner 2 lane 2 way 

McConnick- 4 lane 2 way 
42' 24.5' 600 300 No parking No parking 

Bridge 2 lane 2 way 

N11es Ctr. 4 lane 2 way 
52'/44' 22' 600 335 Parking on Both sides 

-Howard 2 lane 2 way 44' appr. 

1Name of major street listed first. 

Data Collection total of 1,152 vehicles were observed being offered 
2, 988 gaps (including lags) , and stopped delay ex
perienced by 587 vehicles was measured. Flow and 
delay data from one other film (of 1-hr duration) 
made by Bullen were also used. 

All of the sites were investigated using a time
lapse camera to collect data. The camera was ele
vated 12-20 feet above the ground and ran, with one 
exception, at a film speed of 100 frames per minute 
(Bullen used a film speed of 60 frames per minute). 
In all, six films, each containing 40 min of con
tinuous filming in the peak period, were decoded. A 

To simplify the comparisons at all study loca
tions, each approach was described relative to the 
position of the filming equipment when set up rather 
than to the cardinal directions. The minor road on 
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which the camera was set up to view the intersection 
was called the near side and the other minor road 
the far side. The major road approaches were refer
red to as being from the left or right (of someone 
looking through the camera). Further details of data 
collection procedures are given elsewhere (1). 

The events and times decoded from the - films are 
summarized as follows. 

1. Main street vehicles' arrival times; 
2. Side street vehicles' arrival times in queue 

at stop line; 
3. Gap (and lag) acceptance or rejection; 
4. Traffic volumes by approach, turning direc

tion, and vehicle type; and 
5. Service time for side street vehicles. 

Critical Gap Estimation 

The minimum acceptable time gap for a driver varies 
from one member to another of the driving popula
tion. Thus it was necessary to consider the distri
bution of critical gaps across the population 
studied. Bissell (14) showed that the common loga
rithm of the critical gaps has a normal distribution 
and suggested the application of the probit trans
formation. This transformation from percentages to 
probits forces the normal sigmoid curve of the un
transformed data into a linear relationship. 

The probit of the proportion (P) is defined as 
the abscissa that corresponds to a probability of P 
in a normal distribution having a mean of 5.0 and a 
variance of 1. O. A normalizing transformation for 
the gap is required so that the transformed measure 
(X) of the time (t) is normally distributed. The 
probit of the expected proportion accepting a gap is 
related to the gap by the following linear equation. 

Y = 5.0 + [(l/o) (X - 1J)] 

where 

Y probit of the proportion accepting the gap, 
X logarithm of the gap, 

(3) 

IJ population mean of logarithm of critical gap 
distribution, and 

a standard deviation of logarithm of critical 
gap distribution. 

Gap sizes are aggregated into 1-sec ranges 
(0.0-0.9, 1.0-1.9, and so on). For each gap size, 
the total number of gaps offered and those accepte<'I 
were tabulated according to the minor road move
ments--left, through, and right--as well as left 
turns from the major road. No gap shorter than 2 sec 
was accepted and all gaps longer than 10 sec were 
a ccepted. 

For the estimation of mean crit i cal gap, each 
movement was treated separately. The mean critical 
gap and the standard deviation (0 ) of the critical 
gap distribution were then estimated by linear re
gression using the method proposed by Finney (!i). 
Next, Ashworth's ill> correction for b i as was ap
plied to correct for having the gaps of cautious 
drivers overrepresented in the data. The correction 
involved subtracting q 0 2 from the estimated mean 
to obtain an unbiased mean of the critical gap dis
tribution (q is the major road flow). 

Comparison of Capacity Results with Observed 
Capacity Flows 

Because this was a field validation of the capacity 
calculation procedures, it was desirable to compare 
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the estimated capacities from the Circular 212 and 
SM procedures with observed capacity flows at the 
intersections. To do this, minor street approaches 
operating at or near capacity must be observed. 
Ideally, intersections operating at capacity should 
be observed over a 1-hr period. Unfortunately, flows 
close to capacity were difficult to find and observe 
because any such flows over a period longer than 
about 15 minutes would often call for the considera
tion of traffic signal installation at the inter
section. 

Nonetheless, it was possible to observe flows 
near capacity for a rather short period of 5 min 
(4:40 to 4:45 p.m.) at the Niles Center-Howard in
tersection. All vehicles from the far-side minor 
approach arriving at the intersection waited in 
queue to get to the stop line, and more than 70 
percent of vehicles arriving from the near-side 
minor approach waited in queue. All major road gaps 
greater than 6.0 sec were used (or accepted) during 
this short period. Without doubt, this flow was very 
close to capacity, and only a few more vehicles, 
mainly right turns from the near-side minor ap
proach, could have entered the major road during 
this 5-min period. The number of minor road vehicles 
that entered the intersection in the 5-min period 
was 64, which, if sustained over a 1-hr period, 
would give 768 vehicles. 

During the peak 5-min period, the major road flow 
was 864 vph and was not appreciably higher than the 
mean major road flow of 820 vph. Hence, the 64 vehi
cles that entered or crossed the major road during 
the 5-min period may be, on average, sustained over 
all 5-min periods in the entire 1 hr. 

Discussion 

The new capacity procedures are expected to reflect 
driving conditions during the 1980s and 1990s, yet 
this study examines the accuracy of the methods with 
data from the 1960s. It is important to consider how 
changes in the vehicle fleet and driving conditions 
in general may affect this study's findings. 

It is clear that there have been important 
changes in the vehicle fleet: trucks are now longer 
and heavier and automobiles are smaller and lighter. 
It is not believed that the differences in vehicle 
size would substantially change gap acceptance phe
nomena. In virtually all cases, the size of the 
accepted gap will be much larger than the size of 
the vehicles that define it; therefore a change in 
vehicle size is likely to have a minor effect on gap 
acceptance. Performance characteristics of automo
biles and trucks, particularly acceleration capabil
ity, could have a substantial effect on gap ac
ceptance. 

Data collected by PRC Voorhees in the 1980s in 
their study of passenger car equivalents included 
data on typical vehicle accelerations from a stop 
line at a traffic signal to a target speed of ap
proximately 30 mph l.!ll . Mean accelerations for 
automobiles varied from 4. 4 mph/sec for large auto
mobiles (longer than 15 ft) to 4.7 mph/sec for auto
mobile s shorter than 15 ft. Although the truck sam
ple size was limited, mean accelerations for trucks 
with three or more axles ranged from 3.2 to 2.8 
mph/sec. 

A comparable set of figures for the 1960s vehicle 
population is not directly available. The 1976 
Transportation and Traffic Engineering Handbook (lB, 
pp.22-24) lists normal and maximum acceleration 
rates for various vehicles. The value for passenger 
cars was 3.3 mph/sec, less than the automobile val
ues in the PRC study and nearly equal to their truck 
accelerations. Some data on truck and automobile 
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accelerations for safe crossing from a stop sign are 
contained in the u.s. geometric design guide for 
rural highways (19). Acceleration rates from this 
reference are even lower, on the order of 2 to 3 
mph/sec. 

It would appear that drivers in the 1980s, be
cause of better vehicle acceleration capability, 
would be able to accept smaller gaps than drivers in 
the early 1960s. Whether drivers actually do accept 
smaller gaps is not at all clear. One of the dif
ficulties in comparing acceleration rates is that 
little is known about the driving conditions or 
driver population that form the basis for the data 
from the 1960s (18,19). Because gap acceptance is a 
function, in part, of a driver's perception of a 
potential collision, it is not clear that the im
proved performance of automobiles will necessarily 
result in smaller critical gaps. The best comparison 
that can be offered at this time is a comparison of 
the critical gaps estimated in this study with those 
recommended by the TRB subcommitteei such a com
parison is made in the next section. 

COMPARISON OF CRITICAL GAPS, CAPACITY, AND 
LEVEL OF SERVICE 

~ritical Gap 

Despite the more than 1,100 gaps available for anal
ysis, critical gaps could be estimated reliably only 
for three movements: right turns from the minor road 
with a four-lane major road, and through movements 
crossing both a two- and a four-lane major road (1). 
The R2 values for the transformed data ranged f;-om 
0.64 to 0.98. 

Table 3 gives a summary of the critical gap val
ues obtained from field data and the gaps suggested 
in Circular 212, the Swedish manual, and by the TRB 
subcommittee. Statistical tests of significant dif
ference at the 5 percent level were performed be
tween the estimated mean critical gap from this 
study and those from other sources. At the intersec
tion with a tour-lane major road, the mean critical 
gap estimate of 5. 4 sec for right turns from the 
minor road is not significantly different from the 
TRB subcommittee and SM values of 5.5 and 5.3 sec, 
respectively, but is significantly less than the 
Circular 212 value of 6.0 sec. For the through move
ment across two- and four-lane major roads, the 
estimated mean critical gaps of 6.0 and 6.4 sec are 
significantly more than SM values of 5.6 and 5.9 sec 
and significantly less than Circular 212 values of 
7.0 and 7.5 sec. 

The estimated critical gaps are surprisingly 
close to er itical gaps recommended by the TRB sub
committee. Consistent with review comments received 
about Circular 212, the er itical gaps contained in 
the draft chapter appear to be too high. Swedish 
values, particularly for major road crossing traf
fic, appear to be too low. In considering these 
results, one must remember that there are several 
potential sources of variation in critical gaps 
including characteristics of the drivers in the 
sample (e.g., peak period versus off-peak drivers, 
urban versus rural), site, and vehicle characteris
tics. Although the findings reported here do not 
include all these sources of variation, the con
sistency of the present results with the TRB subcom
mittee recommendations is encouraging. 

Capacity Results 

Table 4 gives a summary of the results of the two 
capacity calculation procedures (see numbers in 
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parentheses). Note that the Swedish manual con
sistently predicted capacities that were 80 percent 
higher than Circular 212 values. In fact, the capac
ity for the far side of Niles Center and Howard 
Street differed by a factor of nearly 4. These re
sults are quite consistent with the recommendation 
of the TRB subcommittee to decrease the er itical 
gaps in Circular 212. Reduced critical gaps would 
have increased the capacity estimates substantially. 

In going through the two procedures, the follow
ing causes for differences were found. 

1. The Circular 212 procedure resulted 
partial volume-to-capacity (V/C) ratios 
minor road movement and hence higher V/C 
the entire approach than the SM. 

in higher 
for each 
ratio for 

2. Circular 212 considered more traffic move-
mente as conflicting streams to a particular minor 
road movement than the SM. 

3. All flows (in vph) exiting into the same 
approach as the minor street movement under con
sideration are divided into the number of lanes in 
that exit in the SM, whereas Circular 212 assumed 
that all such traffic streams conflict with the 
minor road movement. 

4. Both procedures allow for impedance due to 
left-turning traffic blocking the minor road move
ments, but the SM adjustments reduce the calculated 
capacities more than do those of Circular 212. 

The first three differences in procedures made 
the Swedish manual calculated capacities much higher 
than those of Circular 212, and the fourth dif
ference only slightly reduced the calculated maximum 
capacity in SM relative to Circular 212. 

Capacity (both minor approaches) calculated using 
both methods as well as observed capacity for Niles 
Center and Howard are given in Table 5. In addition 
to the capacities from each procedure individually, 
a separate set of calculations was made using criti
cal gaps estimated from field data at the site. The 
use of the estimated gaps substantially increased 
the Circular 212 capacity and only slightly reduced 
the Swedish estimate. 

The conclusion of these capacity comparisons is 
that neither procedure gave very accurate estimates 
of capacity for Niles Center and Howard. After the 
er itical gaps had been adjusted, however, Circular 
212 gave a capacity that was much more reasonable 
(within 10 percent of the field-measured flow). 

Level of Service 

An important feature of all calculation methods in 
the U.S. Highway Capacity Manual is the estimation 
of level of service (LOS). Table 6 gives a summary 
of the reserve capacity and level of service ob
tained from Circular 212. The Swedish manual does 
not compute level of service but contains estimates 
for stopped delay, which can be summed with running 
delay to give an estimate of total delay. For refer
ence, the table includes a column for measured 
stopped delay that was obtained from the films. 

The LOS values in column 3 of Table 6 can be 
compared with measured stopped delay to see if the 
LOS estimates are reasonable. The level of service A 
values (corresponding to delays of 5.0 and 6.5 sec) 
appear to be correctly predicted. There is consider
able ambiguity for levels of service c, D, and E, 
however, because stopped delay ranges from 10. O to 
16.9 sec but is not consistent within service 
levels. The capacity for the far side at Niles Cen
ter is totally wrong. It yields a negative reserve 
capacity. These results suggest that the reserve 
capacity values used for intermediate levels of 



Bakare and Jovanis 27 

TABLE 3 Critical Gap Comparisons 

Vehicle Major Road (p revaili ng speed 30 mph) 
Maneuver Source 

2 lanes 4 lanes 

Right Turn from Circular 212 6.0 6.0 
Minor Road TRB Subcommittee 5.5 5.5 

Swedish 5.3 5.3 
This Study * 5.4 

Left Turn from Circular 212 5.0 5.5 
Major Road TRB Subcommittee 5.0 5.5 

Swedish 4.8 4.8 
This Study * * 

Crossing Major Circular 212 7.0 7.5 
Road TRB Subcommittee 6.0 6.5 

Swedish 5 .6 5.9 
This Study 6.0 6.4 

Left Turn from Circular 212 7.5 8.0 
Minor Road TRB Subcommittee 6.5 7.0 

Swedish 5.B 6.1 
This Study * * 

* Insufficient data 

TABLE 4 Comparison of Calculated Capacities Using Original and Revised 
Procedures 

Capacity (veh/hr) 1 

Minor 
Intersection Approa ch Circular 212 Swedish Manual 

Near 720 (572) 675 (900) 
Kastner-Kirk 

Far 633 (477) 660 (825) 

Near 325 ( 235) 368 (536) 
Howard-Kastner 

Far 335 (248) 417 (577) 

McCormick- Near 384 (288) 410 {565) 
Ori d ge-Grey Far 401 (301) 450 ( 576) 

Nil es Center- Near 460 ( 335) 497 (621) 
Howard Far 379 (109) 416 (422) 

1capacity estimates using original procedures are in parentheses. 

service may have to be revised and that all levels 
of service are too low. 

The Swedish estimates of stopped delay are con
sistently less than measured values: in some cases 
the errors exceed 200 percent. Clearly, these delay 
estimates are inadequate considering any reasonable 
level of accuracy. These results, however, are con
sistent with the overestimates of capacity discussed 
in the previous section. Because the Swedish method 
uses the V/C ratio to compute delay, a high estimate 
of capacity will result in low V/C values and thus 
low delays. 

Table 6 illustrates a fundamental difficulty of 
using reserve capacity as a level of service indi
cator: Reserve capacity cannot be measured indepen
dently in the field for comparison with calculated 
values to assess model accuracy. Level of service 
variables for freeways (density), arterials (average 
speed), and signalized intersections (stopped delay) 
can be measured in the field and compared with model 
predictions. Reserve capacity is a function of model 
estimates and therefore cannot be independently 
measured. 
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TABLE 5 Comparison of Estimates of Minor Approach Capacity with 
Observed Capacity 

Intersection: Nil es Center-Howard 

Capacity of Both Minor 
Practical Capacity Methods ApproacheS\vph) 

* 

* 1. Circular 212 

using 212 tabular critical gaps 

using estimated critical gaps 

2. Swedish Manua 1 Procedure 

using Swedish manual critical gaps 

using estimated critical gaps 

Field-Measured Flow 

443 

835 

1043 

1006 

Based on 5 minute near-capacity flow (v/c > 0.9) 768 

Major road flow in peak/hr = 820 vph 

Equivalent major road flow during 5 minute near capacity (minor road) 

fl ow = 864 vph 

Actually pass. cars per hr., slightly less if vph. 

TABLE 6 Comparison of Calculated and Field-Measured Level of Service 

Circular 212 Average Stopped Delay (sec/veh) 

Intersection Reserve Capacity 
(pch) LOS Swedish Manual Measured 

Kastner- N 545 A 4 .0 5.0 

Kirk F 444 A 3. 3 6.5 

Mcward- H 176 D 4.9 1o.9 

Kastner F 173 D 4.8 16 .1 

Mc Carmi ck- N 79 E 7 .2 11 .o 
Bridge-
Grey F 220 c 6 .2 10.0 

Nil es Center- N 186 D 4 .8 11 .1 

Howard F -204 - 26.5 38 .2 

EVALUATION AND TESTING OF REVISED PROCEDURES generally too high and Swedish gaps too low, the 
revised procedure uses er itical gaps recommended by 
the TRB subcommittee. To allow consistent comparison 
with both the Circular 212 and Swedish methods, the 
same set of critical gaps was adopted for both pro
cedures. 

Model Revisions 

The comparison of model structure as well as the 
empirical results indicate that substantial revi
sions are needed in both the Circular 212 and 
Swedish procedures. Changes were made in critical 
gaps as well as dominant traffic streams in an at
tempt to make the procedures more reflective of U.S. 
drivers and driving conditions. 

Because Circular 212 critical gaps appeared to be 

Several of the definitions of dominant flows used 
in the existing procedures were modified (see Figure 
3). Contrary to the Swedish definition (9,p.6), 
right turns from the major road do affect th; minor 
road movements (by not signaling their intention to 
turn, or doing so when it is already too late for 
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MOVEMENT CIRCULAR 212 SWEDISH MANUAL REVISED 

RIGHT TURN INTO AL._.} !A + A 
R T AT lAR + AT + !AL 

-MAJOR STREET AT Nb 

AR~ , ... -.. 
I 

LEFT TURN FROM AL_J 
' 
,--- A + A A + A A + A + !AL 

~ 
R T T R R T 

MAJOR STREET AT ' -N-
c 

AR~ 

CROSSING MAJOR 't._ 9 !A + A + AL A + A !A + A + A 
R R T T L R T L 

STREET - B ~ 
T 

A ___J B + B + B + BR + BL + B + B + B + B + B 
L L T T ...!.... L T R 

L 
Nd 

AT ,,. 
I 

AR~ I 
I 

o. OR 
LEFT TURNS INTO J r t_eR !AR + AT + AL AT + A 

L 
!A + A + A 

R T L 

-
MAJOR STREET A __}> BT + B + B + B B + B + BL + BT + ~BR 

L ,r--BL 
L T R L T 

l\T + D + D 
N 

D - a + D + 
T R T R 

AR--i 

~,, 
+ D + D 

I T R 
I N 
I a 

N = NUMBER OF LANES IN THE EXIT DIRECTLY OPPOSITE APPROACH IN QUESTION. 

FIGURE 3 Original and revised definitions of dominant traffic flows. 

the gap to be used by the nonpriority stream). Defi
nitions of dominant streams in the two procedures 
were also changed where any of the exits from an 
intersection had more than one lane. 

The suggested definitions of dominant flows in
cluded one-half of the right-turn traffic from the 
major road (AR) as dominant to the right turns 
into the major road (like Circular 212). For the 
same reason that right-turning drivers from the 
major road may not signal their intention to turn 
and hence influence nonpriority (or subordinate) 
movements, left-turning major road vehicles (Ar,) 
likewise sometimes do not show thei r intention to 
turn lefti hence one-half of such traffic flows is 
included in the definitions suggested. In addition, 
and for the same reason, only one-half of the right
turning traffic approaching from the left of left
turning minor road vehicles (8R) is dominant to 
this subordinate movement. 

Evaluation of Revised Method 

The new procedures were used to calculate capacities 
at the four intersections (Table 4). The modifica
tions increased the capacities estimated using Cir
cular 212 by 100 to 150 vehicles per hour. Although 
the calculated capacities for the Swedish method 
were generally reduced by 125 to 165 vehicles per 
hour, the values still generally exceeded the Cir
cular 212 estimates. 

The reasons for the much higher capacity estimate 
using the Swedish procedure were examined in detail 
for the Niles Center-Howard intersection. Table 7 
links major components of the Swedish method cal
culations by summarizing service times and stopped 
delay for different sets of critical gaps and cal
culation procedures. 

r.ooking at the results for the near-side approach 
first, the service time entries illustrate the im
portance of critical gap. When service time was 
estimated using the revised procedure the time for 

through and left-turn movements increased by 2.5 and 
3.5 sec, respectively. Even with the revised proce
dure, however, the through and left-turn service 
times were 1.7 and 3.6 sec less than the respective 
times measured directly from the films. These re
sults appear to reflect fundamentally different 
behavior of U.S. and Swedish drivers in the data 
sets. In Figure 2, service time is made up of both 
gap acceptance time (S - M) and move-up time (M). 
Both values would appear to be different for U.S. 
and Swedish drivers, particularly for left turners. 

The increase in service time estimated with the 
revised procedure is reflected in the substantially 
higher delay estimated for the near-side approach; 
the stopped delay increases from 7. 2 to 12 .1 sec 
when field-measured values are used. Interestingly, 
the 12.1 sec average delay is an error of only l sec 
compared with field-measured delay. 

Results for the far side were, unfortunately, not 
completely comparable because vehicles crept into 
the intersection from the minor road as a result of 
a high percentage of major road right turns <l>· As 
a result, critical gaps and service times for the 
approach are atypical. Notice, however, that field
measured service times are again somewhat higher 
than the estimated times, particularly for through 
movements. The implications of the service time 
differences were again reflected in the delay 
values: The adjusted Swedish delay is 10.5 sec less 
than field values. Field-measured service times, 
however, give an average vehicle delay that is only 
3.5 sec less. 

These detailed comparisons, although only for two 
intersection approaches, seem to indicate that the 
Swedish delay model may be valid if it is provided 
with accurate service times. Much more research on 
U.S. traffic is needed to revise the Swedish service 
time charts to better reflect U.S. drivers and con
ditions. The procedure does seem to have significant 
promise for delay prediction if updated accurately. 
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Summary 

Table 8 gives a summary of four sets of level of 
service calculations: Columns 2 and 3 give values 
from the revised Circular 212; column 4 is the delay 
from the revised Swedish procedure; and the last 
column is field-measured total delay that is devel
oped by adding 10 sec of running delay (.!_) to 
field-measured stop delay. 

A comparison of Circular 212 LOS and the measured 
delays shows good correspondence at the extremes, A 
and E. The results for LOS B-D are less clear and 
differentiable: A measured delay of 20 sec is as
signed LOS C and B, and 21 sec gives LOS D. The 
Swedish delay values correspond very well with the 
measured delay except at LOS E and appear to track 
fairly consistently with the LOS estimates from 
Circular 212. 

The poor results for LOS E are not totally sur
prising given the comments by Swedish researchers 
that traffic densities in their data set were much 
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lower than u.s. conditions. It is characteristic of 
queueing theory models that delays increase most 
dramatically and variably at high V/C ratios. It is 
likely that the far-side Niles Center-Howard ap
proach, which is very heavily congested, had traffic 
conditions that were beyond the range of most of the 
Swedish data. 

CONCLUSIONS AND RECOMMENDATIONS 

A study has been completed of the conceptual struc
ture and field validity of two procedures to esti
mate unsignalized intersection capacity and level of 
service. Among the major findings of the analysis 
were 

1. The procedure in Transportation Research 
Circular 212 !ll contains critical gaps that are too 
large for U.S. conditions. The critical gaps pro
posed by the Transportation Research Board Subcom-

TABLE 7 Comparison of Swedish Manual Service Time Model with Direct Field Measurements 

Service Time (sec) Average Stopped Delay (sec/veh) 

Critical Gaps from: Using 
Field 

Measured 
Service 

Minor Revised Field Revised 
Approach Movement SM SM Measured SM SM Times 

R 4 5 4.1 

Far T 7.8 7.8 10.1 * 27. 7 34.6 

L 9.7 9.3 9.1 

R 4 4.5 4.7 

Near T 8. 5 11.0 12.7 7.2 7.7 12.1 

L 7 10.5 14.1 

*v/c ratio greater than 0.8; procedure not applicable 

TABLE 8 Comparison of Estimated and Fieh1-MeasW'etl Level ur Service 
Measures for Revised Procedures 

Average Total Delay 
Circular 212 (sec/veh) 

Intersection Reserve 
Capacity LOS Swedish Measured 

Kastner- ti 695 A 18.0 15 .0 

Kirk F 622 A 17. 3 16 . 5 

Howard- N 256 c 24 .2 20.9 

Kastner F 297 c 23. l 26. l 

McCormick- N 181 0 25.0 21 .7 
Bridge-
Grey F 320 R 19. 7 20.0 

Nil es Center- N 311 B 19.3 21 . 1 

Howard F 62 E 36. 9 48 .2 

Field 
Measured 

38.2 

11.1 
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mittee on Unsignalized Intersections appeared to be 
more rational and better reflect the data in this 
study. 

2. When critical gaps were revised and some 
modification was made to the definitions of dominant 
volumes, the Circular 212 procedure gave satis
factory estimates for LOS A and E but could not 
clearly differentiate levels B-D. 

3. The procedure in the Swedish Capacity Manual 
<!l consistently overestimated capacities and under
estimated delays. The critical gaps proposed in the 
method were generally too small for u.s. drivers. 

4. When er itical gaps and dominant flows were 
redefined, the Swedish procedure still gave higher 
capacities than Circular 212. Delays from the re
vised procedure corresponded fairly well with field
measured values. 

5. Detailed comparison of field data with values 
in the Swedish manual indicated that fundamentally 
different driver behavior in the United States and 
in Sweden contributes to some of the method's inac
curacy. When the Swedish delay model was used with 
capacity (service time) data obtained directly from 
the field, very accurate estimates of delay were ob
tained. The results imply that the delay model is 
conceptually sound but needs to be used with data 
that more accurately reflect U.S. drivers and 
conditions. 

rt is recommended that further field testing be 
conducted using the Circular 212 procedure. Although 
the number of intersections in this study was 
limited, it is clear that critical gaps should be 
changed and that dominant volumes may need revision. 
Further field tests are needed to generalize these 
research results. 

It is strongly recommended that a research study 
be conducted to determine the applicability of the 
Swedish method to u.s. conditions. A major potential 
advantage of the Swedish method is its use at four
way stop signs and at two-way stops with platooned 
major street volumes. The Circular 212 procedure is 
valid only for two-way stop or yield control with 
random major street arrivals, a condition that does 
not exist in many urban areas where controls are 
located near signalized crossings. 

The other major advantage of the Swedish method 
is the output of estimated delay per vehicle. If the 
method can be adapted to U.S. conditions, a proce
dure would be available to estimate minor street 
delays for traffic signal warrants. Obviously a 
major field data collection and analysis effort will 
be required to revise the Swedish manual. In the 
long term, this is probably a worthwhile investment. 
The Circular 212 procedure, with revised critical 
gaps and possibly revised dominant flows, would seem 
to perform adequately in the meantime. 
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Use of the NCH RP Signalized Intersection 

Capacity Method--A South African Experience 

ADOLF D. MAY, WESSEL J. PIENAAR, and CECIL A. ROSE 

ABSTRACT 

The primary objective of this study was to 
assess the applicability of the proposed 
NCHRP operations method for signalized in
tersection capacity analysis to south Afri
can traffic conditions. Secondary objectives 
were first, to review the reactions of 90 
engineers who received a 5-day intensive 
course on the use of the NCHRP method and 
second, to draw a comparison between the 
predictions of th is new method, those that 
could be obtained using the Highway Capacity 
Manual (HCM) method, and the relevant field
measured data. The analysis was based on 
applying the proposed NCHRP Operations Meth
od to ten South African intersection data 
sets for which not only input data but also 
field measurements of lane saturation flows, 
stopped delays, queue lengths, and percent 
vehicles stopped were available. T~e ten 
intersections varied from simple geometri
cally designed intersections with pretimed 
two-phase signals to more complicated inter
sections with actuated multiphase signals. 
The NCHRP method is validated by evaluating 
its predictive accuracy under conditions 
experienced at the ten South African inter
sections. The validation is supplemented by 
the following analyses: a comparison of lane 
saturation flows using the proposed NCHRP 
and HCM methods, factors influencing satura
tion flows, the possibility of a default 
value for saturation flow, an assessment of 
stopped delay predictions using measured 
saturation flow as input, and an assessment 
of permissive left-turn stopped delays. The 
conclusions include the identification of 
the strengths and weaknesses of the NCHRP 
method under South African traffic condi
tions and the identification and quantifica
tion of alternative procedures and default 
values that would enhance the method's ap
plication in that country. In general, the 
proposed NCHRP method providse accurate re
sults, and its ability to estimate satura
tion flow is better than that of the HCM 
method. One of the find ings was that the use 
of a base saturation flow of 1,900 vehicles 
per hour of green per lane, combined with 
heavy vehicle adjustment factors having 
twice the magnitude of the NCIJRP factors, 
would provide saturation flow estimates with 
roughly 60 percent smaller mean errors under 
South African traffic conditions. 

As part of NCHRP Project 3-28 to update the 1965 
Highway Capacity Manual (HCM) (1), work has been 
carried out by JHK & Associates, in cooperation with 
the Traffic I nst itute, Northwestern University, 
leading to a proposed new method for signalized 

intersection capacity analysis. This work is still 
in progress, and a number of draft documents de
scribing the proposed method have been made avail
able. The three drafts of interest in this study are 
those dated December 1981 (~) , May 1982 <ll , and 
February 1983 (4). 

In July 1982 the principal author visited South 
Africa at the invitation of the Southern Africa Road 
Federation to conduct two courses on the application 
of the NCHRP method. At each course location a co
instructor assisted with the presentation, and a co
author participated in each course. At the first 
course, offered in Pretoria, John Sampson acted as 
coinstructor and coauthor Wessel Pienaar partici
pated as a delegate. At the second course, held in 
Stellenbosch near Cape Town, coinstruction was of
fered by John Jones, and coauthor Cecil Rose par
ticipated as a delegate. As part of the courses, 
data were collected at five intersections at each 
location to allow course members to apply the method 
under South African conditions. These data were also 
used to relate certain measures of effectiveness 
(MOEs) predicted by the NCHRP operations method to 
those measured at the intersections. It is with this 
comparison of estimated and field-measured MOEs that 
this study is primarily concerned. 

SCOPE OF STUDY 

The primary objective of this research was to assess 
the applicability of the draft NCHRP signalized 
intersection capacity operations mP.t.hn~ to South 
African traffic conditions. Secondary objectives 
were first, to review the reactions of approximately 
90 course delegates to the use of the method and 
second, to draw a comparison between the predictions 
of this new method, those that could be obtained 
using Chapter G of the 1965 HCM, and the relevant 
field-measured data. 

The primary objective was addressed by a detailed 
analys is of ten i ntersections, supplemented by a 
comparison of the predicted values of f ou r MOEs with 
the field-measured values where these were avail
able . The f ou r MOEs examined wer e saturation flow, 
ave rage stopped delay, percent vehicles s topped, and 
max.i mum queue length. The l!lrafts of the method used 
in this analysis were those dated May 1982 (3) and 
February 1983 (4), although the December 1901 (2) 
draft was used a~ the basis of instruction a nd work
shop sessions during the two courses. At the com
pletion of each course, delegates were asked to 
comment on the deficiencies and difficulties of the 
method. It was hoped that this would point to areas 
that require simplification, those that need further 
clarification in the descriptions, and those on 
which course instructors should place greater em
phasis. 

A description of courses and a summary of dele
gates' comments are supplied in the next section. 
The third section is a presentation of characteris
tics of the ten analyzed intersections, and a brief 
overview of south African urban travel conditions is 
supplied. In the fourth section, a validation of the 
method under South African conditions, supplemented 
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by additional saturation flow and stopped delay 
analyses, is presented. The fifth section contains 
concluding remarks and a summary of the most sig
nificant results. 

THE COURSES 

The topic covered by the courses was the analysis of 
signalized intersection capacity. The subject matter 
was based on the proposed new NCHRP method as con
tained in the December 1981 draft of the documents 
prepared by JHK & Associates !ll . 

The first half of each course was intended to 
instruct students in the background, supporting 
theory, and use of the method. Both the planning and 
the operations applications were covered. The exam
ples supplied in the text of the document were used 
in the instruction sessions. To give delegates 
further hands-on experience in the use of the meth
od, five sample intersections located in the San 
Francisco Bay region were analyzed by groups of 
students using data obtained in advance by the prin
cipal author. 

The latter half of each course was a workshop 
designed to bring delegates into contact with a 
particular local intersection and to have them 
undertake field measurements of the four major MOES 
and analyze the performance of the intersection 
using the method. The delegates worked in groups 
analyzing the five local intersections at each loca
tion. Details of the ten intersections are given in 
the third section. 

Each intersection was observed by the designated 
groups for a period, which included the evening peak 
period, of 1.5 to 2 hours. Geometric data, traffic 
flow data, traffic conditions, and control details-
in effect steps 1 to 4 of the operations applica
t ion--were recorded before the visit to the sites. 
Groups were required to confirm the correctness of 
the previously collected data and then take in situ 
measurements of saturation flows, stopped delays, 
percent vehicles stopped, and maximum queue length 
in each lane group. Lane groups were selected by the 
delegates before the site visits. The site observa
tions, therefore, served a dual purpose: first, to 
give the delegate groups practical experience in the 
operating conditions at an intersection and second, 
to collect the MOE data required for comparative 
purposes later in the analyses. 

Delegate Comments on Procedural Deficiencies 

On the basis of the intensive instruction sessions 
and the experience gained from the use of the method 
on at least two example intersections and one lo
cally analyzed intersection, delegates were asked to 
note the difficulties and deficiencies they per
ceived in the use of the method under South African 
operating conditions. Only those statements made by 
two or more persons have been included. The comments 
made by the course delegates on the procedures in
cluded in the operations application, in order of 
decreasing frequency of occurrence, were 

1. The procedure for determining left-turn 
(S.A. right) delay was inadequate; 

2. The application was long, tedious, and cum
bersome considering the perceived accuracy; 

3. Saturation flows were underestimated because 
of adjustment factors relating to area type; 

4. Greater clarity is needed in lane group 
selection guidelines; 

5. Stopped delay calculated by the Appendix C 
procedure was unreasonably high; 
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6. Results are too heavily dependent on user's 
judgment; 

7. The treatment of heavy left turns, es
pecially in double turn lanes, is inadequate; 

8. Improvement is needed in the handling of 
left turns from single lane approaches; 

9. Confident use of the method requires con
siderable learning and practice time; 

10. It is difficult to determine critical lane 
groups in the event of overlapping phases; and 

11. The two applications use different level of 
service concepts. 

In the ongoing development and refinement of the 
proposed method, several issues raised in this sec
tion have in fact been receiving further attention. 
Subsequent drafts of the document <1•i> have incor
porated changes in response to similar comments from 
other sources. 

Comments 1-6 are dealt with to an extent in the 
fourth section of this paper where comparisons are 
drawn between measured saturation flows and stopped 
delays and those predicted by using different pro
cedures included in the operation application. 

DESCRIPTION OF STUDY AREA 

The location and characteristics of the ten inter
sections to which the new NCHRP operations method, 
taught at this course, was applied are described. In 
addition, a brief overview is supplied of South 
African urban travel conditions, which could have 
influenced the accuracy of the method and possibly 
underlay certain comments made by delegates. 

Location and Characteristics of Intersections 

The ten intersections analyzed were selected before 
the courses began. A variety of design and control 
features as well as relative proximity to the course 
locations were considered. The five intersections 
analyzed at the Pretoria course are located within 
the municipal area of that city. Two of the inter
sections have four approaches, one is formed by the 
intersection of two one-way streets, and the remain
ing two intersections are in the form of skewed 
T-junctions. The five intersections analyzed at the 
Stellenbosch course are situated within the Cape 
Town metropolitan area. All the Cape Town intersec
tions have four approaches. The locations of the ten 
intersections are given in Table 1. A summary con
taining ranges of the most pertinent intersection 
input data is given in Table 2. 

South African Travel and Vehici e Characteristics 

Driving conditions in South Africa differ from those 
experienced in the United States, where the method 

TABLE 1 Location of the Ten Analyzed Intersections 

Center 

Pretoria 
Pretoria 
Pretoria 
Pretoria 
Pretoria 
Cape Town 
Cape Town 
Cape Town 
Cape Town 
Cape Town 

No. 

1 
2 
3 
4 
5 
1 
2 
3 
4 
5 

Street Location 

Duncan Street and Lynnwood Road 
Burnett Street and University Road 
Pretorius Street and Schoeman Street 
Curson Street and Walton Jameson Avenue 
Curson Street and Kirkness Street 
Darling Street and Buitenkant Street 
Hertzog Boulevard and Pirow Street 
Main Road and Campground .Road 
Weltevreden Road and Duinefontein Road 
Modderdam Road and 35th Street 
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TABLE 2 Range of Values of Input Variables 

Input 
Ran.e:e 

Jnput 
Ranae 

Variable Pretoria Cane Town Variable Preloria Cane Town 

Approach 5.0-11.0 6. 1-14.B Approach 97-1776 336-2196 
Widths Volume {vph) 

(me te rs) 

Lane Widths 3.0-5.0 2.6-4.0 Left Turning 0-216 25-412 
(m eters) Volume 

Lanes per 1-3 2- 4 Right Turning 0-492 O-BB3 
Approach Volume 

Grade or 0 0 to 4 Pe rce nlage 0-7 1-1 7 
Apvru1:tch He avy 

Vehicles 

Peak Hour 0.B5 0.71- 0.9B No. of Buses 0-4 0-7 
Factor 

Bus Stops lY- 14N lY - 19N Pedes trian <10 - 65 <10 - 5 19 
Volume s 
(P/ hr) 

Parking None !Y - 19N Arrival Type 3 and 5 1 - 5 

No. or Non e None P h ases/Cycle 2 and 3 2.3 an d 4 
Parking 

Maneuvers 

Area Types 5 other 2BD 3 other Cycle Lengths 55-60 72-143 
(eecs.) 

is being developed and validated. First, the typical 
South African car has manual transmission and the 
exterior dimensions of a compact car. These features 
might lead to greater maneuverability at intersec
t ions with tight geometric design. In addition, 
observations indicate that South Africans drive at 
faster cruising speeds, accelerate faster after 
stops, allow for shorter headways, and are less 
inclined to yield the right-of-way to pedestrians 
than are their U.S. counterparts. In combination, 
these factors have the potential to increase vehicle 
throughput (volume) at South African intersections. 

Second, signal timing and law enforcement prac
tices differ in the two countries. South African 
practice favors short amber periods and common use 
of all red periods. Further, South African road 
ordinances require that an intersection be clear at 
the commencement of red. Turning on red is not per
mitted. Collectively, these control practices not 
only reduce effective green time but also inhibit 
the capacity of turning lanes. 

Third, there are differences in design principles 
that can affect intersection capacity: 

1. South African practice favors midblock bus 
stops instead of the commonly found near-side or 
far-side bus stops at intersections in the United 
States. 

2. With the exception of certain central busi
ness districts, on-street parking in South Africa is 
~learly divorced from intersections. 

Both of these design principles should lead to 
greater intersection capacity, and hence increased 
saturation flows, in South Africa. 

Although these differences in travel conditions 
are not exhaustive, they should set the scene for 
the validation attempt described in the next section. 

VALIDATION OF THE NCHRP OPERATIONS APPLICATION UNDER 
SOUTH AFRICAN CONDITIONS 

The groups of course delegates were assigned to 
measure the values of the four MOEs at the pre
viously mentioned intersections. After taking the 
measurements, each group supplemented the values it 
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obtained with estimates made using the method. These 
yruup estimates were subsequently revised by the two 
teaching assistants. Their revisions were again 
reviewed and verified by the authors. The validation 
discussed here makes use of these values. 

Two of the MOEs, average queue length and percent 
vehicles stopped, are not analyzed because they are 
derivatives of average stopped delay and do not 
require any other independent variable as input. 

It should be noted that, although South African 
rules of the road require driving on the left-hand 
side, all references to left and right are reversed 
to coincide with U.S. terminology. All units of 
length are metric. In the following analysis, it is 
assumed that the field-measured values are correct 
and that any differences between predicted and mea
sured values are ascribable to errors in the methods. 

Val.idation of Saturation .Fl.ow Estimates 

Field-measured saturation flow and directly compa
rable saturation flow predicted by the NCHRP method 
and the HCM method are available for 35 of the 74 
originally analyzed lane groups. Because of low 
flows, saturation flow measurements could not be 
made at the remaining lane groups. A summary of 
these saturation flows is given in Table 3. The 
intersection number, direction of movement, per
mitted traffic movement, and number of lanes per 
lane group are identified. The columns represent the 
previously mentioned saturation flows. The error of 
estimate per lane group is also supplied for both 
the NCHRP and the HCM methods. Statistical analyses 
were performed and their results are given in Table 
4. The table gives data on four classes of lane 
groups: single lane exclusive left turn (S.A. 
right), single lane through and shared through and 
turn, two-lane through and shared through and turn, 
and three-lane through and shared through and turn. 

The table also gives the total sample of lane 
groups collectively. The following statistics are 
calculated: overall mean saturation flows, standard 
ueviation, mean error, and linear regression analy
ses between measured and estimated values. To assess 
the degree of similarity between calculated and 
measured flows on a qualitative basis, it was de
cided to regard all estimates closer than 10 percent 
to the measured values as "good." Those predictions 
further than 10 percent but up to 20 percent are 
regarded as "fair," and those further than 20 per
cent astray from the measured values are regarded as 
"poor." A summary of this qualitative assessment of 
the NCHRP method's ability to predict saturation 
flow per lane group is given in Table 5. This table 
shows that approximately 50 percent of the method's 
lane group saturation flow estimates are good pre
dictions, and 75 percent are fair estimates or bet
t~r. ~h€ method very slightly underestimates satura
tion flow. 

Comparative Analyses of Lane Saturation Flow 
Estimates Using the NCHRP and HCM Methods 

Saturation flow estimates obtained using the NCHRP 
method and those obtained using the 1965 HCM method 
are compared, and these saturation flow estimates 
are related to the field-measured saturation flows. 
The reason for attempting this analysis is twofold. 
First, because the NCHRP method is meant to replace 
the HCM method, it would be useful to know whether 
it is superior to the method it is to replace. Sec
ond, although the course delegate comment that the 
method underestimates saturation flow cannot be 
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TABLE 3 Lane Group Saturation Flow Results (vphgl) 

~ c IJ)' 
Measured Predicted Saturalion Flow 0 .... c ~ ~ "' ..... c 

<J) ... .... ~ ~ j ~ Saturation ... "' u 

~ il "' "' "' Flow ... :> :> • ~ NCHRP Melhod 1965 HCM Mellrnd c :::> ..... 0 0 0 
>-<Z Q :>:: :>:: z .. Calculated Error Calculated Error 
Pl• NB TV' 2 2449 3335 +886 2600 +151 
Pl SR ~ 2 2975 286~ -112 2270 -705 
Pl EB 7 2 3302 3801 -001 2560 -742 
P3 NE t 1 1860 1782 -078 1583 -277 
P3 NB t 1 1880 1782 -098 1583 -297 
P3 NB t 1 1610 1782 +112 15B3 -057 
P3 WB f- 1 1B60 1755 -105 1535 -325 
P3 WB f- 1 1800 1755 -045 1535 -265 
P3 WB f- 1 1800 1755 -045 1535 -265 
P4 SB ~t·. 1 1072 1120 +148 B35 -237 
P4 WB -1 1455 1676 +221 1300 -155 
P4 WB ~ 1 906 1592 +686 1300 +394 
P5 SB .l- 1 1800 1728 -072 2151 +354 
P5 WB t= 2 3600 3492 -108 3109 -491 

C2 .. NB !'It-' 3 6056 5324 -732 45B5 -1471 
C2 NB \ 1 103 BB -015 165 +082 
C2 SB '· 1 1154 1024 -130 BOB -346 .. 
C2 SB 

~ 
3 5562 4879 -683 4023 -1539 

C2 EB 2 3658 3452 -406 3156 -702 
C2 WE [' 1 270 BB -182 218 -022 
C2 WE F.i 3 4018 4331 +313 16B1 +663 
C3 NB fl' 1 1420 1463 +043 1430 +010 
C3 SB ~ 1 1700 1516 -1B4 1B59 +159 
C3 EB -:;-t 1 1976 1475 -501 1385 -591 
C3 WE ~ 1 1993 1494 -499 1681 -312 
C4 SB ~ 2 3066 3326 +260 3050 -016 
C4 EB ....,, . 2 2696 3143 +447 2644 -052 
C4 EH . .J 1 338 558 +220 592 +254 
C4 WB I=;; 2 2620 3259 +639 25B4 -036 
C5 NB •:ft 2 2660 2908 +246 2441 -219 
C5 SB ~ 1 1856 1226 -630 1197 -659 
C5 l!:B ::::i 2 3103 3420 +317 3111 +008 
C5 EB 

~ 
1 1765 1454 -311 1140 -625 

C5 WE 1 1669 1287 -582 1287 -582 
C5 WB 2 3600 3449 -151 3357 -243 

Total 80082 78962 -1100 70926 -9156 

•p denotes Pretoria .. C denotes Cape Town 

TABLE 4 Statistical Analysis of Lane Group Saturation Flow Results 

Estimate Estimate 
Sample and Calculation Measured NCHRP 1965 HCM 

Single lane exclusive left turn 
(S.A. right) 

Number of groups 7 7 7 
Mean saturation flow 1051 818 780 
Standard deviation 802 573 454 
Mean error N/A 296 367 

Single Jane through and shared 
Number of groups 14 14 14 
Mean saturation flow 1654 1627 1521 
Standard deviation 330 171 297 
Mean error N/A 205 264 

Lane groups with two Janes 
Number of groups 11 11 II 
Mean saturation flow 3084 3268 2807 
Standard deviation 463 214 356 
Mean error N/A 325 306 

Lane groups with three lanes 
Number of groups 3 3 3 
Mean saturation flow 5212 4845 4430 
Standard deviation 1063 497 355 
Mean error N/A 576 1224 

All lane groups 
Number of groups 35 35 35 
Mean saturation flow 2288 2257 2027 
Standard deviation 1313 1268 1117 
Mean error N/A 293 380 
Linear regression 

Y-intercept N/A +53 +43 
Slope N/A +0.991 +1.108 
Corr. coef. (r) N/A 0.96 0.94 

Note: N/A = not applicable. 

TABLE 5 Qualitative Assessment of the Method's Ability 
to Predict Saturation Flow on a Lane Group Basis 

Good Fair Poor Total 
--- ---

No. % No. % No. % No. % 

Overestimate 6 17 .2 3 8.6 4 I 1.4 13 37 .1 
Underestimate 11 31.4 6 17.1 5 14.3 22 62.9 

All 17 48.6 9 25.7 9 25.7 35 100.0 

Pretoria 10 28.6 2 5.7 2 5. 7 14 40.0 
Cape Town 7 20.0 7 20.0 7 20.0 21 60.0 

supported statistically in this study, it would be 
interesting to establish the performance of the 
NCHRP method relative to the HCM method. Lane group 
saturation flow results of both methods are sum
marized in Table 3, and a statistical analysis 
thereof is given in Table 4. A comparative analysis 
of saturation flow results for through and shared 
through and turn groups, expressed on a per lane 
basis, is given in Table 6. Despite the bias in flow 
volumes between the cities, Tables 4 and 6 show that 
the NCHRP method not only estimates saturation flows 
more accurately per city and per type of lane group, 
but in each case it also predicts values higher than 
does the HCM method. 
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TABLE 6 Comparative Analysis of Through and Shared Lane Group 
Saturation F1ow Results 

Cnlcu - 8aluralion ~'low {vphgJ ) 
laUun 

Measu r e d ~ f\Cl!RP . llCM 
Prel. Cape Tola I Pre l. Cape I Tola\ Prel. Cape Tola\ 

Town Town I Town 

No. of I 
Grouo.5 • 14 ! 14 2B 14 14 2B 14 14 2B 

No . or 
Lanes 18 27 45 18 2 7 4:; Ill 27 45 
A.vg . 
Sat, 
Flow 157B 1650 162 1 1657 1592 1617 1416 1497 1465 

I I ,. i I I Std. " 
Dev. 297 I 275 I 2B4 !I 152 I 117 I 131 276 176 216 

Mean ! ~/A (I l Error N/ A""" N/A 129 201 172 262 223 239 

I ! ·' I I 
Over-

II I 

~ 
I I 

I ests. N/A : .~/A I i'\ / A 7 I 
14 I 21 4 7 11 

l II I u Under-
ii I 1: I 

es ls. 't'./A N/A 1'/A 11 I IJ 24 14 20 34 

Range 

.. : · 1 
43 • 1 • 57 . B . B . 

of N/A N/ A N/A 501 666 371 659 659 
Errors 
per 
S•l. Ln . I I I I I I 
1\ Single lane exc lusive turning movement groups are 

summarized in the top r ow of Tabl e ~. 

** N/A denotes 11 not appli c able." 

Factors Influencing Saturation Flows 

In the determination of saturation flow the NCHRP 
method considers the effect of nine variables. In 
this analysis it was necessary to eliminate five of 
these variables because of an insufficient range of 
pertinent data. Also, because essentially only 
through and shared through and turn lane groups were 
being analyzed, the left-turn factor (S .A. right) 
was also omi ttPrl. 'T'he only r'imaining factors were 
lane width, heavy vehicle, and right-turn factors 
(incorporating pedestrian volumes and percentage of 
right turns) • 

Table 7 gives the ratio of measured to calculated 
saturated flows (M/C) for both areas and the values 
u( lhe four remaining variables analyzed. The table 
is arranged in order of decreasing M/C ratio of each 
area. The data for the Pretoria group show less 
variation in the ratio, when the extremely low value 
of 0.57 is disregarded, than is shown by the Cape 
Town data. There is no discernible correlation be
tween the value of the ratio and any of the values 
of the four input variables. Note also that in the 
case of percent heavy vehicles these data range only 
between 0 and 7 percent, with eleven of the values 
between 2 and 5 percent. This compares with a range 
of 1 to 17 percent heavy vehicles in Cape Town. The 
Pretoria data also lack sufficient range for the 
right-turn percentage and pedestrians, leaving 
little opportunity to draw conclusions. 

Examination of the Cape Town data set of 14 lane 
groups reveals no apparent correlation between the 
M/C saturation flow ratios and lane widths, percent
age right turns, or pedestrians. This is despite the 
fact that the values of the variables show greater 
variation than do those for the Pretoria intersec
tions. It can, however, be observed that there is a 
correlation between the variation of the M/C ratio 
and the percentage of heavy vehicles in the traffic 
stream. It was found that as the M/C ratio de
creases, the percentage of heavy vehicles increases. 

As a further check, the adjustment factors for 

TABLE 7 Factors Affecting Saturation Flow 

Sat Flow I Lane 

I/S A ppr # Meas Cale MIC Lane % HV %RT Peds. 
# Lanes Width 

(Ml 

pJ• we I 1860 1755 1.06 37 5 0 0 
PJ NB I 1880 1782 1.05 J 7 2 0 0 
Pl SB 2 1487 l4JI 1.04 JO J 55 50 
PJ NB I 1860 1782 I 04 J .7 2 0 0 
PS SB I 1800 177R I 04 In 1 0 0 
PS we l 1800 1746 I OJ J 7 1 0 0 
PJ we I 1800 I 75S I OJ J 7 s 0 0 
PJ we I 1800 1155 I.OJ J .7 5 0 0 
Pl EB 2 16SI 16SO 1.00 J.0 J 1 6S 
Pl NB I 1640 1782 0 92 J 7 2 0 0 
P4 SB 1 1072 1220 0 88 J ,O 7 4S 25 
P4 we I 1455 1676 0.87 J .O 4 0 10 
Pl NB 2 1225 1667 0.7J J .O 0 2J 2S 
P4 we I 906 1592 0 57 JO 4 19 10 
CJ .. EB I 1976 1475 I 34 J.3 2.4 21 20 
CJ we I 199J 1494 I JJ JO 5,6 0 18 
Cl NB ) 2019 I 77S I 14 J 7 7.J 0 490 
Cl SB J 18S4 1626 I 14 J_7 2.4 JS 10 
C2 EB 1 1929 1726 I 12 J 7 1.6 17 18J 
CJ SB I 1700 1516 1. 12 J 0 J 9 0 156 
cs we 2 1800 l 72S I 04 J 6 7 5 l 10 
CJ NB I 1420 146J 097 J _J 8.5 JO 96 
Cl we J IJJ9 1444 0 9J J .7 I. I 28 Sl6 
C4 SB 2 ISJJ 166J 0 92 J 7 7. 7 16 10 
cs NB 2 \JJO \4S4 0 91 J 6 13.4 48 10 
cs EB 2 \ SSI 1710 0.91 J .6 9,8 0 15 
C4 EB 2 1348 IS71 0.86 J .7 17. 1 21 J6 
C4 we 2 IJIO \6JO 0,80 J 7 14.9 16 10 

• P denoles Pretor ia •• C denotes Cape Town 

the other eight variables influencing saturation 
flow were aggregated to see whether in combination 
they displayed any trend that could have an effect 
on the M/C ratio. It was found, however, that the 
values of combined adjustment factors, minus the 
heavy vehicle factors, are uniformly distributed, 
yielding an average of 0.926 with a standard devia
tion of only 0.073. A regression analysis of the 
value of the M/C ratio versus the percentage of 
heavy vehicles (%HV) yields the following equation: 

M/C = l.20-0.022(%HV) : r = -0.67 (1) 
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From Equation 1 it can be deduced that when the 
M/ C ratio equals 1.2, the percentage heavy vehicles 
is zero. Likewise, when M/ C = 1.0, the percentag e 
heavy vehicles is 9.1. Among the 14 lane groups 
investigated, three sizes of groups can be identi
fied: four groups consist of one lane each; seven 
groups contain two lanes; and three groups have 
three lanes each. For each lane group size a regres
sion analysis of the field-measured versus cal
culated saturation flows was performed. using these 
regression analyses, the expected flows were cal
culated for each lane group size that would yield 
M/C ratios of 1.0 and 1.2, respectively . It was 
found that for groups wi th one, two, and three 
lanes, an M/C of 1.0 can be expected when the actual 
flows equal 1,368, 1, 750, and 1,502 vehicles per 
hour of green per lane (vphgl) • When these flows are 
multiplied by 1.2 to represent the saturation flows 
where the expected M/C ratio would equal 1.2, a 
weighted average base saturation flow of 1,906 vphgl 
(~1,900) is found. At 0 percent heavy vehicles, 
the average combined adjustment factor of 0.926 will 
reduce the re-estimated base saturation flow of 
1,900 vphgl to an adjusted saturation flow of 1,760 
vphgl. 

With a weighted average actual saturation flow of 
1, 588 vphgl containing 9 .1 percent heavy vehicles, 
the adjusted flow of 1,760 vehicles will have to be 
scaled down by a factor of O. 902 to represent the 
actual effect these heavy vehicles have on satura
tion flow. This compares with an adjustment factor 
of 0. 955 used in the NCHRP method for 9 .1 percent 
heavy vehicles. This leads to the conclusion that 
heavy vehicles in the study area tend to affect th e 
flow of cars twice as adversely as do heavy vehicles 
in the United States. Re-estimated heavy vehicle 
factors for South African conditions are given i n 
Table 8. 

Default Value for Adjusted Sa turation Flow 

In Appendix E of the May 1982 draft of the NCHRP 
operations method it is stated that the median satu
ration flow for through lanes under fair to good 
geometric and traffic conditions was found to b e 
approximately 1,600 vphgl. For comparative purposes 
all 13 lane groups (representing 17 lanes) in th e 
sample, which involved exclusive through movements 
and for which field-measured saturation flows ar e 
available, were analy zed to determine whether a 
reliable default value could be established for 
South African conditions. The results of this analy
sis are given in Table 9. 

From the data in Table 9 it can be concluded that 
the use of a default value of 1, 800 vphgl to repre
sent adjusted saturated flow for through lanes with 
good geometric conditions, in the absence of more 
detailed knowledge of traffic conditions, is likely 
to provide accurate results. Note that the use of a 
base saturation flow of 1,900 vphgl, and the use of 
the re-estimated heavy vehicle factors, will provid ~ 

saturation flow estimates with 60 percent smaller 
mean errors than do the values used by the NCHRP 
method. 

Validation of S topped Delay Results 

To validate stopped delay, 45 sets of the originally 
analyzed 74 sets of lane group data are availa ble 
for analysis. Intersections 3, 4, and 5 of Cape Town 
are omitted from the analysis because stopped delays 
were not measured a·t those intersections. Table 10 
gives the field-measured and estimated stopped delay 
results for the lane groups analyzed. These esti-

TABLE 8 Re-estimated Heavy Vehicle 
Saturation Flow Adjustment Factors 
for South Africa 

%HV 0 2 4 6 8 10 20 

rHv(US) 1.00 0.99 0.98 0,97 0,96 0 95 0 91 

rHv(SA) 1.00 0.98 0.96 0,94 0,92 0 90 0 81 

TAB LE 9 Analysis of Through Lane Saturation Flow 

Calculated SlatisLic Saturation Flow/Lane 
Field Calculated Default Calculated 

Measured (NCH RP Value {Using base 
Method) or 1800 now of 1900 

vehicles and 
reestimated 

heavy vehicle 
factor.) 

Median 1800 1755 1800 1792 

Mean 1797 1721 1800 1758 

Standard Deviat ion 172 86 0 94 

Mean Error N/A 156 127 63 

Maximum 2019 1782 1800 1860 

Minimum 1455 1494 18~0 1526 
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mated stopped delays were calculated using predicted 
saturation flows as input . An assessment of stopped 
delay predictions using measured saturation flows as 
input is presented hereafter. 

To assess the degree of correlation between cal
culated and field-measured stopped delays on a qual
itative basis, it was decided to regard all esti
mates closer than 5 sec to the measured values as 
"good." Those predictions that deviate between 6 and 
10 sec are judged "fair," and all predictions 
further than 10 sec astray from the observed delays 
are judged "poor." A summary of this qualitative 
assessment of the NCHRP method's ability to predict 
stopped delay per lane group is given in Table 11. 
The data in this table indicate that 65 percent of 
all stopped delay estimates are good predictions, 
and approximately 82 percent are fair estimates or 
better. Although the sample contains 10 permissive
only left-turn (S.A. right) lane groups constituting 
22 percent of the sample, they contribute 71 percent 
of all poor estimates. This issue was also raised as 
a matter of serious concern at the courses and is 
therefore dealt with separately later. The sample 
contains only two protected or permissive left-turn 
lane groups. One estimate was good and one was fair, 
and they do not warrant further investigation. The 
sample contains no protected-only left-turning move
ments. 

A statistical analysis of through and shared 
through and turn lane group stopped delay results is 
given in Table 12. The following statistics are 
calculated: overall mean, standard deviation, and 
mean error of stopped delays. 

Assessment of Stopped Delay Predictions Using 
Measu r ed Sa tu rat ion Fl ows as I npu t 

Of the 45 lane groups used for stopped delay analy
sis there are 18 lane groups for which saturation 
flows were field measured. Comparative analysis of 
s topped delays for these 18 lane groups, using mea
sured and estimated saturation flows as inputs, is 
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TABLE 10 Measured anrl Estimated Stopped Delays (sec) 

Int. Approach Direction Stopped Delay 
No. 

Field Calculated Calculated 
Measured Using Using 

Estimated Measured 
Sat. Flows Sat. Flows 

Pl NB ~-. 99 4I 74 
Pl NB t't··· 10 I4 25 
Pl SB I II I21 • '·• Pl SB .·U 41 40 40 
Pl EB ......... '.,. 14 47 . 
Pl EB ~ II I6 42 
Pl WB .ft t' ... 15 14 • 
Pl WB ~~ 4 7 • 
P2 NB .... 18 I5 . 

' 
P2 NB t 21 I5 • 
P2 EB ---+,. 7 6 • 
P2 EB J .. _,l 9 12 • 
P2 WB f-- 4 8 • 
P2 WB ~ 5 8 • 
P3 NB t 13 I3 II 
P3 NB t 18 13 11 
P3 NB t 8 13 21 
P3 WB ~ 10 8 8 
P3 WB f-- 6 8 8 
P3 WB ~ 9 8 8 
P4 NB ~-t-"' 6 12 • 
P4 SB ·t· 13 13 19 
P4 EB 

I: ~ 
2 4 • ~ 

P4 EB " 4 4 . ~ 

P4 EB -- .... "" 9 11 • 
P4 WB , --- 9 11 • 
P4 WB 

.. 
4 4 4 -P4 WB ~ 4 4 4 

PS SB i I6 15 15 
PS WB #::== 1.3 1.5 1.5 
CI NB a· .. 10 8 . 
CI NB ~-t 5 16 . 
Cl SB l·· 23 16 . 
Cl SB A I6 8 . 
Cl EB ~ 5 8 . 
Cl EB ,., I6 23 • _.,,. .. ~ 
Cl WB .. -- .. 8 25 . .... 
Cl WB ~ 9 11 • 
C2 NB ttt 9 9 9 
C2 NB ": 35 26 26 
C2 SB /,U 6 12 13 
C2 EU ·~ 20 49 22 
C2 EB '" .. 34 148 66 -·-" 
C2 WB --- IO 47 48 
C2 WB ;-- 7 16 16 

P denotes Pretoria. C denotes Cape Town. 
• denotes that saturation now was not measured. 

given in Table 10. A statistical analysis detailing 
the effect of measured saturation flows on stopped 
delay estimates is given in Table 13. The table also 
shows the effect that the application of estimated 
saturation flows to a base saturation flow of 1,900 
vphgl and the re-estimated heavy vehicle factors 
have on stopped delay estimates. The data in this 
table indicate that, for the 18 lane groups where it 
was possible to calculate stopped delays based on 
measured saturation flows, there was no significant 
change in the estimates. It therefore appears that 
there exists a need for further research to develop 
stopped delay correction factors for both through 
and shared through and turn lanes under South Afri
can conditions. 
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TABLE 11 Qualitative Assessment of the Method's Ability to 
Predict Saturation Flow on a Lane Group Basis 

Good Fair Poor Tolal 

Number % Number % Number % Number 

Overeslimates t3 29 4 8 7 t6 

Es1imates 7 16 - .. .. .. 
devialing less 
lhan 0.5 second 

Undereslimales 9 20 4 9 I 2 

Preloria 25 56 2 4 3 7 
Cape Town 4 9 6 13 5 II 
ALL 29 65 8 II 8 lH 

TABLE 12 Statistical Analysis of Lane Group 
Stopped Delay Results: Through and Shared 
Through and Turning Lane Groups 

24 

7 

14 

30 
15 
4) 

Calculation Pre Loria Cape Town Tolal 

Meas, Cale. Meas. Cale Meas, 

Number of 
Lane Groups 22 NIA• IO NIA 32 

Mean Delay 
(seconds) 9.9 10.7 11.0 15 3 10.2 

Standard 
Deviation 8.7 7.8 6.4 12.3 8 0 

Mean 
Error NIA 2.3 NIA 7.7 NIA 

' NI A denotes "not applicable." 

Assessing Exclusive Left-Turn (S.A. right) 
Stopped Delays 

Cale. 

NIA 

12 I 

9.5 

4.0 

% 

53 

16 

.11 

67 
JJ 

Iuu 

The foremost procedural deficiency identified at the 
courses was the techniqnP for determining permissive 
exclusive left-turning (S.A. right) stopped delay. 
It was contended that the results obtained by scal
ing up through delay with a factor of 3 to represent 
permissive left-turn delay are suspect. The argument 
underlying this concern is probably that left-turn 
delay is a function of opposing flow rather than of 
adjacent through delay. 

The May 1982 (3) and February 1983 (4) drafts of 
the NCHRP method do, however, in their-Appendix G, 
suggest an alternative technique for determining 
such delays. This alternative technique was used and 
its results were compared with those obtained using 
the original December 1981 (~) procedure and with 
measured delays. Table 14 details the results ob
tained for exclusive or permissive left-turning 
movements. 

The data given in Table 14 clearly indicate that 
the alternative Appendix G technique for estimating 
left-turning stopped delay supplies substantially 
better predictions for lanes with a volume-to-capac
i ty (V/C) ratio of less than 1.0 than does the 
December 1981 procedure. However, the last estimate 
given in the table indicates that refinement of the 
alternative technique is still necessary in cases 
where the V/C ratio exceeds a value of 1.0. 
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TABLE 13 Statistical Comparison of Stopped Delay Estimates Using 
Predicted Versus Measured Saturation Flows as Input 

Calculation 

Field Eslimaled Using 
Measured Predicted 

Saturation Flow 

Number or 
Lane Groups 18 18 

Mean Delay 
(seconds) 11.5 14.3 

Standard 
Deviation 8.9 11 .9 

Mean Error NIA' 3.9 

• NI A denotes "not applicable ." 

TABLE 14 Permissive Left-Turning (S.A. Right) Stopped Delay 
Results 

Stopped Delay in Seconds 

December 
Intersection Approach V/C Ratio Measured 1981 Appendix G 

Pretoria 
I NB 1.00 99 41 102 
l SB 0 .23 11 121 19 
1 EB 0.76 14 47 21 
4 EB 0.06 9 11 10 
4 WB 0 .20 9 ll II 

Cape Town 
I EB 0 .82 16 23 30 
I WB 0.29 8 25 20 
2 NB 0.77 35 26 35 
2 EB 0.85 34 148 33 
2 WB 1.43 40 47 352 

Overall mean 27.5 50.0 63.3 
Standard deviation 27.9 46.8 104.8 
Mean when V/C < 1.0 26.I 50.3 31.2 
Standard deviation 29 .3 49.6 28.0 
Mean error N/A 39.1 5.3 

Note: N/A =not applicable. 

CONCLUSIONS 

The NCHRP operations method estimates approximately 
50 percent of saturation flows under South African 
conditions within a 10 percent range from measured 
values, and 75 percent of all estimates lie closer 
than 20 percent from the real saturation flows. 

The NCHRP method very slightly underestimates 
saturation flows but still predicts them higher than 
the HCM method. The mean error of all saturation 
flow estimates using the NCHRP method is 172 vphgl 
compared with a mean error of 239 vphgl using the 
HCM method. 

No evidence was found that the NCHRP method over
estimates the effect of pedestrians on saturation 
flows. However, the method does not accurately take 
account of the effect of heavy vehicles on satura
tion flows under South African conditions. It was 
found that the use of a base saturation flow of 
1, 900 vphgl and the use of heavy vehicle factors 
with approximately twice the magnitude of the NCHRP 
factors (suggested for the United States), would 
provide saturation flow estimates with roughly 60 
percent smaller mean errors. 

The use of a default saturation flow of 1,800 
vphgl for through lanes with good geometric condi
tions, in the absence of more detailed knowledge of 
conditions, is likely to provide accurate results. 

Stopped Delay 

Estim<Jlcd Using Estimaled Using 
Measured Base Sat Flow or 

Salur:.ition Flow 1900 Yeh . and ReesLi-
maled % HV Factors 

18 1 a 

15,4 12.8 

11 .4 93 

5.5 2.8 

Just over 64 percent of all stopped delay esti
mates range within 5 sec of the measured values, and 
approximately 82 percent range closer than 10 sec. 
In general, the NCHRP method very slightly overesti
mates average stopped delays. 

The use of measured saturation flows, rather than 
estimated saturation flows, as input to calculate 
average stopped delays does not improve the accuracy 
of the delay estimates. It appears that there exists 
a need for further research to develop a stopped 
delay correction factor for both through and shared 
through and turn lanes in South African conditions. 

Using Appendix G of the May 1982 and February 
1983 versions of the NCHRP method, rather than the 
December 1981 scaling technique, markedly improves 
permissive left-turning stopped delays for lanes 
with V/C ratios of less than l.O. The mean error of 
estimate for such lanes dropped from 39.l to 5.3 sec. 

A comment made at the course was that the appli
cation of the NCHRP method was too long, tedious, 
and cumbersome considering its perceived accuracy. 
The authors of this paper believe, however , that 
when the method has been mastered it gives better 
results for saturation flow than does the HCM 
method, which is currently in widespread use in 
South Africa; provides a broader range of MOEs; and 
allows greater diversity in the selection of the 
analysis unit. 

These positive features allow for the possibility 
of making analyses that extend further than the 
conventional traffic engineering and .planning analy
ses previously done on intersections. One such exam
ple is the ability of the NCHRP method to estimate 
stopped delay. The disadvantages of delays are 
wasted fuel, lost time, and increased air pollution. 
These three aspects are receiving increasing atten
tion in South Africa and their inclusion would cer
tainly enhance the application of the method in that 
country. 
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Evaluating Capacities of One-Lane Roads with Turnouts 

FONG-LIEH OU 

ABSTRACT 

Speed-flow relationship models for one-lane 
roads with two-way traffic are developed. 
Each model considers a composite variable of 
speed divided by the traffic distribution 
ratio as a dependent variable and both traf
fic distribut i on ratio and volume as inde
pendent variables. The traffic distribution 
ratio represents the degree of traffic con
flict and is measured as the percentage of 
one-way traffic on the heavy-traffic direc
tion to total traffic. A 1982 traffic survey 
of four study sites in the Mount St. Helens 
Monument region forms the data base. The 
following are specific findingc of the 
study: (a) Model specification and coeffi
cients, including elasticities, are stable. 
(b) The capacity of a single-lane road with 
turnouts may exceed 400 vehicles per day 
without reaching the congested-flowing situ
ation when the majority of traffic is con
trolled by citizen band radios. (c) Speed is 
more sensitive to traffic distribution than 
to volume. (d) The predictive ability of the 
developed models has been validated at nine 
study sites with satisfactory results. The 
results of this study provide road engineers 
and managers some guidelines for selecting 
the most cost-effective design standard and 
management strategy for one-lane roads with 
turnouts. 

The Highway Capacity Manual (l,p.5) defines capacity 
as "the maximum number of vehicles which has a rea
sonable expectation of passing over a given section 
of a lane or a road in one direction (or in both 
directions for a two-lane or a three-lane highway) 
during a given time period under prevailing roadway 
and traffic conditions." This definition is not 

applicable to a one-lane road with turnouts that is 
managed for two-way traffic. The reason for building 
one-lane roads with two-way operation is that low 
traffic demand cannot economically justify building 
multilane roads. Multilane roads provide a high 
level of service, but they require a great amount of 
traffic demand to offset high construction and main
tenance costs. The configuration of a typical one
lane road with turnouts is shown in Figure 1. The 
width of one lane ranges from 12 to 14 ft. 

The U.S. Department of Agriculture Forest Service 
is probably the largest organization in the world to 
promote and manage two-direction traffic on one-lane 
roads with turnouts. Over the years, the Forest Ser
vice has built a 270,000-mile forest road system. 
More than 72 percent of the system consists of one
lane roads. The design standards of one-lane roads 
were determined by either speed or travel-time delay 
based on the 1960 Logging Road Handbook: The Effect 
of Road Design on Hauling (~). It was not until 1981 
that volume was considered one of the criteria for 
evaluating traffic service Ill· However, because the 
mathematical relationship between volume and traffic 
performance has not been defined, there is diffi
culty implementing this new concept. Volume is used 
primarily for determining long-term traffic demand 
(such as daily, seasonal, and annual traffic) rather 
than short-term system supply (such as hourly vol
ume) in terms of capacity. 

Defining capacity of forest roads is difficult 
because the traffic on them rarely reaches capacity. 
In 1982 it was expected that certain road segments 
in the Mount St, Helens Monument region might exceed 
their design capacity because, as a result of the 
May 18, 1980, volcanic eruption, approximately 900 
million board feet of salvage timber were scheduled 
to be hauled to market in two seasons. The Forest 
Service took this opportunity to select 22 sites for 
a traffic study. Although the preliminary results 
concerning speed related to design standards have 
been reported elsewhere (4), the data collected in 
this study also permit an-analysis of the relation
ship between volume and traffic performance to as
sess the capacity of low-volume roads. 
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TURNOUT L TURNOUTL•1 

FIGURE 1 Configuration of one-lane roads with turnouts. 

The purpose of this study was to compare lane 
capacity of single-lane roads with various design 
standards. The results of this study should not be 
used to determine the flow, average speed, or den
sity at capacity for low-volume roads unless the 
traffic is controlled by citizen band (CB) radios. 

BASIC CONCEPTS 

The principal characteristics of traffic are flow, 
speed, and density. The fundamental characteristics 
are dependent on the geometric design of the road
way, the composition of the traffic stream, the 
consistency of road maintenance, and combinations of 
the three. The importance of these character is tics 
is manifested by the need for specific indications 
of impending traffic congestion, which can be used 
either in control processes intended to maintain 
optimum efficiency of an existing road system or in 
designing processes intended to obtain optimum cost
effectiveness of a new road system. 

The relationship between flow (q), average speed 
(u) , and density (kl can be shown by 

q = k x u (1) 

The functional relationships between any pair of 
variables are shown in Figure 2 and may be mathe
matically expressed by 

u = u(q) (2) 

u = u(k) (3) 

q q(k) (4) 

Of these functional relationships, the speed-flow 
relationship shown in Figure 2 (a) is usually the 
basis for highway capacity analysis. The portion of 
the curve with the solid line denotes free-flowing 
conditions, and the portion of the curve with the 
dotted line represents congested-flowing conditions. 
During free-flowing conditions, speed decreases 
corresponding to the increase of flow. On the other 
hand, in congested-flowing conditions, flow de
creases from capacity flow corresponding to the 
decrease of speed. 

A number of studies have been devoted to evaluat
ing the capacity of multilane high-volume roads 
(],,~).Capacity in terms of the speed-flow relation
ship plays an important role (along with other pa
rameters such as speed, travel time, and freedom to 
maneuver) in defining the level of service of multi
lane high-volume roads, Level of service represents 
the quality of service being provided to the drivers 
who use the facility. The capacity of one-lane urban 
highways has been investigated in construction and 
reconstruction work zones <2,_ll. The results of 

(a) (b) (c) 
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Volume Density Densify 

FIGURE 2 General relationships between traffic volume, speed, 
and density. 

these studies indicated that the lane capacity of 
one-lane roads differs significantly from that of 
multilane roads. The studies also found that on a 
two-lane highway, one-way and two-way traffic would 
result in different degrees of freedom to maneuver 
and thus affect lane capacity (_2). 

DATA SOURCE 

The procedure of data collection and the road char
acteristics of study sites have been reported else
where ( 4) • All road segments were used for speed
volume analysis, but only four of them were selected 
for capacity evaluation. Road characteristics of 
these four selected sites are given in Table 1. 
Except for grade, the design standards of these road 
segments are different. Sites 17 and 20 are paved, 
and sites 26 and 33 are gravel. Both sites 17 and 26 
have good alignment and sight distance. Site 33 has 
good alignment and fair sight distance, and both 
design criteria for site 20 are fair. 

The data are characterized by traffic volume, 
traffic composition, and weather condition (Table 
2). The average volume ranges from 13 vehicles per 
hour (vph) at site 26 to 30 vph at site 33. This 
figure is relatively low compared with that of an 
urban highway system. The single-lane capacity of an 
urban highway (maximum 5-min flow) could be as high 
as 1,600 vph <2.l • The majority of the traffic was 

TABLE I Road Characteristics of Study Sites 

Site 

Characteristics 17 20 26 33 

Type of road Single lane Single lane Single lane Single lane 
Type of surface Paved Paved Gravel Gravel 
Alignment Good Fair Good Good 
Grade (percent) 4 . 1 5.9 3.9 5.8 
Sight distance Good Fair Good Fair 
Template for passing Yes Yes Yes Yes 
Length of road 
segment (miles) 0 93 1.20 0.58 2.10 
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TABLE 2 Data Characteristics 

Traffic Composition(%) 

Forest Recreational 
Average Service Vehicle Empty Loaded 

Date of Duration of Hourly Light Light with Log Log Other 
Site Observation Traffic Count Volume Vehicles Vehicles Trailer Truck Truck Truck Weather Condition 

17 June 17, 1982 10 :57 a.m.-2:00 p.m . 31 17 2 
Aug. 25, 1982 10 :15 a.m.- 2:10 p.m. 34 29 4 
Average 32 22 3 

20 June 29, 1982 12:44 p.m.-3:20 p.m. 30 36 8 
July 28, 1982 6:20 a.m.-10 :20 a.m. 16 37 16 
Aug. 25, 1982 5:50 a.m.-8:20 a.m. 17 24 8 
Average 20 32 II 

26 June 30, 1982 7:53 a.m.-10:53 a.m. 10 23 10 
July 28, 1982 12:01 p.m.-2 :10 p.m. 13 41 31 
Aug. 26, 1982 5:20 a.m.-8:50 a.m. 17 44 I 
Average 13 38 11 

33 July I, 1982 8:00 a.m.-1 l :20 a.m. 37 17 
July 26, 1982 2:00 p.m.-3:10 p.m. 37 40 
July 28, 1982 11 :00 a.m.- 1 :35 p.m. 43 18 
Aug. 26, 1982 5:50 a.m.-8:40 a.m. 38 19 
Average 39 21 

empty log trucks and loaded log trucks, which ac
counted for from nearly 50 to more than 70 percent 
of the total traffic. The portion of other trucks 
differs greatly, ranging from 3 percent at site 33 
to 19 percent at site 17. This discrepancy was 
caused by the reconstruction of a road segment near 
site 17 on June 17, when the traffic count took 
place. The portion of Forest Service light vehicles 
varied from 3 percent at site 17 to 11 percent at 
sites 20 and 26. No recreational vehicles were ob
served because the road segments in the study area 
were not open to the public during the study period. 

Using the data collected from each site, the 
duration of the traffic count was broken down into 
several intervals, with each interval containing an 
independent, continuous flow. The gaps between in
tervals are longer than 4 min, and the intervals 
range from 5 to 35 min. The average hourly volume 
was expanded from the traffic of each interval. 

Three variables for the analysis are speed, vol
ume, and the degree of traffic conflict. The degree 
of traffic conflict is represented by the percentage 
of traffic in the heavy-traffic direction relative 
to total traffic. The ratio is 50 percent when the 
traffic in two directions is equal. On the other 
hand, the ratio is 100 percent if the flow becomes 
one-way traffic. Most vehicles were equipped with CB 
radios. When a traffic conflict occurred, the loaded 
log truck had the right-of-way. Other vehicles were 
required to yield the way to loaded log trucks by 
using turnouts as safe bay areas. 

Design standards such as alignment and site dis
tances were not selected for defining the speed-flow 
relationship for two reasons. First, the sample of 
study sites is too small. Second, the design stan
dards for this study were not quantitatively de
fined. using qualitative variables for modeling 
would require a sizable sample to produce meaningful 
results. 

MODEL CALIBRATION 

The first step in defining the capacity of a road is 
to examine the relationship between speed and vol
ume. The speed-volume relationship for 13 study 
sites is shown in Figure 3. Each dot represents the 
result of a traffic count during a period ranging 
from 2 to 3 hours. Dots that apply to the same site 
are connected by solid lines. The ultimate practical 
capacity is expressed by the dashed line. Note that 
the ultimate practical capacity is defined as the 

7 
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I 
0 

0 28 20 33 Clear, warm 
0 18 49 u Clear, warm 
0 24 32 19 
0 12 32 12 Cloudy, cool 
0 13 30 4 Patchy 
0 23 40 5 Clear, warm 
0 17 34 6 

0 30 30 7 Cloudy, rain 
0 7 21 0 Gear 
0 29 21 5 Clear, warm 
0 24 23 4 

0 45 28 3 Cloudy 
0 7 16 0 Partly cloudy 
0 31 41 4 Overcast with fog 
0 27 47 6 Clear 
0 32 39 3 

maximum practical speed corresponding to a particu
lar volume. 

The figure reveals several remarkable features of 
speed-volume relationships. First, speed-volume 
relationships vary among study sites. This variation 
is affected by design standards and traffic charac
teristics as reported elsewhere (4). Next, the 
speed-volume relationships observed at a given site 
are inconsistent. Traffic performance at most sites 
follows the rule of thumb that an increase in volume 
tends to decrease speed. However, at some sites 
speed was not sensitive to volume, whereas at others 
speed increased as a result of high volume. This 
inconsistency indicates that capacity cannot be 
defined without consideration of other traffic char
acteristics such as traffic conflict. The third 
feature shown in Figure 3 is that the operation of 
two-way traffic on one-lane roads with turnouts is 
governed by the ultimate practical speed-volume 
curve shown by the dashed line. This indlr.~~P~ th~t 

one cannot expect a log truck to travel on one-lane 
roads at 30 mph when the volume reaches 40 vph. 
Finally, the figure shows that the majority of traf
fic can operate at a speed ranging from 20 to 30 mph 
with the volume between 15 and 40 vph, or 150 and 
400 vehicle& per day (vpd). Thie finding is vitally 
important because the Forest Service Transportation 
Engineering Handbook requires the construction of 
double-lane roads to meet the demand when traffic 
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FIGURE 3 Speed-volume relationship of one-lane roads with 
turnouts. 
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volumes are greater than 250 vpd <l>· Use of 400 vpd 
as a benchmark for determining the need for double
lane roads could save a considerable amount of 
transportation cost annually. 

The foregoing discussion indicates that defining 
capacities of single-lane roads is difficult but 
manageable. Using the data derived from each of four 
selected sites for capacity analysis may exclude the 
impact of design standards on speed and, hence, 
reduce the difficulty to a minimum. Graphic analysis 
of these derived data revealed that speed-flow rela
tionships between one-way and two-way traffic flows 
are significantly different. As expected, the traf
fic distribution between the two ways of travel 
plays an important role in affecting traffic per
formance. The greater the existing traffic conflict, 
the lower the speed. Although the impact of traffic 
conflicts on speed was reduced to a minimum because 
most vehicles were equipped with CB radios, psycho
logically drivers did not treat two-way traffic as 
one-way traffic (.§_) • Thus the degree of freedom to 
maneuver for two-way traffic is lower than that for 
one-way traffic. For example, two-way traffic re
quires twice the sight distance acceptable for one
way traffic. 

Because the speed-flow relationship is nonlinear, 
several nonlinear curves (e.g., product, logistic, 
exponential, logarithmic, and mix-logarithmic forms) 
have been used to simulate the relationship of speed 
with traffic volume and distribution ratio. By trial 
and error, a mix-logarithmic model has been found to 
fit most of the data well: 

(5) 

where 

Z a composite variable equal to U/C, 
U average speed (mph) , 
C traffic distribution ratio (percent of one

way traffic on heavy-traffic direction to 
total traffic that ranges from 13 to 33 vph), 

C' = logarithmic value of C, 
v = volume (vph) , and 
a= constant to be estimated. 

Four models based on Equation 5 have been devel
oped. The composite variable of speed to traffic 
distribution is highly related to both explanatory 
variables, with the coefficient of determinant, 
R 2 , ranging from 0.7073 to 0.8527 (see Table 3). 
However, it should be noted that such a relationship 
is valid only within the range of base conditions 

TABLE 3 Speed-Flow Models and Base Conditions 
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from which models were developed. Such a relation
ship is subject to further investigation to see 
whether it holds when the base conditions of a new 
environment are out of this range. 

STABILITY ANALYSIS 

A comparison of the variable coefficients of four 
models (Table 3) shows that the speed-flow relation
ship is stable. When the composite variable of speed 
divided by traffic distribution ratio is consicjered 
as the dependent variable, the constants of these 
models range from 1.41573 for site 33 to 1.79683 for 
site 26. The coefficients of traffic distribution 
ratio range from 0. 2637 for site 33 to 0. 3197 for 
site 20, and the coefficients of volume fall in the 
range of 0.000282 for site 33 to 0.000371 for site 
26. The differences are small compared with those of 
the design standards and traffic characteristics of 
the study sites. 

Model stability can be further examined by traf
fic characteristics elasticity expressed as the 
change in the quantity of traffic performance by 
drivers in response to a 1 percent change in traffic 
characteristics. When the elasticity is 1.0, it is 
called unit elasticity. The elasticity is unelastic 
if it is less than 1.0 and is elastic if it is 
greater than 1.0. Two types of elasticities can be 
derived from Equation 1: volume elasticity 

(6) 

and traffic distribution elasticity 

(7) 

In accordance with Equations 6 and 7, elastici
ties for the four sites were calculated (Table 4) • 
Table 4 reveals that all derived elasticities are 
inelastic (i.e., the value is less than unity). The 
result can be explained by using site 17 as an exam
ple. If a traffic management policy is to impose a 
limited control on one-way traffic to improve site 
17 road system efficiency, reducing the traffic 
distribution ratio (percent of one-way traffic with 
heavy traffic to the total traffic) 1 percent will 
result in a 0.1228 percent speed increase. On the 
other hand, if the policy is to reduce volume, a 1 
percent decrease in traffic volume will increase 
speed by 0.0665 percent. Elasticity can be a useful 
tool for decision makers who compare costs and bene
fits to determine a traffic management strategy. 

Base Conditions 

Traffic Distribution 
Speed (mph) Hourly Volume (vph) (% of one-way to total) 

Site Speed-Flow Models Avg Max Min Avg Max Min Avg Max Min 

17 U = (1.53354 -0.27094C' -0.000354V)C 26.2 31.5 18.8 59 200 83.4 100 50 
R2 = 0.8527; F = 92.64 
D.F. = 32; D.W. = 2.4410 

20 U = (I. 796 83 - 0.3 I 966C' - 0.000292V)C 
R2 = 0.7115; F= 51.79 

29.8 44.2 20.9 80 250 3 80.4 100 50 

D.F. = 42; D.W. = 1.5517 
26 U = (1.72195 - 0.30365C' - 0.0003713V)C 29.6 37.3 22.I 55 160 6 79.1 100 50 

R2 = 0.7073; F = 41.08 
D.F. = 34; D.W. = 1.7391 

33 U = ( 1.41573 - 0.26369C' - 0.000282V)C 19.3 25.5 12.2 71 260 15 79.2 100 50 
R2 = 0.8296; F = 114.42 
D.F. = 47; D.W. = 1.2695 

Note: U =average speed (mph), C =percentage of one-way traffic on the heavy-traffic direction to total traffic (range from SO to 100), c' =logarithmic 
value of C, and V = average hourly volume (vph). 
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TABLE 4 Traffic Characteristics Elasticities 

Site 

17 
20 
26 
33 

Elasticity 

Flow 

-0.0665 
-0.0764 
-0.0520 
-0.1031 

Traffic Distribution 

0.1228 
0.0915 
0.0927 
0.2156 

Examination of Table 4 indicates that the derived 
elasticities are stable. Both elasticities for sites 
17, 20, and 26 are identical. The flow elasticities 
range from -0.0520 for site 26 to -0.0764 for site 
20, and the traffic distribution elasticities are 
within the range of 0.0915 to 0.1228. The elastici
ties for site 33 are higher than those for the other 
sites. They are -0.1031 and 0.2156 for flow and 
traffic distribution elasticities, respectively. 
This differentiation indicates that the traffic 
management policy can be a more effective option 
when applied to site 33 than when applied to other 
study sites. Comparison of elasticities for both 
traffic characteristics indicates that the effect of 
traffic distribution on speed is more sensitive than 
is that of volume. Traffic distribution elasticity 
is approximately twice volume elasticity. 

MODEL VALIDATION 

To validate the developed models, nine sites from 
the study area were selected for application. These 
sites are given in Table 5. As indicated in the 
table, the first four sites are the study sites 
where the models were developed. These four sites 
were selected to check whether the speed-flow models 
developed from a site can be used to predict the 
average speed of that site. The data in the table 
indicate that at sites 17, 20, 26, and 33 the dis
crepancies between the observed speeds and the 
speeds estimated by their own models are less than 1 
percent. The result indicates that a model developed 
from a particular site is capable of predicting 
speed at that site. Note that the data used for 
model development were derived from two to four 
traffic counts, whereas the data for validation are 
based on one traffic count. 

The next concern of model validation is to ex
amine the spatial transferability of the developed 
models. The data given in Table 5 reveal that the 
result of applying a model developed from one site 
to other sites is mixed. The models developed from 
sites 17, 20, and 26 can predict the speed at most 
sites with less than 15 percent error. However, the 
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difference between the observed speed and the speed 
estimated by these three models can be as great as 
60 percent. On the other hand, the site 33 model 
underestimated the speed at all sites except site 
34. The error in estimation could amount to 40 per
cent. 

The result of transferability analysis indicates 
that there is no warrant for applying a model devel
oped from one site to predict speed at another site. 
This result was expected because the design standard 
of one-lane roads varies from one road segment to 
another and the design standard has not been con
sidered in the model development. Use of the design 
standard as one of the variables to develop speed
flow models is beyond the scope of this study. How
ever, by classifying the nine study sites into three 
groups in accordance with the design standard it 
appears that sites 18 and 21 belong to the high
standard group, sites 17, 19, 20, 25, and 26 con
stitute the medium-standard group, and sites 33 and 
34 fall into the low-standard group. High-standard 
roads are defined as paved roads with good align
ment, good sight distance, and flat grade; low-stan
dard roads are gravel or dirt with poor surfacing, 
poor alignment, and poor sight distance, as well as 
steep grade. Medium-standard roads are represented 
by paved or gravel roads with a fair rating of 
alignment, grade, and sight distance. 

Based on this classification, the models of sites 
17, 20, and 26 can predict the speed for the sites 
in the medium-standard group with errors of estimate 
ranging from 2.2 to 13.8 percent, and the site 33 
model can predict the speed at site 34 with less 
than 10 percent error. As expected, these four 
models developed from medium- and low-standard site 
groups underestimated the speed at sites included in 
the high-standard group. On the other hand, the 
models developed from sites with medium design stan
dards overestimated the speed of low-standard roads. 

CONCLUSIONS 

Although the &tudy of capaoitic& of oinglc-lanc 
roads with two-way traffic is limited, the results 
reported here provide convincing evidence that the 
capacity of low-volume roads can be defined. Spe
cific findings of this study are the following: (a) 
Four speed-flow relationship models developed from 
four study sites have been found to be stable in 
terms of model structure and coefficients, including 
elasticities. (b) The capacity of a single-lane road 
with turnouts may exceed 400 vpd without reaching 
the congested-flowing situation when the majority of 
traffic is controlled by CB radios. (c) The impact 

TABLE 5 Comparison of Observed and Estimated Speed for Nine Selected Sites 

Speed Base Conditions 

Forecast by Models Traffic 

Site 17 Site 20 Site 26 Site 33 
Average Distribution 
Hourly (% of one-way 

Observed Difference Difference Difference Difference Volume traffic to 
Site mph mph (%) mph (%) mph (%) mph (%) (vph) the total) 

17 25 .2 25 .0 -0.8 24.6 -2.2 28 .3 +12.2 19.8 -21.5 27 61 
20 28.2 24.3 -13.8 28.1 -0.3 27 .5 -2.6 19.5 -30.9 16 55 
26 28.3 25.3 -10.6 29.1 +2.8 28.5 +0.7 20.0 -29.3 10 60 
33 19.9 24.9 +25.l 28 .9 +45.2 28.2 +41.7 19.7 -0.1 37 62 

18 31.6 23 .5 -25.6 27.3 -13.6 26 .6 -15.8 19.0 -39.9 30 52 
19 26.0 24.9 -4.2 28.8 +10.8 28.2 +8.5 19.7 -24.2 20 60 
21 29.5 24.3 -17.6 28.l -4.7 27.4 -7.1 19.5 -33.9 18 55 
25 24.9 23 .5 -5.6 27.2 +9.2 26.6 +6.8 19.1 -22.0 8 50 
34 18.4 25.3 +37.5 29.2 +58.7 28.6 +55.4 20.1 +9.2 37 62 

Note: + =overestimated, - =underestimated. 



of traffic distribution between two ways on speed is 
twice that of volume. (d) The developed models can 
yield site-specific speed estimates with margins of 
error of less than 1 percent. (e) The model devel
oped from one site is capable of predicting the 
speed at other sites with similar design standards. 
The results of this study provide some general 
guidelines for road engineers and managers to use in 
selecting cost-effective road design standards and 
developing cost-effective road management programs 
for one-lane roads with turnouts. 
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Computer Simulation To Compare Freeway Improvements 

ROBERT W. STOKES and JOHN M. MOUNCE 

ABSTRACT 

use of a simulation program, FREQ6PE, to 
compare proposed improvements for the South
west Freeway (US-59) in Houston, Texas, is 
described. The simulation model was cali
brated using actual field data and was then 
used to identify the best of a number of 
proposed geometric improvements. The pro
posed improvements were evaluated by compar
ing key simulated measures of effectiveness 
for the proposed systems with comparable 
measures for the- base (do-nothing) system. 
Based on the experience gained in using the 
program, it is concluded that the program 

can be an effective and economical tool for 
studying the dynamic response of a freeway 
to a variety of input specifications. 

The Southwest Freeway (US-59) bisects one of the 
fastest growing corridors in the Houston region. 
Traffic demands on the freeway outside of I-610 (see 
Figure 1) have increased 45 percent over the past 5 
years to an average daily volume of about 194, 000 
vehicles. Depressed levels of service often extend 
from 6:00 to 9:00 a.m. and from 4:00 to 7:00 p.m., 
with trip times frequently tripling from off-peak to 
peak periods (_!) • 
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FIGURE 1 Southwest Freeway study corridor. 

As a consequence of the continuing growth within 
the corridor and the corresponding declines in free
way levels of service, a number of geometric im
provements have been proposed for the corridor. The 
FREQ6PE simulation program (2) developed at the 
University of California at Berkeley was used to 
evaluate the proposed geometric designs. A summary 
of the improvements evaluated is given in Table 1. 

The objective of the computer simulations was to 
quantitatively assess the proposed design configura
tions and identify the configuration or configura
tions that best satisfied the objective of maximiz
ing person throughput on the facility. The basis of 
comparison for the improvements was the 1995 do
nothing alternative, 

APPLICATION 

Model Calibration 

Freeway main-lane demands were input to the FREQ6 
model in the form of mode-specific origin-destina
t ion (O-D) tables by 15-min time segments for the 
morning peak period (6:00-9:30 a.m.). Additional 
input included pertinent geometric data and speed
flow curves. The calibration process involved 
graphically comparing measured travel times and 
observed queue length with model output. The capac
ities (service volumes) of critical (bottleneck) 
sections were adjusted until the model output ap
proximated observed main-lane queueing patterns. The 
calibration procedures used were clearly subjective 
in nature. However, because the primary concern was 
the differential effects of the design configura
tions rather than the performance of a particular 
system, the calibration procedures employed seemed 
consistent with the level of precision desired. 

Freeway capacity was found to be a particularly 
sensitive parameter in the calibration process. Even 
modest changes in capacity produced substantial 
differences between simulated and observed con
ditions. 

The merging analysis subroutine of the model 
posed some initial difficulties during the calibra-
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TABLE 1 Improvements Evaluated 

Improvement 

Do Nothing 

Add One Lane 

Add Two Lanes 

Add Shoulder Lane 

Stack Ramps 

Description 

No Improvement. 

Add one freeway lane over the entire 

length of the study corridor. 

Add two freeway lanes over the entire 

length of the study corridor. 

Add a shoulder lane from Westpark 

Entrance to 1-610 Exit. 

Stack (elevate) ramps at: a) Buffalo 

Speedway Entrance/Kirby Exit; and b) 

Kirby Entrance/Greenbriar Exit. 

tion process. For example, the merging analysis 
option should be engaged only when theoretical ramp 
capacities are used. The merging analysis subroutine 
then simulates ramp operations by metering ramp vol
umes. If the merging analysis option is engaged when 
measured volumes are used, the metering effect of 
the merging analysis subroutine will tend to inflate 
the ramp delay values. 

Summary of Results 

The design year (1995) simulations were performed 
for two traffic growth scenarios. A low-growth sce
nario assumed a 3 percent annual increase in freeway 
traffic demand, and a high-growth (or worst-case) 
scenario assumed the existence of a base year (1981) 
freeway latent travel demand of 40 percent (~_) • 
Tables 2 and 3 give summaries of the key operational 
measures of effectiveness developed from the simula
tions. It should be noted that the measures of ef
fectiveness given in Tables 2 and 3 are based on 
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TABLE 2 Summary of Simulated Measures of Effectiveness Assuming Existence of Freeway Latent Travel 
Demand (3,4) 

Analys1s Period: 6 a.m. to 9:30 a.m. 

Freeway Trave 1 Total Travel Tim~tal Travel Average Gasoline 
Alternative Traffic Time (Incl. ramp delay) Distance Vehicle Con sump-

Year Speed t ion 
Yeh-Hr. Pass-Hr . Yeh-Hr. Pass - Hr . Yeh-Mi. Pass-Mi. (mph) (gallons) 

Do Noth1ng 1981 4,400 6,000 4,400 6,000 lg0,600 260 , 300 43 11,700 

1995 9,900 13,500 61, 100 83,400 186,700 225,100 20 43,400 

Stack Ramps 1995 8,000 10, 900 55. 500 75 ,600 183, 300 250 , 300 23 40,900 

Add One Lane lg95 10, 900 14, 900 46,900 62,400 270, 600 369, 700 26 39,800 

Add Shoulder Lane 1995 9, 300 12 ,800 52,goo 72,100 187 ,700 256 , 400 20 39,400 

Add Two Lanes 1995 9,900 13,500 37 ,600 48, 200 328,000 448 , 100 35 37,SOO 

TABLE 3 Summary of Simulated Measures of Effectiveness Assuming No Freeway Latent Travel 
Demand (3,4) 

Analys1s Per1od: 6 a.m. to 9:30 a.m. 

Freeway Tr ave 1 Tota 1 Trave 1 T1me Tota 1 Trave 1 Average 6aso11ne 
A lternat 1 ve Traff1c T1me (lncl. raqi delay) D1stance Veh1cle Cons111111-

t1on Year 
Yeh-Hr . Pass-Hr. Yeh-Hr. 

Do Nothing 1981 4,400 6,000 4,400 

1995 9,500 12,900 33,500 

Stack Ramps 1995 7,700 10,500 31,300 

Add One Lane 1995 9,400 12,800 19,800 

Add Shoulder Lane 1995 9,100 12 ,400 29,500 

Add Two Lanes 1995 5,000 6,800 15,100 

information from the simulation summary tables and, 
as such, refer to the entire length of the freeway. 
Conditions on individual subsections of the freeway 
may vary considerably from these system averages. 

To get a feel for the potential localized effects 
of the system configurations evaluated, the queueing 
contours output by FREQ6 were examined. Figure 2 
shows a summary of these contours for the "with 
latent demand" scenario. The queueing contours de
pict those freeway subsections operating at or below 
35 mph. As shown in Figure 2, the "stacked ramps" 
alternative and the "add two lanes" alternative 
could have significant clearing effects on those 
sections of the freeway downstream of the I-610 
interchange. Note, however, that only the "add two 
lanes" alternative appears to have the potential to 
produce any substantial improvement in system oper
a ting speeds (see Table 3). Consequently, in terms 
of the study objective of maximizing person through
put, the "add two lanes" alternative appears to be 
the best of the improvements evaluated. 

CONCLUSIONS 

Given the growth rates and travel patterns that 
characterize the freeway corridor, none of the im
provements evaluated (with the possible exception of 
the "add two lanes" alternative) appears capable of 
doing much to alleviate the peak-period congestion 
problems that plague the corridor. Because of their 
propensity to attract traffic from other routes and 
to generate additional (or at least previously un-

Pass-Hr . Veh-M1. Pass...fll. 
Speed 
(,..ih) (gallons) 

6,000 190,600 260,300 43 11,700 

45, 700 185,500 253,500 21 27,600 

42,600 181,200 247,500 25 26,800 

25,900 273,600 373,900 33 24,100 

40,100 182,200 248,900 21 25,600 

18, 900 279,000 381,100 56 23,500 

served) vehicle trips, improvements directed at the 
supply side of the problem do not appear, in this 
case, to be particularly effective. The simulation 
results suggest that operational improvements or 
demand management strategies that address the prob
lems of main-lane congestion by diverting traffic to 
alternate routes or other travel modes (e.g., high
occupancy vehicles) may be more productive. 

Based on the experience gained using the FREQ6 
model it is concluded that the model can be an ef
fective tool for comparing freeway improvements. The 
measures of effectiveness output by the program are 
extensive and provide the analyst a good deal of 
flexibility in selecting an evaluation scheme. 
Though the calibration process can be tedious, the 
macroscopic nature of the program requires a minimum 
amount of input data and computer time. For the 
simulations reported in this paper, the simulation 
of 3.5 hr of clock time (14 time segments) required 
only 8 sec of central processing unit time at a cost 
of about $2.50 per run. Thus, when properly cali
brated, the FREQ6 model can be a highly effective 
and economical tool for studying the dynamic re
sponse of a freeway to a variety of input specifi
cations. 
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Development and Application of a Macroscopic 

Model for Rural Highways 

JUAN C. SANANEZ and ADOLF D. MAY 

ABSTRACT 

The development of a macroscopic computer 
simulation model is presented. The simula
tion model, RURALl, calculates traffic per
formance given road supply (geometrics) and 
demand (traffic) information. The model can 
analyze four types of subsections: freeway, 
multilane, two-lane, and passing-lane. To 
perform the simulation, the roadway must 
first be divided into subsections; users can 
specify up to 100 subsections. Subsection 
boundaries are established on the basis of 
changes in road geometrics, or traffic de
mand characteristics, or both. RURAL! cal
culates traffic performance measures, such 
as average speed, travel time, and vehicle 
delay, on a directional basis for each sub
section and summarizes performance results 
for the entire roadway section. The simula
tion model was applied to an actual field 
site where the existing condition was eval
uated against two additional cases. 

In recent years road maintenance budgets have in
creased substantially, affecting the availability of 
funding for new construction. Thus, state transpor
tation agencies have been looking for new ways of 
managing the existing transportation system more 

effectively, using an approach called transportation 
system management (TSM) . This approach is now being 
applied to the rural road system. 

New techniques are needed to evaluate the cost
effectiveness of rural road improvements and to 
provide planners and decision makers with more ac
curate information on which to base their decisions. 
Sophisticated computer models, all microscopic, have 
been developed to study traffic operations on rural 
roads. Although these models offer great capabili
ties for analyzing traffic behavior, their applica
tions are limited. Particularly important is the 
restriction these models impose on the size of the 
road section that can be simulated. Because of their 
simpler structure and logic, macroscopic models can 
easily be used to study longer sections of roadway 
where several improvements are to be implemented. 
However, as a result of their simplified logic, 
macroscopic models offer less detail and precision 
in performance and measures of effectiveness (MOEs) 
than microscopic models do and should be treated as 
a supplement to microscopic models rather than as a 
replacement. 

Historically, macroscopic models have been de
rived after the development of, and with the use of, 
microscopic models. In freeway corridors, for 
example, the development of the macroscopic FREQ 
model followed early microscopic models used in the 
analysis and study of freeway operations. The need 
to consider additional impacts and to study more 
control strategies played an important role in the 
creation of FREQ. Another example is TRANSYT, a 
macroscopic model for the analysis and optimization 
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of a coordinated set of intersections. TRANSYT fol
lowed earlier microscopic models for the study of 
isolated intersections. The complexity of the system 
(a group of intersections) and additional impacts 
such as fuel consumption and emissions were the 
primary reasons for the creation of TRANSYT. As a 
system grows in complexity (long sections with many 
geometric elements) and as the study of more impacts 
is required, macroscopic models will be employed 
because of the relative simplicity with which they 
handle more complicated situations. 

A study, sponsored by the California Department 
of Transportation (Caltrans) and FHWA, is being 
conducted at the University of California, Berkeley, 
to develop a macroscopic model for the analysis of 
traffic operations on rural roads. The development 
and initial application of RURALl, the first version 
of this model, are described herein. 

BACKGROUND 

Since 1976 a series of traffic simulation models has 
been developed at the Institute of Transportation 
Studies (ITS) at the University of California, 
Berkeley, to assist in the evaluation of traffic 
performance on rural highways. SIMTOL, the first of 
these models, was developed by W.A. Stock <!.> for 
two-lane, two-way rural roads. Allowing for detailed 
modeling of vertical alignment data, SIMTOL assumed 
a high standard horizontal alignment that did not 
affect driver behavior, except with respect to no
passing zones. The major drawback of the model was 
that it simulated one direction of traffic, making 
assumptions about the gaps in the opposite flow. 
Despite this limitation, the model provided inter
esting information on the spatial characteristics of 
two-lane traffic. 

In 1980 Botha and May (2) developed a computer 
program (TWOMIC2-CL) for th; microscopic simulation 
of traffic operations on rural roads with climbing 
lanes. This model was a modification of a sophisti
cated simulation model for two-lane, two-way rural 
roads developed at the Midwest Research institute-
the TWOWAF model, which has been thoroughly vali
dated and used by many research organizations across 
the United States. Botha and May incorporated the 
capability of simulating climbing-lane operations in 
the TWOWAF model's logic. TWOMIC2-CL was then used 
to derive guidelines for the - optimal l:ength and 
location of a climbing lane on a specific grade. 
Improvements of TWOMIC2-CL, which were identified by 
Botha, were undertaken in a follow-up research 
project. 

A recently completed research project <l> pro
duced an improved version of TWOMIC2-CL. The new 
model, TWOMIC3-CL, has revamped merging logic and 
additional input and output refinements; it also 
introduces a new measure of effectiveness (MOE)--ac
cident potential. TWOMIC3-CL needs additional vali
dation of the maneuver multipliers used in the der
ivation of the accident potential MOE. One aspect of 
this research was the development of an approach to 
the construction of a macroscopic model. 

Recent simulation models have been developed 
elsewhere. First, the North Carolina State Univer
oity (NCSU) model (~) wao derived from an euli4;ir 
simulation model developed by the Franklin Research 
Institute (the FIRL model) !2l. The NCSU model in
corporated a detailed truck-passing performance 
model and a routine to generate speed and headway 
data points, individual travel times, and so forth. 
The NCSU model was later modified to simulate road
way intersections (~) • 
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Second, the Swedish National Road and Traffic 
Research Institute developed an event-based simula
tion model for rural highways, the Swedish-VT! model 
Ill. This model, written in SIMULA-67, is probably 
one of the most thoroughly validated two-lane sim
ulation models currently available. Several classes 
of vehicles can be specified with stochastically 
selected desired speeds. The model has a comprehen
sive passing logic derived from empirical passing 
observation studies conducted in Sweden. The model 
has been used by the National Swedish Road Board to 
investigate improvement options on primary roads and 
is now being adapted for use in several countries, 
including the United Kingdom and India. 

Third, St. John and Kobett developed a micro
scopic simulation model, known as the TWOWAF model 
(~),which is able to simulate two-way traffic oper
ations on two-lane highways for a wide variety of 
configurations. The model can simulate several vehi
cle classes; passing maneuvers and vehicle perfor
mance are also simulated in great detail. Some re
finements made to the TWOWAF model are improved 
vehicle generation routines, reduced number of vehi
cle classes, and program redimensioning. A group of 
researchers at the Texas Transportation Institute, 
headed by Carroll Messer in cooperation with KLD 
Associates (9), have used a slightly modified ver
sion of the TWOWAF model in deriving the relation
ships for the two-lane chapter of the new Highway 
Capacity Manual (HCM) (_!Q). 

Finally, two simulation models have been devel
oped in Australia. The first model was developed by 
the Australian Road Research Board (ARRB) and it is 
called the TRARR model (11). It has the flexibility 
to specify up to 18 vehicle classes. Its passing 
logic is based on a set of deterministic decision 
rules and passing safety values. The TRARR model 
requires an extensive input data file of road char
acteristics and traffic parameters. ARRB staff are 
calibrating the TRARR model in conjunction with case 
study applications. The second Australian model was 
developed by Hoban (12) and consists of a set of 
programs based on the results of previous studies of 
traffic behavior and simulation. Th" 111ou..,1 was used 
to investigate the effect of passing lanes on the 
traffic performance of rural roads and was deliber
ately restricted to fairly level terrain and uncon
gested flow rates. 

Most of the research conducted at ITS and else
where- - has been· concerned -- with- -the development of 
microscopic simulation models; apparently, there 
have been no macroscopic models available for eval
uating traffic performance on rural highways. Be
cause of the limitations of existing microscopic 
models, it was believed that a simulation model 
capable of studying traffic operations over long 
stretches of roadway was needed, and the idea of 
developing a macroscopic model, RURALl, was 
generated. 

RURALl 

RURALl is a macroscopic deterministic model for the 
analysis of traffic on rural roads. The structure of 
the rural highway model is rather simple. Given 
•upply information (i::oaa l)e<:>m'.'tri"R Ann Rnh~mr.t:ion 

breakdown) and demand information (traffic charac
teristics), RURALl calculates performance and rele
vant MOEs. Subsection boundaries should be estab
lished any time there are changes in supply or 
demand characteristics; for example, changes in 
gradient or design speed are considered in the 
criteria for subsection specification, and an inter-
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section is treated as a boundar.y condition because 
traffic volumes change at this location. Each of the 
four submodels comprising RURALl analyzes a corre
sponding subsection type; these submodels are shown 
in Figure 1. A fifth submodel dealing with subsec
tion dependency is also shown in Figure 1. The sub
models are processed independently; RURALl uses them 
when it encounters the particular type of subsection 
analyzed by each submodel. The submodels can be used 
several times during a single run, depending on the 
number of subsections of a specific type. 

This simplified model structure allows (a) ease 
of constructing and programming the model ; (b) flex
ibility for change and incorporation of program 
submodels; and (c) a short amount of computer time 
expended in a single simulation, which allows the 
user to evaluate many alternatives at a low cost. 
The five submodels are described hereafter. 

SUl'l'L\' 

INFORHATIO).' 

fREE~AY 

SUB~tolll'L 

START 

PROCESS SE XT 
SUBSECTION 

STOP 
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Freeway Analysis Submodel 

This submodel evaluates capacity and performance for 
freeway subsections on a directional basis. The 
calculations are based on the principles of the 
draft report on capacity and level of service eval
uation for basic freeway segments (11_). The submodel 
first calculates subsection capacity using Equation 
1, which includes a driver factor (which accounts 
for a driver's knowledge of the road) and truck mix, 
grade and grade length, lane width, and other 
factors. 

where 

c = capacity in vehicles per hour (vph) one 
way; 

DEMAND 

1i.----11 NFORMATID 

DEPENDENCY 

SUBMOOEL 

YES 

PASSING LANE 
SUBMODEL 

(1) 

FIGURE 1 Schematic representation of RURALl with program suhmodels. 
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capacity under ideal conditions in pas
senger cars per hour per lane (pcphpl) : 
number of lanes in one direction: 
lane and shoulder width factor: 
heavy vehicle factor: and 
driver population factor. 

After capacity is calculated, the submodel cal
culates subsection volume-to-capacity (V/C) ratio 
using volume adjusted by peak-hour factor as shown 
in Equation 2. 

V/C = (V/PHF) • (l/C) (2) 

where V/C is the volume-to-capacity ratio, V is the 
actual one-way volume in vph, PHF is the peak-hour 
factor, and C is as defined previously. 

When the V/C has been computed, MOEs are cal
culated using the V/C, speed, and density relation
ships presented in the draft freeway chapter of the 
new Highway Capacity Manual. Downgrade analysis is 
performed in a similar fashion but with modified 
truck equivalent values related to the steepness of 
the downgrade. 

Multilane Analysis Submodel 

Like the freeway submodel, the multilane submodel 
calculates capacity and performance for multilane 
subsections on a directional basis. It makes use of 
the principles of the draft report for capacity and 
level of service evaluation for multilane subsec
tions (14). The freeway submodel and multilane sub
model are similar. Major differences in multilane 
analysis are the introduction of a divider factor to 
account for the type of median divider available and 
different factors for lane width and side obstruc
t ions based on the median divider type. Equations 3 
and 4 show the multilane analysis. 

(3) 

V/C (V/PHF) • (l/C) (4) 

where fte is a factor for type of multilane high
way and c, ci, N, fw, fhv• ft, V, V/C, and 
PHF are as in Equations l and 2. 

Two-Lane Analys i s Submode.l 

Based on the capacity and level of service proce
dures developed in the draft report for two-lane 
highways ( 9) the two-lane submodel uses the spe
cific grad;- approach proposed in this draft report. 
The calculations required to determine traffic per
formance are different from those of the other two 
submodels. Instead of calculating capacity and ob
taining a V/C value, the two-lane submodel iterates, 
beginning with level of service A, until the corre
sponding level of service is found by comparing 
actual volume to calculated maximum service volumes. 
Equation 5 shows the calculation of service volumes 
for a given level of service. 

where 

sv 

(5) 

service volume at a given level of ser
vice (LOS) , L, in passenger cars per hour 
(pcph) two ways: 
ideal capacity in pcph (two way) : 
directional distribution factor: 
peak-hour factor, LOS L: 
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WL lane-width factor, LOS L: 
GL terrain factor, LOS L: 
AL passenger car factor (upgrade), LOS L: 

and 
TL truck factor, LOS L. 

When level of service has been determined, MOEs 
are calculated using an approach similar to that of 
the other two submodels: linear interpolation using 
service volumes rather than V/C values to calculate 
average speed and other MOEs. Downgrade analysis is 
performed using the same methodology used for the 
upgrade but with modified truck equivalent values 
according to the steepness of the grade. 

Passing-Lane Analysis Submode.l 

This submodel calculates traffic performance for 
three-lane sections. Figure 2 shows a flow chart of 
this submodel. Traffic performance for the direction 
that has the passing lane is calculated using the 
equations and factors of the multilane submodel with 
a reduced value for ideal capacity per lane. The 
basic assumption of the passing-lane submodel is 
that lane distribution is a function of traffic 
volume and that heavy vehicles [trucks and recre
ational vehicles (RVs)] have a tendency to occupy 
the right lane. Adjusted truck and RV percentages 
are calculated for each lane and corresponding MOEs 

NO 

ENTER 

CALCULATE N!J.IBER 
OF TRUCKS AND RVS 
FOR 11ll5 DI RECT ION 

00 FOR EACll LANI' 

CALCULA Th N!J.IBER 
OF TRUCKS AND RVS 
FOR 1111 ~ LANE 

LOOK UP 

LANE DISTRIBUTION 

CALCULATE PCT. OF 
TRUCKS AND PCT. 
R\'S FOR 11115 LANE 

CALCULATE MOC!l 
FOR 11ll5 LANE 

CA LC ULA TE COMB I NE 
llJES FOR 11ll5 
DIRECTION 

RETlRN 

FIGURE 2 Passing-lane submode!. 
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are also calculated separately and are later com
bined for the passing-lane direction. Passing lanes 
longer than 2 miles are calculated as multilane 
sections and traffic performance for the downgrade 
direction is calculated as a single direction of a 
two-lane section with 100 percent restricted passing. 

Subsection Dependency Submodel 

The main idea of this submodel is to adjust the 
performance calculations on the basis of the inter
relations between adjacent subsections. Traffic 
performance for any subsection is a function not 
only of subsection geometric characteristics and 
traffic volumes; it also depends on the platooning 
of vehicles in the preceding roadway sections. For 
example, if a flat subsection is preceded by a steep 
upgrade, the traffic performance on the flat section 
will be different than that on the same flat subsec
tion if it were preceded by a downgrade subsection. 
The subsection dependency submodel tries to quantify 
the effect of upstream subsections on the subsection 
being calculated. Figure 3 shows the submodel's 
logic. The dependency submodel is perhaps the most 
critical component of RURALl and efforts are being 
made to calibrate it successfully. 

RETIJRN 

FIGURE 3 Subsection dependency 
submode!. 
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Model Assumptions 

RURALl is a macroscopic deterministic model; thus 
the behavior of individual vehicles is ignored in 
favor of the average behavior of platoons or groups 
of vehicles. No special allowance is made for the 
actual randomness of demand input parameters. This 
may appear to be a considerable simplification of 
real life, but the comparative simplicity (relative 
to a microscopic model) affords a rapid cost-effec
t ive way of obtaining reasonable estimates of the 
performance of many design configurations. 

The assumptions of RURALl can be categorized as 
general or specific. General assumptions hold for 
the entire section of roadway and are related to the 
program logic. Specific assumptions are those that 
relate to the specific type of subsection analyzed 
or the type of calculation performed. 

General Assumptions 

General assumptions of RURALl are 

1. Calculations are made for a 1-hr time slice; 
demand remains constant within this time period. 

2. The program deals only with uncongested flow; 
demand cannot exceed capacity. 

3. The road is broken into subsections and sub
section performance is calculated independently. The 
subsection dependency submodel will correct this 
deficiency. 

4. The program evaluates performance only for a 
given demand and supply configuration. 

5. The program uses the principles of the draft 
reports on capacity and level of service evaluation 
for freeway, multilane, and two-lane sections. 

6. Four types of subsections can be analyzed: 
freeway, multilane, two-lane, and passing lane (F, 
M, 2L, PL). 

Specific Assumptions 

Specific assumptions of RURALl are 

1. A typical truck table [200 lb/nominal horse
power (NHP)] is used in calculating passenger car 
equivalents (F, M, 2L, PL). 

2. The gradient for the second direction is 
assumed to have the same magnitude as the first 
direction but reverse sign (F, M, 2L, PL). 

3. Horizontal curvature is taken into considera
tion in the specification of no-passing zones (2L) • 

4. Linear interpolation is used to determine the 
level of service and corresponding MOEs (F, M, 2L, 
PL). 

5. Performance calculations are conducted sepa
rately for each direction (F, M, 2L, PL). 

6. Downgrade treatment is done using the modi
fied truck equivalent values according to the steep
ness of the grade (F, M, 2L, PL). 

I np ut Data Descr ipt ion 

Input data are div i ded into two categories: c ommon 
input and subsection input. Common input data a re 
the re levant information that remains unchanged for 
the entire road section o r for a particular t ype o f 
s ubsection. Subsection input data, the information 
pe rtinent to a particular road subsection, a re 
d ivided into geometric and traffic data and can be 
s pecified for both direct i ons or only one direction. 
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CollUllon Input Data 

CollUllon input data are specified in the first card of 
the input deck. The fields are 

1. Problem description: a 60-character alphanu
meric field describing the simulation run. 

2. Number of subsections: the total 
subsections into which the road section 
divided. A maximum of 100 subsections 

number of 
has been 

can be 
specified. 

3. Calculation type: the type of calculation 
RURAL! will conduct. Three types of calculations can 
be specified: performance, demand, and supply. 
RURAL! can handle only type 1 calculation (i.e., it 
can only calculate performance at the present time) • 

4. Main direction specification: cardinal orien
tation used only for identification. (RURAL! assumes 
that direction 1 is the main direction.) 

5. Desired speed: the speed at which a motorist 
would drive the entire road if not restricted by 
geometrics or traffic. This value is used in the 
calculation of vehicle delay. 

6. Driver fu.ctor: used in the performance cal
culations for freeway and multilane sections. It 
will remain constant for all freeway and multilane 
sections. 

7. Output level: can take a value of 0 
SullUTlary output (default) or 1 for a detailed 
(see next section for output description). 

Subsection Input Data 

for a 
output 

Subsection input data require a card for each of the 
road subsections and include information for both 
directions. Data are divided into geometric data and 
traffic data. Geometric data refer to the physical 
attributes of the road subsection, and traffic data 
refer to the characteristics of traffic for each 
subsection. Geometric data and traffic data can be 
specified for both directions or for one direction 
if constant. 

Geometric Data 

Geometric data include 

1. Subsection type: type 1, 2, or 3, correspond
ing respectively to freeway, multilane, or two-lane 
section. If the section is type 2, multilane, it 
should be specified whether the subsection is 
divided. The numbers 2-0 correspond to undivided 
multilane and 2-1 to divided multilane sections. 
Passing-lane sections should be coded as type 3. 

2. Number or lanes: the number of subsection 
lanes per direction. 

3. Percent grade: gradient for direction l; 
program automatically reverses the sign for di
rection 2. 

4. Subsection length: the length in hundredths 
of a mile of a particular subsection. 

5. Design speed: the subsection design speed 
expressed in mph; specified for all four types of 
subsections. The freeway and multilane submodels use 
the design speed in the interpolation of V/C, and 
the two-lane submode! uses it through the specifica
tion of no-passing zones. 

6. Lane width: subsection lane width in feet; 
assumed constant for both directions. 

7. Obstruction distance: median and side ob
struction for freeway and multilane sections and 
side obstruction for two-lane and passing-lane sec
tions, expressed in feet. 
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8. Percent no-passing zones: specified for both 
dircotionsr only relevant for two-lane sections. The 
single lane of a passing-lane subsection is assumed 
to have 100 percent restricted passing. Field should 
be left blank for freeway and multilane sections. 

'Traffic Data 

Traffic data include 

1. Level of service: should be left blank be
cause RURAL! calculates performance only. 

2. 'l'raffic volume: expressed as two-way hourly 
volume. 

3. Directional split: percent of two-way traffic 
traveling in direction l; used in calculating direc
tional volumes. 

4. Percent trucks: percent of single-unit and 
tractor-trailer combinations with six or more tires 
on the pavement excluding recreational vehicles; 
specified for each direction. 

5. Percent recreational vehicles: percent of 
vehicles having six or more tires not included in 
earlier classification; specified for each direction. 

6. Peak-hour factor: defined as the rate of the 
peak-hour volume to the maximum flow rate for a 
specified period, usually 15 min, within the peak 
hour; specified for each direction; field can be 
left blank for two-lane sections and program will 
select default value. 

Output Description 

RURAL! presents two output options that are selected 
in one of the fields of the fir st input card. A 
value of 0 in this field specifies that the user 
would like a summary output. A value of 1 indicates 
a request for a detailed output. 

The summary output option provides the user with 
a replication of the input deck that can be used to 
check the values of the different fields. If one of 
the field values is 0ut 0f range, RTTRl\T.1 wj 11 not 
process the information and will underline th~ cor
responding wrong field. The second part of the sum
mary output provides a direction summary of the 
calculations performed by RURAL!. Some geometric and 
traffic features are given in this summary along 
with the MOE calculations. In addition, a direction 
total with average and maximum values for some MOEs 
is printed. Finally, a table is provided showing the 
simulation results for each direction and the totals 
for both directions. 

The detailed output consists of the summary out
put plus a detailed subsection output with the fac
tors calculated by the program for each subsection. 
One page is used to show both directions for any 
road subsection. 

Use of the Model 

RURAL! can be used in many ways to evaluate traffic 
performance on rural roads. A first application of 
RURAL! is the study of traffic behavior along a road 
section with variable geometric characteristics for 
a given hourly traffic volume. A single run must be 
made with road subsection specifications that in
clude road and traffic characteristics. 

A before-and-after study could be conducted using 
RURAL! to evaluate changes in traffic performance 
resulting from different design strategies. Several 
design alternatives can be evaluated by comparing 
them with each other or with the no-action alterna-
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tive. The number of simulation runs depends on the 
number of design alternatives to be studied. 

Another possible application of RURALl is the 
evaluation of traffic performance on the same road 
section over a predetermined time period when traf
fic demand varies. Two simulation runs must be con
ducted: one with the road geometrics and the base 
traffic characteristics as input data, and the other 
with unchanged road features and the new data on 
traffic characteristics. Users could find RURALl 
helpful in the prediction of traffic performance on 
a road section where no actions are taken over fixed 
time intervals (e.g., 5-year, 10-year intervals). 
Using the detailed output option, RURALl can eval
uate several road sections that are not connected. 
If the model is used this way, performance summary 
tables should be ignored. 

RURALl has been derived using the preliminary 
draft information on capacity and level of service 
evaluation for freeway, multilane, and two-lane 
sections: to date, it is the only computerized 
method for using these draft procedures. One pos
sible application of RURALl is the evaluation of the 
relationships proposed in these capacity procedures. 
It is important to mention that RURALl has been 
constructed in a modular fashion that makes future 
changes to these procedures easy to handle. 

MODEL APPLICATION 

A practical application of RURALl to a case study is 
presented here to evaluate the effects of changes in 
geometric and traffic characteristics on two-lane 
roads. Three of the model uses described before are 
demonstrated in this application: road section eval
uation, demand change evaluation, and design change 
evaluation. 

Site Selection 

A rural highway section was selected from several 
candidate locations meeting the selection criteria. 
Table 1 gives a list of rural highway sections in 
California that were considered. After further in
vestigation of these sites, including field visits 
in some cases, a 54-mile-long section on CA-20 in 
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Lake and Colusa counties was selected. Adequate 
information on both geometric and traffic charac
teristics is available for this site. Figure 4 shows 
a map of the study section with major highways that 
connect to it or are nearby. 

Data Collection 

RURALl requires geometric and traffic data to cal
culate road section performance. Geometric data were 
reduced from available road plans between post miles 

N 
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SHASTA CO, ·t-· -GLENN CO."- ·- . 
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,.,..LAKE co. I 
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~ 

~\ 
/ 

LEGEND: 
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INTERSTATE HIGHWAY NUMBER 

STATE HIGHWAY NUMBER 

US HIGHWAY NUMBER 

COUNTY LINE 

FIGURE 4 Map showing study section. 

TABLE I Candidate Locations for Initial Model Application 

LENGTII PERCENT
8 

TERRA I Nb ROl!l'E COUNTY DISTRICT (MILES ) CL Am"' TRUCKS 

20 I.AK/COL 01/03 54 YES 8,900 6 . 8- 14 . 2 R-M 

4J MAD Ob 46 YES ll, 600 b.2-IJ.7 F-R·M 

44 SllA 02 55 \ES 2, 800 6.b-24 . I F-R-M 

70 PLU 02 IOU HS 8, 300 2. 3- J 9 . 4 F-R-M 

108 TUO JO 59. 5 YES 9, 300 3 . 5-6.0 R-M 

128 Ml' N OJ 30 ~ 4 , 050 9. 0-15. 5 R-M 

I 78 KER 09 80. 4 YES 5. 200 1.7-2 1.7 M 

299 TRI Ol / 02 72. 3 HS 5 , 800 3.8-22 . 9 M 

a • 1981 F IGUnES 

TERRAIN: F = FLi\l 

R = ROLL! NG 

M = MOUNTAINOUS 
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23 and 46 of Lake County. Road plan information was 
used to determine horizontal curvature, profile 
data, and lane-width data. No-passing zone data were 
determined from the state highway photolog. Because 
no road plans were available for post miles 10 
through 23 in Lake County and post miles 0 through 
18 in Colusa County, geometric information was 
approximated using the data given in the Caltrans 
Route Segment Report (.!2_) for this route. One sim
plification, the elimination of passing lanes, had 
to be made to apply RURAL! to this section; ini
tially RURALl could not handle this type of subsec
tion. To illustrate the model application, the basic 
section was considered as a two-lane section through
out its entire length. 

Traffic data were taken from Caltrans 1981 traf
fic volume and truck volume reports (16,!2_). Traffic 
volumes were adjusted to 1983 and 1988 figures using 
a 4 percent growth factor, and truck data were as
sumed to be constant for the same period of time. 
Because of a lack of recreational vehicles and di
rectional distribution percentages, these values 
were approximated. 

Design of Simulation Experiment 

The application of the model was designed to demon
strate three possible uses of RURALl for a practical 
case study: the evaluation of a road section under 
existing traffic conditions, the evaluation of the 
same section under changes in traffic demand, and 
the evaluation of the incorporation of design im
provements. Table 2 gives the road configuration for 
these experiments. 

Example 1 in Table 2 gives the road configuration 
for the first application. The 54-mile road section 
was divided into 31 homogeneous subsections (SS), 
with criteria for section division being changes in 
either demand or supply characteristics. Subsection 
lengths and percent grade are also shown. Traffic 
volume corresponds to adjusted 1983 values using a 4 
percent annual growth rate. The second simulation 
run was made with the same roadway configuration 
used in example 1 because no geometric changes were 
·specified. Traffic volumes were adjusted to 1988 
values using the 4 percent growth rate. 

Finally, example 2 in Table 2 gives the road 
configuration including some design improvements in 
the study section. Subsections 12 and 13 were re
placed with two undivided multilane subsections, 
subsections 14 through 16 were replaced with three 
divided multilane subsections, and subsections 28 
through 31 were replaced with four freeway subsec
tions. Traffic volumes used in this simulation run 
correspond to adjusted 1988 values. 

Simulation Results 

Table 3 gives a comparison of the results of the 
three simulation runs. The first line corresponds to 
simulation 1, road section evaluation under existing 
traffic conditions; the second line corresponds to 
simulation 2, evaluation of a road section with 
changes in traffic demand for a 5-year period; and 
the Lliiul line L:uue,;purnls Lo simulalion 3, evalua
tion of design improvements. 

Results shown for each of the simulation runs 
include average speed, maximum V/C ratio, vehicle 
travel time, vehicle delay, vehicle-traveled hours 
and vehicle-traveled miles. Results are presented 
separately for each direction and totals are given 
for both directions. Vehicle delay was calculated 
any time average vehicle speed fell below the user-
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TABLE2 Road Section Configuration for Simulation 
Experiment 

EXAM!' LE I EXAMl'LE 2 
LE~GTII PERCE ST BASIC CASE OES I G~ CllANG E 

SS . (Ml LES I GHAlll' SS. nrt SS . nrE 

3.00 + l. 0 2LASE 2LANE 

4. 00 -1. 0 :'LAI>;E 2LA.~E 

3.00 -1. 5 2LA!\E 2LAAE 

3. 00 •.:'. 0 2LASL 2LA!\E 

2. 00 •0.8 2L\SE 2L\SI' 

b J. 00 + l. 2 :'LINE 2L\SE 

I.DO +2 .0 2LASI' 2L\!';E 

1.10 +0.3 2LASE 2LA!\I' 

I. iS • 1. 1 2LA~1' 2LA.~E 

10 0. 4 8 +6. 0 2LASL 2LA.~E 

II ]. 20 + .:'. 0 2LASE 2LA.~I' 

12 ] . 20 +:. 0 2LASE 4LAI>;I' Dl\'InED 

13 I. 00 -5. 4 2LA!\I' 4LAt;F. Dll'I DED 

I 4 0. 40 - 2. s 2LASE 4 LA.~E UNO! V. 

15 0. 90 -6. 0 2LASE 4LANE UND!I'. 

16 I. 70 -0. 4 2LAI>;E 4LANE UNDIV . 

17 2. 40 +I. 8 2LANE 2LANE 

18 0.60 +4.9 2LANE 2LANE 

19 I.OD + 2 . 9 2LANE 2LANE 

20 I. 00 +5 . 7 2LANE 2LANE 

21 I.DO - 2. 3 2LANE 2LANE 

22 I. 00 +S.3 2LA~c 2LANE 

23 I.DO +4.9 2LANE 2LANE 

24 I. 10 +2. 2 2LANE 2LANE 

25 0.40 +S. 8 2LANE 2LANE 

26 I. 30 -5.0 2LANE 2LANE 

27 2.00 -4. 0 2LANE 2LANE 

28 3.00 -3.0 2LANE 4LANE FREEWAY 

29 4 .00 -2.0 2LANE 4LANE FREEWAY 

30 3.60 +2.0 21.ANE 41.ANE FREEWAY 

31 4.00 -1. 0 21.ANE 41.ANE FREEWAY 

specified desired speed. Delay was computed as the 
difference in travel times between these speeds 
times the amount of traffic traveling the section. 

Because the volumes are different, the first two 
simulation runs can be compared only on the basis of 
average speed and travel time. There are slight 
changes in average speed and travel time. Run 1 has 
a higher average speed and lower travel time than 
run 2. 

Simulation runs 2 and 3 can be compared on the 
basis of total delay and total traveled hours be
cause traffic volumes are the same. Run 3, which 
includes the design modifications, shows an improve
ment in overall average speed of 53 mph compared to 
51 mph in run 2. Vehicle delay is reduced by 13. 8 
veh-hr, a 16 percent change from the delay value 
calculated in run 2. Total traveled hours are re
duced by 28 veh-hr, a 3 percent change from the 
calculated value in simulation 2. It can be con
cluded from this analysis that design modifications 
resulted in a modest improvement in traffic opera
tions for the study section. 

PROGRAM LIMITATIONS 

Limitations of RURALl include 

1. RURALl can handle up to 100 subsections. The 
program was designed to simulate at least a 50-mile 
road section. 
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TABLE 3 Simulation Results 

AVERAGE 
SIMULATION t DESCRIPTION DIRECTION SPEJ:D 

(MPll) 

ROAD SECTION DIR. 52 
EVALUATION DIR. 51 

BOTII 52 

DEMAND CHAJ'(;E DIR. I 51 
EVALUATION DIR. 2 50 

80111 SI 

DESIGN CHANGE DIR. 53 
l EVALUATION DIR. Sl 

BOTH 53 

2. RURAL! treats each subsection independently 
without allowing for interactions between adjacent 
subsections. A new logic is being developed to 
eliminate this problem. 

3. RURAL! cannot handle oversaturated situations 
(where demand exceeds capacity). The program has no 
way of knowing in advance if this situation will 
arise. If a subsection is indeed oversaturated, the 
program does not calculate its MOEs and cannot cal
culate direction summary totals. RURAL! gives an 
error message in this case. 

4. The program can handle four types of subsec
tions: freeway, multilane, two-lane, and passing
lane. Other subsection types (e.g., intersections, 
speed-limit zones) cannot be evaluated using RURAL!. 
An error message is given if other subsections are 
input to the program. 

5. The program cannot determine if input data 
are correct if data are entered within RURAL! ac
cepted ranges; however, the program does give error 
messages for out-of-range data. 

6. RURAL! handles performance calculations only. 
7. RURAL! uses a 1-hr time slice and performance 

calculations are summarized by hour of operation. 

CONCLUSIONS AND RECOMMENDATIONS 

RURAL! is a macroscopic deterministic simulation 
model that can be used for the evaluation of traffic 
performance on rural highways. Its very simple logic 
is based on the capacity and level of service proce
dures presented in the draft reports for freeway, 
multilane, and two-lane sections of the new Highway 
Capacity Manual. 

RURALl lets users study longer sections of road
way at a lower cost than was possible with earlier 
microscopic models. However, some detail and preci
sion in the calculations are sacrificed compared 
with calculations by microscopic models. 

con
and 

that 

It is recommended that further research be 
ducted to eliminate some of the assumptions 
limitations of RURAL!. It is also recommended 
field studies be conducted to validate model com-
ponents. 
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MAXIM~ Tl!AVEL VEllJCLE TOTAL TOTAL 
V/C TIME DELAY TRAVELED TRAVELED 

(llR:MIN) (VEll- llRS) (VEll-llRS) (VEH-MILE) 

o. 73 I: 3 31.2 432 22000 
o. 74 I: 3 22.0 321 16431 
o. 74 2 : 6 53. 2 753 38341 

0 . 84 I : 4 49 . 0 537 26822 
0 . 84 I : 4 34 . 9 395 19919 
0 . 84 2: 8 83 . 9 932 46741 

0 . 84 I : 2 43.3 524 26822 
0 . 84 I : 2 26 . 8 380 19919 
0 . 84 2: 4 70.1 904 46741 
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Capacity, Speed, and Platooning Vehicle 
Equivalents for Two-Lane Rural Highways 

MICHEL VAN AERDE and SAM Y AGAR 

ABSTRACT 

Passenger car equivalents (pce's), derived 
for purposes of capacity, speed, and pla
tooning analyses, are examined using litera
ture sources and traffic data analyzed for 
37 different two-lane rural highway sites in 
Ontario. Speed pee' s for trucks and recre
ational vehicles were found to be consider
ably higher than those presently used for 
most types of standard capacity analyses. 
Truck pee values were found to be 11.4, 6.1, 
and 3.8 for the 10th, 50th, and 90th per
centile speeds, respectively. Corresponding 
pee values for recreational vehicles were 
determined as 3.9, 3.7, and 2.6, and the 
opposing direction pee was found to be 0. 5 
for all percentiles. The relative effects of 
trucks and recreational vehicles, in terms 
of the creation of platoon followers, were 
found to be much smaller than the corre
sponding equivalents for speed. Platoon 
follower pce's for trucks, recreational 
vehicles, and opposing direction vehicles 
were 1.23, 1.23, and 0.06 for low traffic 
volumes and 1.20, 1.07, and 0.07 for high 
traffic volumes. Platoon leader pce's were 
1. 55 for recreational vehicles, and 2. 0 and 
1.35 for trucks on recreational and commuter 
routes, respectively. 

Volumes of different vehicle types and different 
directions of travel affect the operational charac-

teristics of two-lane two-way rural highways in 
different ways and to different extents. The analy
sis of a nonhomogeneous stream of vehicles is there
fore often simplified if the relative effect of each 
vehicle type can be expressed in terms of passenger 
car equivalent (pee) units. Passenger car equiva
lents have been quoted for different vehicle types, 
terrains, levels of service, and rural and urban 
aettings because they can vary with these factors. 

Past and current use of vehicle equivalents for 
trucks, recreational, and opposing direction vehi
cles on rural two-lane highways on relatively level 
terrain is reviewed. Specifically, the current prac
tice and literature on pce's are surveyed and these 
findings are compared with pee values derived from a 
comprehensive data collection project in Ontario. 
Because pce's differ for capacity, speed, and pla
tooning analyses, pee values are examined separately 
for each of these measures. Some of the reasons for 
these discrepancies are examined. 

CURRENT PRACTICE AND LITERATURE ON PCE VALUES 

A variety of pee derivations based on capacity anal
ysis are found in the literature, and others per
tain to service volumes, speed reduction, or pla
tooning. Separate literature reviews were carried 
out for each, and the most relevant and significant 
of these findings are summarized in this section. A 
comparison of literature estimates and those found 
in Ontario is provided at the end of the paper. 

Capacity-Based Vehicle Equ ivalents 

Vehicle equivalents have most commonly been used for 
analyses of capacity and level of service. Capacity-
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based pee estimates have been made by the Highway 
Capacity Manual (1), the Organization for Economic 
Co-operation and Development (OECD) (~) , Werner et 
al. (l_), Werner and Morrall (i), Walton and Lee (~), 

Cunagin and Messer (6), Yagar (7), and Krumins (8). 
The Highway Cap~ity Manual (HCM) <!> as;umes 

that both the level of service and capacity of a 
two-lane rural highway are directly related to the 
combined two-way volume, regardless of directional 
split. This implies a vehicle equivalent of l for 
opposing direction traffic. The HCM also provides 
estimates of truck and bus equivalents for different 
grade and level of service considerations. However, 
an OECD report (2) indicates that several countries, 
including the U~ited States, Denmark, and the Fed
eral Republic of Germany, have evidence that many of 
the equivalents given in the HCM may be too high. 

Werner et al. (l) determined that, for rolling or 
mountainous terrain, recreational vehicles had a 
greater impact on capacity than passenger cars but a 
smaller impact than trucks. Werner and Morrall (4) 
also found average passenger car equivalents for 
trucks, buses, and recreational vehicles for two
lane Alberta highways on level terrain. Walton and 
Lee (~) explained the reduction in estimates of 
truck equivalency factors in terms of changes in 
truck engine performance and typical truck weight
to-power ratios. Cunagin and Messer (2_) determined 
pce's for flat terrain, two-lane rural highways 
based on a combination of the Walker spacial headway 
and equivalent delay methods. They found truck 
equivalents to range from 1.5 to 1.7, for 5 percent 
trucks, and from 1.5 to 2.0, for 25 percent trucks. 
The ranges indicate the variability due to differ
ences in volume levels from levels of service A to E. 

Because of a universal shortage of data, little 
quantitative research has been done on vehicle 
equivalents at ultimate capacity. Two-lane highways 
are seldom allowed to reach their ultimate two-way 
capacity, and data are therefore very difficult to 
obtain. 

Curves 1-3 in Figure 1 show the capacity rela
tionships that have been proposed by the HCM (1) , 
Krumins (_~), and Yagar (2J, respectively. The HCM 
curve considers a constant opposing direction vehi
cle equivalent of 1.0, regardless of directional 
split, and Krumins (~_) and Yagar (2_) propose much 
smaller magnitudes of opposing volume impacts. The 
relationship proposed by Krumins (8) implies an 
increasing marginal impact as opposi~g volumes in
crease, and the Yagar (7) curve suggests that oppos
ing direction pee valu";;s decrease in a continuous 
fashion toward zero as opposing volume increases, 
indicating that high volumes can be achieved simul-
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FIGURE 1 Comparison of opposing direction pce's for an ideal 
two-lane highway. 
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taneously in both directions. This is supported by 
traffic volume data from Australia and Canada, which 
are plotted in Figure 1. Note that the characteris
tics of the Canadian highway on which the lower 
volumes in Figure l were recorded were far from 
ideal, with one-way capacity considerably fewer than 
2,000 vehicles per hour. Thus both data points sug
gest very low capacity pce's for opposing volumes as 
the directional split approaches 50 percent. 

Speed Reduction-Based Equivalents 

Passenger car vehicle equivalents have also been 
estimated from the relative sizes of the speed re
ductions caused by equal volumes of each vehicle 
type. Passenger car equivalent estimates, based on 
ratios of speed reduction coefficients for different 
vehicle types and different directions of travel, 
have been made by Normann (_2.) , Duncan (l.Q.) , Craus et 
al. (11), and Krumins (!!._). 

In a study of highway capacity in 1934-1935, 
Normann (2) found a ratio of opposing direction to 
main direction speed reduction coefficients of about 
0.7. Duncan Cl.QI carried out a similar investigation 
of speed-volume relationships, in terms of light and 
heavy vehicles in the main and opposing directions, 
for 17 two-lane roads. The ratio of the average 
speed-reduction coefficients indicated a heavy vehi
cle pee of 15, and an average of coefficient ratios 
produced a pee ratio of 7.5. The ratio of the oppos
ing-to-main-line effect was about 2: 3. In Canada, 
Krumins (8) used a linear regression model to pre
dict main:-line speeds and estimated these speeds to 
be about seven times more sensitive to main-line 
volumes than to opposing direction traffic volumes, 
which differs markedly from the findings of Normann 
and Duncan. 

Craus et al. (11) reviewed current approaches to 
pee determination and suggested a revised method 
based on the ratio of delay caused by one truck to 
the delay caused by one passenger car. They found 
the main tendencies and fluctuations of pce's, as a 
function of level of service and truck speed, to be 
similar to those in the HCM C.!J. 

Because of the difficulty in setting up a con
trolled experiment on the highway, computer s imula
tion techniques have been used to estimate the ef
fects of different vehicle types and to establish 
speed pee values. The most significant contributions 
in this area have been made by Taylor et al. (12), 
Stock and May C!l.J, St. John <!!>• and St. John--and 
Kobett (~). 

Taylor, Miller, and Ogden (12) suggest, based on 
simulation techniques, that the-Proportion of trucks 
in the flow does not significantly affect speeds for 
gradients below 3 percent. They also suggest an 
upper limit for the proportion of trucks in the 
traffic flow above which the effect of an increasing 
proportion of trucks is not as great. This critical 
proportion was found to lie between 0. 05 and 0. 08, 
the higher value corresponding to higher gradients. 

Using the simulation model SIMTOL, Stock and May 
( 13) also found that the HCM may overestimate the 
detrimental effect of trucks on steeper grades. 
Using a microscopic simulation model, A.O. St. John 
(14) proposed that the truck factor, currently of 
linear form, should be nonlinear. He reasoned that 
each incremental addition of slow vehicles to the 
traffic flow affects the speed less than the former 
one, because speeds have already been somewhat de
pressed. St. John and Kobett (15) found that the 
current form of the truck facto;-neglects nonlinear 
effects and inaccurately estimates the effects of 
heterogeneous truck populations. 
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Platooning-Related Equivalents 

Although platooning and platoon follower equivalents 
are not quoted specifically in the literature, some 
vehicle-type effects on platooning can be derived 
from studies of overtaking or passing behavior. 

Troutbeck (~) conducted an extensive study of 
overtaking behavior on Australian rural highways and 
found that large vehicles are more difficult to pass 
than small ones and are therefore more likely to 
become platoon leaders. He found mean overtaking 
times to increase with the length of the overtaken 
vehicle but concluded that further differences in 
overlakiny l.Jehaviur could nut be attributed to 
either the height or the configuration of heavy 
vehicles of a given length. Morrall and Werner C!ll 
studied the opposing traffic flow effect on platoon
ing and suggested that not only the magnitude of the 
opposing volume but also its spacing was critical. 
They indicated that an opposing hourly volume of 
only 200 vehicles could prevent all safe overtaking 
if all vehicles traveled at uniform headways of 18 
sec. 

Summa r y o f Li t eratu re Re vie w 

There have been a number of efforts to determine pee 
values for various conditions, but most of these 
efforts have focused on recalibrating or slightly 
modifying the methods outlined in the HCM <!lr which 
in turn go back to Normann (~) and Wardrop (~) • 
This strict adherence to the HCM procedure has re
sulted in most findings being inadequate in two 
major areas: 

1. Passenger car equivalents have generally been 
assumed to be similar for capacity, speed, platoon
ing, and other types of analysis. This notion ap
pears to be incorrect and is perhaps one of the main 
sources of discrepancies among the various pee 
studies. 

2. Capacity, level of service, and pee analyses 
have been based on combined two-way volume counts. 
However, recent findings (1.rl!r~r.3.Q.l have shown the 
operational characteristics of two-lane rural high
ways to be mainly a function of directional volumes, 
suggesting the need for a re-evaluation of all pce's 
on a directional basis. 

ESTIMATING PCEs FOR TWO-LANE RURAL HIGHWAYS IN 
ONTARIO 

The literature indicated there is no universal pee 
equivalent that can be used for all purposes. 
Rather, each analysis should be based on the pee' s 
determined for that particular application. This is 
illustrated by estimating the respective types of 
pce's for Ontario's two-lane rural highways. Because 
there were not enough data available for estimating 
capacity pce's, the Ontario analyses, which are de
scribed, consider only speed and platooning pce's. 
These are compared with the various values obtained 
from the literature at the end of the paper. The 
data used for this purpose, and the details of the 
analyses, are described. 

Data Collection 

A total of 267, S36 passenger cars, 14, 021 trucks, 
10,804 recreational vehicles, and 3,03S other vehi
cles were monitored on two-lane highways in Ontario 
between July 1 and October 8, 1980, using the radar
platoon technique. At 37 different sites a total of 
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441 hours of data were obtained for a total of S,292 
5-min time slices of speed-volume information. The 
data and the data collection sites are described in 
detail by Van Aerde and Yagar (21). 

All data were collected using the radar-platoon 
technique (22), which records the speed of each 
platoon traveling in the main direction along with 
the vehicle types of the platoon leader and all of 
the followers in the platoon. Given that all vehicle 
speeds in a platoon are equal, this procedure yields 
a 100 percent sample of traffic volumes, and corre
sponding speed and platooning data. Data were col
lected in th is manner in a series of 5-min time 
slice records, which also contained corresponding 
5-min counts of vehicles traveling in the opposing 
direction. 

ESTIMATING VEHICLE EQUIVALENTS IN TERMS OF 
SPEED REDUCTION 

Passenger car equivalents are determined in this 
section based on the relative rates of speed reduc
t ion for each type of vehicle traveling in the main 
direction and for all vehicles combined traveling in 
the opposing direction. 

Speed-volume relationships were compared for 
various study sections to establish patterns, spe
cial trends, and recurring general shapes. This 
analysis identified a general speed-volume curve 
shape consisting of two distinct parts: a linear 
section, which represents the normal operating con
ditions, and a nonlinear section, which represents a 
transition to a breakdown in flow as capacity is 
approached. This general shape is shown in Figure 2 
using data for a typical site, Location 400Sl. 

Because the nearly linear section of the speed
volume curve represents the entire range of prac
tical operating volumes, further study was focused 
on it. A linear approximation was found to fit the 
data at each of the locations that were studied, and 
was quantified by Van Aerde and Yagar (19) for each 
of the 10th, SOth, and 90th speed percentiles. 

Fnr purposes of analysis, a multiple linear re
gression model was structured as follows: 

Percentile speed = Free speed + (Cl • Number of cars) 
+ (C2 . Number of 

trucks) 
+ (C3 . Number of 

recreational vehicles) 
+ (C4 . Number of other 

vehicles) 
+ (CS . Number of 

opposing vehicles) 

to estimate the free speed and the speed-reduction 
coefficients Cl-CS. Coefficients Cl-CS indicate the 
relative sizes of speed reductions for each vehicle 
type (or direction of travel) and permit pee values 
to be determined as follows: 

PCE for vehicle type n = Cn/Cl 

However, the lack of large volume counts for some 
vehicle types at certain locations renders the esti
mates of some of these coefficients insignificant or 
unstable or both. Speed-reduction coefficients were 
therefore aggregated across all sites to obtain more 
significant and stable average results. 

A simple average over all sites for a speed-re
duction coefficient would include several insignifi
cant values, and averaging only the statistically 
significant values would produce an estimate that is 
biased in favor of the more extreme positive values. 
Therefore, the variability in levels of significancP. 
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FIGURE 2 Generalized speed-volume relationship. 

of the speed-reduction coefficients was incorporated 
in the analysis through the use of a weighted aver
age, where each speed-reduction coefficient was 
weighted inversely proportional to its variance. The 
results of this aggregation are given in Table 1, 
with a free speed intercept and set of speed-reduc
tion coefficients quoted for each percentile speed. 
In each case, the average estimate is provided along 
with an estimate of its standard error. Also, the 
calculated pce's (Cn/Cl) are quoted for trucks, 
recreational vehicles, and other vehicles in the 
direction being monitored and the total number of 
vehicles in the opposing direction. 

Table 2 gives recommended pee values that were 
derived from Table 1 after accounting for statisti
cal errors. Equivalents for trucks and recreational 
vehicles were left unchanged, and the equivalent for 
other vehicles was arbitrarily set to a default 
value of 1 (i.e., equal to cars) because there were 
insufficient data to estimate any significant value 
different from the 1.0 used for cars. Because there 
was only a slight variation of opposing direction 
pce's, they were set to 0.5 for all percentiles. 

ESTIMATING VEHICLE EQUIVALENTS IN TERMS OF 
PLATOON LEADERS AND FOLLOWERS 

In general, platooning is caused by fast vehicles 
catching up with slower vehicles and not being able 
to pass. Trucks, recreational vehicles, and buses 
often have lower desired speeds and poorer accelera
tion capabilities than standard passenger cars and 
are therefore more likely to be caught by faster 
vehicles than are passenger cars. In addition, once 
caught, the larger vehicles are more difficult to 
pass because their height, width, or length impairs 
the follower's sight and necessitates longer passing 
distances. 

Traffic in the opposing direction also influences 
platooning on two-lane highways because any ma in-
1 ine passing maneuvers require acceptable gaps in 
the opposing traffic stream. Such acceptable gaps 
decrease, but at a decreasing rate, as vehicles are 
added to the opposing traffic stream. Platooning is 
also dependent on the distribution of the opposing 
traffic, which in turn depends on with-flow volumes. 
Platooning is therefore a function of an interaction 
term of the volumes in the two directions. 

TABLE 1 Estimated Speed-Reduction Coefficients Aggregated 
Across All Sites 

Percentile Speeds 

10th 50th 90 th 

Free speed intercept Estimate 81.3 90, l 101.7 
Std. error 0,3 0.2 0.3 

Speed reduction coefficients 
Main Une 

Passenger Car Estimate -3.2 - 5.2 -8.4 
Std. error 0.4 0.3 0.3 

Trucks Estimate -36.4 -31.5 -30.7 
Std . error 0.4 2.9 3.2 
Equivalent I 1.4 6.1 3.6 

Recreational vehicles Estimate - 12.4 -19.1 - 22. 1 
Std. error 3.6 2.7 2.9 
Equivalent 3.9 3. 7 2.6 

Other vehicles Estimate -3.6 5,6 7. 7 
Std . error 7.5 5.4 5. 7 
Equivalent I . I - I . I - 0.9 

Opposing 
Total count Estimate - 1.6 - 2 4 - 3.7 

Std. error 0.8 0.5 0.6 
Equivalent 0. 5 0.5 0.4 

TABLE 2 Estimated pce's for Speed Reduction Based on Ontario 
Data 

Percentile Speeds 

Direction Vehicle Type 10th 50 t h 90th 

Main line Trucks I 1.4 6. J 3.8 
Recreational 3.9 3,7 2.6 
Other 1.0 1.0 J.0 

Opposing All types 0.5 0. 5 0,5 

The following analysis will examine the impact on 
the extent of platooning i n the main direction of 
different vehicle-type flows i n the main direction 
and the total opposing direction vehicle flow. Al
though there can be s everal measures of the extent 
of platooning, the impact of each vehicle type i s 
ex amined here in terms of platoon leaders and pla
t oon followers. 

The investigation of platoon leaders estimates 
the propensity of a vehicle t ype to become a pl a toon 
leader, and the number of followers provides a mea
sure of how many vehicles ar e held up in platoons by 
the presence of such a vehicle in the traffic stream. 
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Platoon Creation 

Large vehicles, such as trucks, buses, and recre
ational vehicles, have a higher individual pro
pensity to become platoon leaders than do passenger 
cars. These leader propensities are analyzed using 
the ratio of percent leads, by vehicle type, to 
percent of total main-line traffic count, by vehicle 
type. Table 3 gives a summary of these ratios and 
then lists them normalized with respect to the 
original ratio for passenger cars to obtain pce's in 
terms of platoon leadership. 

The summary in Table 3 indicates that trucks and 
recreational vehicles are, respectively, about 1. 8 
and 1. 5 times as likely to be leaders as passenger 
cars, whereas other vehicles are not significantly 
different from passenger cars in this regard. The 
normalized ratios, which represent a form of pce's, 
were calculated for each location and are plotted 
separately for trucks and recreational vehicles in 
Figures 3(a) and 3(b), respectively. 

Figure 3 (a) shows the truck ratios clustered in 
two groups. For the upper group, which represents 
significant locations on commuter routes (7 and 05) , 
trucks are 1.35 times as likely to lead as are pas
senger cars. For the second group, which represents 

TABLE 3 Platoon Leader Ratios by Vehicle 
Type 

Ratios 

Vehicle Type Original' Normalizedb 

Total vehicles 1.000 1.056 
Passenger cars 0.946 1.000 
Trucks 1.716 1.813 
Recreationa 1 1.386 1.464 
Other 1.023 1.082 

a Original ratio = percentage of leads by vehicle type divided 
by percentage or total count by vehicle type. 

bNormalized ratio= original ratio for vehicle type divided 
by original ratio for passenger cars. 

0.20 

0.15 

O.lO 

0.05 
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the recreational routes (400 and 35), the truck 
Ldtlo ls ne1uly 2.0. This tllrference may be attrib
uted to differences in drivers on these routes, to a 
decreasing marginal effect of trucks as the percent
age of trucks in the traffic stream increases, or to 
a larger average size of trucks on the recreational 
highways, which tend to carry longer trips. 

Estimates of generalized recreational vehicle 
ratios are made only for recreational routes because 
the percentage of recreational vehicles on commuter 
roads is too small to provide statistically signif i
cant results. Figure 3 (b) indicates that, on recre
ational routes, recreational vehicles are more 
likely to lead than passenger cars by a factor of 
approximately 1.55. 

Follower Creation 

Although platoons are identified by their leaders, 
leaders experience little frustration or reduction 
in safety as a result of being in a platoon. They 
are generally not delayed and, except for some pres
sure from the following vehicles, experience virtu
ally perfect service. It is principally the follow
ers who suffer the largest reduction in service: 
they may be delayed, frustrated, and even caused to 
attempt unsafe passing maneuvers. 

The increase in the number of followers as a 
function of main-line traffic volume is shown in 
Figure 4 for two different locations. Because the 
relationship in nearly linear, except for a slight 
curvature at a volume of approximately 650 veh/hr, 
the number of followers can be modeled using piece
wise linear functions with separate linear models 
fitted for the low- and high-volume regions. This is 
discussed in detail elsewhere (~1,£!). Based on a 
"knee" (change in slope) in the relationship at a 
volume of approximately 650 veh/hr (in the main-line 
direction) the number of followers was modeled using 
separate multiple linear models for traffic volumes 
between 100 and 650 veh/hr (low-volume range) and 
650 to 2,000 veh/hr (high-volume range) as follows: 
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FIGURE 3 Ratios of platoon leaders to traffic volume: (a) trucks on commuter and recreational routes, 
(b) recreational vehicles on recreational routes. 
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FIGURE 4 Typical relationship between number of followers and main
line volume. 

Number of followers Al + Bl • Cars 
+ B2 Trucks 
+ B3 • Recreational 

vehicles 
+ B4 • Other vehicles 
+ B5 • Opposing vehicles 

• main-line vehicles 

In the models, coefficients Bl-B5 estimate the 
rate at which the number of followers increases for 
each traffic volume component. Main-line vehicle
type coefficient (Bl-B4) represent the number of 
additional followers produced per vehicle, and the 
opposing volume coefficient (B5) is quoted as the 
number of follower produced per opposing vehicle at 
a main-line volume of 1, 000 veh/hr. The interaction 
term for opposing direction traffic volumes makes 
any opposing volume effect proportional to the total 
main-line volume . Therefore, the follower production 
due to traffic in the opposing direction is larger 
or smaller than the quoted coefficient when the main
line traffic volumes are larger or smaller, respec
tively, than 1,000 veh/hr. 

Table 4 gives average vehicle-type follower coef
ficients and normalized follower production rates 
(i.e., quoted with respect to the car rate of 1.0) 
for the high- and low-volume region. Because the 
relative size of these rates represents the relative 
effect of different vehicles on platooning, the 
normalized ratios can be considered estimates of 
platooning pee' s. For the low-volume region, pee' s 
were calibrated using data from all two-lane highway 
sites, and those for the high-volume region were 
calibrated based on data from the mainly recre-

TABLE 4 Passenger Car Equivalents in Terms of Number of 
Followers Produced 

Low-Volume Range High-Volume Range 

Direction Parameter Avg Value pee Avg Value pee 

Main Hne A Intercept -81.1 -246.8 
Bl Car 0.74 1.00 1.01 1.00 
B2 Truck 0.91 1.23 1.21 1.20 
B3 Recreational 0.91 1.23 1.08 1.07 
B4 Other 0 .72 0.98 1.14 1.13 

Opposing BS Total count 0.042 0.06 0.066 0.07 

Note: Low-volume range, 100-650 veh/hr in main-line direction; high-volume range, 
650-2,000 veh/hr in main-line direction. 

ational routes (most of Ontario's commuter roads are 
upgraded before very high traffic volumes are 
reached) • 

In the low-volume range, trucks or recreational 
vehicles produce about 0. 91 followers compared with 
cars, which produce only 0.74. This results in a pee 
of 1.23 (i.e., 0.91/0.74) and indicates that trucks 
and recreational vehicles produce, on the average, 
approximately 23 percent more followers than do 
passenger cars under the same conditions. 

Follower production rates were higher in the 
high-volume region for all vehicle types and both 
directions of travel. The estimated truck pee de
creased slightly, and standard error increased sig
nificantly, due mainly to the much smaller represen
tation of trucks on the high-volume recreational 
routes, The recreational vehicle pee decreased from 
1.23 to 1.07, but its standard error remained virtu
ally the same. The smaller pee might be due to the 
increased representation of recreational vehicles on 
high-volume recreational routes, whereby they become 
an integral part of the traffic stream and have a 
significantly reduced marginal impact. Other vehi
cles also appear to have a larger pee in the high
volume region, although their estimate is based on 
fewer data than those for cars, trucks, recreational 
vehicles, or opposing flows. 

The opposing direction coefficients indicate that 
opposing volume affects main-line platooning for all 
ranges of main-line traffic by merging a number of 
smaller platoons into fewer, but larger, platoons, 
Specifically, the presence of 1,000 opposing direc
tion vehicles is estimated to increase the number of 
followers by approximately 35, 70, and 135 veh/hr 
for main-line traffic volumes of 500, 1,000, and 
1,500, respectively. 

COMPARISON OF ONTARIO'S RESULTS WITH PCEs 
FROM THE LITERATURE 

The findings of this study for speeds were found to 
agree with some sources but were drastically dif
ferent from others. Findings from the literature for 
capacity and speed analyses are given in Table 5, 
and Table 6 gives percentile speed, platoon fol
lower, and platoon leader pee' s estimated for On
tario's two-lane rural highways. Note that the speed 
percentiles in Table 6 do not correspond with levels 
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TABLE 5 Average Generalized pce's Found in the Literature 

Levels of Scrv ice 
pct and 
Vehicle Type /\. B 

C•pacity 
Truck 3 ,0 2,5 

2.0 2 .2 
1.5 l .b 

Bus 2.0 2,0 
1.8 2.0 

R et.:reationa 1 vehicle 2.2 2.5 
Opposing vehicles 

I± 
Speed 

Truck 
Opposing vehicles 

c D E 

2 ,5 2.0 2.0 
2.2 2.0 2.0 
1.6 1.6 1.7 
2,0 2.0 2.0 
2.0 1.6 1.6 
2.5 1.6 1 fi 

O+ 

Avg 

2.1 
I .b 
2,0 
1.8 
2 1 
LO 

15,0 
1 00 
0 .7 
0.66 
0.14 

Source 

HCM111 
Werner and Morrall (4/ 
Cunagin and Messer (6) 

HCM fl) 
Werner and Morrnll (4) 

Werner and Morrall (4) 

HCM (I! 
Yagar (7) 

Duncan {JO) 

HCM (1 ! 
Normann (9) 

Duncan (10) 

Krumins(~) 

TABLE 6 Average Generalized pce's for Ontario's Two-Lane Highways 

Platooning Equivalents 
Speed Equivalents 
(speed percentile) Followers Leaders 

Vehicle Type 10th 50th 90th Low Vol . High Vol. Recreation Commuter 

Truck I l.4 6 , 1 3.8 1.23 1.20 2.00 1.35 
Recreational vehicles 3.9 3.7 2.6 1.23 1.07 1.55 
Other 1.0 1.0 1.0 0 .98 I. l 3 1.464 
Opposing vehicles 0.5 0 ,5 0. 5 0.06 0.07 

Note: Low volume = main direction traffic volumes of 100·650 vch/hr: high volume= main direction traffic of 650·2,000 

veh/hr. 

of service, as drivers choose their own percentiles 
within the available level of service. 

Speed Prediction Equivalents 

Speed prediction vehicle equivalents for trucks and 
recreational vehicles traveling in the main-line 
direction were found to decreal5e for higher apeed 
percentiles. The absolute magnitude of the opposing 
volume effect was larger for higher speed percen
tiles, but corresponding increases in the main-line 
speed reduction coefficients resulted in a constant 
opposing direction vehicle equivalent. 

In Ontario, trucks were found to have a speed
reduction coefficient of approximately 30 km/hr per 
1,000 trucks/hr. This compares with Duncan (10), who 
determined an average speed reduction due to heavy 
vehicles of 62 km/hr, assuming a composition of 15 
percent heavy vehicles. The Ontario truck equiva
lents of 11.4, 6.1, and 3.8 for the 10th, 50th, and 
90th percentile speeds, respectively, are much 
higher than truck pee' s (Table 6) but lower than 
Duncan's (10). He found that the ratio of average 
speed-reduction coefficients indicated a heavy vehi
cle pee of 15, whereas an average of coefficient 
ratios produced a pee ratio of 7.5. 

Ontario speed pce's for recreational vehicles 
ranged from 3.9 to 2.6, compared with truck pce's 
that ranged from 11.4 to 3.B. Werner, Morrall, and 
Halls (3) determined that the effect of recreational 
vehicles on service volumes was more than that of 
standard passenger cars but less than that of trucks. 

The speed pee for vehicles traveling in the op
posite direction was consistently found to be 0.5 
for all speed percentiles. This compares with Nor
mann <2> and Duncan (.!Q) , who estimated this effect 
as 0. 7 and 2/3 of main line, respectively. In con
trast, the HCM (1) uses a default of 1.0, and 
Krumins (!!_) found -;n opposing volume equivalent of 
1/7. 

Platooning Equivalents 

Platooning pce's were determined in terms of both 
platoon leadership and follower creation. However, 
comparisons with other sources are difficult because 
there are no other quantitative estimates of vehi
cle-type impacts on platooning in the literature. 
Therefore, platooning pee' s are compared with esti
mates for speed and capacity. 

Main-line platoon follower pee estimates are 
generally lower than comparable estimates for speed 
and capacity. As the data in Tables 5 and 6 indi
cate, capacity pce's for trucks generally range from 
about 1.5 to 3.0, and speed pce's can vary from 3.B 
to 15.0. These values are generally larger than the 
Ontario platoon leadership values of 2.00 for recre
ational roads and 1. 35 for commuter roads or the 
follower creation values between 1.20 and 1.23. 
Similarly, recreational vehicle pce's range from 1.6 
to 2.5 for capacity and from 2.6 to 3.9 for speed, 
but they were only 1. 55 for platoon leadership and 
between 1.07 and 1.23 for follower creation. 

Follower creation pee estimates for traffic in 
the opposing direction were 0.06 and 0.07 for the 
low- and high-volume ranges, respectively. Although 
these numbers are small, they represent additional 
followers without adding main direction vehicles 
(i.e., opposing traffic causes platoons to merge). 

The effect of opposing direction platooning on 
main-line platooning was not examined, although the 
extent of platooning in the opposing direction af
fects main-line platooning. The marginal effect that 
is not explained by the opposing volume was not 
considered to be commensurate with the effort re
quired to examine it. 

CONCLUSIONS 

The relative effect of trucks on the lower percen
tile drivers is particularly pronounced. The truck 



Van Aerde and Yagar 

pee ranged from 3.B for 90th percentile speed to 
11.4 for 10th percentile speed in Ontario. The 
recreational vehicle pee ranged from 2.6 to 3.9. The 
speed pee for vehicles traveling in the opposite 
direction was consistently O. 5 for all speed per
centiles. 

Passenger car equivalent values for platooning 
are lower than corresponding equivalents for speed. 
Follower creation pce's for trucks and recreational 
vehicles averaged 1. 22 and 1.15, respectively, in 
Ontario, and corresponding platoon leader pce's 
averaged 1.8 and 1.4, respectively. The follower 
creation pee of traffic in the opposite direction 
averaged 0.065 for Ontario. 

Although the various types of vehicle equivalents 
are related, pce's are not interchangeable, and only 
the appropriate pce's should be used in any appli
cation. 

Discussion 

Myung-Soon Chang* 

Van Aerde and Yagar have made a good hypothesis that 
passenger car equivalents may be different for var
ious criteria such as capacity, speed, platooning, 
and directional volume on two-lane rural highways. 
However, their data collection and analysis over
looked important considerations that should be 
recognized. 

DATA COLLECTION 

Van Aerde and Yagar collected platoon data using the 
radar-platoon technique (22) • However, this method 
is very sensitive to the definition of what headway 
separation constitutes a different platoon. The 
first criterion in studying platooning would be the 
discrimination of platoon formation, and this varies 
among researchers. Miller, for example, separated 
platoons if the headway was longer than 8 sec (~) • 
Edie et al. defined a vehicle as platooning if its 
headway was less than 4 to 5 sec, depending on its 
speed (25). Keller considered a vehicle as platoon
ing if its headway was less than 2 sec (26) • 

If platooning involves a headway criterion, the 
radar-platoon technique Van Aerde and Yagar used is 
not sufficient and consequently needs more sophisti
cated data collection procedures and equipment. It 
should be recognized that their data collection 
method is subjective, depending on the perception of 
the observer, although it has an advantage of not 
requiring sophisticated equipment. 

ANALYSI S 

The authors used a multiple linear regression model 
to define pee values for different vehicle types. 
'fhey defined pee for vehicle type n as the coeffi
cient of vehicle type n (Cnl over coefficient of 
passenger car (C). However, this approach is only 
valid when no intercorrelation between the pair of 
independent variables (i.e., pair of vehicle types) 

*Texas Transportation Institute, Texas A&M Univer
sity, College Station, Texas 77043 
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exists, The coefficients given in Table 1 make it 
evident that there is intercorrelation or multi
collinearity (i.e., high correlation between inde
pendent variables) between independent variables. 
Some of the algebraic signs are reversed, resulting 
in the negative value of pce's. 

When there is multicollinearity between indepen
dent variables, not only will the sign often be 
reversed but the coefficients are also changed by 
the introduction and deletion of one or the other 
variable <l.1..~l. When independent variables are 
correlated, the regression coefficient of any inde
pendent variable depends on which other independent 
variables are included in the model. Thus, a regres
s ion coefficient does not reflect any inherent ef
fect of the particular independent variable on the 
dependent variable but has only a marginal or par
tial effect, given whatever other correlated inde
pendent variables are included in the model. 

In short, the estimates of individual regression 
coefficients are very unreliable (~) when indepen
dent variables are intercorrelated among themselves. 

CONCLUSIONS 

Although the authors explored a potential use of 
regression models for deriving pee values, the sug
gested values should be modified using the ap
proaches (28) that can eliminate intercorrelation or 
multicolli~arity between independent variables. 

Authors' Closure 

First we would like to thank Myung-Soon Chang for 
providing us with the opportunity to discuss some of 
the theoretical problems involved in applying multi
ple linear regression, which we had adopted as the 
only real choice for analyses of this type. This 
selection was based on an exhaustive consideration 
of the various statistical techniques for analyses 
of th is nature. Chang suggested that we had over
looked these theoretical issues in the paper, but we 
had thought that a discussion of such theoretical 
issues was really peripheral to the central theme of 
our work. Theoretical issues are treated in the 
appropriate statistical literature. However, because 
the issues have been raised they are addressed. 
Because Chang's discussion has addressed data col
lection and analysis separately, we shall respond in 
these corresponding categories, so that the reader 
can relate our responses to Chang's respective ques
tions. 

First, we shall provide the reasons for selecting 
the manual radar-platoon data collection technique 
used for identifying and quantifying platoons. We 
will then address Chang's questions and concerns 
regarding the effect of possible multicollinearity 
on our multiple linear regression analysis. 

DATA COLLECTION 

Because the entire radar-platoon data collection 
procedure is presented in detail in the earlier 
literature, we have limited our response to specifi
cally addressing Chang's concerns regarding our 
selection of a platoon discrimination procedure. 

An exact quantitative definition of a platoon 
would involve a complex and even stochastic combina-
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tion of relative positions, speeds, and accelera
tions of a potentially large number of vehicles, 
rather than simply the relative positions and speeds 
of only two vehicles. Therefore we thought it im
practical to even attempt to fit a function for our 
purpose. Those who have attempted to automate this 
process have generally had to simplify their def ini
tion of a platoon to consider only successive pairs 
of vehicles. Also, platoon characteristics will vary 
among different highway types and situations. It is 
therefore not surprising that Miller (24), Edie et 
al. (25), Keller (~, and others have found differ
ent critical headways for defining limits for pla
toons under their very different sets of conditions, 
which Chang may have unfortunately confused as rep
resentive of the same process. For example, Keller's 
extreme headway of less than 2 sec was not intended 
as a critical headway for two-lane rural highways, 
which our paper addresses exclusively. We had mea
sured an average headway for platooned vehicles on a 
two-lane rural highway of 2.0 sec, which is even 
greater than the low critical value that Chang at
tributes to Keller. This average value is not to be 
confused with a follower discrimination criterion as 
Chang has apparently done in Keller's case. 

With these considerations in mind, we thought 
that the traffic could best be divided into platoons 
by a trained observer, who would have the benefit of 
observing long traffic streams as they approached. 
Being concerned about the subjectivity of the pro
cess, we had a number of people observe the same 
traffic: a physicist, a politician, a student, and a 
traffic engineer. There was consistently virtually 
unanimous agreement about where the platoons started 
and ended. This indicated that the error due to 
subjective selection of platoons referred to by 
Chang was less than that due to differences among 
researchers. Our results are not dependent on any 
mathematical descriptions of platoons that different 
researchers might speculate on or even find. Because 
we were interested only in sorting the traffic into 
platoons and not in finding a model for describing 
this process, the human observer method served our 
neeas Detter tnan any matnematica.l moae.l we could 
find or create. 

ANALYSIS 

Criticism of our statistical analysis centered 
around multicollinearity and reversed algebraic 
signs. We are well aware of the problems of multi
collinearity, but cannot apologize for our use of 
multilinear regression (MLR). After careful con
sideration of the nature of our data and the avail
able analysis techniques we believed that we could 
live with the implications of MLR. We are satisfied 
with our "ball park" estimates, and feel that they 
have supported our main hypothesis that pee• s are 
different for capacity, speed, and platooning, re
spectively. We have also quoted levels of statisti
cal significance, and only draw conclusions concern
ing the types of vehicles that were represented in 
sufficient sample size to allow meaningful statisti
cal inference. Chang suggested that he can alter our 
findings by eliminating multicollinearity. However, 
a closer examination of our paper would show that 
this has already been done, as we shall discuss. It 
is also noted that the models and data used for 
estimating respective pce's for speed, capacity, and 
platooning were consistent. This, along with the 
statistical significance obtained in estimating 
these different types of pce's, indicates that they 
are reasonably accurate, subject only to their sta
tistical significance, represented by the ratio of 
their relative magnitudes and errors of estimation 
given in Table 1. In each case, a ratio of about 2 
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or more represents reasonable statistical signifi
cance. 

Chang referred to Mullet ( 27) who discusses the 
causes of coefficients having the wrong sign, quot
ing the following four reasons: 

1. Range of independent variable not fully 
covered by data, 

2. Exclusion or omission of important predictor 
variables, 

3. Multicollinearity between independent vari
ables, and 

4. Computational error. 

We respond to each of these as follows: 

1. It should be noted that the entire range of 
traffic volumes, up to and including capacity, was 
covered by our data. The mix of locations included 
recreational, commuter, and combined highway types, 
providing mixtures that included both high and low 
volumes of trucks in combination with a similar 
range of recreational vehicle volumes. This there
fore includes virtually the entire possible range of 
traffic condition variables that were of interest to 
our study. 

2. The MLR analysis drew on all the component 
traffic volumes present in the traffic stream and 
was therefore comprehensive without being overspec
ified. Because the counts for all vehicles were 
included, no important predictor variables were 
excluded and no variable types were redundant. 

3. Issues of multicollinearity are treated spe
c if ically by Mason et al. !±.!!l , and are therefore 
addressed in detail hereafter. 

4. Finally, computational error in the estimate 
of our regression coefficients was minimized through 
the use of the SAS statistical analysis program. SAS 
is one of the most widely applied and therefore 
tested mainframe statistical analysis packages. Its 
results were verified using an independent regres
sion package. 

Chang referred to Mason et al. <±.!!> who discuss 
issues of multicollinearity in great detail and 
suggest methods to be used to eliminate or to allow 
for its presence. Specifically, they suggest three 
solutions: 

1. To reduce or eliminate collinearity, they 
recommend that the data be augmented with additional 
data. Having monitored nearly half a million vehi
cles, we believe that it would be impractical to 
increase the size of the sample, which is , if any
thing, larger than necessary. 

2. As an alternative they suggest that the re
gression should be attempted subject to restrictions 
on some of the independent variables. Such restric
tions were explored and are documented by Van Aerde 
and Yagar (21) as Model II. Briefly, these re
stricted regressions fixed the relative sizes of the 
vehicle type speed reduction coefficients such that 
the regression was forced to focus on the relative 
sizes of the main-line and opposing direction speed 
effects. The resulting reduction in degrees of free
dom provides more stable and often more reliable 
results. 

3. The final recommendation involves selection 
of variables. They suggest that no important pre
dictor variable should be omitted and that no two 
variables should be included if they represent vir
tually the same thing. This issue is similar to item 
2 from Mullet and the same arguments apply here. 

These discussions should satisfy any skeptic that we 
have not only carefully avoided multicollinearity 
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problems to the extent possible, but also have fol
lowed the appropriate remedial measures. It is 
therefore not necessary to modify our values as 
suggested by Chang. 

It should be noted that in Table 1 our average 
regression coefficients were quoted with correspond
ing measures of statistical significance. All sig
nificant coefficients, which usually correspond to 
vehicle types with a large count, are of the correct 
sign and order of magnitude. Only the coefficients 
that had a larger variance associated with them 
ended up with a wrong sign or an incorrect magni
tude, and in this case we explicitly stated that we 
do not recommend their use. 

CONCLUSIONS 

We believe that the data bank that we used for our 
analyses was more than adequate. Although we could 
easily have lived with a smaller sample, a sample of 
this size was made possible by the use of the ef
ficient radar-platoon data collection technique. 
This technique is especially useful in providing 
data for analysis of platoons, because it provides 
data in terms of platoons. 

Any automated platoon discrimination technique 
will have to be calibrated with the use of human 
observers, who were used in the radar-platoon tech
nique. It is therefore not possible to develop an 
automated technique that can provide better platoon 
discrimination than competent, trained human ob
servers. 

Multiple linear regression analysis was found to 
be the best analysis approach because it permitted a 
similar model structure for the various platoon and 
speed measures that were explored. We have taken the 
necessary precautions to avoid collinearities or 
minimize their effects, and are confident about the 
reliability of our results. 
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Dynamic Freeway Simulation Program for 

Personal Computers 
PANOS G. MICHALOPOULOS 

ABSTRACT 

An interactive menu-driven macroscopic free
way simulation program with graphic capabil
ities is presented. The program is written 
in UCSD-Pascal language and runs on IBM 
personal computers. Recently developed flow 
models that describe complex phenomena such 
as lane changing, merging, and weaving are 
employed. The computational effort is mini
mized by using fast and efficient numerical 
methods for implementing these models. Input 
to the program is conventional traffic pa
rameters, freeway and ramp characteristics 
(e.g., capacity, free-flow speed, jam den
sity), demands, and origin-destination in
formation. Output includes dynamic descrip
tion of speed, flow, and density (both 
numerical and graphic); estimation of the 
most common measures of effectiveness i and 
graphic representation of flow conditions 
and congestion levels. 

Improving the operating conditions of freeway flow 
during periods of congestion is one of the major 
problems in traffic engineering practice. Before 
implementation of an improvement, estimation of the 
effects of the various alternatives and comparison 
with the existing conditions are desir~hle. ~his 
usually entails determination of the measures of 
effectiveness (such as total travel, total travel 
time, delays, stops, energy consumption, and so 
forth) associated with a given situation, which may 
include a traffic management scheme. Often, a more 
detailed analysis is needed, which may require dy
namic description of flow (i.e., in time and space) 
as well as the formation and dissipation of conges
t ion. Such analysis could assist in comparing alter
native geometric configurations; estimating the 
effects of incidents; and, in general, assessing the 
impacts of improvements, control strategies, and 
system changes. Finally, it may be necessary to 
determine only whether a given facility and manage
ment scheme combination can accommodate the demand 
in a satisfactory fashion. 

Despite recent theoretical developments, simple 
tools for analyzing situations such as these are 
still lacking. Because analytical methods for de
scribing the freeway flow process in sufficient 
detail and accuracy are impractical, field engineers 
often must turn to simulation to obtain answers to 
the previously mentioned problems. A number of free
way simulation programs are available for design and 
analysis purposes; among the most widely known pro
grams are FREQ6PE (1), FREQ7PE (2), and INTRAS (3). 
The first two are very similar and are macroscopic 
in nature; the latter is microscopic. At present, 
existing program packages can run only on large 
computers that are not always easily accessible; 
furthermore, using a large computer usually implies 
familiarity with its operating system for compiling 

the programs for tape, disk, input-output (I/OJ 
operations, and so forth. Finally, existing programs 
are cumbersome and data hungry, and they require 
reasonable familiarity with the program. 

Difficulties of this nature make existing pack
ages unattractive to potential users. Previous ex
perience ( 4) suggests that the use of large-scale 
freeway simulation packages in at least one agency 
was essentially abandoned shortly after an initial 
trial period. Some of the difficulties related to 
the use of large computers can be resolved by recent 
advances in microcomputer technology. The low cost 
and anticipated widespread use of personal computers 
combined with the opportunity of employing less 
sophisticated menu-driven, user-friendly interactive 
programming make development of microcomputer soft
ware increasingly attractive and desirable. 

In this paper an interactive, user-friendly 
macroscopic simulation program named KRONOS-1 is 
presented; the program is written in UCSD-Pascal 
language and runs on IBM personal computers. Because 
of the limitations of microcomputers, the models 
employed had to require minimal storage and computa
tional effort and be fairly realistic and reasonably 
accurate. The last two requirements were satisfied 
by taking compressibility into account, as well as 
acceleration and deceleration characteristics of a 
traffic mass. Storage and computational effort were 
reduced by developing simple finite-difference 
schemes for solving the governing equations of the 
system. To further improve realism, merging or di
verging areas are not treated as dimensionless 
pointc (uo in most of the existing programs) , but 
they have a finite length. The generation (or dis
sipation) of flow in these areas is a function of 
the relative speed between the freeway and the 
acceleration (or deceleration) lane, as well as the 
ramp demands (or exiting volumes) and freeway flow 
conditions in the merging (or diverging) area. 

Perhaps the major advantage of the program pre
sented here is that it allows treatment of phenomena 
not previously described by existing macroscopic 
programs. Such phenomena include lane changing, 
merging or diverging, and weaving. This was made 
possible through earlier extensive model development 
and experimentation. Testing and validation were 
performed by comparing the results of the program 
with a data base generated by microscopic simulation 
using the INTRAS program <ll· This was necessitated 
by the need to test a wide range of ramp and freeway 
demand combinations as well as a number of alterna
tive geometric configurations. Stated otherwise, 
cost and time considerations dictated experimenta
tion under a controlled environment that was ensured 
by a previously tested and validated microscopic 
simulation program. It should be noted, however, 
that more extensive testing against field data, as 
well as program extensions, is under way. 

MODELING AND ANALYSIS METHODOLOGY 

Because of the limitations of personal computers, 
bookkeeping and storage requirements, as well as 
computational effort, should be minimized. This led 
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to the selection of macroscopic flow models for the 
KRONOS-1 simulation program. Previous experience 
(4,5) suggests that macroscopic simulation can lead 
t~ -;;atisfactory accuracy at least for some of the 
problems described earlier. Existing macroscopic 
flow models fall into three general categories: (a) 
input-output (I/O), (b) simple continuum, and (c) 
high-order continuum. The models of the first cate
gory are rather simplistic in that they do not in
clude space explicitly nor do they take compressi
bility into account. High-order continuum models, on 
the other hand, are the most sophisticated but they 
have not as yet gained wide popularity or proved 
truly superior to the simple-continuum alternative. 
In a recent study (2_) these models performed about 
the same as the simple-continuum alternative. For 
this reason, the main model employed by KRONOS-1 is 
the simple-continuum one, presented here, which is 
based on the conservation equation. It should be 
noted, however, that the program also allows use of 
the most widely known high-order model (7). 

According to the simple-continuum - model (8) , 
freeway flow can be described by the conservation 
equation that has the general form: 

(aq/ax> + (ak/at) g (x,t) (1) 

where 

q q(k) = ku is the flow rate of the 
traffic stream; 

k K(x,t) and u • u(k) are the density and 
speed, respectively; 

t and x time and space; and 
g the generation rate. 

The latter represents generation or dissipation of 
cars at entrance or exit ramps, respectively. There
fore, g as well as the basic flow variables (k, q, 
and u) vary with time and space. Naturally, in free
way sections where there are no entrances and exits 
g(x,t) = o. The continuum model assumes that flow is 
a function of density; this implies that Equation l 
is a nonlinear (i.e., hyperbolic) partial differen
_t ial equation having density as the only unknown. It 
follows that this equation can be solved for a par
ticular freeway to obtain the value of density (and 
therefore flow and speed) at each time and space 
point of the t-x domain. Analytical solution of this 
problem (i.e., estimation of k, q, and u in time and 
space) is only possible for continuous single-regime 
q-k relationships, simple arrival and departure 
patterns at the boundaries of the freeway in ques
tion (boundary conditions), zero generation terms, 
and simple flow patterns along the road at the be
ginning of simulation (initial conditions). 

To circumvent the mathematical complexities of 
analytical solutions, to improve realism (by re
laxing simplifying assumptions), and to allow 
further practical extensions, numerical treatment of 
Equation l (governing equation) was sought. The 
numerical solution of Equation l begins by discreti
zation in both time and space. Figure l shows space 
discretization of a freeway section that consists of 
J segments of length flX. It can be easily verified 
that, to keep the solution within reasonable bounds, 
the time and space increments flt, flX must obey 
the rule: 

where Uf 
solution 
knowledge 
(boundary 

represents the free flow speed. Numerical 
of the conservation equation requires 
of the arrival and departure patterns 
conditions) at each end of the freeway 
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section under consideration (nodes l and J+l in 
Figure l) • When numerical methods are employed, no 
specific assumptions need to be made concerning 
these patterns (i.e., either deterministic or sta
tistical arrival and departure distributions can be 
assumed). 

Dynamic estimation of density, flow, and speed 
(i.e., estimation of these values on every node j at 
each flt increment) is obtained from (2_): 

kj'1 = [(l/2)(kj'.1 + kf_i)] - [(llt/2Llx)(Gf+1 - Gj_i) ] 

+ (l\t /2)(gf+ I + gf-1 ) \lj 

uf' 1 = ue (kj+ 1 ) 

where 

density, speed, or flow, re

spectivity, of node j at t = t 0 
+ n(lt, 

t 0 initial time, 

G~ 
J 

equilibrium speed corresponding 

to the value of density k~+l, 
J 

n 
gj g(xj,tn) =generation rate of node 

j at t a ta + n(lt. 

(2) 

(3 ) 

(4) 

When the simplest equilibrium speed density model is 
assumed (.2_) , 

(5) 

and 

(6) 

where k0 and Uf represent jam density and free 
flow speed, respectively. 

This numerical solution allows use of any speed
density model, including discontinuous ones; in such 
case, Equations 5 and 6 can be altered accordingly. 
It should be noted that the generation rate g is 
either given or it can be derived dynamically from 
ramp demands and freeway flow and density at the 
previous time step. In the simplest case, where the 
entire ramp equals the segment length flX, an 
average value of g can be assumed; however, as the 
ramp length increases or as flX decreases, this 
assumption is unrealistic. In such a case, solution 
proceeds by considering the conservation equation of 
the acceleration lane separately and solving it 
simultaneously with the conservation equation of the 
freeway (10). This new equation must take into 
account lane changing effects that are described 
next. 

The modeling presented to this point does not 
consider lane changing effects (i.e., all lanes are 
aggregated). Lane changing can be described in two 
ways (10); the first, and simplest, is discrete in 
the sense that it considers each lane separately. 
The second is continuous (i.e., it explicitly in
cludes street width). Because of space limitations 
only the first option is described here. 

A simple-continuum model for describing flow 
a long two or more homod irectional lanes can be ob
tained by considering the conservation equation of 
each lane. This is accomplished by observing that 
the exchange of flow between lanes represents gener-
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FIGURE 1 Space discretization of a freeway section. 

ation (or loss) of cars in the lane under consider
ation, Following Gazis et al. (11), Munjal and Pipes 
(~), and Michalopoulos et al. (10), the simple-con
tinuum system of equations describing flow on a 
two-lane freeway is 

(&q1/6X) + (6k1/6t) = g + Ql 

(6q2/&x) + (6k2/6t) = Q2 

(7) 

(8) 

where 

a 

t,x 
qi(x,t) 
ki (x,t) 
Qi (x,t) 

time and space coordinates, respectively 
flow rate of the ith lane (i=l,2) 
density of the ith lane (i=l,2) 
lane changing rate (i=l,2) 

g (x,t): generation rate of lane l; at exit ramps 
g is negative 

(9) 

(10) 

a sensitivity coefficient describing the 
intensity of interaction between lanes. 
simplest case a can be assumed constant; 
alternatively (10): 

In the 

kA a constant value below which no exchange 
of flow occurs 

T an interaction time lag (a value of zero 
could be assumed for simplicity) 

(11) 

kio = an equilibrium density value that, if ex
ceeded, will result in lane changing; i=l,2 

k0 jam density 
g generation term in lane 1 due to merging or 

diverging; this term also appears in 
Equation 1. 

As before, the system of governing equations 
(Equations 7 and 8) can be solved numerically by 
discretizing in time and space. Figure 2 presents 
space discretization of a two-lane freeway section 
that includes an entrance ramp. It should be noted 
that for estimating average q, k, and u of any seg
ment j, the nodes in Figure 2 are placed in the 
middle of each segment. This slight modification can 
also be made when all lanes are aggregated. The 
numerical solution allowing estimation of k, u, and 
q at each node and time increment is (10) 

k?:J' = 1012Hk?,j+1 +kr.j-dl - 1cL11/2&.)(c",,j+1 -cr.j-1)! 

I [(llt/2)(gf+1 + gf_i)] + (llt/2)(Q?,j+! + OL-d (12) 

k~:J' = [(1/2)(k~.i+l + k~.i-i)] - [(llt/2&.)(G~,i+l - G~.i-i)) 
+ [(llt/2)(Q~.j+l + Q~,j-1)] (13) 

where 

n-s 
a .. 

]. I J 

n 
G .. l.,J 

density of the ith lane in the jth 

segment at t = n•6t 

n-s [ n-s kn-~) 
al,j (k2,j - l,J 

- (k20-k10> l 

n-s n-s n-s 
a2 , [(kl . - k2 . ) ,J ,J ,J 
- (k10-k20> l 
interaction time lag 

(i = 1,2) 

n-s n-s 
f(kl,i - k2 ,;> as suggested 

by Equation 11; a~-~ could also be as-
1,J 

sumed constant 

n n 
ki,j • ui,j 
(i = 1,2) 

n 
k' . l. r] 

u (k~ .) 
e i.' J 

equilibrium speed corresponding to 
kr j 1 assuming the simple equilibrium 
m~el of Greenshields (9), it can be easily 

n n-
verified that Gi ,j = ki , j • uf [ l -

n (ki , j/k
0

)l where uf and k
0 

represent 

the free flow speed and jam density, 
respectively. However, more realistic 
u-k models are recommended. 

Following com~~tation of density at each time step 
the flow rate q ni j and speed u~ , are obtained from 

, l,J 

n+l n+l 
u. . u (k .. ) 

l.rJ e J., J 

and 

Extension of the simple-continuum model to more 
than two lanes is straightforward. Generalization to 
any number of lanes and further details concerning 
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FIG URE 2 Space discretizat ion of a two-lane freeway section. 

the treatment of long merging and diverging areas, 
as well as weaving, are incorporated in KRONOS-1. 
Before concluding this section, it should be men
tioned that a similar formulation and solution of 
the multilane problem can be extended to high-order 
models such as those proposed by Payne CL> and 
Phillips (13). Finally, it should be evident that 
when speed, flow, and density are known at every x 
and t, calculation of total travel (TT), total 
travel time (TTT) , delays, stops, and energy con
sumption can easily follow. 

GENERAL PROGRAM CAPABILITIES 

The KRONOS-1 simulation program employs the pre
viously summarized modeling for calculating speed 
flow and density dynamically on every node lying in 
the middle of each segment tix. Delay is calculated 
from the difference between the travel times ob
tained from the actual speed and a user-specified 
min i mum speed Um in : that is, cars are assumed to 
be d e l ayed if t he y travel at a speed lower than 
Umin• Average values of q, k, u, total travel 
(TT), total travel time (TTT), and delay are found 
by zone (defined later in this section) or for the 
entire facility. At the end of simulation the pro
gram provides a summary of the number of cars arriv
ing and departing each boundary of the freeway, as 
well as the ramps, the number of cars remaining on 
the freeway, and the queue length and size on the 
ramps at that time. Average and maximum values of 
the last two state variables are also calculated. 
Finally, the program produces a number of plots 
showing the change of q, k, and u in time and space, 
and the formation and dissipation of congestion, 
either by lane or in an aggregate fashion. Exten
sions are currently being made for calculating 
energy consumption and pollution levels. 

In its present form, KRONOS-1 allows employment 
of user-specified speed-flow models (including dis
continuous ones): alternatively, a default model can 
be employed. Further, arrival patterns can be con
stant or time dependent, deterministic or stochas
tic. Parameters of the selected 4-K model can also 
be specified by the user, and the flow model em
ployed can be the simple or high-order continuum or 
a combination of the two (hybrid model). The user 
has the option of using a short input version: 
further, the results can be aggregated over all 
lanes or they can be presented in a lane-specific 
fashion. Finally, the merging, diverging, and weav
ing patterns can either be specified by the user or 

determined dynamically as a function of freeway 
volumes, capacity, geometrics, and ramp demands. 

INPUT REQUIREMENTS 

Because of the macroscopic nature of the program and 
the simplicity of the model, input requirements were 
kept to a minimum. Input is generally entered inter
actively in seven stages: alternatively, input could 
be retrieved from a disk file. Depending on the 
amount of detail desired, a reduced or an extended 
input version can be selected. The former employs a 
predetermined set of values for the model param
eters: in the extended input version these param
eters can be user specified as described in this 
section. From experience gained to this point it was 
found that input for the extended version can be 
entered in about 5-10 minutes per freeway mile, 
depending on the complexity of the situation, and 
the short version can save 25 to 50 percent of this 
time. 

The first set of information required by the 
program includes the geometrics of the facility 
under consideration. The geometrics are found by 
dividing the facility into zones as shown in the 
lower part of Figure 3. The length and number of 
lanes in each zone must be specified as well as the 
length of each ramp. 

Following the geometric input, the program re
quests the user to enter the freeway characteris
tics. These include a speed-density model that can 
be entered in numerical form (i.e., pairs of values 
of k and u) for each zone or it can be the same for 
the entire freeway. This model can be discontinuous. 
Alternatively, Greenshield' s (9) model can be used 
as a default option. In addition to the u-k rela
tionship, freeway characteristics include the free 
flow speed'· the minimum speed for estimating delays, 
the jam density, and the capacity of each zone and 
ramp. It should be noted that ramp capacity should 
be given in terms of saturation flow, which depends 
on the geometrics of the ramp. The actual number of 
cars entering or leaving the ramps is determined 
(dynamically) by the program according to the user
specified arrival and merging patterns and the free
way flow conditions. 

The third set of input data contains information 
related to simulation parameters: that is, it in
cludes the simulation time, the initialization 
period, the time increment tit, and the segment 
length tix. The latter can be uniform for the en
tire freeway or it can vary in each zone. 
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FIGURE 3 Demand patterns and division of freeway in zones. 

Next, the program requests the initial conditions 
(i.e., the q, or k, or u distribution along the fa
cility at t=O), which can be variable or uniform. An 
empty freeway can be selected as a default option. 

The fifth input set is related to the arrival and 
departure patterns. These include the upstream end 
of the freeway and the ramps. Arrivals on the free
way and ON ramps can be constant, time varying as 

case, the user must specify the mean and the vari
ance of the arrivals. With respect to the departure 
patterns at the downstream end, ~ t is ~ssumaeldtertnhaa~ 
there is no congestion so that kj+l = kj; 

tively, the departure pattern can be user specified. 
The percentage of cars exiting at the OFF ramps must 
be specified. In Figure 3 this refers to the per
centage of cars in zones exiting at the OFF ramp. 
This percentage coul,d be constant or time varying 
and is related to the origin-destination patterns. 
The latter are also needed in weaving sections. 

Following definition of the boundary conditions 
the user must specify the particular model to be 
used as well as the merging pattern that best fits 
the ramp under consideration. This pattern is a 
function of ramp demands and freeway flow conditions 
and can be uniformly distributed along the accelera
tion lane; alternatively, it can be linearly or 
exponentially decreasing with distance. Finally, as 
a default option, the program can determine the 
merging pattern dynamically based on the freeway and 
ramp flow conditions as well as the ramp demands. 

Next, the program asks the user to select the 
particular traffic model to be employed in the simu
lation. As mentioned earlier, either the simple or 
the high-order models can be used; in addition, 
KRONOS-1 allows use of a third hybrid model that is 
a combination of the two (6). The final set of input 
is related to the type and format of the output 
desired. This includes the type and frequency of the 
2-D and 3-D plots desired, averaging of the results 
over a user-specified time increment, the unit where 
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output is to be displayed (i.e., CRT, printer, plot
ter, graphics S<;U!tm), wht!lht!t hdttl coplei; of both 
input and output are desired, and so forth. 

In the short input version of the program it is 
assumed that (a) tix = 100 ft, (b) tit = 1 sec, (c) the 
road is empty at t = O, (d) the simple continuum 
model is employed, and (e) the merging pattern is 
determined by the program. Therefore, the user must 
enter only the simulation time, the geometrics and 
freeway characteristics, the arrival flow patterns, 
the percentage of volumes exiting, and the type of 
output desired. Following completion of the input, 
the program checks for errors and gives the user the 
opportunity to make changes or store the input data 
in a disk file for further modifications in a later 
run. Input information such as the geometrics and 
demand patterns is also plotted for quick visual 
inspection. The upper part of Figure 3 shows the 
demand pattern used for the typical entrance and 
exit ramp configuration shown in the lower part of 
the figure. The numbers adjacent to the zones repre
sent the segments assigned to the boundaries of each 
zone. 

PROGRAM OUTPUT 

The program is executed in a time-scan fashion; that 
is, time is advanced by tit and from the boundary 
conditions, and the solutions at t-tit, k, u, and q 
are computed in the middle of each segment tix; 
similar computations are made for the ramps, includ
ing the acceleration lanes. Subsequently TT, TTT, 
delay total arrivals and departures are updated, as 
well as queue size and queue length on each ramp 
along with the remaining statistics of the system 
(total and average stops, average q, k, and u by 
zone, and so forth). As time elapses, u, k, or q is 
plotted as a function of distance every Ntit seconds 
where N is specified by the user. Inspection of 
these plots assists in visualizing the formation and 
dissipation of congestion, as well as the evolution 
of queues in x and t. Figure 4 shows the density 
distribution per lane in space at t = 100 sec for 
the situation shown in Figure 3. The value of 
density is also printed; the symbol + indicates that 
density in both lanes 1 and 2 is about the same for 
a particular segment; symbols r, m, and v rep
resent density at the ramp proper and the accelera
tion and deceleration lanes, respectively. 

In addition to the detailed plots, 3-D plots of 
similar nature are produced. Such a plot, represent
ing density on each lane as a function of x and t, 
is shown in Figure 5. Th is figure can be used for 
general inspection of the results, and further de
tails can be found in Figure 4. As mentioned ear
lier, plots similar to those of Figures 4 and 5 can 
also be generated for flow and speed. 

During the simulation, density of every segment 
is compared with a threshold value representing 
capacity; if this value is exceeded, the segment is 
assumed to be congested, and at the end of simula
tion a plot is produced showing congestion as a 
function of time and space. Such a plot for the 
situation of Figure 3 is shown in Figure 6, which 
depicts the duration and extent of congestion in 
lane 1. A better visualization of the formation and 
dissipation of congestion in time and space, as well 
as of the dynamic change of density along the road, 
can be seen on the graphics screen that depicts in 
color the value of density along the road. Because 
the screen is repainted every tit, a very vivid 
representation of the flow dynamics and the evolu
tion of congestion is realized. 

At the end of simulation a summary table is pro
duced showing the average value of q, k, and u for 
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FIGURE 4 Density distribution by lane at t = 100 sec for the situation shown 
in Figure 3. 
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FIGURE 6 Graphic representation of congestion by lane in x 
and t. 

the entire system and by zone as well as TTT, TT, 
delay, arrivals, departures, queue size and length, 
and the remaining measures of effectiveness and 
system statistics as described under General Program 
Capabilities. Extensions of the program allowing 
estimation of fuel consumption and pollution levels 
are currently under way. 

HARDWARE AND PROGRAM LIMITATIONS 

The memory of the computer currently used is 128K 
bytes; however, the usable memory with the existing 
IBM software (P-system) is actually only 34K bytes. 
Although new software is currently being prepared by 
IBM to correct this problem, the current 34K space 
restricts the size of the freeway sections that can 
be simulated. More specifically, this memory allows 
employment of up to 60 nodes; assuming a segment 
length 6X of 100 to 500 ft, this space allows 
simulation of freeway sections from 1.14 to 5.68 
miles long. 

Because the memory of the IBM-PC can easily be 
extended to 256K and possibly to 512K it is clear 
that the program's capability could be improved 
substantially even with existing IBM software (i.e., 
it could be quadrupled). Therefore, the maximum 
freeway length could be extended to 22.73 miles 
although in most practical applications the maximum 
length that needs to be analyzed rarely exceeds 
10-12 miles. Longer segments could also increase the 
maximum length but this would imply lower accuracy. 
Further, as the number of lanes increases and sepa
rate statistics per lane are desired, maximum length 
decreases accordingly. For instance, for producing 
detailed statistics for two lanes, maximum length 
decreases by 50 percent, and conversely, if the 
results are aggregated, maximum length doubles. 
Incidentally, in its present form the program can 
handle up to three lanes: after this limit, all 
lanes must be combined or the program must be ex-
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tended. This does not really present a problem if 
sufficient memory is available. 

Execution time is a second consideration that 
might concern the potential user. Because of the 
limited capabilities of personal computers and the 
computations and bookkeeping required in simulation, 
execution time is generally long. Despite this, the 
effectiveness of the models and the solution algo
rithms result in satisfactory execution time espe
cially when the magnitude of the tasks accomplished 
by the program is considered. For instance, for 
simulating a two-lane freeway section with one en
trance ramp and 30 nodes per lane for 240 sec, ini
tial execution time was 50 min. Although this time 
includes lane changing and separate statistics per 
lane, as well as the drawing of graphs on the 
graphics screen while presenting all computational 
details on the CRT, this timing performance was not 
considered satisfactory. Execution time was reduced 
by 50 percent when the compiled program was executed. 

Further improvements with respect to execution 
time are currently being sought by employing the 
Intel 8087 processor that is designed to add fast 
and accurate floating point capability to the Intel 
8088 processor, currently used by the IBM personal 
computers. The two chips with appropriate software 
(available from independent vendors) can reduce 
computation time from 5 to 20 times (14). Clearly 
such improvement is significant and should make 
using the program more attractive. 

Although the maximum freeway length that can be 
simulated by KRONOS-1 may be somewhat restricted by 
the available memory size, no such restrictions 
exist with respect to the simulation period: that 
is, it can be as long as desired. 

PROGRAM TESTING AND VALIDATION 

Because of budget and manpower limitations, com
parisons with field data were not made. However, the 
program was implemented to a number of situations 
that covered a wide range of the speed, flow, and 
density domain and included both entrance and exit 
ramps as well as multiple lanes. Subsequently, the 
results were compared against those obtained from 
microscopic simulation using INTRAS (1_), a recently 
developed, well-documented, tested, and calibrated 
program. Microscopic simulation for generating a 
data base was further justified by the need to allow 
demands to fluctuate sufficiently over a controlled 
and frequently wide range in relatively short time 
intervals. Such intervals were sought for reducing 
the comparison effort. Another consideration jus
tifying data base generation by INTRAS was the need 
to impose tractable initial and boundary conditions 
to allow intuitive inspection of the results. 

Four of the initial test situations representing 
both uninterrupted and interrupted flow are shown in 
Figures 7, 8, and 9. All cases in these figures 
represent single-lane flow because it was thought 
that initial testing under the simplest flow condi
tions should prevent distortion of true model per
formance: distortion could be introduced from lane 
changing, especially in merging areas. Unsatisfac
tory program performance, even in this simple case, 
would imply that there is little reason to expect 
better results as the number of lanes increases. In 
case l (Figure 7a) demands are nearly constant ap
proaching maximum flow. In case 2 (Figure 7b) flow 
starts at about one-third of its maximum value; 
subsequently, it gradually increases to the maximum 
flow rate where it remains for some time and then it 
gradually decreases to its initial level. In case 3, 
merging flows are introduced for a short time to 



Michalopoulos 

Q
0

1Veh/hr ) 

3000 

2000 

1000 

20 40 60 !Sec) 

q0 I Veh/hr) 

3000 

2000 

1000 

Qa I I 

- 1 I 
I 

I L 
I 2 

c Geometric-i 

40 80 

0 . . 
// 

INT RAS Generoled Arr 1vols 

120 160 200 240 

I I 
10 I II . I zo ' I I . . I I 

' ' ' 
1
1
1 ' JI I ' IZ ii zo ZI 

607m 

12000'1 

FIGURE 7 Arrival patterns and geometrics for uninterrupted flow 
testing (cases I and 2). 

create light congestion. The demands drop substan
tially after congestion sets in for quick dissipa
tion. Finally, case 4 is similar to case 3 but rep
resents a longer freeway section and higher ramp 
demands for heavier congestion. 

It should be noted that the merging flows shown 
in Figures 3 and 4 are the actual ones entering the 
freeway (i.e., not simply the ramp demands) and were 
obtained from INTRAS. Maximum freeway uninterrupted 
flow suggested by INTRAS was approximately 2,400 
passenger car units per hour. This value may appear 
high compared with the maximum of 2,000 cars per 
hour usually employed in practice. It should be 
pointed out, however, that under nearly ideal condi
tions maximum flows of up to 2,300 vehicles per hour 
have been measured in practice (4). Because this 
figure includes some trucks and ;ther heavy vehi
cles, it appears that the value obtained by INTRAS 
for passenger cars only is not unreasonable. Fi
nally, in the KRONOS-1 simulations 6X and 6t were as
sumed to be 100 ft and 1 sec, respectively, and the 
free-flow speed was assumed to be 55 mph. Inciden
tally, the INTRAS estimates of q, k, and u were 
averaged over 10-sec intervals in every 6X incre
ment to make meaningful comparisons. Final estimates 
(i.e., at the end of simulation) of total travel 
time (TTT) for the entire section under considera
tion were also compared. For the latter measure of 
effectiveness its percentage difference (PD) from 
the data was estimated and used as a er iter ion of 
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FIGURE 8 Input patterns and geometrics for interrupted flow 
(light congestion, case 3 ). 

close agreement; a negative PD indicates that the 
model overestimates TTT and positive PD indicates 
underestimation. In the comparisons of speed and 
density the mean absolute error (MAE) and mean 
square error (MSE) were employed. The former was 
defined as 

MAE = (l/nxm) 
m 
E £ I z~ - z~ 

j-1 

where 

n = 
m = 

i=l 

the number of space increments 6X (=100 ft), 
the number of 10-sec intervals corresponding 
to the entire simulation period, 
the average INTRAS estimate of speed flow 
and density over segment j and 10-sec 
interval i, and 

zf 2 the average model estimate of speed flow 
and density over segment j and 10-sec 
interval i. 

Using this notation the MSE is defined as 

MSE = (l/nxm) ~ ~ (zi - z~)' 
i=l j=l J 

Finally TTT and TT were estimated by numerical inte
gration of the expressions 

TTT = !~ N(t)dt 

[

N(t) ] 
TT = !~ E ut (t) 

t=l 

dt 
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where 

T 
N(t} 

the simulation time and 
the number of cars in theLentire freeway 
section at an instant= J

0
k(x)dx. 

In addition to MSE, MAE, and PD, visual com
parisons of the KRONOS-1 results with the data base 
were made from the plots of q, k, and u versus time 
and space. Overall, the comparisons of the KRONOS-1 
and INTRAS data were very satisfactory. This can be 
seen from the data in Table 1, which indicate that 
the error indices MSE, MAE, and PD are very small. 
For instance, the error in estimating TTT by KRONOS-
1 ranges from 7 .1 to 9. 5 percent using the simple
continuum model (column 1). This error range is 
reduced to 3. 6 to 6. 7 percent by the hybrid model 
(column 2) and to 0.3 to 5.5 percent by employing a 
discontinuous v-k relationship (column 3) • It is 
worthwhile noting that in further testing the error 
indices were reduced from 40 to 60 percent when the 
step size 6X and 6t was also reduced by one
half. A partial visualization of these comparisons 
is shown in Figure 10, which shows the distribution 
of density in case 4 (interrupted flow) at five time 
intervals during the simulation. 

Further comparisons with multiple lanes and more 
than one entrance ramp were also made and the re
sults were found equally satisfactory. Table 2 gives 
the comparisons of two additional situations repre
senting uninterrupted and interrupted flow condi
tions on two-lane facilities, described in detail 
elsewhere (_!Q). The first column corresponds to the 
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simple-continuum model and the second to the high
order models; the third column is slightly different 
from the second in that the parameter T (reaction 
time) of the momentum equation of the high-order 
model was assumed to be a function of density. In 
the fourth column the results of the hybrid model 
are presented. AccordinlJ to the hyhrin mnnPl, t.hP. 
momentum equation in a particular segment is dropped 
when congestion sets in. Column 5 corresponds to a 
two-dimensional model that explicitly includes 
street width (10) • Columns 6-10 correspond to the 
case of interrupted flow and are similar to the 
first five. 

As the data in Table 2 indicate, the error in
d ices are very small and the differences among the 
various alternatives are not substantial. Figure 11 
shows a comparison of the results obtained from the 
simple-continuum model in the uninterrupted flow 
case, and is similar to Figure 10. The INTRAS data 
correspond to the average of both lanes (INTRAS does 
not output lane-specific information). The per lane 
density estimates of KRONOS-1 are also shown, as 
well as the average value, which is very close to 
the INTRAS results. As before, the error levels 
could be substantially reduced by reducing the step 
size. Additional testing and evaluation results for 
multilane facilities are available (10) and they 
suggest close agreement with the INTRAS microscopic 
simulations. 

CONCLUSIONS AND RECOMMENDATIONS 

Perhaps the most interesting feature of the KRONOS-
1 simulation program is that it can run on a micro
computer while its results closely agree to those of 
microscopic simulation, especially when the step 
size is reduced. This was made possible by the sim
plicity of the particular finite-difference methods 
used that allow quick calculation of the flow param
eters k, u, and q in both time and space. The im
proved modeling employed by the program allows 
treatment of merging, diverging, and simple weaving 
sections. Therefore, despite the macroscopic nature 
of the program, acceleration, deceleration, and 
auxiliary lanes can be taken into account. This, 
combined with the simplicity of running the program, 
should encourage its use in even less complex prob
lems such as estimating ramp capacity or level of 
service. 

Although present execution time and the size of 
the freeway should be satisfactory for most prac
tical applications, further improvements are pos
sible. For instance, by incorporating the Intel 8087 
processor into the personal computer it is antici
pated that execution time will be reduced substan
tially (5-20 times); that is, it will be only a 
fraction of the simulation time. The size of the 
freeway should not present a problem, especially 
when expanded memory is employed. Enhanced memory 
will necessitate program extensions to allow a 
larger number of ramps and more than three main 
lanes when the lane changing option is selected. 
However, such extensions can easily be made. 
Further, it should be observed that software im
provements currently under way at IBM should allow 
larger usable space without additional memory. 

KRONOS-1 in its present form is only a prototype 
and as such it requires more rigorous testing and 
calibration. Such testing using field data and simu
lation results is currently under way. Practical 
extensions are also being implemented in a new ver
sion of the program called KRONOS-2. These exten
sions include simulation of ramp metering, estima
tion of fuel consumption and pollution levels, in
clusion of trucks and other heavy vehicles, improved 



TABLE 1 Error Indices of KRONOS-1 for the Simple Continuum and 
Hybrid Models 

I 

1~ Simple Hybrid Model Simple Continuum 
e Continuum (Discont. u-k} (Discont. u-k} 

1'11 

k: l 7.69 (91.04) ·, 8.48 (10.9) 7 .41 (83.39) 

Density 2 6.89 {80. 72) ! 6.24 (64. 37) 6.21 (63.97) 

{Veh./Mi) 3 11.0 (234) ' ; 11. 76 (238) 5.67 (49.20) 

4 11.8 (270) ! 11.53 (254} 9.68 (177) 

u: l 3.27 (17 .83} ! 4.71 (37.13) 2.94 (12.60) 

Speed 2 4.13 (27.89}: 3.39 (16.72) 3.39 (16. 78) 

(Mi ./Hr.} 3 7.21 (86.62) ~ 10.4 (180) 2.69 (11.02} 

4 6.47 {77.62) i 10.l (169) 4.81 (43.14} 

l 11.24 (-7. l} ; 10.11 (3.6) 10.46 (0.3) 

TTT I 2 48.62 (-9.5) : 46.02 (-3.7) 47.08 (-6. l} 

(Veh.-Min. ll 3 30.09 (7.9) I 35.83 (-6.7) 33.82 (-3.~) 

4 89.65 (-8.2) I 88.28 (-6.5) 87.39 (-5.5} 

* Numbers indicate MAE (MSE} for k and u; in last MOE the numbers show 
the actual value of TTT and % difference from data. 
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TABLE 2 Error Indices of Modeling Alternatives at Two-Lane Facilities When per Lane Estimates Are Averaged 

~ 
l. Uninterrupted Flow· 2. Interrupted Fl ow 

l 2 3 4 5 6 7 8 
Simple High Modified Hybrid 2-D Simple High High 1 

Continuum Order High Order Model Model Continuum Order Order 
E T-con:; T•T(k) (Const. T) (Variable T) 

Density 
2.06(l) 2.07 2.21 2. 22 2.38 6. 76 7.30 6. 91 

(veh/mi) (14. 50) (14. 74) (16. 45) (16.48) (21. 48) ( 181) (<'U/) ( l/Y) 

Speed l.69 1. 74 2.08 2.07 2. 17 4.02 4.19 3.70 
(mi/hr) (8.88) (9.46) (12.63) (12.59) (13. 65) (55.3) (60.0) (48.8) 

TTT 40.88( 2) 40.53 38.86 38.88 36.95 230. l 229.2 204. l 

(veh-min) (-0. 15) (0. 72) (4.81) (4. 81) (9.48) (-2.56) (-2. 17) (9.03) 

(l)Numbers outside of parenthesis in k, u and q rows indicate MAE; # in parenthesis indicates MSE . 

(2)Number indicates estimated TTT w~ile the number in parenthesis the % difference from INTRAS. 
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graphics and I/O operations, and so forth. KRONOS-2 
is being developed for the Minnesota Department of 
Transportation and it should be completed in 1984. 
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Role of Adaptive Discretization in a 
Freeway Simulation Model 

PHILIPS. BABCOCK IV, DAVID M. AUSLANDER, MASAYOSHI TOMIZUKA, and ADOLF D. MAY 

ABSTRACT 

Preliminary studies with the FREFLO freeway 
simulation model showed it to have diffi
culty depicting congested flow situations. 
This problem is traced to the model's trans
formation from the continuous to the dis
crete domain. Methods of determining the 
proper discretization intervals are shown 
along with simulation examples of a simple 
freeway. The properly discrete model re
quires an excessive amount of computer time 
for a real freeway simulation. Hence, two 
adaptive schemes that reduce the computing 
time to a manageable level are presented. 
The resulting model, FRECON, is then cali
brated and validated using five peak-period 
data sets from the Santa Monica Freeway in 
Los Angeles. 

simulation models can serve many purposes in the 
understanding and design of traffic systems. They 
allow experiments to be conducted conveniently and 
safely. Insights into the functional relationships 
of various system elements can be gained through 
modeling, and future conditions may be predicted 
based on current system behavior. 

This work in simulation models was motivated by 
the need to compare freeway performance under dif
ferent control schemes and to aid in the design of 
new control strategies <l>· For these uses a freeway 
simulation model must give an accurate representa
tion of freeway speeds, densities, and flow rates as 
a function of demands and geometry. The wide range 
of time scales used in the control strategies 
studied (ranging from less than 1 minute to 15 min
utes) required a dynamic model. Because freeway 
on-ramp control usually uses data derived from bulk 
properties of the resulting freeway flow, macro
scopic freeway models would provide sufficient reso
lution for this work. 

The FREFLO model was selected as the basis for 
the simulation study. The model, developed by Payne 
(~rl), is macroscopic and dynamic. Preliminary work 
with the model, along with a discussion presented 
elsewhere (!), revealed a serious deficiency in the 
model's ability to simulate congested flows in a 
realistic fashion. This problem was traced to the 
transformation of the model's formulation from the 
continuous to the discrete domain required by a 
computer. For the discrete version to be an accurate 
representation of the continuous model or the real 
world, extreme care must be used in selecting the 
spatial and temporal discretization intervals. 

To demonstrate the effects of various discretiza
tion intervals, a simple program will be presented 
that simulates a congested bottleneck. The effects 
of proper and improper discretization will be shown. 
Two methods of reducing the excessive computing load 
that often accompanies dynamic simulation models 

will also be discussed. The first of these methods, 
a heuristic adaptation scheme, is used in the FRECON 
simulation model. Finally, the calibration and vali
dation of the FRECON model will be presented using 
data from 5 days on the Santa Monica Freeway in Los 
Angeles. 

ORIGINS: CONTINUOUS FORMULATION 

A dynamic, macroscopic model of traffic flow on a 
freeway may be derived from various standpoints. 
Payne derived the FREFLO model (formerly the MACK 
model) from car-following theory <l>· The resulting 
model contains three basic equations: conservation, 
momentum (or dynamic), and equilibrium state. The 
state variables are density and speed. Phillips ar
rived at a similar formulation through a statistical 
derivation (.2_,2_). Both models resemble the tradi
tional hydrodynamic formulations of laminar, com
pressible flow. 

The similarities between the Payne and Phillips 
dynamic equations are reassuring. The fact that two 
different derivations lead to the same equation 
terms gives one confidence in their validity. The 
general form of the equations will be the focus of 
this section, with emphasis on the overall conse
quences of their form. 

The Payne formulation of FREFLO is contained in 
the following equations: 

(ap/at) + (aq/ax) = S(x,t) 

au/at= [ - u(au/ax)] + [(l/c) (ue - u)] 

- [b(11p/ax) (l/p) l 

where 

p(x,t): density at x and t, 
u(x,t): speed at x and t, 
q(x,t) = p(x,t) • u(x,t): flow rate at x and t, 
S(x,t): ramp flow source term at x and t, 
ue(p): equilibrium speed-density relation, 
c: relaxation term coefficient, and 
b: anticipation term coefficient. 

(1) 

(2) 

(3) 

Equation 1 represents the conservation of vehi
cles. The ramp source term is a static approximation 
of the true behavior of the ramp flows. Ramp capac
ity and metering rates are accounted for here. Merg
ing effects are treated as a function of the main
line flow in the right-hand lane. The dynamics, or 
time change of momentum, are contained in Equation 
2. The first term on the right-hand side of Equation 
2 is the convection term. The second term represents 
the relaxation of vehicles to an equilibrium speed. 
This speed, in Equation 3, is experimentally deter
mined. Figure 1 shows an equilibrium speed-density 
relation for the Harbor and Hollywood freeways in 
Los Angeles (7). The last term of Equation 2 is 
called an antiCipation term by Payne. It represents 
driver response to changes in density over space. 
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FIGURE 1 Continuous equilibrium speed-density relation. 

The coefficient in the relaxation term of Equa
tion 2 is important in two ways. First, it is the 
inverse of the time constant for relaxation to the 
equilibrium speed. This can be observed when the 
traffic speed has been lowered (for example, at an 
incident) and then suddenly allowed to return to the 
speed limit. This change in speed must correspond to 
a realizable vehicle acceleration. Second, the only 
capacity information in the model is contained in 
the equilibrium speed-density relation. For example, 
short time constants force the speed to equilibrium 
quickly and reduce the excursions from capacity flow 
when high flow rates are present. 

The coefficient of the anticipation term repre
sents driver sensitivity to changes in density. This 
term becomes important in situations where there is 
a large spatial gradient in density. For example, as 
free-flowing vehicles approach a congested region 
they start to slow before they enter the congestion. 

Simulation studies of simple geometries were used 
to tune the coefficients in the momentum equation. 
The primary concerns are that the resulting traffic 
flows show realizable accelerations, have a proper 
emphasis on capacity information, and behave reason
ably during transients. The dynamic equation coef
ficients found to give the most realistic simula
tions for simple geometries are 

c 0.075 sec and 
b 1,200 (mph) 2. 

These coefficients could have been set only if the 
model was properly discrete. In the following sec
tions the nature of the discretization and examples 
of its proper and improper use will be shown. 

DISCRETE FORMULATION 

Given the continuous model represented in Equations 
1 and 2, how can these equations be solved in an 
efficient manner (i.e., on a computer)? Clearly a 
discrete model that is equivalent to the continuous 
one is required. Partial derivatives with respect to 
time or space would be transformed into changes over 
discrete steps in time or space. However, informa
tion is naturally lost during this transformation. 
Values previously defined over a continuum become 
specified only at discrete points or as averages 
over a region. This loss is a natural consequence of 
discretization but is acceptable because the result
ing formulation is computer compatible. Extreme care 
must be taken to ensure that the resulting discrete 
model is a faithful representation of the continuous 
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one and therefore can represent realistic freeway 
flows. 

Discretization is proper when either of the fol
lowing two statements is true: the discrete model 
must give solutions that coincide, at discrete loca
tions, with the solutions of the continuous modeli 
or the discrete model's solution should not be de
pendent on the selected discretization. These rules 
are used to find the maximum allowable intervals for 
a given model. 

There is also a minimum limit on step sizes. 
Otherwise, the effects of machine roundoff start to 
cloud the solution. In the range between these two 
extremes (the range of proper discretization), al
tering the discrete steps has only a proportionate 
effect on the solution. In other words, step size 
alters only the detail of the solution. 

Payne transformed the continuous formulation of 
FREFLO into a discrete one by defining spatially ag
gregated variables and then integrating each over 
time (~ 1i>· Using this procedure on Equations 1 and 
2 results in the following model: 

p (x,t + [lt) = p (x,t) + [lt ( - { [q(x-[lx,t) 

- q(x,t)]/llx} + S(x,t)]) (4) 

u(x,t + flt) u(x,t) + llt{{-u(x,t) [u(x,t) 

- u(x-6X,t)/6x]} + { (l/c) [ue(p) 

- u(x,t)]} - (b • [l/p(x,t)] {[p(x 

+ [lx,t) - p (x,t) ]/llx})} (5) 

where dx and dt have been replaced by discrete steps 
in space and time. The state variables are now de
fined only at discrete locations and times. 

This system of equations could also have been 
derived by the explicit finite-difference method. 
Because the model is an explicit instead of an im
plicit finite-difference representation, the selec
tion of the step sizes will affect model stability. 
There are two restrictions placed on the spatial and 
temporal step sizes. These are called the stability 
and accuracy limits. Because the model has two in
dependent variables, their ratio is limited to en
sure model stability. Also, both the temporal and 
spatial intervals must be small enough to follow all 
significant transitions in time and space, respec
tively. This limit determines the model's tracking 
accuracy. 

The problem of stability has been discussed in 
the literature (1_,,!) and demonstrated on a simple 
heat transfer problem [Appendix C (~)]. The stabil
ity limit maintains causality in the flow of infor
mation down the freeway. The established stability 
limit for the model of Equations 4 and 5 is 

(flt/ llX) < 22 sec/mile (6) 

This stability limit applies only when the discreti
zation intervals also satisfy the accuracy limit. 
The stability limit is severely reduced if the step 
sizes violate the accuracy requirements. 

The accuracy limitation arises from the defini
tion of a derivative and its approximations. Because 
the discrete model obtains its next data point by 
extrapolating the local slope, frequent observations 
of this slope are needed when it changes abruptly in 
time or space. Let us examine the anticipation term 
of Equation 2: 

b < ap/ ax> (1/ pl (7) 
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This term uses information on the local slope of the 
density with respect to space. 

Figure 2 shows a simulated density profile of con
gestion resulting from a lane drop at x = 0.5 mile. 
For the discrete model to follow this contour the 
spatial discretization must be small enough to en
sure that the spatial slope of the density has not 
changed appreciably over each step. Spatial step 
sizes similar to the extent of the shock front at x = 
0.2~ arP. rP.quired to ensure that the entire region of 
congestion is modeled accurately. 

The proper value for the stability and accuracy 
limits can be found experimentally. A properly dis
crete model is one with simulation results that are 
independent of the step sizes used. Therefore, the 
discretization limits can be found by repeated simu
lations with various step sizes. This process is 
discussed in the following section. 

- - - - - -- ---- - -- ,_ _________ _ 

. 
§ 
7 
'" 

120 

~ BO 
.c . 
2. 

t 
'" . 
" ~ 40 

0. 0 0. 2 0. 4 0. 6 

x (miles) 

FIGURE 2 Density contour at lane drop. 

EFFECTS OF DISCRETIZATION 

a.8 1. a 

To show the consequences of proper and improper 
discretization more concretely, the simple geometry 
of a lane drop with a constant input flow (Figure 3) 
is used. In this example the lane capacity is set to 
2, 000 vehicles per hour and the input demand is 
4,500 vehicles per hour. It is expected that this 
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FIGURE 3 Lane drop geometry. 
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demand level would cause capacity flow in subsec
tions 6 through 10 and queueing on the subsections 
upstream of subsection 6. 

The model represented in Equations 4 and 5 and 
Figure 1 has been coded into a simple FORTRAN pro
gram (Table 1). To maintain simplicity in this pro
gram all inputo arc aoaigned statements and the 
output is printed at each time step. Although this 
program is used to present simulations of the geom
Qtry of Figure 3, the output hao been processed here 
into a more readable format. For the following 
procedures, the model generates instantaneous speeds 
and densities averaged over each subsection and the 
instantaneous flow leaving each subsection. 

To demonstrate the effects of various discretiza
tion intervals the program is used to simulate a 
10-min period of the bottleneck geometry of Figure 
3. The spatial steps in the model are arbitrarily 
set equal to the subsection lengths (0.1 mile) and 
the temporal steps are set to satisfy the stability 
criterion (Equation 6). The results (Figure 4 and 
Table 2) show that the capacity of the bottleneck is 
exceeded and the highest densities (more than 100 
vehicles per mile-lane) are inside the bottleneck. 
This is similar to a simulation presented in the 
literature (4). 

Clearly this is not the expected behavior for an 
overloaded bottleneck. The first aspect to be in
vestigaLed h; whether the stability limit is valid 
for this spatial discretization. Dividing the time 
steps by two gives the simulation shown in Figure 5 
and Table 3. Although this result is quite different 
from that of the previous simulation, it is no more 
real because the bottleneck flows are less than 35 
percent of capacity. Further reductions of the time 
step do not alter the result. Therefore, the stabil
ity limit for this spatial step is in fact less than 
the prescribed stability limit. 

To get a more realistic simulation the equilib
rium speed-density relation could be artificially 
altered as has been suggested in the literature 
(3,4). It is recommended instead that an investiga
tion of the spatial accuracy limit be performed. In 
Figures 6-9 and Tables 4-7 results with spatial step 
sizes set at 0.05, 0.02, 0.01, and 0.005 mile, re
spectively, are presented. The time steps used were 
also reduced in each case to satisfy the stability 
limit. For convenience the model output is still 
presented as averaged speed and densities over each 
of the ten original subsections. However, now each 
of these subsections is comprised of subdivisions 
(the spatial steps used in the program). The flow 
rate still represents the flow leaving each sub
section. 

The solution changes dramatically as each subsec
tion is divided into smaller pieces. This evolution 
approaches a limit when the subsection size is 0.01 
mile (52 ft). Further reduction in the step sizes 
does not alter the nature of the simulation result, 
only the detail observed in the transition regions. 
Th is experiment may be duplicated by altering the 
number of subsections (nsect), length of the 
subsections (x), and the time step (delt) in the 
FORTRAN program (Table 1) • 

In the final simulations (Figures 8 and 9 and 
Tables 6 and 7) the bottleneck capacity is adhered 
to and the bottleneck densities are typical for 
capacity flow. There is queueing on subsections 
upstream of the lane drop and an acceleration region 
exists in subsection 6. It should be emphasized that 
the only difference between the simulation of Figure 
4 and Table 2 and that of Figures 8 and 9 and Tables 
6 and 7 is in the length of the spatial discretiza
tion (and the associated temporal steps needed for 
stability). As the model becomes more properly dis-



TABLE I FORTRAN Program for Lane Drop Simulation 
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c 
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c 
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SIMPLE FREEWAY SIMULATION MODEL 

dimension x( 200 ),Ian es( 200) ,u ( 200), rho ( 200), vol( 2 00) c 

2 b•2.-(rho(i+ 1)-rho(i))/(rho(i)•(x(i+ I)+ x(i))) ) 

CALCULATE NEXT DENSJTY FOR EACH SUBDIVISION 

NUMBER OF SUBSECTIONS (FJRST, LAST ARE BOUNDARY CONDITIONS) rho{!)= rho(!)+ deit•(vol(l)-lanes(l}"vol(2))/lanes(l) 

nsecl = 12 

SET INITJAL CONDITIONS AND LANE NUMBERS 

do 10 i= 1,nsect/2 

lanes(i) = 3 

.rho(i) = 27. 

u(i) = 55. 

do 20 i=(nsect/2)+ l ,nsect 

lanes(i) = 2 

rho(i) = 50. 

u(i) = 40. 

SET LENGTH OF SUBDIVISIONS AND INITIAL FLOWS 

do 30 i= l ,nsecl 

x(i) = 0 .1 

vol(i+l) = rho(i}"u(i) 

SET COEFFICIENTS, INPUT FLOW, TIME STEP, AND STOP TIME 

c = 0.075/3600 . 

b = 1200. 

vol( 1) = 4500. 

delt = 1.0/3600. 

htop = 600,/3600. 

continue 

CALCULATE NEXT SPEED AND FLOW FOR EACH SUBDIVJSJON 

u(l) = u(2) 

vol(2) = rho(l)•u(l) 

do 50 i=nsect-1,2,-1 

val(i+ I)= rho{i}"u(i) 

u(i) = u(i) - dell" ( u(i)•2. •(u(i)-u(i-l))/ 

(x(i)+x(i-1)) + {u(i)-ue{rho(i),i,nsecl))/c + 

Time 

(min) 1 2 3 
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do 70 1:::2,nsect - l 

rho(i) = rho(i) -t.dell • ( vol(i)"lanes(i-1) -

vol(i+ I )"lanes(1))/(x(i}"lanes(i)) 

rho(nsed) = rho(nsecl-1) 

UPDATE TlME AND PRlNT CURRENT STATES 

lime = lime + dell 

timsec = time•3600. 

write (6,90) (limsec,i,u(i),rho(1),vol(i+ l ),i=2,nsecl-1) 

formal (5x,f7 l,i6,3f10-2) 

if (time ll,tstop) go lo 40 

:!ilop 

end 

EQUJLJBRIUM SPEED-DENSITY RELATJON 

function ue{rho,i,nsecl) 

d =rho 

if (rho,gl.100) d = 100 

ue = ((-7.4e-5•d+0,0215) 0 d-2,31}"d+107. 

ii (rho gt 100.) ue = ue - ((rho-100.)•ue/70.) 

SET CAPACITY AT 2000. 

ue = ue • (2000./!BOO.) 

FOLLOWJJ\G LINE USED FOR DISCONTINUOUS RELATION 

if {rho.gt 60 ) ue = ue • 0 B 

ii (ue .gl.55.) ue = 55. 

if (ue.ll.O.) ue = 0 

relurn 

end 
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FIGURE 4 Unstable subsection averaged density (vehicles/mile-lane)-continuous equilibrium relation with 
Lix = 0.1 mile. 
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TABLE 2 Unstable Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with Ax = 0.1 Mile 

TABLE 3 Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with Ax = 0.1 Mile 

Time 

(min) 1 2 

0 4455 4455 

I 4468 4465 

2 4487 4486 

3 4495 4494 

4 4498 4498 

5 4499 4499 

6 4500 4500 

7 4500 4500 

8 4500 4500 

9 4500 4500 

10 4500 4500 

Subsection t\umber Time Subsection '.'\umber 

~ 4 fl f, 7 A 9 10 (min) I 2 3 4 5 6 7 8 

4455 4455 4455 4000 4000 4000 4000 4000 0 44 55 44 5~J 44~~ 44 55 445~ 4000 4000 4000 
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FIGURE 5 Subsection averaged density (vehicles/mile-lane)-eontinuous equilibrium relation with Ax= 0.1 
mile. 
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FIGURE 6 Subsection averaged density (vehicles/mile-lane)-continuous equilibrium relation with Ax= 0.05 
mile. 
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FIGURE 7 Subsection averaged density (vehicles/mile-lane)-continuous equilibrium relation with Ax= 0.02 
mile. 
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FIGURE 8 Subsection averaged density (vehicles/mile-lane)--continuous equilibrium relation with Ax= 0.01 
mile. 
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FIGURE 9 Subsection averaged density (vehicles/mile-lane)-continuous equilibrium relation with Ax= 
0.005 mile. 
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TABLE 4 Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with D.x = 0.05 Mile 

Time Subseclion \umber 

(min) 1 2 3 4 5 6 7 B 9 

u 4455 44f>5 4455 44G5 4455 4000 4000 4000 4000 

1 4468 4465 4463 4461 4431 409 5 3971 3988 4 001 

2 4497 4496 4494 4493 44~6 4056 1950 3951 1994 

3 4495 4495 4494 4480 3769 3122 3640 3903 1975 

4 4498 4499 4497 4429 1420 2102 2211 2339 2623 

5 4499 44 99 ·1496 2 l 99 14 :J6 !BAO 1761 1714 1712 

6 4500 4497 3809 773 2946 3126 3058 2974 W99 

7 4499 4391 490 1625 3732 3727 3686 3622 35W 

8 4471 1568 898 3624 3B6:J 3791 1767 374A 1711 

9 3:l9B 499 1979 :J691 37BB '!81)4 3779 3775 3789 

10 106 l 125 3653 3697 3747 3809 37B4 37BO 3777 

TABLE 5 Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with D.x = 0.02 Mile 

Time Subsection Number 

(min) 1 2 3 4 5 6 7 8 9 

0 4455 4455 4455 4455 4455 4000 4000 4000 4000 

1 446B 4465 4463 4461 4431 3995 397B 4005 4000 

2 4467 4486 4485 4483 3626 3986 3950 3990 4011 

3 4495 4495 4494 4491 4062 3890 4015 3960 4004 

4 4499 449B 44~JB 4402 3761 3874 3949 4021 3975 

5 4499 4499 4499 1610 4oei2 1B52 :rnr,g :3937 40:l2 

6 4500 4500 4493 3672 3530 3959 3B45 3B61 3915 

7 4500 4500 4014 4227 4067 3816 3B62 1B43 1B58 

B 4500 4499 :3446 340B 3747 38112 :rn:n 3856 3845 

9 , 4500 4297 42B6 41B2 3B54 38:l7 3857 3843 1852 

10 4500 33B7 3450 3679 4069 3853 3846 3B52 3845 

10 

4000 

4001 

4009 

4010 

2970 

17:33 

2796 

3396 

3725 

3772 

3777 

10 

4000 

4000 

3995 

3997 

4019 

3980 

4041 

'.1901 

3854 

3846 

3B51 

crete in space, the stability limit gradually in
creases to the value in Equation 6. This property 
can be confirmed by altering the value of the time 
step (delt) in the FORTRAN program (Table 1). 

It is not surprising that simulation accuracy is 
dependent on the length of the spatial steps. As 
discussed earlier, spatial steps on the order of 
O. 01 mile would be needed to follow the changing 
slope near the queueing shock front. Use of larger 
intervals where the slope is changing leads to er
roneous solutions that have no relation to the con
tinuous formulation nor bear any resemblance to 
freeway behavior. 

The spatial steps required by the model are a 
result of the form of the differential terms in the 
system equations and the model parameters. It has 
been found that these limits are quite insensitive 
to the shape of the equilibrium speed-density rela
tion. For example, consider the alteration of the 
equilibrium speed-density relation shown in Figure 
10. Ceder (8) has found that traffic flow may be 
better appr'C;ximated by discontinuous, multiregime 
curves of this type. 

Figure 11 and Table 8 show a s i mula tion us i ng 
this curve and spatial steps of 0.1 mile. The solu-
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TABLE 6 Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with D.x = 0.01 Mile 

Tin1e Subsection Number-

(min) 1 2 :I 4 5 6 7 B 9 

0 44GJ 44GG 44~5 4455 4455 4000 4000 4000 4000 

I 4469 4465 4463 4461 436B 3971 4000 4000 3999 

2 44~7 4486 4485 4493 :l942 3986 :J953 4023 3991 

3 4495 4495 4494 4493 :l974 3977 3968 3969 4016 

4 4498 449B 4498 4490 3973 3975 3975 3967 4020 

5 4499 4499 4499 421 B 3974 3975 3975 :l974 3979 

B 4500 4500 4500 3960 1975 :l975 3975 3975 3975 

7 4500 4500 4500 3975 3975 :1975 3H75 3975 3975 

0 4500 4000 4459 3975 3975 3975 3975 1975 3974 

9 4500 4500 4041 3974 3975 3975 3975 3975 3975 

10 4500 4500 3977 3975 3975 3975 3975 3975 3975 

TABLE 7 \<'olume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with D.x = 0.005 Mile 

Time Subsection Number 

(min) I 2 3 4 5 6 7 B 9 

0 4455 4455 4455 4455 4455 4000 4000 4000 4000 

I 446B 4465 4463 4461 4258 3969 400B 3999 4000 

2 4487 44B6 4485 44B3 4050 39Bl 397 1 3995 4004 

3 4495 4495 4494 4493 4012 3988 :l955 4026 3967 

4 4496 449B 4498 4496 4000 3987 3967 3955 3969 

5 4499 4499 4499 4270 3993 39B6 3973 3963 40:!6 

G 4500 4~00 4500 3996 3989 39B5 3977 3970 3991 

7 4500 ·1500 4500 39B7 39B7 3984 3979 3974 3971 

8 4500 4500 4492 39B6 39B5 3984 39BO 3977 3973 

9 4500 4500 4135 39B4 3984 3983 3981 :l978 3976 

10 4500 4500 3985 3984 39B4 3983 39Bl 39BO 3977 
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FIGURE 10 Discontinuous equilibrium speed-density relation. 

tions evolve toward the simulation result shown in 
Figure 12 and Table 9. Here the spatial steps are 
0. 01 mile. Further reduction of the step sizes does 
not significantly a lter the result. This process can 
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FIGURE 11 Subsection averaged density (vehicles/mile-lane)-discontinuous equilibrium relation with 
fu: = 0.1 mile. 

TABLE 8 Volume Leaving Subsections (Vehicles/Hour)
Discontinuous Equilibrium Relation with 6.x = 0.1 Mile 

TABLE 9 Volume Leaving Subsections (Vehicles/Hour)
Discontinuous Equilibrium Relation with 6.x = 0.01 Mile 

Time 

(min) l 2 

0 4455 4455 

I 4468 4465 

2 4487 4496 

3 4495 4494 

4 44 98 4498 

5 44 99 449H 

r, 4499 4494 

7 4495 4454 

B 4467 4266 

!l 4300 2882 

10 3613 172 

S ubsection \umbt-r Time Subsection Number 

3 4 5 6 7 B 9 JO ( mi n) l 2 3 4 5 6 7 

445~ 44 5'1 4455 4000 4000 4 000 4000 4000 0 4455 4455 4455 4455 4455 4000 4000 

4463 4459 44 18 3836 390 J 374 :i 3897 3562 I 4468 4465 4463 4461 3696 361 l 4012 

4494 4479 43S2 220J 252 J 31 :n 34 JO 3829 2 4467 4486 4465 4481 3576 3581 3~69 

4493 4462 :J!15 .'i l 840 l 766 l 679 1663 1762 3 4495 4495 44~4 3666 3560 3560 3560 

4493 434 B 828 1890 J 921 1969 1981 1966 4 4498 4496 4495 3578 3560 35AO 3560 

4465 'J4 ~ -1 509 l'Jt30 14 :rn 14 71) Jf)2H 15Bl 5 44~9 4499 3679 3590 :JfJBO :J560 3560 
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be duplicated by activating the commented "if" 
statement in the FORTRAN program (Table 1). 

One curious result of this simulation is that the 
bottleneck is not filled to capacity. This is due to 
the upstream congested reg ion reaching equilibrium 
on the discontinuous curve of Figure 10. This equi
librium cdnnol slmulldmoously satisfy continuity al 
the lane drop and provide flows high enough to fill 
the bottleneck. This situation may not occur in real 
Lraffic bec.,use the equilibrium relation used here 
was not derived from traffic data. However, the 
discretization limits remained the same in the face 
of these very different traffic flows. 

With spatial step sizes of 0.01 mile required to 
follow changes in the density-space slope, the pos
sibility of unmanageable input and output arises. 
This is avoided by permitting the user to use stan
dard subsections to define the freeway geometry and 
demands. These subsections are related to physical 
divisions and have no direct bearing on the required 
mathematical discretization. The model internally 
divides each subsection into the necessary subdivi
sions so that model accuracy is maintained. The 
results are printed out as subsection values to keep 
the output readable. 

A further difficulty that arises from the use of 
proper discretization is that of computing time. 
Consider a simulation of the Santa Monica Freeway in 
Los Angeles. The site is 7.7 miles long and a 3-hr 
period is to be simulated, The use of spatial steps 
of 0. 01 mile and their associated temporal steps of 
0.2 sec results in 770 subdivisions requiring 54,000 
time steps to complete the simulation. This process 
would use 40 central processing unit (CPU) hours of 
computing time on a DEC VAXll/750. It would be ad
vantageous to find a way of reducing this computing 
time while still maintaining the discrete model's 
integrity. 

HEURISTIC SCHEME FOR ADAPTING THE DISCRETIZATION 

Although the use of very small spatial steps is 
required to maintain the model's accuracy, these 
steps are not required at all times and at all loca
tions during a simulation. This idea motivates the 
use of an adaptive scheme. The term that most re
stricts the maximum spatial step needed is the an
ticipation term (Equation 7). It implies that small 
steps are required to follow the changing density
space slope. Further, this process will become more 
critical at higher densities. It is possible to 
exploit some of the freeway flow properties to de
velop a heuristic scheme for placing subdivisions 
within the subsections only where and when they are 
required to maintain the model's accuracy. This 
adaptive scheme is at the heart of the FRECON model. 

Consider again the contour of density for the 
congested bottleneck (Figure 2). In the region from 
x = 0. O to 0. 25, large subdivisions could be used 
because the density is low and the slope is con
Rt.ant. The shock front at J< = 0. 25 requires very 
short steps because the slope changes abruptly. The 
queued region (x • 0.3 to 0.5) also needs short 
divisions because the density is large. The acceler
ation region (x = 0.5 to 0.7) has a changing slope 
so it too requires small subdivisions. The capacity 
flow area (x = 0.7 to 1.0) needs only moderate sized 
subdivisions because of its density level. 

Similar examinations can be made of other simple 
geometries. In general, all freeway situations can 
be divided into the following classes: lane drop (or 
heavy on-ramp), lane add (or heavy off-ramp), capac
ity flow, queued flow, and incident. Each has a 
pattern of maximum subdivision lengths associated 
with it. These are required when the flow rises 
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above a given threshold inducing sharp gradients in 
the density-space profile. Therefore, it is possible 
to select the subdivision pattern by examining the 
geometry and the current flow level. When all the 
patterns for a given time period have been estab
lished, they are placed on the freeway to provide 
the needed spatial discretization. 

This process is repeated at regular, user-set 
intervals (a typical value is every minute) so that 
the freeway is always properly, but not excessively, 
subdivided. In cases where the input demands vary at 
a higher frequency, the adaptation of the subdivi
sions can be performed at a comparable frequency or 
a worst-case can be assumed and the adaptation can 
take place at a lower frequency. 

Each time the subdivision patterns are laid down 
on the freeway subsections, care must be taken that 
the original geometry is not altered. Also, in re
gions where the subdivision patterns overlap, the 
limiting step sizes (i.e., the smallest of the 
steps) must be maintained. Each time new patterns 
replace old patterns the new ones are initialized to 
maintain the spatial speed and density profile. 

When there are subdivisions of varying sizes 
present, it becomes advantageous to integrate each 
one at its maximum allowed time step. This step is 
set by the stability limit (Equation 6). Such inte
qration is accomplished through nonsequential cal
culations of the subdivisions. In this scheme the 
time argument of each state variable remains as near 
to the others as possible. The time arguments of all 
state variables are identical at user-set intervals 
so that valid outputs can be printed. 

For example, consider a region of length 0.01 
mile between regions of 0.1 and 0.2 mile. At the 
start each region would be integrated with its re
spective time step. Then the 0.01-mile region would 
be stepped forward in time by nine of its steps. At 
this point both the 0.01- and the 0.1-mile regions 
would be calculated. Then the 0.01-mile region would 
be integrated nine more times. Finally, all three 
regions would be calculated. 

These asynchronous calculations are valid only if 
the subdivisions are properly discrete. In this case 
the only subdivisions that change quickly are the 
short ones. The stability limit ensures that these 
regions are integrated at a rate that maintains 
causality. The validity of this scheme can be shown 
by comparing results of nonadapted simulations with 
those of simulations where the adaptation is used. 

Return to the lane drop simulation of Figure 3. 
In the acceptable simulation of Figure 8 and Table 6 
the freeway was divided into 100 subdivisions each 
with a length of 0.01 mile. The stability limit 
restricts the time steps for these divisions to o. 2 
sec. Therefore, the 10-min simulation requires 100 
subdivisions to be calculated 3,000 times each. 
These 300, 000 calculations of the state equations 
took 4.3 min of CPU time on a DEC VAXll/750. 

Figure 13 and Table 10 give the simulation re
sults for the same situation using the adaptive 
scheme. The spatial and temporal steps were adapted 
at each minute during the simulation. The total 
number of calculations of the state equations was 
3,700. The simulation result remained virtually 
unchanged from the nonadaptive one, and the running 
time was reduced to 50 sec. 

In general, the use of this spatial and temporal 
step size adaptation scheme results in large savings 
of computer time and does not jeopardize the model's 
accuracy. The savings is even greater in simulations 
of real freeways than in the lane drop example. This 
is because there are often large regions where there 
is no congestioni longer subdivisions can be used in 
these areas. For example, the 3-hr simulation of the 
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Santa Monica Freeway (February 17, 1961) now would 
require 1 hr 50 min of CPU time on a DEC VAXll/750. 
This is a reduction by a factor of 21 from the non
adaptive simulation. Of this CPU time, only 3 per
cent is used in setting the adaptive spatial and 
temporal steps. The run time is not a fixed value 
because the number of subaivisions needed with the 
adaptive module depends on the congestion level. 

TABLE 10 Volume Leaving Subsections (Vehicles/Hour)
Continuous Equilibrium Relation with fix= Adaptive 

There are some interesting benefits to using the 
adaptive scheme included in FRECON. First, it is 
possible to place special subdivisions at detector 
locations. They give true local information as would 
a real roadway detector. The ability to include 
realistic detectors in a macroscopic model greatly 
influences the results of tests with on-ramp con
trollers that use detector information. Second, 
because each subdivision acts as a miniature subsec
tion within the model, a selected subdivision can be 
used to duplicate capacity loss during an incident. 
In this way the incident is localized instead of 
spread over an entire subsection. These alterations 
are handled within the adaptive module and require 
only conventional user inputs. 
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3970 This adaptive scheme has been successful, but the 
adaptation relies on presumed consequences of given 
geometries and flows. Therefore, it must by nature 
be conservative. If there is any doubt, shorter 
subdivisions are applied. This ensures that the next 
flows examined by the adaptive module are, in fact, 
valid. The following adaptive scheme avoids this 
overcautiousness and results in a more elegant and 
natural discretization. 

(ap/at) + [p(au/ax)J = S(x,t) (8) 

A MORE NATURAL ADAPTATION 

To avoid the conservative subdividing present in the 
heuristic adaptation scheme and to provide a clearer 
and more natural adaptation, the model has been 
reformulated into a Lagrangian reference frame (9). 
Here all changes are measured relative to a parti(;le 
in motion with the local flow. This differs from the 
stationary (Eulerian) reference frame used in many 
fluid flow problems. In the Lagrangian frame the 
discretization can become a natural part of the 
state equations, causing many of the adaptive prob
lems to disappear. 

Start by transforming the model of Equations 1 
and 2 into the Lagrangian frame: 

(au/at) [(l/c)ue(p) - u] - [b(l/p) (ap/ax)J (9) 

In this form the convective terms are no longer 
present because the observer moves with the flow. 

Before the discretization of the model, consider 
a local region of constant mass (vehicles) but 
changeable length and density: 

V = p ' 6X 

where 

V: number of vehicles in region 6X and 
6x: length of region. 

(10) 

If the problems of on- and off-ramps are ignored for 
the moment (which would alter the fixed number of 
vehicles in the region), it is possible to transform 
the conservation relation (Equation 6) into a form 
based on the length of the constant vehicle region: 
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!a(6xl/atl = (6x) • (au/axl (11) 

Further, the length of the region can become the 
model's discrete spatial step. These discrete re
g ions will be referred to as a "box" to emphasize 
their constant vehicle number (when not near a 
ramp). In this case the discrete model is 

6x(x,t+6t) = &x(x,t) + 6t (u(x+6x,t) - u(x,t)] (12) 

u(x,t+llt) = u(x,t) + 6t (<l/c) [Ue(p) - u(x,t)] 

- b • (l/p(x,t)] {[p(X+6x,t) 

- p(x,t))/6x}) (13) 

where 

p(x,t) = V/6x(x,t) 

Note that the discrete regions (boxes) are no longer 
fixed on the freewayi they now travel with the flow 
and lengthen or shorten as the local density 
changes. It is this natural altering of the box 
lengths that provides the spatial adaptation, 

In this particular model, special care must be 
taken when each box passes a ramp (the number of 
vehicles in the box changes) and when it passes a 
lane drop or add (the box's density changes). In 
addition to solving Equations 12 and 13, each box's 
position must be updated at each time step. The 
critical length of the boxes is still 0,01 mile (at 
their highest density) and the stability limit re
mains the same as in the heuristic scheme. 

The use of temporal adaptation with this form of 
the model also requires care. Previously, all sub
divisions maintained their size for a set period of 
time. In this scheme, the boxes vary their lengths 
at each time step. Still it is possible to find time 
periods (5 to 10 sec) over which the boxes do not 
change their sizes significantly. A temporal adap
tive scheme like the one used in the heuristic 
method can be used if it is updated at intervals of 
5 to 10 sec. 

In implementing this adaptive scheme, a few 
points must be considered, The upstream boundary 
condition is now provided by the creation of boxes 
waiting to approach the freeway section. The down
stream boundary condition is met by allowing boxes 
to completely exit the freeway before they are no 
longer considered part of the simulation. The number 
of vehicles in the boxes is set by the queueing 
density, the number of lanes, and the maximum al
lowed spatial step during congestion (0.01 mile for 
this model). As the boxes pass ramps the number of 
vehicles they contain changes. These changes must be 
monitored at regular intervals so the discretization 
limit will not be violated. When a limit violation 
occurs, the boxes on the freeway are reformed and 
initialized so that the simulation progresses 
smoothly and the model's accuracy is maintained. 

Natural adaptation of the spatial steps permits 
the use of realistic detectors and localized in
cidents as in the heuristic scheme. The inherent 
nature of the spatial adaptation and the accuracy 
that results reduce the computing times for this 
scheme. However, the temporal steps must be set more 
often because the spatial steps vary continually. 
The net effect is that simulation tests have shown 
this method to give accurate results with savings of 
10 to 20 percent over the heuristic adaptive scheme. 
In cases where the demands have a high frequency 
component, this natural adaptation is better suited 
and gives savings as high as 50 percent in the run 
times. 
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CALIBRATION AND VALIDATION OF FRECON 

The preceding discussion of how to properly dis
cretize a freeway model is of interest only if the 
resulting model can duplicate the behavior of a 
real-world freeway. The Santa Monica Freeway (I-10) 
in LOS Angeles was selected as the test site for the 
calibration and validation of the FRECON model. 
This selection was greatly influenced by the desire 
to use a site that would also be compatible with 
later comparative studies of control strategies <!.l • 

The study site is a 7. 7-mile, eastbound section 
from the San Diego Freeway (I-405) heading toward 
downtown (Figure 14) • The hours of operation exam
ined were the "counterpeak" from 3 p.m. to 6 p.m. 
This section is part of the Los Angeles 42-mile-loop 
surveillance system so main-line and ramp-detector 
information was available. Data sets were provided 
for 5 weekdays during the winter of 1981 that were 
believed to be normal and incident free. Each con
tained main-line input and on- and off-ramp flows at 
5-min intervals. Also, a set of 35 mph contours from 
the main-line detectors was provided for each day. 
The first day of data was to be used to calibrate 
the model's capacities and the remaining 4 were for 
validating the model's performance. The roadway 
geometry and detector locations used in the modeling 
were obtained from detailed maps and field visits. 

Using the first day of data (February 17, 1981), 
the model's capacities were tuned. The calibration 
was performed by comparing the field detector's 35-
mph contour with that of the model's detectors. 
Figure 15 shows the result of this comparison for 
the calibrated capacities. The 35-mph contour is 
generally a reliable indicator of the extent of 
main-line queueing. In general, the model and field 
contours show a similar extent of main-line queueing. 

The unusual field contour at detectors 9 and 10 
(subsection 11) is due to an unusual field geometry. 
Subsection 11 is bypassed by a collector-distributor 
road that also carries a high percentage of through 
traffic. This causes subsection 11 to be a bottle
neck. The field configuration is modeled with the 
collector-distributor through traffic being carried 
on the model's main 1 ine. The unusual congestion 
contour is caused by merging patterns. This results 
in a model capacity for subsection 11 that is 16 
percent lower than that of neighboring subsections. 
This modeling approximation cannot duplicate all of 
the field behavior around detectors 9 and 10. 

When the model capacities were once calibrated on 
the first day's data, they remained fixed for the 
validation study. Figure 16 shows a comparison of 
the model and field 35-mph contours for one of the 
validation days (February 23, 1981). As with the 
calibration day, the two contours show similar pat
terns for the upstream bottleneck (detectors 1-4). 
Also, there is difficulty matching the field pattern 
around detectors 9 and 10 because of the modeling of 
the field geometry. The other three validation days 
also showed field-model contour compatibility as 
shown in Figure 16. 

The five simulations of the Santa Monica Freeway 
resulted in a range of total travel times from 3,321 
to 4,528 vehicle-hours and total services from 
163,000 to 176,000 vehicle-miles. For all five simu
lations the model was able to duplicate the overall 
field congestion pattern. This was possible over 
this range of traffic demands because of two prop
erties of the model. First, it is properly discrete. 
Hence, it can follow the density-space profile that 
is present during congestion. Second, the model uses 
localized point detectors. It is possible to dupli
cate the sudden changes in detector state as the 
main-line queue passes over only if the detector has 
a restricted, local range. 
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SUMMARY 

All discrete models have limits on the maximum al
lowable step sizes. This limit must be adhered to if 
the model is to be a faithful representation of the 
original continuous model or the real world. If the 
intervals are larger than the permitted maximum, the 
simulation results are irrelevant and merely an 
artifact of improper discretization. Proper dis-
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FIGURE 16 Santa Monica Freeway detectors < 35 mph
February 23, 1981. 

cretization creates a model the results of which are 
an accurate approximation of the continuous solu
tion. The model must be made properly discrete be
fore its parameters can be tuned and the resulting 
model calibrated. 

When freeway models have terms like those in 
FREFLO, the proper discretization is not the tradi
tional subsection. Although the concept of a subsec
tion (the reg ion between geometric features on the 
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roadway) is useful for model input and output, it is 
usually an invalid mathematical discretization. In 
particular, the anticipation term of the model 
limits the size of the spatial steps permitted so 
that changes in the density.:.space gradient can be 
followed. To ensure that shock fronts at the bound
ary of main-line queuelny are modeled properly, 
spatial step sizes must be less than or equal to 
O. 01 mile. This subdividing is made necessary by 
mathematical limitations. It can be performed in 
ternally in the model so that the user can continue 
to interaet with the model using traditional geo
metric subsections. 

The direct application of this proper spatial 
discretization and the proper temporal step sizes 
needed to maintain the model's stability result in 
excessive computer run times. Because the discreti
zation is limited by changes in the density-space 
slope, it is possible to find circumstances where 
the spatial step sizes may be lengthened without an 
adverse effect on the simulation results. These 
occur when the density is low and the density-space 
gradient is constant. When this situation is identi
fied, it is possible to adjust the spatial and tem
poral steps the model uses, thereby increasing its 
e f fie iency. 

These ideas motivated the development of the 
adaptive modules used in the FRECON model. The first 
is a heuristic scheme where flow levels and geometry 
are examined and compared with a library of required 
subdivision patterns. In this way the spatial steps 
are adjusted at regular intervals so that the maxi
mum allowed steps are always used. When these 
spatial steps have been estahlishen, t.hp r.nrrPRpnnn
ing maximum temporal steps that ensure stability are 
known. Therefore, by using these asynchronous time 
steps, it is possible to reduce the number of times 
each subdivision state needs to be integrated. 

The second adaptive scheme is more natural be
cause it is built into the mathematics. By trans
forming the model from a stationary reference frame 
to a moving one, it is possible to define regions 
that move with the flow of traffic. Each region is 
discretized into a "box" that contains a constant 
number of vehicles and a length that is inversely 
proportional to its density. This natural variation 
of length with density provides the spatial adapta
tion. A scheme similar to the heuristic adaptation 
is used to reduce the frequency of the integration 
steps required. 

Both of these adaptation schemes have proven 
useful in reducing the computing time required for a 
simulation. The first scheme, used in the FRECON 
model, reduced the CPU time for a typical simulation 
by a factor of 21. Further, the presence of an adap
tive scheme permits the use of realistic local de
tectors and localized incidents in the model. 

The FRECON model was calibrated on the Santa 
Monica Freeway for a 3-hr peak period. The calibra
tion of model capacities was performed by comparing 
field and model detector 35-mph contours. These 
capacities, and the model's performance, were then 
validated using four more peak periods of data from 
the same freeway. With the exception of a complex 
collector-distributor geometry, which could not be 
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accurately modeled, the simulation results generally 
agreed with the field data. 

The performance of the FRECON model on the 4 days 
of validation indicated that the model can duplicate 
freeway behavior over a wide range of demand levels 
and can realistically model the response of local
ized detectors. Thes .. p1c:ip .. i: lies ha Vt! pcc:iveu helpful 
in studying the use and design of freeway control 
strategies. 
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Simulation Study of Guidelines for 

Rural Road Improvements 

C. J. HOBAN 

ABSTRACT 

The rural traffic simulation model TRARR was 
used to evaluate a range of options for 
improving traffic performance on two-lane 
rural roads in Australia. The options in
clude auxiliary lanes, widening to four 
lanes, and reconstruction on an improved 
alignment. Simulated travel times, bunching 
rates, and overtaking rates are presented 
for these options for a range of terrains 
and traffic volumes. Benefit-cost analysis 
was used to derive a volume warrant for each 
option, based on construction costs and 
reductions in travel times and accidents. 
Minimum volume warrants of 385 to 6,800 
vehicles per day were found, depending on 
the terrain, the existing road standard, and 
the type of road improvement considered. 
Practical warrants are likely to be higher 
than these minimum values, but the relative 
rankings appear to be robust. 

The rural traffic simulation model TRARR (1) was 
developed at the Australian Road Research Bo.;;d and 
is now being used by a number of organizations in 
Australia and New Zealand. In recent years the model 
has been applied to several case studies of specific 
two-lane road sections to evaluate various road 
improvement options. 

The case studies have considered widely different 
terrains and design standards, with different traf
fic volumes and compositions. The improvement op
tions have included reconstruction on improved 
alignment, the provision of auxiliary lanes, and 
upgrading to four-lane divided-road standard (2-4). 
A structured simulation experiment that was u~d-;;;r
taken to develop a broad set of guidelines for rural 
road improvements using a common basis is described. 

TRAFFIC SIMULATION 

Detailed descriptions of the TRARR simulation model 
are given elsewhere (5,6). The model has been cali
brated to some extent~ and its output is reasonable 
and consistent. A thorough validation is currently 
in progress, and Figure 1 shows a typical comparison 
of observed and simulated traffic performance. The 
figure shows observed traffic bunching over 15-min 
periods, compared with the mean and range of simu
lated bunching results for the same road and traffic 
conditions. A vehicle was considered to be following 
in a bunch if its headway to the preceding vehicle 
was less than 3.5 sec. 

Overall results to date suggest that the model 
tends to overpredict traffic bunching on two-lane 
roads and underpredict that on four-lane roads. The 
model may therefore overestimate delays on an exist
ing road and the expected benefits of various im
provement options. The errors, however, do not ap-
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FIGURE 1 Comparison of observed and simulated traffic 

hunching: site 2. 

pear to be large compared with other uncertainties 
in the evaluation of road projects. 

SIMULATION STUDY FRAMEWORK 

Road Alignment and Terrain 

Three 12-km road segments were chosen: 

1. Straight level road (SLR): an idealized per
fect road with no grades, curves, barrier lines, or 
restrictions on sight distance or speed, 

2. Maroondah Highway, Victoria (MHV) : a segment 
of rural highway in rolling terrain with 110 km/hr 
design speed. Seventy-eight percent of the road has 
sight distance less than 450 m, and 26 percent has 
grades in excess of 4 percent. 

3. Bass Highway, Tasmania (BHT): a segment of 
rural highway with fairly low geometric standards 
and few opportunities for overtaking. This segment 
has an average highway speed of 71 km/hr and 98 
percent of sight distance less than 450 m; 46 per
cent of its length has grades over 4 percent. 

Road Improvement Options 

The first option to be simulated on each road was 
the existing condition. Seven improvement options 
were then considered, as shown in Figure 2. The 
first four of these are 500-m auxiliary lanes at 
various spacings. The remaining three provide for 
widening to four lanes over part or all of the road 
length. The effects of improved road alignment may 
be investigated by comparing the three different 
road segments chosen for analysis. The investigation 
of auxiliary lane and partial four-laning options 
was strongly recommended in previous studies (},_!). 

Traffic Conditions 

Traffic volumes of 200, 800, and 1,600 vehicles per 
hour were simulated, with 2:1 directional split and 
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existing 

2 two auxiliary lanes 

3 four auxiliary lanes 

4 six auxiliary lanes 

6 eight auxiliary lanes 

6 3 km 4-lanas 

7 6 km 4-lanes 

8 four lanes throughout 

' 
0 2 3 4 5 6 7 8 9 10 11 12 

FIGURE 2 Road improvement options. 

10 percent trucks in the traffic stream. The simula
tion time and settling down times were varied so as 
to observe approximately the same 3,000 vehicles for 
each terrain, road option, and traffic volume. 

SIMULATED TRAFFIC PERFORMANCE 

Travel Time 

Figure 3 shows the travel time over 12 km for each 
simulated case. On the existing road (option 1) , 
travel times increase with traffic volume and with 
decreasing standard of road alignment. Travel times 
are then reduced in varying degrees by road improve
ment options 2-8. Several points may be noted. 

l. The road improvements yield the greatest 
travel time savings where the existing road align
ment is pooresti 

2. Travel time savings generally increase with 
traffic volume: 

3. Four-lane roads show no increase in travel 
times with increasing traffic volumes up to 1,600 
vehicles per houri 

4. Improvement options 2-7 offer intermediate 
levels of traffic performance between two-lane and 
four-lane roads. 

1000 STRAIGHT 
LEVEL 
ROAD 

800 
E 

5. The options of improved road alignment are 
shown in Figure 4. The existing Maroondah Highway, 
for example, offers lower travel times than the Bass 
Highway with closely spaced auxiliary lanes. 

Time Spent Following in Bunches 

The mean percentage of journey time spent following 
(at headways less than 3. 5 sec) is shown for each 
case in Figure 4. Time spent following reflects the 
degree of traffic bunching along the road and is a 
useful measure of the quality of service as per
ceived by the driver. 

At 200 vehicles per hour, bunching on the 
straight level road is generally below 10 percent. 
This rises to 15-30 percent on the Maroondah High
way, and 25-55 percent on the Bass Highway. Even at 
this low traffic volume, it would appear that bunch
ing can be quite substantial on roads with poor 
geometric standards. In all cases, bunching rises 
substantially with increasing traffic volume, al
though the extent of bunching is still quite depen
dent on road alignment. As might be expected, sim
ulated bunching on four-lane roads is quite low over 
the range of traffic volumes considered. 
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FIGURE 3 Simulated travel times. 



Hoban 

100 

~ 
"' c: 80 'i 

.!1 
0 
IL 

i 60 
"' .. 
E 
i= 
~ 
E 40 
:J 
0 .., 
0 
& 

i 20 
., ... 

0 
0 

STRAIGHT 
LEVEL 
ROAD 

4 8 12 16 0 

MAROONOAH 
HIGHWAY 
(VIC) 

4 8 12 16 0 

BASS 
HIGHWAY 
(TAS) 

4 8 12 16 

95 

Hourly Traffic Volume (veh/h x 100) 

FIGURE 4 Simulated percentage of journey time spent following. 

BENEFIT-COST ANALYSIS 

The benefit-cost analysis procedure is described in 
some detail elsewhere (7). Benefit-cost (B/C) ratios 
were calculated for 36-road improvement options for 
a range of average annual daily traffic (AADT) vol
umes. The ratios ranged from o.o to 19.0, depending 
on terrain, improvement type, design standard, and 
traffic volume. 

Table 1 gives, for selected options, the minimum 

TABLE 1 Estimated Minimum Volume Warrants for Selected 
Options 

Initial-Year AADT (veh/day) 

Bass Maroondah 
Highway, Highway, Straigh t 

Option Tasmania Victoria Level Road 

8 percent auxiliary lanes 385 1,335 2,570 
25 percent auxiliary lanes 625 1,670 3,200 
25 percent four lanes 1,670 3,500 5,430 
Four lanes throughout 3,670 5,000 6,800 
Major realignment 3,330 6,500 

volume warrant, Qw, which is defined as the initial
year AADT volume for which the benefit-cost ratio is 
l. O. The values of Qw in Table 1 vary widely, from 
385 to 6,800 vehicles per day, and terrain has a 
strong influence on these results. The minimum war
rant for a pair of auxiliary lanes, for example, is 
385 vehicles per day on the Bass Highway, l,335 
vehicles per day on the Maroondah Highway, and 2,570 
vehicles per day on the straight level road. 

DISCUSSION 

The B/C analysis is based on a number of uncertain 
assumptions regarding construction costs, accident 
reductions, traffic growth, and other parameters. 
Sensitivity analysis (7) showed that the va1ues of 
B/C and Qw are sensiti;e to changes in these assump
t ions, but the relative rankings of various options 
are robust. The uncertainties in evaluation assump
tions appear to be larger than any likely er rors in 
the simulation model predictions, so that the TRARR 
model is quite suitable for use in this type of 
analysis. 

The model, however, appears at present to have a 

bias that leads to overestimation of the benefits of 
improvements on two-lane roads. The minimum volume 
warrants in Table 1, therefore, probably underesti
mate true minimum warrants. Practical minimum war
rants are probably higher still, because these are 
usually based on B/C ratios greater than 1.0. 

Despite these reservations, the results in Table 
1 indicate that short auxiliary lanes offer a low
cost road improvement option that can be warranted 
at quite low traffic volumes. The use of auxiliary 
lanes and four-laning on existing alignments may in 
many cases be preferable to realignment on substan
dard two-lane roads. 
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Signalized Intersection Delay Models

A Primer for the Uninitiated 

V.F. HURDLE 

ABSTRACT 

Delay is being used increasingly as the 
primary indicator of level of service at 
signalized intersections, but for many traf
fic engineers delay estimation is a new 
task. Some of the currently available esti
mation techniques are introduced, and the 
assumptions on which they are based are 
examined. In general, these assumptions are 
unrealistic; so accurate delay estimates are 
not really possible. The difficulties are 
particularly acute when the arrival flows 
approach capacity. Some of the procedures 
avoid the worst of the problems at high 
flows by methods that, though they involve 
considerable mathematics, are based on mod
eling that is essentially qualitative rather 
than quantitative. Such methods abandon the 
quest for accuracy in favor of reasonable
ness: rather than attempting to provide 
right answers, they try to avoid answers 
that are terribly wrong. These models would 
seem to be useful as long as users do not 
expect too much from them, and the models 
can probably be somewhat improved. If ac
curacy is desired, however, a new generation 
of models that take more account of var ia
tions in travel demand over time is needed. 
The use of such models would require more 
information about traffic patterns than 
users are accustomed to providing, 

There is a worldwide trend toward the use of esti
mated delay as the principal measure of the level of 
service at signalized intersections. The reasons for 
this trend are clear: Delay can be measured; it has 
obvious economic worth; and it is easily understood 
by both technical and nontechnical people. The price 
that must be paid for these advantages is that ca
pacity analysis procedures must include methods for 
estimating delay. This necessarily complicates the 
procedures, so that they involve more computation 
and are likely to be somewhat harder to understand. 
In addition, if delay is to be a useful measure of 
level of service, it is clearly necessary that the 
methods of estimating it be reasonably accurate and 
that analysts have a sense of the degree of accuiacy 
to be expected in various situations. 

This review paper is intended as a primer for 
traffic engineers who are familiar with capacity 
estimation techniques but have not made much use of 
delay equations. Because this is a primer rather 
than a textbook or handbook, the emphasis will not 
be on the mathematical derivation or detailed use of 
delay equations. Instead, the discussion will be 
concentrated on the assumptions underlying the equa
tions and the limitations that stem from these as
sumptions. Although the paper is addressed to be
g inners, the author hopes that engineers more 
experienced with delay equations will find food for 
thought. 

BASIC MODEL 

The mathematical models used to estimate intersec
tion delay are queueing models. The modeler views 
the traffic on each approach as a stream of custom
ers seeking service from a server, a system similar 
to the lineups at grocery store checkout counters 
except that the server is the intersection and the 
"service" provided consists simply of letting the 
"customer" enter the intersection. The server also 
differs from most grocery' store clerks in that it 
serves very quickly when it serves at all, but every 
minute or so it gets a red face and insists on 
resting. 

Assume that the customers arrive at some average 
rate v (vehicles per unit time) and can enter the 
intersection at a maximum rate s when the light is 
green; s is called the o;atuiaLion flow and, in North 
American literature, v is usually called the volume 
but will be called the arrival flow in this paper. 
If the cycle length is C and the length of the green 
interval is G, it follows that the approach can 
hilndlP. a maximum of c (G/C) s vehicles per unit 
time. 

The fraction of time the signal is green, G/C, is 
one of the important parameters in all delay equa
tions. Usually G will not appear alone but only as a 
part of the G/C ratio. 

A second important parameter is the approach 
capacity, 

c = (G/C)s 

but it will also usually appear in a ratio: v/c, the 
ratio of the average arrival flow to the capacity. 
This ratio is often called the degree of saturation 
and in British and Australian literature is usually 
denoted x. In queueing theory it is usually denoted 
p and called the traffic intensity. 

The operation of the intersection approach can be 
modeled (1) as shown in Figure 1. The curve labeled 
A(t) shows the cumulative number of arrivals by time 
t, and D(t) the cumulative number of departures. The 
arrival curve is an abstraction because it does not 
indicate the number of actual arrivals at the stop 
1 ine, but the number of vehicles that would have 
arrived had the light always remained green. Such a 
curve could be obtained by counting some distance 
upstream, plotting the counts, then moving the curve 
to the right a distance equal to the time required 
to dr ivc from the count station to the stop line 
when there is no queue of traffic waiting to get 
through the signal. 

The departure curve D(t) shows the actual depar
tures from the stop line. When the light is red, 
there are no departures, so the curve is horizontal. 
In reality it would begin to curve upward as cars 
began to move after the start of green, then after a 
few seconds it would become nearly straight with a 
slope equal to the saturation flow s. 

In Figure 1 the D(t) curve is somewhat simpler 
than this because the figure is a simplified mathe
matical model. The major simplification is that the 
outflow does not gradually increase to s but changes 
instantly from zero to s at the effective start of 
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FIGURE 1 Arrival and departure curves for a signalized intersection approach. 

green. To keep this simplification from being trou
blesome, it is, of course, important to be somewhat 
careful in distinguishing between the real green 
interval and the effective green interval used in 
the model, or at least to make a conscious decision 
that "effective green equals real green" is a good 
enough assumption for one's purposes. In what fol
lows, the green interval length G will always be the 
effective length. (Readers wanting to know more 
about effective green times can find discussions in 
most traffic engineering textbooks.) 

Figure 1 is handy because from it the queue 
length at any time, 

Q{t) c A{t) - D(t) 

can easily be read (Figure 2). Note that, because 
A(t) is a shifted count curve, Q(t) is an abstract 
queue length equal to the difference between the 
number of vehicles that would have crossed the stop 
line if the signal were not there and the number 
that actually did cross. Another way of thinking 
about the model is to say that, in the model, vehi
cles do not line up along the street but form a 
vertical stack at the stop line. The real queue is 
always somewhat longer than the model predicts be
cause the queue engulfs some vehicles that the model 
assumes are still driving to the vertical stack at 
the stop line. 

If the system works on at least approximately a 
first in-first out (FIFO) basis, one can also easily 
determine the waiting time of any individual vehicle 
as shown in Figure 2 for customer or vehicle num
ber i, which waits wi between arrival and depar
ture. This is vehicle i's delay, the extra time it 
has to spend because the signal is there. Unlike the 
queue length, the abstract delay in the model's 
vertical stack is equal to the real delay. Vehicle i 
actually spends more time than wi in queue, but 
the extra time, if not spent in queue, would have to 
be spent driving from the end of the real queue to 
the stop line. 

If one considers vehicle i's delay as the area of 
a band wi wide and one vehicle high, it is easy to 
see that the area between the A(t) and D{t) curves 
is equal to the total delay suffered by all of the 
customers who use the intersection approach. With a 
few more assumptions, a formula for the average 
delay can be derived by evaluating this area. If the 
slope of the A(t) curve is always v, the area be
tween the A (t) and D (t) curves is made up of a 
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FIGURE 2 Queue length and waiting time. 

time 

series of identical triangles and the total delay 
per cycle can be estimated as the area of any single 
triangle. Dividing this area by the number of ar
rivals per cycle, vC, yields the average delay. This 
takes some algebraic manipulation because one must 
first locate the upper right-hand corner of the 
triangle. The answer is 

UD = {C[l-(G/C)] 2 }/{2[1-(v/s)]} 

where 

UD average uniform delay per vehicle, 
C cycle length, 

(1) 

G/C fraction of time the signal is (effectively) 
green, and 

v/s flow ratio <± 1}) = (G/C) (v/c). 

This average delay is denoted UD, which stands for 
uniform delay, because it was derived under the 
assumption that vehicles arrive at a uniform rate v 
throughout the cycle. In making this assumption, any 
random effects and any pattern imposed on the ar
rival stream by upstream intersections are ignored. 

EFFECTS OF RANDOMNESS 

The problem with Equation 1, of course, is that 
vehicles do not arrive at an isolated intersection 
uniformly, but in a random manner. At low flow 
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levels, this is not important, but when the arrival 
flow v gets close to the approach capacity, c = 
(G/C)s, the actual delay will be considerably larger 
than the uniform delay predicted by Equation 1. The 
reason is obvious in Figure 3, where the number of 
arrivals is the same during every cycle except the 
second, when some ex tr a vehicles ha!,lj,len Lu <11 i: i ve. 
Because the approach is very nearly saturated (i.e., 
very near capacity), it takes a long time for the 
extra queue that builds up in the second cycle to 
dissipate, and the area between the arrival and 
departure curves is a good deal larger than if the 
extra arrivals had not occurred. This extra delay is 
often called random delay or over flow delay. The 
latter term reflects the fact that the main effect 
of random arrivals is to cause occasional overflows 
of traffic from one cycle to the next (_!) • 

To predict the random or overflow delay, it is 
necessary to construct a stochastic model using the 
methods of probability theory or computer simula
tion. The usual stochastic model depends on four 
basic assumptions: 

1. The number of arrivals in a given time inter
val has a known distribution, often Poisson, and 
this distribution does not change with the time of 
day (i.e., the distribution is stationary) or be
cause of the number of arrivals in any other time 
interval; 

2. The headways between departures from the stop 
line either have some known distribution, again with 
a constant mean, or are all the same; 

3. v < c = (G/C)s (i.e., the system is not satu
rated); and 

4. The system has been running long enough to 
have settled into a steady state. 

Under these assumptions and some further assump
tions about how the system operates, the queue 
length and waiting time should have a probability 
distribution that, once a steady state has been 
reached, does not vary with time but remains fixed. 
This steady-state waiting time distribution, or at 
least its mean and possibly its variance, can be 
determined in simple cases by analytic modeling and 
in more complicated cases by computer simulation. 
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Such models are known as steady-state queueing 
models because of the very important assumption that 
the system has operated for a sufficiently long time 
with the same average values of v and s to have 
settled into a steady state. For small v/c ratios, 
up to about 0.5, what happens in each cycle is 
nearly independent of who.t happened in th& pr&vious 
cycle so the time to reach a steady state is very 
short. As the v/c ratio increases, however, this 
relaxation time increases i:apidly and o.pproaohes 
infinity as the v/c ratio approaches unity. The 
reason for this will be explained hereafter. 

There are many steady-state models of varying 
complexity available; Allsop (4) gives an excellent 
summary, and Katsuhisa <2> gi~s numerical compari
sons. By far the best known of these is the one 
constructed by Webster !irll in the late 1950s, 
assuming random (Poisson) arrivals and uniform de
parture headways. Webster's formula for the average 
delay, d, is 

d = {C[l-(G/C)] 2/2[1-(v/s)]} + [(v/c) 2 /2v(l-v/c)] 

- 0.65(C/v2)1/3(v/c) (2+5G/C) (2) 

The first term of this expression is the uniform 
delay of Equation 1, the second can be predicted 
theoretically (4), and the third is a correction 
term obtained empirically from simulation results 
<i>· This third term reduces the estimate by 5 to 15 
percent, so a 10 percent reduction can be used as a 
rough approximation (7). In this latter approxima
tion, any consistent time units may be used (i.e., 
if d is to he in minutes, then C must be in minutes 
and v and c in vehicles per minute) , but the third 
term works properly only if all time units are sec
onds and all flows are in vehicles per second. 

Figure 4 shows the delay predicted by Equations 1 
and 2 as a function of the v/c ratio for a 60-sec 
cycle, G/C ratio of 0.5, and saturation flow of 
3,600 vehicles/hr. The random delay component is 
small compared with the uniform delay when the de
gree of saturation is small, but it increases very 
rapidly at the higher v/c ratios and approaches 
infinity at the right edge of the figure. More com
plicated models with different assumptions would 

time, 

FIGURE 3 Overflow due to random variations in arrival flow . 



Hurdle 

100 C = 60s 
GIC= 0 .5 

"' 
s = 3600 veh/h 

"CJ 

8 
u : 
>-
E 
Cll 

"CJ 

Q) 

C7I 
0 ... 
GI 
> c 

80 

60 

40 

20 

uniform plus 

random delay 

vie ratio 

FIGURE 4 Delay predicted by a steady-state, stochastic 
model. 

produce slightly different curves, but all steady
state stochastic models give curves with the general 
shape shown in Figure 4. In particular, any steady
state model that does not assume completely uniform 
arrivals will predict that the queue length, and 
therefore the delay, approach infinity as the v/c 
ratio approaches unity. 

This is, of course, the reason that systems with 
a high v/c ratio take a long time to settle into a 
steady state: it simply takes a long time for such 
long queues to form, particularly since vehicles 
keep leaking away through the signal. As a result, 
one seldom sees real delays as large as those pre
dicted for high v/c ratios by Equation 2. This dis
crepancy is not a result of faulty mathematics but 
of the unrealistic assumption that the system is in 
a steady state. If vehicles continued to arrive at a 
rate v nearly equal to the capacity c, the giant 
queues really would form, but in reality the peak 
period ends and v decreases long before a steady 
state is reached. 

As a result, steady-state models are useful for 
predicting delays only at lightly loaded intersec
t ions. Some alternative models are available for the 
analysis of heavily loaded intersections, but they 
also have their shortcomings. The next model exam
ined is at the opposite extreme from the steady
state models: it works well only if the intersection 
is solidly oversaturated (i.e., only if the arrival 
flow v is considerably greater than the capacity c 
for a significant length of time). 

OVERSATURATION 

Oversaturated systems are very easy to model (]:) • 
Suppose that a time varying arrival flow v(t) is 
either known or estimated. Then the cumulative ar
rival curve, 

t 

A(t) = f v(s)ds 
0 

can be calculated and plotted as shown in Figure 5. 
[Traffic counters give A(t) directly, not v.] The 
dashed line in Figure 5 has slope (G/C) s and has 
been drawn tangent to A(t) at time zero, the time 
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when the approach first becomes saturated. The de
parture curve D(t) has been drawn below, so that the 
dashed line divides the total area representing 
delay into two components: uniform delay correspond
ing to Equation 1 below the dashed line and overflow 
delay above. 

The average uniform delay in this case is just 
half of the red interval, (1-G/C) C/2, as can be seen 
either by examination of Figure 5 or by substituting 
v = c = (g/C) s into equation 1. (In this substitu
tion, v is not the arrival flow but the slope of the 
tops of the triangles.) 

To obtain the average overflow delay, simply 
measure the area between A(t) and the dashed line-
with a planimeter, by square-counting, or by any 
convenient method--to obtain the total delay, then 
divide by [A(T)-A(O)] to find the average. In prac
tice, it is not necessary to draw the 1 i ttle tr i
angles and it is usual to think of the dashed line 
as the departure curve, D(t), even though the real 
D(t) is the stairstep curve outlining the triangles. 

This model ignores the effects of random var ia
tions. That is no problem when the queue is very 
large, because the error due to random effects will 
be small compared with the estimated delay, but this 
error can be a problem if the intersection is only 
slightly oversaturated. Thus, there is one group of 
models, the steady-state queueing models, that work 
well when v/c is considerably less than one and 
another type, the deterministic queueing model of 
Figure 5, that works well when v/c is considerably 
more than one. In between, there are problems. 

Unfortunately, "in-between" is an area where good 
estimates could be very useful. At the extremes, it 
may be sufficient to say that operation is excellent 
or dreadful: in between, some numbers would be nice. 
(In truth, the ability to assign numerical values to 
different degrees of dreadfulness is important, but 
that is not the subject of this paper.) 

IN-BETWEEN 

As a first step toward the understanding of one 
model often used for v/c near unity (4,B-11), con
sider the special case of oversaturatio~ delay shown 
in Figure 6. Figure 6a shows a very simple (and 
highly unrealistic) peak-period arrival pattern. 
Before time zero, the arrival flow is small enough 
that the overflow delay is negligible: during the 
peak from time zero to time T, it is equal to vi and 
after time T, there is some smaller, off-peak flow. 
Figure 6b shows the cumulative arrival and departure 
curves. The departure curve shown is not the true, 
saw-toothed departure curve but a straight line with 
slope c = (G/C)s like the dashed line in Figure 5: 
so the area of the triangle is the overflow delay 
not the total delay. 

This area could be calculated with no great dif
ficulty, but there is an easier way to obtain the 
average overflow delay. Begin by noting that a vehi
cle that arrives at time zero or T experiences no 
overflow delay, but one that arrives at T must wait 
a time equal to the length of the horizontal dashed 
line near the center of Figure 6b. Between time zero 
and time T, the horizontal distance between the A(t) 
and D(t) curves varies linearly, so the average wait 
for those that arrive between zero and T is clearly 
half the length of the dashed line. The same is true 
for those that arrive between T and Ti so the aver
age delay is half the length of the dashed line for 
both groups, hence for everyone who is caught in the 
overflow queue that exists from time zero until T• 

To calculate this average delay, first note that 
the length of the vertical dashed line is vT-cT = 
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.time, t 

FIGURE 5 Arrival and departure curves for an oversaturated approach . 
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FIGURE 6 Overflow delay in a highly idealized peak period. 

T (v-c). Then, because the length of the vertical 
dashed line is equal to the length of the horizontal 
dashed line times the slope of the D(t) curve, c, 
the horizontal dashed line must be T(v-c)/c long and 
the average overflow delay is 

OD • (T/2) [ (v-c)/c] = (T/2) [ (v/c) - l] (3) 

Note that the overflow delay is directly propor
tional to T, the length of time during which the 
arrival flow exceeds the capacity, and to [(v/c)-1], 
which is a measure of oversaturation. 

Kimber and Hollis (10) and Akcelik (~) have used 
diagrams like Figure 7 to summarize what has been 
discussed so far. The solid curve on the left side, 
for v/c < 1, is the average overflow delay after a 
steady state is reached, as predicted by Equation 2. 
Because steady-state models predict infinitely long 
queues for saturated systems, this curve is as
ymptotic to the vertical line v/c = 1. As already 
noted, the enormous queues that cause these large 
delays do not develop at real intersections. 

The solid curve on the right-hand side shows the 
average delay during time interval (O,~) as predicted 
by the deterministic model of Figure 6 when T = l 
hr. Equation 3 indicates that this curve is a 
straight line with slope directly proportional to T. 
As was already noted, the average delay experienced 
by people who arrive during time interval (O,T) is 
also given by Equation 3 and the curve in Figure 7, 
but people who arrive right at time T have a delay 
equal to double this average. 

It is reasonable to expect that both of the solid 
curves in Figure 7 would be good predictors of the 
overflow delay in the proper circumstances: the 
right-side, oversaturation model if the traffic 
really arrived as shown in Figure 6a with T of mod
erate length and v substantially larger than c: the 
left-side, steady-state model if v were substan
tially smaller than c or if T were very long. It is 
also reasonable to expect both models to deteriorate 
as the v/c ratio approaches unity. 

Figure 7 shows clearly, however, that the problem 
when the v /c ratio is near unity i !l not just that 
neither model is at its best in this range, nor that 
one model predicts the average delay over a time 
interval and the other the average delay at the end 
of the interval. The problem is much more serious 
than that: the two models are utterly incompatible 
for v/c ratios near unity. One predicts that the 
overflow delay approaches infinity aa v/c approaches 
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1 from below, but the other predicts that the delay 
approaches zero as v /c approaches 1 from above. A 
greater incompatibility is hard to imagine. 

The problem, of course, lies with the assump
tions. It is clear that the delay at v/c ratios 
slightly less than 1 will always be less than the 
steady-state models predict because the peak period 
never lasts long enough for the enormous steady
s tate queues to develop. 

For v/c ratios greater than unity, it is not 
really possible to say that the real queues will 
always be longer than the deterministic model pre
dicts, but surely they almost always will be. In 
this case, the reason is that real arrival flows do 
not suddenly jump from a low value to v as shown in 
Figure 6a but increase gradually. Therefore, because 
of random variations in the arrival flow and capac
ity, there will usually already be an overflow queue 
(i.e., a queue remaining at the end of green) at 
time zero (when the approach first becomes satu
rated). If this overflow queues is Q0 long at time 
zero, then the queue length in Figure 6b will be 
Q0 longer throughout time interval (0, 1 ) and the 
actual average delay will be about Q0 /c greater 
than the deterministic model predicts. For large v/c 
ratios, this error is a small fraction of the 
average delay, so it can be ignored, but for v/c 
ratios near 1, this error can be important. 

Thus, the real delays are 1 ikely to be more as 
shown by the dashed curve in Figure 7, which agrees 
with the two solid curves at the edges of the figure 
but not in the middle. It is tempting to think that 
one could produce such a curve by fixing T and vary
ing v in Figure 6a, but the assumptions of the two 
solid-line models are too incompatible for this to 
work. There would be a discontinuity at v/c 1 
because the two models average the delay in differ
ent ways. This problem could, of course, be overcome 
by changing the assumptions, but the effort would 
scarcely be worthwhile unless the shape of Figure 6a 
were also changed to something more realistic. It is 
better not to think of the dashed curve as a model 
of a queueing system but simply as a curve sketched 
quickly to illustrate some intuitive ideas. 

In fact, however, the curve was not just 
sketched; it was calculated by the method developed 
by P.D. Whiting for version 6 of the Transport and 
Road Research Laboratory's popular computer program 

TRANSYT (~). This copyrighted computation method is 
perhaps better described as an algorithm, rather 
than a formula, because it requires only seven quite 
simple FORTRAN statements but spreads over most of a 
page when written as an equation. According to 
Robertson (~) , the formula can be approximated by 

OD= {lST/c} {(v-c) + [(v-c) 2 + 240 v/Tjl/2} (4) 

where OD is in seconds, T in minutes, and the flows 
v and c in vehicles per hour. The actual TRANSYT 
formula (10) is of the same general form but much 
more complicated and yields average delay per unit 
time rather than per vehicle. The curve in Figure 7 
was obtained by dividing this result by the average 
number of vehicles served per unit time [either v or 
c = (G/C)s, whichever is smaller], but a formula for 
direct estimation of delay per vehicle is given by 
Kimber and Hollis (10). 

Another much used version of this formula appears 
in the capacity analysis procedures developed in 
Australia by Akcelik (11): 

(T/4) (Cx·l) + [Cx·I)2 + l2(x-x0 )/cT] l/l} ifx > Xo 

OD= 

0 otherwise (5) 

where 

x = v/c 

and 

x0 = 0.67 + sG/600 (6) 

can be thought of as the smallest v/c ratio for 
which the random or overflow delay is large enough 
to be worth the effort required to calculate it. 
Unlike equation 4, Equation 5 can be used with any 
convenient time units, as long as they are con
sistent throughout the equation. (If the times are 
in seconds, then s and c should be in vehicles per 
second.) 

The theoretical basis (12) for Equation 5 is 
similar to that of TRANSYT's-;:-andom delay algorithm, 
so they can be regarded as essentially the same for 
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the purposes of this paper. As can be seen in Figure 
8, the TRANSYT version generally seems to bend more 
sharply, hence produce lower delay estimates. The 
difference, however, is not always as large as that 
shown in Figure 8. Another minor, but obvious, dif
ference between the two formulas is that the over
flow delay predicted by TRANSYT increa>«•>I smooLhly 
over the entire range of v/c ratios, but Equation 5 
jumps abruptly from zero to some small value when 
v/c = x0 • This both save,; some unnecessai:y cal
culations and avoids the embarrassment of discover
ing the hard way that the upper branch of Equation 5 
predicts negative overflow delays when v/c is small. 
(Note that x-1 is a negative number unless the in
tersection approach is oversaturated.) 

A derivation of the TRANSYT random delay equation 
can be found elsewhere (10). The basic idea is 
really nothing more than what has already been said 
with respect to Figure 7, that the two solid curves 
should be good estimators when the v/c ratio is not 
close to unity, but that the real delay must be less 
than the steady-state models predict for v/c 
slightly less than 1 and more than the oversatura
tion model predicts for v/c slightly greater than 1. 
This line of intuitive reasoning leads to imagining 
a smooth curve that looks like the solid curve near 
the left side of Figure 7, then somehow cuts across 
the middle of the diagram and is asymptotic to the 
right-side, solid curve. 

This is exactly what the dashed curve does. It 
is, in fact, exactly what it was designed to do. 
Whiting took a steady-state model developed by 
Robertson and bent it around by means of algebraic 
manipulation in such a way that the curve is no 
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longer asymptotic to the vertical line, v/c = 1, but 
instead to the line predicted by the deterministic 
model of Figure 6b and Equation 3. Details of the 
transformation can be found elsewhere (_!Q) • The 
interest here, however, is not in the details but in 
the idea. Equations 4 and 5 and the series of state
ments in the TRANSYT program are simply mathematical 
expressions that accomplish the purpose of the 
dashed curve in Figure 7, provision of a smooth 
transition between the steady-state a'ml uversatui:a
tion models in the region in which the two are in
consistent and likely to be unrealistic. 

It is important to understand that the exact form 
of this transition is not the result of any detailed 
analysis of queue behavior but of the simple ideas 
expressed previously. The equations have one and 
only one justification: they provide a smooth tran
sition in a way that satisfies intuitive ideas of 
what ought to happen. Kimber and Hollis describe the 
reliability of such formulas as follows: "In limit
ing cases • • their results are correct, and in 
the intermediate regions, their functional behaviour 
is sensible" (10,p.ll). They key word here is sen
sible. No claim is made that the formulas are cor
rect; ratner they yield answers that do not violate 
elementary logic in the troublesome region of v/c 
near unity where neither the steady-state nor the 
oversaturation models can be expected to yield 
reasonable results. 

IS THERE A BETTER WAY? 

For a practitioner needing an answer, Equation 5 or 
its TRANSYT equivalent obviously offers a better 
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solution for situations where the v/c ratio is near 
unity than any of the steady-state models. It will 
not necessarily give a good answer, but the competi
tion offers only unreasonable answers. The choice is 
easy, but one really would like to be on safer 
ground. 

The road to safer ground has two branches. The 
first, and obviously easier, starts by noting that 
the exact form of transition provided by Equations 4 
and 5 is arbitrary; the dashed curve must agree with 
the solid curves at the edges of Figure 7, but it is 
clear that it could have many shapes in the middle. 
Therefore, an obvious thing to do is to measure 
delays in the field and compare then with the pre
dictions. If there is a consistent direction of 
error, then maybe another transition curve can be 
found that is equally arbitrary but works better. 

This is the approach followed by W.R. Reilly et 
a 1. (~rll . Their measurements of delays on under
saturated intersection approaches indicated that 
Equation 5 consistently overestimated the overflow 
delay, particularly at v/c ratios approaching unity 
(3). Therefore, they recommended a new·, but very 
similar, overflow delay equation: 

OD= 346.2 T {(x-1) 

+ [(x-1) 2 + 12(x-OF)/cTJ 1/2} (7) 

where 

OF= 0.67 + Cc/2,160,000 (8) 

This differs from Equation 5 in three ways, only one 
of which is important. The first difference is one 
of notation and units: OF is what has been called 
x0 here, and a factor of 3,600 has been intro
duced in both Equations 7 and 8 so that the delay 
and the cycle length C can be in seconds, but T is 
in hours and s is in vehicles per hour. 

The second difference is that the equation has 
been divided by 1.3 to yield stopped delay. Theoret
ical and simulation models give estimates of the 
total time lost due to the presence of the signal, 
which is greater than the amount of time spent actu
ally stopped. Field studies, on the other hand, 
often yield stopped delay, because it is easier to 
measure. According to Reilly et al. (Q), the total 
delay can be estimated by multiplying the measured 
stopped delay by 1.3; so Equation 5 had to be 
divided by 1.3 to yield stopped delay. 

The third difference is that the delay has also 
been divided by 2 to give results more nearly in 
agreement with the field measurements. Thus, the 
346.2 T in Equation 7 comes from the T/4 of Equation 
5 as follows: 

(T/4) x (1/1.3) x (3,600 sec/hr) x (1/2) = 346.2 T 

The only important difference is the factor of 2. 
The effect of this halving is to produce a new 

curve--shown by a broken line in Figure 8--that is 
lower than the one based on Equation 5 but no longer 
asymptotic to the straight line predicted by the 
oversaturation model. Reilly et al. (2) recommend 
that Equation 7 be used only for v/c ~-1.10 and the 

oversaturation model for larger v/c ~atios. Thus, 
there is a discontinuity in the delay prediction at 
v/c = 1.10 and a tendency to underestimate the delay 
when 1.00 < v/c < 1.10, but outside of this range the 
overall pattern of prediction is likely to be rather 
similar to that of the TRANSYT model. 

The hope is that Equation 7 gives better predic
tions than Equation 5. The pr ice paid for this in
crease in accuracy includes the discontinuity, the 
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somewhat illogical behavior for 1.00 < v/c < 1.10 
where the broken curve of Equation 7 may lie below 
the lower bound set by the oversaturation model, and 
the loss of the theoretical basis for the form of 
the equation--a form dictated by the abandoned re
quirement that the prediction equation be asymptotic 
to the solid line on the right side of Figure 8. 

As an alternative to dividing Equation 5 by 2 or 
some other factor, one could try to change its shape 
to improve the predictions. There would seem to be 
two obvious goals for such an attempt: either to 
find a new curve that is once more asymptotic to the 
solid line or, if this goal is abandoned, to find a 
curve with a simpler formula. Researchers taking the 
latter path, however, will have to grapple with the 
problem of finding a new functional form that re
sponds to changes in v/c, c, and T in a reasonable 
way. For those who would prefer to stay with the 
basic logic that led to Equation 5 but somehow 
change the curve's shape, two approaches offer hope 
of quick and easy results. One of these is to return 
to the TRANSYT formulation, which seems to agree 
fairly well with Equation 7 for v/c < 1. A second is 

to change the value of T; Equation 5~ith T = 15 min 
gives delay estimates quite similar to Equation 7 
with T = 1 hr. For v/c < 1, these two estimates 
are very similar to the TRANSYT estimate, but for 
v/c much greater than unity, they predict only about 
half as much delay, a worrisome difference. As will 
be discussed later, T is a very important parameter, 
but it is difficult to evaluate. 

QUEUEING THEORY APPROACH 

The second road to improvement is a modeling road; 
rather than simply trying to produce a reasonable 
curve, one can try to model actual queue behavior. 
This road offers more potential for good answers, 
but it also presents many difficulties. To be an 
improvement over what is now available, the model 
cannot assume a steady-state situation but must 
account for the way the queue length varies over 
time--its transient behavior. 

Unfortunately, the modeling of transient queue 
behavior is not a very well-developed science and 
the models that are available tend to be compli
cated. On the other hand, more can be done than 
usually is. Two possible approaches are discussed by 
Kimber and Hollis (10) and in the last few chapters 
of Newell's Applications of Queueing Theory (,!). 
Many readers of this paper will probably find both 
tough going, but they really can be read by graduate 
engineers armed with only one or two probability 
courses--a statement that cannot be made about most 
of the available literature on this subject. 

Kimber and Hollis (10) propose a model in which 
fairly short time intervals are considered sequen
tially, the results from one forming the starting 
80ndition for the next. Newell <ll, on the other 
hand, develops partial differential equations to 
describe the approximate behavior of the queue 
length distribution as it changes with time. What 
both modeling approaches make very clear is that the 
development of the queue is very dependent on the 
details of the arrival pattern. For example, if the 
numbers of arrivals in each 15 min of the peak hour 
at a saturated or nearly saturated approach are 200, 
500, 300, and 200, the peak-hour volume and peak
hour factor will be just the same as with volumes of 
200, 300, 500, and 200, but the average delay will 
be different because of the dynamics of queue growth 
and decay. If this difference is to be reflected in 
a model, it is clear that more information about 
arrival patterns must be provided than is now 
customary. 
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Because this paper is directed more to users of 
models than to builders of models, this is th e 
really important lesson to be learned from the ex
amination of non-steady-state models. If good esti
mates of signalized intersection delay are desired, 
hetter input to the models must be provided. Until 
that is done and until practical models are devel
oped to use that input, it is not reasonable to 
expect delay estimation to be a very accurate pro
cess. 

DIFFICULTIES IN APPLICATION 

Returning to Equations 5 and 7, it should by now be 
clear that the most difficult problem facing an 
analyst willing to accept their reasonableness is 
the choice of the two variables describing the traf
fic arrival pattern, v and T. The definitions of 
these are given in Figure 6a: vehicles arrive at 
flow rate v during a period exactly T long. This, of 
course, is not the way real traffic arrives, and it 
is not true that all intervals T long in which vT 
vehicles arrive will have the same average delay. In 
fact, the delay will depend very much on the flow 
variations within the time interval. How, then, does 
one choose v and T? 

The available literature seems to indicate tha t T 
should usually be l hr and v either the average flow 
during that hour (_§_,ll) or the average within the 
busiest 15 min of that hour (±_). Nobody, however, 
gives much in the way of reasons. [A partial excep
tion is Reilly et al. (~) • Equation 7 is based in 
part on data and its originators suggest, logically 
enough, that users select v and T the same way they 
did when they chose the equation.] Reading between 
the lines, it seems that nobody is very sure about 
this matter. 

This is not surprising. Theoretical considera
tions indicate that there is no good answer, so 
those who must ailvise are quite correct--if not very 
helpful--in sounding none too confident about their 
advice. Nonetheless, the users are stuck with the 
fact that even if they cannot find a good answer, it 
may be possible to find a particularly bad one. 

SIGNAL COORDINATION 

Everything said so far has been based on the im
plicit assumption that the signal approach is iso
lated, so that the arrival pattern is at least more 
or less uniform. In many cases, however, the arriv
ing vehicles are the output stream from an upstream 
signal. In that case, the cumulative arrival curve 
will not be smooth, as in Figure 1, but saw-toothed 
like the departure curve. In such cases, the area 
between the arrival and departure curves will ob
viously be very different if the signals are well 
coordinated-- in which case, the area should almost 
vanish--than if each platoon of arrivals neatly hits 
a red light. 

Two of the procedures discussed previously try to 
account for this, but in different ways. The TRANSYT 
model's main purpose is to achieve coordination, so 
it takes a very detailed approach in which the ac
tual arrival curve is predicted. The estimate of the 
nonrandom delay is based on this predicted arrival 
curve rather than on Equation 1. The random or over
flow delay estimate does not depend on the coordi
nation. 

Reilly et al. ( 2) , on the other hand, recommend 
that the sum of the uniform and overflow delays 
predicted by Equations l and 7 be multiplied by an 
ailj1.1st.ment factor ha''"'" on the il1>gr1>1> of coordina
tion (5 categories from poor to very good) and on 

Transportation Research Record 971 

whether the signal is pretimed, semiactuated, or 
fully actuated. Adjustment factors range from 0. 65 
to 1.50. 

Obviously the detailed analysis in TRANSYT is the 
better approach, and just as obviously it is not 
always a practical one. Its advantages are likely to 
be realized only when good data are available, and 
it is really oriented to signal timing and large 
system design rather than to the usual design situa
tion in which only one or a few intersections are to 
be designed and the upstream intersections may not 
even be planned, let alone timed. It is also a com
puter model and its methods are not always practical 
for hand calculation . Another difference worthy of 
note is that the two methods make very different 
assumptions about the effect of coordination on 
overflow delay. 

SUMMARY 

The primary purpose of th is paper has been to in
troduce new users of delay models to the background 
of some of the models and the assumptions on which 
they are based. This seemed necessary because the 
information is widely scattered, some of it in mate
rial not readily available to the average traffic 
engineer. Along the way, it has been noted that the 
methods currently used either ignore the way in 
which delays vary with time or try to cope with the 
variation in ways that are more mathematical appli
cations of common sense than mathematical models of 
traffic signal systems. The methods that ignore the 
variation are nearly useless for the most interest
ing traffic engineering P.roblems, those where the 
signal system operates close to capacity, but the 
others seem reasonable enough to be useful as long 
as one remembers their limitations. 

None of the models examined here can be expected 
to give really consistent and accurate results. To 
obtain such results, one would need not just better 
models but better information about traffic pat
terns. For some purposes it may be unrealistic to 
suppose that such information will be available. For 
detailed operational studies, however, it could be 
obtained. If estimated delay is to be a good indi
cator of level of service in such studies, the in
formation will have to be obtained and the models 
developed to use it. This is not an impossible task. 
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Automated Collection of Vehicular 

Delay Data at Intersections 
JAY F. LEGERE and A. ESSAM RADWAN 

ABSTRACT 

Most current methods used to estimate vehic
ular delay at intersections involve some 
form of manual data collection. These meth
ods rely on statistical techniques (such as 
multiple linear regression) to improve the 
accuracy of the delay estimates. In addi
tion, most require significant data collec
tion and reduction efforts. The theory, 
design, operation, and evaluation of a 
microprocessor-based system for the collec
t ion of vehicular delay data at intersec
tions is presented. The principle of the 
automated system, including definitions of 
pertinent variables and equations, is dis
cussed. An overview of the system design, 
including a description of the vehicle de
tection scheme and the microprocessor's 
recognition of vehicle arrivals and depar
tures, is presented. There is a discussion 
of the system software as well as a descrip
tion of the data collection and reduction 
processes. The system performance was eval
uated both in the laboratory and through 
analysis of data collected in the field. 
Recommendations for further development of 
the device are presented, 

Since the Arab oil embargo of 1973, the United 
States has become increasingly concerned with its 

energy supply and with ways in which that supply can 
be conserved. One area of particular interest is the 
conservation of energy within the transportation 
sector. About 40 percent of this nation's petroleum 
consumption is attributable to passenger travel by 
automobile. 

Much traffic engineering research has been done 
on delay and fuel consumption at signalized inter
sections simply because they are considered the 
locations where most delay and excess fuel consump
tion occur. Unfortunately, the most accurate methods 
of data collection and analysis have proven to be 
extremely time consuming and costly. 

Estimates of intersection delay are used in nu
merous applications, some of which are validation 
and calibration of computer simulation models, esti
mates of road-user costs, before-and-after studies, 
comparisons of the efficiency of various types of 
intersection control, and comparison of specific 
signal timing and phasing. 

The theory, design, implementation, and evalua
tion of a microprocessor-based system for the col
lection of vehicular delay data at intersections are 
presented here. The primary application of the sys
tem is for the collection of data at intersections 
that are under some form of signalized control. The 
system is also applicable to any intersection or, in 
general, to any section of highway for which values 
of average travel time and delay are desired. De
tails of the hardware specifications, the software 
routines, and the assembly language program for this 
application are fully documented elsewhere !ll . 
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PRINCIPLE OF AUTOMATED DATA COLLECTION METHOD 

A report prepared for the FHWA by JHK & Associates 
(2) presents the results of a research project on 
d;fining and measuring delays at intersections. Four 
basic methodologies were identified for use in esti
mating delay: point sample, input-output, path 
trace, and modeling. The input-output method has 
proven to be convenient and reliable when used to 
measure approach delay. However, the data reduction 
process is extremely tedious and time consuming. If 
the input-output method could be automated by the 
use of a microprocessor-based system, the problem of 
data reduction would be eliminated and the accuracy 
of the data collected would be improved. 

The input-output method requires 

1. Definition of an approach delay section. The 
downstream end or exit point of the section is lo
cated just beyond the stop line. The entrance to the 
section is located at an arbitrary point upstream 
such that the length of the section includes all 
delay associated with the signal. 

2. Determination of a sample interval for the 
data collection process. The boundaries of the ap
proach delay section were defined by two sets of 
detectors and a sample interval of 1 sec was chosen 
to increase the accuracy of the data collected. 

Figure 1 shows a simplified diagram of the system 
setup. Each set of detectors is controlled by its 
own microprocessor. For each sample interval in the 
data collection period, each microprocessor counts 
and records the number of wheels that pass over its 
corresponding set of detectors. The method of wheel 
counting is a new concept that resulted as a by
product of the detection scheme chosen. It was pos
sible that a new source of error would be introduced 
with this method. However, it was believed that the 
accuracy gained by decreasing the sample interval 
would result in a net improvement in the accuracy of 
the data collected. 

The number of wheels crossing the upstream de
tectors for any sample interval i is denoted by 
NWii (number of wheels in for sample interval i) • 
r, ikewise, the number of wheels cross ing the down
stream detectors is denoted by NWOi (number of 
wheels out for sample interval i) • The number of 
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wheels on the approach delay section for any sample 
interval i, NWADSi, is given by 

NWADSi = NWADS;_ 1 + NWI; - NW01 

where 

number of wheels on the approach delay 
section for the previous sample interval. 

For the first sample interval (i = 1) the number of 
wheels on the approach delay section for the pre
vious interval must be determined by a manual count. 

Total travel time for all wheels traversing the 
approach delay section in a 15-min data collection 
period is given by 

where 

number of wheels on the approach delay 
section for sample interval i, 
length of the sample interval 
(seconds), and 

n = number of sample intervals in the data 
collection period. 

Dividing the total travel time (in wheel-seconds as 
a result of the multiplication) by the number of 
wheels entering the system yields the average travel 
time per wheel (in seconds). 

To estimate average approach delay, an estimate 
of the approach free flow travel time is required. 
This estimate may be obtained by two methods: (a) 
averaging a sample of travel times for unimpeded 
vehicles over the approach delay section or, (b) for 
types of control other than traffic signals, cal
culating a free flow travel time based on upstream 
or downstream free flow travel speeds. Subtracting 
the estimated free flow travel time from the average 
travel time yields an estimate of the average ap
proach delay. 

Also shown in Figure 1 is a communications line 
connecting the two processors. This line is used to 
pass control information from the "master" processor 

------~· 

- -- - -- - - - -- - -----~· 

Approach Delay 
Section 

FIGURE 1 Microprocessor system setup. 
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at the stop line to the "slave" processor. The con
trol information is used to synchronize the two 
processors at the beginning of a data collection 
period. 

MICROPROCESSOR SYSTEM DESIGN OVERVIEW 

Vehicle Detection Scheme 

Two forms of vehicle detection were considered for 
this application. The most common form, the loop 
detector, was examined as well as a more temporary 
form of detection, the electrical tapeswi tch. Both 
forms of detection were analyzed in several con
figurations to determine which would most nearly 
provide the accuracy required by this application. 

Loop Detectors 

The principle of loop detection (disturbance of a 
magnetic field by a heavy metal object) makes it 
difficult to accurately define the detection area of 
the loop. For this reason a standard detector con
figuration presents two possible sources of error 
that are shown in Figure 2. 

In Figure 2 (a), vehicles A and B pass over the 
loop detector with a headway sufficiently small to 
cause a continuous disturbance within the loop. This 
situation would probably not occur at the upstream 
detectors. However, at the stop line, where speeds 
can be low due to departure from a queue or execu
tion of a turning movement, this case could occur 
frequently. 

In Figure 2(b), a vehicle performs a lane change 
between two loop detectors. The question here is 
whether the vehicle generates a single count, two 
counts (one on each detector), or no count at all. 
This case may not occur at the stop line, but it 

Direction of Travel 

Loop Detector 

(a) 

Direction of Travel 

Loop Detector 

(b) 

FIGURE 2 Sources of error in loop detection. 
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might occur at the upstream detectors. In addition 
to the inaccuracy considerations, the cost of loop 
detection made it an extremely unattractive alterna
tive for this application. 

Electrical Tapeswitches 

Electrical tapeswitches 
pressure tubes because 
microprocessor and the 
easily developed. 

were prefer red to pneumatic 
the interface between the 
tapeswitches could be more 

The first tapeswitch configuration scheme ana
lyzed is shown in Figure 3. The figure shows two 
tapeswitches, one switch covering both lanes of 
traffic and the other covering only one lane. The 
possible sources of error for this configuration 
include (a) axle counting as opposed to vehicle 
counting (multiaxled vehicles): (b) for angled vehi
cles, four counts (one for each wheel) instead of 
two counts: and (c) coincident closure of a switch 
by two adjacent vehicles. 

To eliminate the first two sources of error, an 
attempt was made to find an angle at which a tape
switch could be mounted to ensure a count for each 
wheel. This second configuration is shown in Figure 
4. However, the problem of coincident closure would 
remain if adjacent vehicles were slightly staggered 
as shown in the figure. 

It became obvious that, to alleviate that third 
source of error, shorter tapeswi tches would be nec
essary. A configuration using 2-ft tapeswitches 
placed end-to-end was investigated. This configura
tion is shown in Figure 5. With the shorter 
switches, each closure would consistently represent 
a vehicle's wheel rather than its axle. Because of 
this, the counting of angled vehicles would present 
no problem. Also, it would be impossible for two 
adjacent vehicles to actuate the same switch. After 
considering all possible sizes, speeds, and combina
tions of vehicles, it was decided that the most 
cost-effective and accurate detection scheme would 
be that shown in Figure 5. 

Switch Scanning and Closure Detection 

After the switch configuration was chosen, it was 
necessary to determine how the switches were to be 

Tapeswitch 

Tapeswitch 

FIGURE 3 First electrical tapeswitch configuration. 
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Tapeswitch 

L--J 

FIGURE 4 Second electrical tapeswitch configuration. 

I 
I 
I 
I 

~ 

FIGURE 5 Series of 2-ft tapeswitches. 

Tapeswitch 

scanned by the microprocessor so as not to miss the 
passage of any vehicle wheels. A tapeswitch inter
face circuit was designed to provide a logic 0 level 
to the microprocessor when the switch was open and a 
logic l level when closed. With this interface, a 
typical logic-level diagram for the passage of a 
vehicle's wheel over a tapeswitch would be as shown 
in Figure 6 (a), and a vehicle passage (two wheels) 
would be as shown in Figure 6 (b). The time lapse 
depicted in the figure may be only a fraction of a 
second. Because of this, the microprocessor must 
scan the switches quickly enough to detect the 
switch closures caused by both the front and rear 
wheels. 

Switch-Status Flags 

Each tapeswitch has two switch-status flags assigned 
in the microprocessor's main memory. The first flag 
is set when the switch is hit (logic 0 to 1 transi-

Qi 
> 
Cl) 
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-~ 
CJ) 

0 
...J 

Cl) 
> 
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...J 
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Switch Hit rSwitch Cleared 

0 
_{\~ 

Time 

(a) 

1 
Time 

Front Wheel Rear Wheel 

(b) 

FIGURE 6 Tapeswitch logic-level diagrams. 

tion shown in Figure 6) by a vehicle'n wheel and the 
second flag is set when the switch has been cleared 
(logic l to 0 transition) by a wheel passing com
pletely over it. The logical process required to set 
these flags is as follows: (a) Determine if the 
switch has previously been hit. (b) If the switch 
has not been hit, determine the current status of 
the switch (open or closed). If the switch is still 
open, do nothing. If the switch is now closed, set 
the switch hit flag. (c) If the switch has been hit, 
determine the current status of the switch. If the 
switch is still closed, do nothing. If the switch is 
now open, set the switch cleared flag. (d) Repeat 
the process for each switch. 

The switch-status flags are used by another soft
ware routine that logs or counts the passage of each 
vehicle's wheels and resets the flags when the wheel 
has passed completely over the switches. 

Flag-Check Interval 

The switch-scanning routine described in the pre
vious section is executed repeatedly by the micro
processor. However, it was also necessary to check 
the switch-status flags at regular intervals to 
determine the presence of any vehicle wheels to be 
counted. A flag-check interval was chosen based on 
calculations of front and rear wheel passage time. 
Assuming a minimum of 5 ft between a vehicle's front 
and rear wheels, maximum vehicle passage speeds were 
calculated for various flag-check intervals. Some of 
the intervals and their corresponding maximum speeds 
are 

Flag-Check Interval Maximum Speed 
{msec ) (mEhl 
10 341 
20 170 
25 136 
30 114 
40 85 
so 68 
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The 25-msec flag-check interval was selected be
cause it provided a safe (not likely to be exceeded) 
maximum speed and because 1 sec is evenly divisible 
by this interval. A flag-check interval of 25 msec 
implies that the tapeswitch status flags are exam
ined 40 times per second. Each time the flags are 
examined, the wheel count is incremented if it is 
determined that a wheel has passed over the tape
switch. This wheel count is stored in memory and 
reset to zero every second. 

Switch Patterns and Wheel Counting 

After the flag-check interval was selected, it was 
necessary to develop a method for recognizing the 
possible switch closure patterns and a method for 
counting vehicle wheels. It was recognized that, 
with the detection scheme used, it was likely that a 
vehicle's wheels would not always pass directly over 
the middle of a switch. In fact, four possible 
switch closure patterns were identified. These pat
terns are shown in Figure 7 and are (a) A wheel 
passes directly over the middle of a switch. (b) A 
wheel passes directly between two adjacent switches. 
(c) A vehicle with a wheelbase of less than 4 ft has 
its left wheel pass directly between two adjacent 
switches and its right wheel over a third switch. 
(d) A vehicle with a wheelbase approximately equal 
to 4 ft has its left wheel pass directly between two 
adjacent switches and its right wheel pass directly 
between another pair of adjacent switches. 

These patterns result in the closure of one, two, 
three, or four switches in a row and each possible 
pattern was recognized by a software routine and 
handled as follows: Scan the array of switches se
quentially from one side of the roadway to the 

-1---
(a) 

(b) 

(c) 

---1<.'~- -~--
(d) 

FIGURE 7 Possible switch closure patterns. 
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other, and, when a switch pattern is recognized, 
check the pattern to be sure that each switch in the 
pattern has been cleared. If not, ignore the pattern 
until all switches have been cleared. If all 
switches in the pattern have been cleared, increment 
the wheel count by 1 for one or two switches in a 
row, or by 2 for three or four switches in a row, 
then reset the appropriate switch-status flags. 

SYSTEM HARDWARE AND SOFTWARE 

The automated data collection system is based on the 
Intel 8085 microprocessor. The foundation of the 
system is Intel's SDK-85 system design kit. This kit 
provides all the necessary components to build a 
complete 8085-based microcomputer system (3,4). 

The electrical tapeswitches used with the data 
collection system were connected to the micropro
cessor input ports through the tapeswitch interface 
circuitry. Each tapeswitch is made up of two metal 
contacts separated by thin plastic spacers. At one 
end of the switch, two lead-in wires are spot sol
dered, one to each metal contact. To protect the 
sensitive ends of the tapeswitches from the impact 
of vehicle wheel passages, small pieces of U-shaped 
steel channel were used to bridge the wheels over 
switches. Each tapeswitch is actuated by applying 
approximately 20 pounds pressure at any point along 
its length . The switches are catalog number 170-IS 
Temporary Roadway Instrumentation Switches manu
factured by the Tapeswitch Corporation of America 
(_~). 

The sottware that controls the data collection 
system performs four basic functions: 

1. Initialization; 
2. System synchronization and start-up; 
3. Switch scanning and status-flag update; and 
4. Status-flag check, wheel counting, and data 

storage. 

The initialization process is essentially the same 
for the two microprocessors. The direction of data 
flow for all input-output (I/O) ports is defined and 
all memory locations , flags, and pointers are set up. 

The master processor and slave processor operate 
independently during initialization and data collec
tion. However, synchronization of the two processors 
is required before data collection begins to ensure 
that both operate together as a system. After its 
initialization routine, the slave processor remains 
in a waiting loop until a key is pressed on the 
keypad of the master processor. When this key is 
pressed, both processors enter a short start-up 
routine after which data collection begins. 

The switch-scanning routine interacts directly 
(through the I/O ports) with the electrical tape
switches. The routine scans each switch being hit 
(logic 0 to 1 transition) and cleared (logic 1 to 0 
transition) and updates the switch-status flags 
accordingly. The data update routine is executed 
once every 25 msec (the flag-check interval). This 
routine uses the switch-status flags to determine 
the passage of vehicle wheels over a switch or set 
of switches. When a wheel has completely passed over 
a switch, the wheel count is incremented. This count 
is stored in memory and is reset every second. 

SYSTEM EVALUATION 

Data collected from nine 15-min test periods were 
used to evaluate the performance of the micropro
cessor system. This evaluation involved three steps: 
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1. For each data collection period, true average 
travel time valves were determined as follows: (a) 
Each microprocessor was used to display elapsed time 
on a light-emitting diode (LED) display. Each time a 
vehicle crossed the upstream or downstream set of 
detectors, its arrival or departure time was re
corded, (b) For each vehicle, travel time was deter
mined by subtracting that vehicle's arrival time 
from its departure time. (c) These travel time val
ues were averaged to obtain the true average travel 
time. 

2. Data collected by the microprocessor system 
were used to calculate average travel time esti
mates. The percent difference (or percent error) was 
calculated between the microprocessor system values 
and the true values. 

3. The arrival a nd departure times for e~ch 
vehicle in each data collection period were used to 
simulate the conditions that would be seen by a 
field observer. The input-output method was simu
lated using a 15-sec sample interval, and the aver
age travel time values obtained were compared with 
the true average travel time values. After the ac
curacy of the field-observer method had been eval
uated, it was possible to compare both field data 
collection methods to determine which was the more 
accurate. 

A FORTRAN program was developed to accept 
microprocessor-collected data and to perform 
calculations necessary to transform this data 
values of 

1. Average travel time (true) in seconds, 

the 
the 

into 

2. Average travel time (microprocessor system) 
in seconds, 

3. Average t r avel time (field observer) in 
seconds , 

4. Percent error between the true values and the 
mic r oprocessor system values, and 

5. Percent error hetwePn thP. truP. values and the 
field-observer values. 

In addition, average approach delay values were 
calculated using a free flow travel time that was 
taken as the average travel time of 50 unimpeded 
vehicles. 

To compare the accuracy of the microprocessor 
system with that of a field observer, it was neces
sary to simulate the operation of a field o bserver 
with the data analysis program. A simple input-out
put method wa s simulated using a 15-sec sample 
interval. For every sample interval, the observer 
determined the number of vehicles crossing the 
upstream and downstream detectors. The number of 
vehicles on the approach delay section was then 
calculated for each sample interval. The summation 
of these values was used to obtain the total travel 
time in vehicle-seconds and the average travel time 
wa s determined by dividing the total travel time by 
the number of vehicles arriving during the data 
collection period. The microprocessor data were 
reduced in a similar manner except that wheel 
counts, rather than vehicle counts, were used. Also, 
a sample interval of 1 sec was used to provide 
accuracy greater than that of the f iel<l-observer 
method. 

The next step was to determine the accuracy of 
the microprocessor system and the field-observer 
method with respect to the true travel time values. 
This was done by calculating the percent error of 
each method. A positive error indicated that the 
measured value was greater than the true value and a 
negative error indicated that the measured value was 
less than the true value. 
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Finally, the desired system output, average ap
proach delay, was calculated for each data period by 
subtracting the free flow travel time from the aver
age travel time. 

Average Travel Time and Delay 

Data were collected on the southbound approach to 
the intersection of Progress Street and Giles Road 
in Blacksburg, Virginia. This intersection handles 
very low traffic volumes and is under pretimed sig
nal control. The low volumes at this location were 
desirable for system testing. Data were collected in 
15-min periods beginning at 11:00 a.m. and ending at 
6:00 p.m. In this time period, nine sets of data 
were collected. 

Table 1 gives the true average travel time values 
for each data collection period as well as the val
ues measured by the two field measurement tech
niques. A free flow travel time for the study ap
proach was determined by averaging the travel times 
of 50 vehicles that passed through the intersection 
without stopping. This free flow travel time was 
subtracted from the average travel time values to 
obtain estimates of average approach delay. The 
average approach delay values are given in Table 2. 

Percent Error and Sources of Error 

Field-Observer Method 

Table 3 gives the true average delay values, the 
field observer values, and the corresponding percent 
error values for each data collection period. The 
er r ors for this method range from -1.52 to 14.68 
percent. In addition, the errors are both positive 
and negative indicating both overestimation and 
underestimation of the true average values. 

The primary source of error with the field
observer method is the length of the sample inter
val. This interval must be long enough to acconuno-

TABLE I Average Travel Time Values 

Travel Time (sec) 

Period True Microprocessor Field-Observer 

l 
2 
3 
4 
s 
6 
7 
8 
9 

33.0 31.5 
19.9 19.9 
30.6 30.4 
33.6 33.2 
27 .3 26.9 
18.9 18.7 
20.4 20-3 
22.3 21.7 
13.8 13.5 

32.5 
21.4 
27.0 
31.9 
31.3 
20.0 
19.5 
20.4 
15.0 

TABLE 2 Average Delay Values 

Period 

2 
3 
4 
5 
6 
7 
8 
9 

Delay (sec) 

True Average 
Approach 

23.1 
9.9 

20.7 
23 .7 
17.3 
9.0 

10.5 
12.4 
3.9 

Microprocessor 
Average Approach 

21.6 
9.9 

20.5 
23.3 
17.0 

8.8 
10 .3 
11.8 

3.6 

Field-Observer 
Average Approach 

22.6 
11 5 
17 .I 
22.0 
21.3 
ID.I 
9.6 

10.4 
5.1 
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TABLE 3 Percent Error Comparison, Field-Observer Method 

Field-Observer 
No. of True Travel Travel Time 

Period Vehicles Time (sec) (sec) Error(%) 

I 6 33.0 32.5 -1.52 
2 7 19 .9 21.4 7.91 
3 JO 30.6 27.0 - J 1.76 
4 8 33.6 31.9 -5.20 
5 12 27.3 31.3 14.68 
6 18 18.9 20.0 5.88 
7 10 20.4 19.5 -4.41 
8 14 22.3 20.4 -8.65 
9 15 13.8 15 .0 8.70 

date the limitations of a human observer. However, 
as the length of the interval increases, the amount 
of error associated with the data also increases. 1t 
should be noted that the percent error for this 
method will decrease as the observed travel times 
increase. However, the error can be either positive 
or negative, which makes it difficult to apply a 
correction factor to the results. 

Microprocessor System 

Table 4 gives the true average delay values, the 
microprocessor system values, and the corresponding 
percent error values for each data collection per
iod. The automated system errors range from -4.42 to 
0. 00 percent. The improvement in accuracy due to 
shortening of the sample interval is obvious. How
ever, a new source of error has been introduced with 
the microprocessor system. This new error is due to 
wheel counting. 

The error due to wheel counting is significant 
only when the travel time of a vehicle's front 
wheels differs greatly from the travel time of its 
rear wheels. When a red signal is encountered by a 
vehicle, it is possible for the front wheels of the 
vehicle to pass over the detectors before the vehi
cle comes to a complete stop. In this case, the 
measured travel time of the vehicle's front wheels 
will be less than the travel time of the vehicle 
causing the average travel time for the four wheels 
to be less than the true travel time of the vehicle. 
This explains the negative percent error values in 
Table 4. The fact that the percent error values for 
the microprocessor system are always either zero or 
negatives suggests that a correction factor could 
easily be applied to the these results. 

CONCLUSIONS AND RECOMMENDATIONS 

The automated data collection system developed in 
this research was proven to be theoretically sound. 
However, a problem was encountered whenever the 
device was taken into the field for data collection. 
Close examination of the software, including a de
tailed analysis of the time-dependent routines, 
revealed no problems. Similarly, in extensive labo
ratory testing using a function generator to simu
late switch closures, the system displayed correct, 
predictable results. 
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TABLE 4 Percent Error Comparison, Microprocessor Method 

Microprocessor 
No. of True Travel Travel Time 

Period Vehicles Tim e (sec) (sec) Error(%) 

I 6 33.0 3 J.5 -4.42 
2 7 19 .9 19.9 0.00 
3 10 30.6 30.4 -0.65 
4 8 33.6 33 .2 -1.30 
5 12 27 .3 26.9 - l.22 
6 18 18.9 18.7 -1.10 
7 10 20.4 20.3 -0.74 
8 14 22.3 21.7 -2.52 
9 15 13 .8 13.5 -2.2 9 

For these reasons, it was concluded that the 
performance of the tapeswitches was probably not as 
"clean" as presumed in the design. A detailed analy
sis of the mechanical and electrical characteristics 
of the tapeswitches was beyond the scope of this 
research and is therefore recommended for further 
research. 

As designed, the system cannot tolerate so-called 
"ghost" vehicles that may appear or disappear from 
entry or exit points between the two sets of de
tectors. It would be possible to develop additional 
hardware and software capable of handling inter
mediate entry and exit points within the approach 
delay section. 

The possibility of applying a correction factor 
to the microprocessor data was alluded to pre
viously. A large quantity of data would be required 
to identify a factor that could be correlated to the 
error introduced by wheel counting. 

Finally, the feasibility of developing a more 
convenient detection scheme, or an improved version 
employing electrical tapeswitches, should be in
vestigated. A single strip containinq the separate 
2-ft tapeswitches would significantly reduce the 
cost of setup and removal. 

REFERENCES 

1. J.F. Legere. Automated Collection of Vehicular 
Delay Data at Intersections. M.S. thesis. Vir
ginia Polytechnic Institute and State Univer
sity, Blacksburg, 1983. 

2. C.C. Gardner, J.H. Kell, and W.R. Reilly. A 
Technique for Measurement of Delay at Intersec
t ions, Vol. 1, JHK & Associates, Alexandria, 
Va., Sept. 1976. 

3. SDK-85 System Design Kit user's Manual. Intel 
Corporation, Santa Clara, Calif., 1978. 

4. MCS-80/85 Family User's Manual. Intel Corpora
tion, Santa Clara, Calif., Oct. 1979. 

5. Ribbon Switches. Industrial Catalog C-8, Tape
switch Corporation of America, Farmingdale, 
N.Y., 1981. 

Publication of this paper sponsored by Committee on 
Traffic Flow Theory and Characteristics. 



Lin and Percy 

_J 

_J 
detector 

I- L 

4 <> <> 
1 2 f-1 

detector 
queueing 
vehicle 

<> 
f+l f+2 

Motion Detection 

11- L -t 

<> <> <> 
f-1 f f+l f+2 

Presence Detection 

FIGURE 1 Detector placements for traffic-actuated control. 

cles on an exclusive left-turn lane on Erie Boule
vard were also included in the data collection. 

At the three sites, parking was prohibited and 
pedestrian influences on the vehicular flows were 
virtually nonexistent. The approach speeds of the 
observed vehicles were generally between 30 and 35 
mph. The flows in both selected left-turn lanes were 
characterized by a significant number of U-turns 
around curbed medians. 

To facilitate data collection, hypothetical 
placements of detectors corresponding to detector 
setbacks or detector lengths of 30, 50, 80, and 120 
ft were used. No distinctions were made between 
motion detection and presence detection. The reason 
for this is that data can be collected with respect 
to the same variable, L, as shown in Figure 1, in 
either case. 

For each detector placement, two types of data 
concerning the movement of a queueing vehicle were 
recorded. One was the elapsed time from the onset of 
a green duration to the moment the front bumper of a 
queueing vehicle reached the upstream edge of the 
detector. This elapsed time will be referred to as 
arrival time for the sake of convenience. The other 
type of data was the elapsed time from the onset of 
the same green duration to the moment the rear 
bumper of the same vehicle crossed the stop line 
(for motion detection) or the downstream edge of the 
detector (for presence detection). This elapsed time 
will be defined as departure time. The arrival times 
and the departure times of the queueing vehicles 
were recorded simultaneously by two observers as 
audio signals on tape recorders. The signals were 
then decoded with a strip chart recorder. 

In addition to the data specific to each queueing 
vehicle, the queueing position of the first vehicle 
upstream of a detector at the onset of a green dura
tion was recorded for each observed queue. This 
information serves as a basis for correlating the 
arrival time of a vehicle with the departure time of 
another vehicle. The number of queueing vehicles 
ahead of the first queueing vehicle upstream of the 
detector varies from one queue to another. It can 
affect arrival times and, therefore, was included in 
the data collection. 

QUEUE DISCHARGE HEADWAYS 

The operations of both pulse control and presence 
control are influenced by the departure times of 
queueing vehicles after a green duration begins. The 
departure time, Di, of a vehicle can be repre-
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sented by the sum of a series of queue discharge 
headways: 

where HK is the queue dischax:9e headway of a vehi
cle in the Kth queueing position. 

As given in Table 1 the average queue discharge 
headway (m) of the straight-through vehicles on 
Almond Street was 3.1 sec for vehicles in the first 
queueing position. This was based on a sample size 
(N) of 256 queues. The average headways fell to 2.5 
sec for vehicles in the second queueing position and 
rapidly leveled off to about 2 .1 sec. The standard 
deviations (S) of the queue discharge headways were 
in the ranqe of 0.5 to 0.9 sec. 

The left-turn vehicles on Erie Boulevard had 
average queue discharge headways 0 .1 to 0. 3 sec 
longer than the averages for the straight-through 
vehicles on Almond Street. However, the standard 
deviations of their discharge headways were also in 
the range of 0.5 to 0.9 sec. The average headways of 
the left-turn vehicles on Almond Street were up to 
0. 2 sec longer than those observed on Erie Boule
vard. This is probably due to more restricted geo
metric design features (e.g., 8-ft lanes) encoun
tered on Almond Street. 

The cumulative distributions of the discharge 
headways of the vehicles in the first queueing posi
tions were distinctly different from those of the 
others. Significant variations were also present 
among the distributions of the headways of those 
vehicles not in the first queueing positions. These 
variations were largely associated with headways of 
between 2 and 3 sec. The ranges of the observed 
headways decrease from about 6 seconds for vehicles 
in the first queueing position to about 4 seconds 
for those in the eight and ninth positions. 

For each of the queueing positions given in Table 
1, the cumulative distribution of the discharge 
headways can be replaced by a cumulative distribu
tion of the discharge headways as percentage of the 
mean headway. This requires the headways, t, in the 
table to be converted into the percentages of the 
mean, m. With this simple manipulation, an interest
ing characteristic of the discharge headways emerges. 
As shown in Figure 2, the headway distributions for 
the various queueing positions can be realistically 
represented by a single normalized distribution for 
both straight-through and left-turn movements. 

This normalized distribution can be used in sev
eral ways for simulating the discharge headways. Let 

p percentage of the mean headway for a given 
queueing position and 

w probability of a headway being less than or 
equal to p. 

Then, one 
tribution 
equations: 

convenient way is 
in terms of the 

to represent the dis
following five linear 

p 40 + 300 w if w < 0.1 (2a) 
p 64 + 63 w if o.T < w < 0.5 (2b) 
p 53 + 83 w if 0.5 < w < 0.8 (2c) 
p 13 + 134 w if 0.8 <w< 0.95 (2d) 
p -1,380 + 1,600 w if w > 0.95- (2e) 

In a simulation process w can be generated as a 
random number with a value between 0 and 1. The p 
value associated with this w can then be determined 
from one of the above equations. Multiplying this p 
by the mean headway for the corresponding queueing 
position results in a headway that belongs to the 
observed distribution. 
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Vehicle-Detector Interactions and Analysis of 

Traffic-Actuated Signal Controls 

FENG-BOR LIN and MARTIN C. PERCY 

ABSTRACT 

In modeling the queueing behavior of vehi
cles for analyzing traffic-actuated signal 
controls, existing simulation studies have 
treated only queue discharge headways ex
plicitly. Other vehicle-detector interac
t ions, which govern the initiation, exten
sion, and termination of a green duration, 
are largely embedded in obscure algorithms 
for processing vehicles. This negligence has 
led to misleading and unrealistic findings. 
Based on data collected at three intersec
t ions in Syracuse, New York, some basic 
characteristics of vehicle-detector interac
tions that should be accounted for in simu
lating traffic-actuated controls are de
scribed. Further studies are needed to 
establish baseline information for examining 
the role of such interactions in shaping 
control efficiency and for calibrating simu
lation models. 

Traffic-actuated signal controls commonly used today 
include semiactuated control, full-actuated control, 
and volume-density control. These controls are oper
ated either on pulse mode with small-area, motion 
detectors or on presence mode with large-area detec
tors. One of the major problems in employing these 
controls lies in the determination of ways of 
achieving high control efficiencies. This problem is 
often dealt with through computer simulation 
analysis. 

Existing simulation analyses of traffic-actuated 
signal controls appear to be very weak in modeling 
the interactions uetween queueing vehicles and de
tectors. These vehicle-detector interactions can be 
perceived to begin when a vehicle enters a detection 
area and to end when the vehicle moves downstream 
into an intersection. In a simulation analysis, 
usually only queue discharge headways have been 
treated explicitly. The way queueing vehicles 
actuate detectors is invariably buried in an em
bedded algorithm for processing vehicles. This lack 
of attention to such interactions has quite possibly 
led to imcompatiblc or even unrcaliotic concluoiono 
regarding the operating characteristics of traffic
actuated controls. Several existing analyses serve 
to underline this possibility. 

In an analysis of pulse mode full-actuated con
trol, Morris and Pak-poy (_!) point out that, to 
minimize delays, vehicle interval should be reduced 
from about 8 seconds at an approach volume of 200 
vehicles per hour (vph) to about 2 seconds at 800 
vph. A study by Michalopoulos et al. (2) based on a 
UTCS-1 model (ll revealed a different operating 
characteristic for such a control. It showed that 
vehicle intervals of 2 sec resulted in better con
trol efficiencies than longer ones for traffic vol
umes ranging from 200 to 700 vph per lane. Using the 

NETSIM model (4), Tarnoff and Parsonson (5) further 
found that vehicle intervals of 1 sec- produced 
shortest delays for traffic volumes ranging from 200 
to 1, 500 vph per approach. In the same study they 
also examined presence mode full-actuated controls 
for detector lengths of 30, 60, and 90 ft. These 
lengths corresponded to extension intervals of 0.6, 
1.2 and 1.8 sec under the simulated conditions. The 
analysis showed that delays decreased as detector 
length was shortened. 

Something is obviously amiss in the results of 
these analyses. Queueing vehicles in a traffic lane 
often require more than 2 sec to reach and actuate a 
detector successively. When vehicle intervals of 1 
or 2 sec are used, queueing vehicles may not have 
ample opportunities to actuate and extend green 
durations. Consequently, premature termination of a 
green duration may take place. Such an event is more 
likely to degrade the efficiency of a control than 
to improve it. Realizing this, Tarnoff and Parsonson 
cautioned that the simulation results should not be 
taken for granted. 

Their caution deserves attention. Simulation is 
perhaps the only practical means of providing a 
comprehensive analysis of a signal control. Yet 
simulation based on unrealistic modeling of vehicle
detector interactions may result in misleading in
formation. Grave consequences may follow if such 
information is unknowingly used as a basis for oper
ating existing signal controls or for developing 
future generations of control. 

In light of these possible implications, there is 
a need to identify the vehicle-detector interactions 
under traffic-actuated controls. In response to this 
need, a preliminary effort was made to collect rele
vant field data at three intersections in Syracuse, 
New York. The observed vehicle-detector interactions 
are described, and several basic requirements for 
simulating such interactions are identified. 

DATA COLLECTION 

When motion detectors are used, the operation of a 
control is dictated by the arrivals of vehicles at 
the detectors. These arrivals can be influenced by 
the detector setback that is denoted as L in Figure 
1. If presence detectors are used instead, the ar
rivals of vehicles at the upstream edges of the 
detectors as well as the subsequent departures of 
the same vehicles from the downstream edgco can 
affect the operation of the control. Therefore, the 
movement of a vehicle in relation to the detector 
length becomes an important factor. This detector 
length is also denoted as L in Figure 1. 

Three sites in Syracuse, New York, were selected 
for data collection. These sites were the intersec
tions between Almond Street and Harris Street, 
Almond Street and Adam Street, and Erie Boulevard 
and Kinne Avenue. At the first site, the queueing 
vehicles in three straight lanes on Almond Street 
were the subject of the data collection. At the 
second site, the movements of queueing vehicles in 
an exclusive left- turn lane on Almond Street were 
recorded. And, at the last site, the queueing vehi -
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TABLE 1 Cumulative Distribution of Queue Discharge Headways (HK ) 

Headway Pro6a6llit~ or H~ < t 
t %ueue~ng Posit on 

(sec) 2 l s g s !I 

a) Straight-Through Vehicles on Almond 

1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1.5 0.01 0.03 0.07 0.07 0.12 0.10 0.10 0.14 0.12 
2.0 0.09 0.25 0.35 0.40 0.47 0.43 0.38 0.52 0.51 
2.5 0.26 0. 53 o. 71 0.72 0. 75 0. 75 0.71 0.89 0. 78 
3.0 0. 49 0.79 0.87 0.89 0.91 0. 92 0.87 0.94 0.97 
3.5 0.75 0.93 0.96 0. 97 0.98 0.97 0.98 0.98 1.00 
4.0 0.86 0.97 0.98 0. 99 1. 00 0.9g 1.00 0.9g 1.00 
4.5 0.92 0.98 1.00 0. 99 1.00 0.99 1.00 1.00 1.00 
5.0 0.95 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
5.5 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
6.0 1.00 1.00 1.00 1.00 1.00 1. 00 1.00 1.00 1.00 

m 3.1 2.5 2.3 2.2 2.1 2.2 2. 2 2.0 2. 1 
s 0.9 0.9 0.7 0.6 0.6 0.6 0.6 0.6 0.5 
N 256 256 256 241 206 157 115 86 59 

b) Left-Turn Vehicles on Erie 

1. 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1. 5 0.01 0.03 0.05 0.04 0.08 0.05 0.08 0.04 0.04 
2.0 0.05 0. 23 0.26 0.33 0.31 0.33 0.36 0.28 0.48 
2.5 0.19 0.53 0.55 0.64 0.66 0.58 0.58 0.67 0.78 
3.0 0.45 0. 77 0.83 0.87 0.88 0. 77 0.80 0.89 0. 93 
3.5 o. 64 0.90 0.93 0.95 0.98 0.92 0.92 0.98 0.98 
4.0 0. 79 0.95 0.99 0.98 o. 98 0. 96 0.96 1.00 1. 00 
4.5 0.89 0. 99 1. 00 0.99 0.99 o. 99 0.99 1.00 1.00 
5.0 0.94 0. 99 1. 00 1.00 0.99 1.00 1. 00 1.00 1.00 
5.5 0.99 1. 00 1. 00 1. 00 1. 00 1.00 1. 00 1. 00 1. 00 
6.0 1.00 1.00 1.00 1. 00 1.00 1.00 1. 00 1. 00 1.00 

m 3. 2 2.6 2.5 2.4 2.3 2.5 2.4 2.3 2.2 
s 0.9 0. 7 0.7 0.6 0.6 0.8 0.7 0.5 0. 5 
N 175 146 152 141 131 120 85 57 46 
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FIGURE 2 Normalized cumulative distribution of departure headways. 

ARRIVAL CHARACTERISTICS Then the arrival time, Ai, of a queueing vehicle 

Let 

f queueing position of the first vehicle 
upstream of a detector at the onset of a 
green duration (Figure 1), 

Af arrival time of the fth queueing vehicle, 
and 

TK arrival headways of queueing vehicles be
hind the first upstream queueing vehicle 
(K = f + 1, f + 2, ••• ) • 

in the ith queueing position can be determined as 

(3) 

The value of Af can be affected by the movement of 
the vehicle in the (f-1) th queueing position. This 
vehicle is the one just ahead of the first queueing 
vehicle upstream of a detector at the onset of a 
green duration. It is also the last queueing vehicle 
that has reached the detector hy the time the green 
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light is turned on (Figure 1). Let the departure 
time of this leading vehicle be denoted as Df-l• 
The field data show that the following general re
lationship exists between Af and Df-l' 

Af = V(Df-1) ± R (4) 

where V (Df-1) is a deterministic component of Af 
expressed as a function of Df-l and R is a pro
babilistic component representing the variations of 
Af from V(Df-l). 

A typical relationship between Af and Df-l is 
shown in Figure 3. Table 2 gives a summary of the 
specific forms of Equation 4 as determined from the 
field data. The variations of Ai from V(Df-1) 
were found to be mostly less than l.S sec. This 
implies that the values of R range from 0 to 1. S 
sec. Existing data, however, are not sufficient to 
determine the distribution of R at a given level of 

Df-1• 
The use of the equations in Table 2 requires the 

determination of Df-1 first. Df-l depends very 
much on the position of the (f-1) th queueing vehi-

9 

8 • • 
• • 

• • • • u • "' ~ 6 • 
:;... •• • 

"" • • 
5 

4 8 

Df-l' sec 

FIGURE 3 Ar - Dr_1 relationship of straight-through queueing 
vehicles on Almond Street (L = 30 ft). 

TABLE 2 Ar - Dr-1 Relationships 

L(ft) 

a) Straight-Through Flows on Almond 

30 Af 

50 Af 

80 Af 

120 Af 

b) Left-Turn Flows on Almond and Erie 

30 Af 

50 Af 

80 Af 

llS 

cle. This position corresponds to the number of 
queueing vehicles that are at least partly inside 
the area defined by L (Figure 1) at the onset of a 
green duration. The data in Table 3 indicate that, 
for a given detector placement, this number cannot 
be reasonably assumed to be a constant. Therefore, a 
simulation analysis should also take this charac
teristic into consideration. Otherwise, systematic 
underestimates or overestimates of Af will result. 

In contrast to Af, the arrival headway TK in 
Equation 3 can be conveniently determined from an 
observed distribution of arrival headways. The cumu
lative distributions of the arrival headways ob
served at the study sites are given in Tables 4 and 
S. The means, standard deviations, and ranges of 
these distributions follow a pattern similar to 
those of the queue discharge headways. 

Again, each of the distributions given in Tables 
4 and S can be normalized by expressing the headways 
as percentages of the respective means. It can be 
shown that the resultant distributions are virtually 
the same as the one shown in Figure 2. Thus, the 
departure headways and the arrival headways may be 
governed by the same natural law regardless of the 
queueing position of a vehicle. If this is true, the 
input requirements for achieving a realistic simula
tion of the vehicle-detector interactions can be 
significantly reduced. 

PREMATURE TERMINATION OF GREEN 

Presence Control 

Under a presence control a vehicle can demand right
of-way and hold the green by staying in a detection 
area. After a vehicle departs from the detection 
area, the green is continued for a period equal to a 
specified extension interval. If no detector actua
tions take place during this extension interval, the 
green could be terminated. This condition for hold
ing the green can be represented by 

(Sa) 

or 

(Sb) 

where Ai and Di-1 are, respectively, the arrival 
time of the i th queueing vehicle and the departure 
time of the ( i-1) th queueing vehicle i E is the ex-

Equation 

0.900 + 1.450 Df-l 0.050 Df-l 
2 

± R 

1.875 + 1.300 Df-l 0.025 Df-l 
2 

± R 

1.615 + 1. 029 Df- l 0.018 Df-l 
2 ± R 

0.332 + 0. 701 Df- l 0.008 Df-l 
2 R 

0.195 + 1.164 Df-l 0.033 Df-l 
2 

± R 

1. 525 + 1.050 Df- l 0.017 Df-l 
2 R 

4.369 + 1.617 Df-l 0.050 Df-l 
2 ± R 
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TABLE 3 Percent of Queues with M Vehicles Fully or Partially in the Area 
Defined by L 

_M __ 3.Q 

48. l 

3 

4 

6 

51. 9 

Straight-Through 
on Almond 

[(ft) 
so __;8:;,0c___....:lc:.2=..0 _ 

57. l 

42.9 

l. 9 

38.9 

59.2 12. 5 

53. l 

34.4 

l/ On Almond Street 

Left I urns on 
Almond and Erie 

[{ft) 
30 so sot / 

34.5 

55.2 

10.3 

66.7 

33.3 

38.0 

62.0 

80 

50.0 

50.0 

TABLE4 Cumulative Distributions of Arrival Headways (TK) of 
Straight-Through Vehicles on Almond Street. 

Headway Prooa611ity of TK ~ t 

t Position 
(sec) r+1 f+2 f+;:! f+it f+S 

a) L 2 30 ft 

l.O 0.00 0.00 0.00 0.00 0.00 
l. 5 0.00 0.01 0.00 0.00 0.06 
2.0 0.06 0.22 0.27 0.24 0.35 
2.5 0.33 0.61 0.75 0.60 0.71 
3.0 0. 59 0.84 0.93 0.88 0.82 
3. 5 0.82 0.97 0.95 1.00 l.00 
4.0 0.95 0.99 l.00 l.00 l.00 
4.5 0.99 0.99 1.00 1.00 l.00 
5.0 0.99 1. 00 1.00 l.00 l.00 
5.5 l.00 l. 00 l.00 1.00 l.00 

m 2.9 2.4 2.3 2.5 2.1 
s 0.6 0.5 0.5 0.5 0.5 
N 84 66 44 25 17 

c) L = 80 ft 

1. 0 0.00 0.00 0.00 0.00 0.00 
1. 5 0.00 0.02 0.07 0.16 0.07 
2.0 0.10 0.25 0.36 0.42 0.53 
2.5 0. 23 0.58 0.64 0. 74 0.67 
3.0 0.48 0.88 0.89 0.95 0.93 
3.5 0.65 0.9B 0.96 1.00 l. 00 
4.0 0.83 0.98 1. 00 1.00 1. 00 
4.5 0.92 0.98 1.00 1.00 1.00 
5.0 0.98 0.98 1. 00 1. 00 1. 00 
5.5 l.00 1. 00 1. 00 1.00 1.00 

m 3.2 2.5 2.3 2. 1 2. 2 
s 0.9 0.7 0.6 0.6 0.5 
N 48 40 2B 19 15 

tension interval; Bi-l represents the departure 
response time (i.e., the time required for a de
tector to recognize the departure of a vehicle be
fore the rear bumper of the vehicle crosses the 
downstream edge of a detector); and ai is the 
arrival response time (i.e., the time required for a 
detector to recognize the arrival of a vehicle after 
the front bumper of the vehicle crosses the upstream 
edge of the detector). 

The arrival response time, ai, and the depar
ture response time, Bi• of a loop presence de
tector depend in part on the sensitivity of the 
detector and the type of vehicle. They are also a 
function of individual vehicle speed. In a field 
test using a 1981 Reliant K over a 62-ft-long de
tector, it was found that the front bumper has to be 
2. 5 to 3 ft inside the detector to actuate the de
tectnr. The same test also showed that the rear 

PosHlon 
f+1 f+2 f+l f+~ f+5 

b) L = 50 ft 

0.00 0.00 0.00 0.00 0.00 
0.00 0.01 0.09 0.07 0.15 
0.09 0.29 0.40 0.56 0.45 
0.34 0.69 0.69 0.80 0.90 
0.60 0.84 0.93 0.97 l.00 
0.82 0.97 l.00 1.00 l.00 
0.91 1.00 l.00 1.00 1.00 
0.99 1.00 1.00 1.00 1.00 
l.00 1.00 l.00 1.00 l.00 
l.00 l.00 l.00 1.00 1.00 

2.9 2.3 2.2 2.1 2.0 
0.8 0.6 0.5 0.5 0.4 
95 68 45 30 20 

d) L = 120 ft 

0.00 0.00 0.00 0.00 0.00 
0.00 0. 00 0.08 0.10 0.00 
0.03 0.09 0.33 0.19 0.22 
0.17 0.59 0.69 0.51 0.67 
o. 59 0.83 0.92 1.00 0.94 
0.79 0.96 0.92 1. 00 1.00 
0. 93 1.00 0. 96 1. 00 1. 00 
0.93 1. 00 l.00 1.00 1.00 
0. 97 1.00 l.00 1. 00 l.00 
l.00 l. 00 1.00 l.00 1. 00 

3. 1 2.4 2.3 2.4 2.4 
0.7 0.4 O.B 0.5 0.4 
29 27 26 21 18 

bumper should be at least about 2 ft inside the 
downstream end of the detector to hold the green. 
Therefore, a vehicle traveling at a constant speed 
of 10 mph would have an Ui of just under 0.2 sec 
and a Bi of approximately 0 .13 sec. For a given 
detector length, queueing vehicles further upstream 
from the detector would have lower ai and Bi 
than those closer to it because of their higher 
speeds. 

The right-hand side of Equation Sb can be re
ferred to as adjusted extension interval. To prevent 
premature termination of a green duration, the value 
of Ai minus Di-l cannot exceed the corresponding 
adjusted extension interval. For a given adjusted 
extension interval, the chance of premature termina
tion of a green duration increases as the length of 
the detection area is shortened. This characteristic 
is shown in Figure 4 in terms of the observed rela-
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TABLE 5 Cumulative Distributions of Arrival Headways (T K ) of Left-Turn 
Vehicles on Almond and Erie streets. 

Headway Pro6a61 Ii ty al' T K .'.'. t 
t Position PosH1on 

(sec) f+1 h2 t+3 h~ r+s f+1 f+2 f+:! r+~ 

al L = 30 ft !Erie! b) L = 50 ft (Erie) 

1.0 0.00 0. 00 0.00 0.00 0.00 0.00 0.00 0.00 
l. 5 0.00 0.04 0.07 0.08 0.07 0.00 0.05 0.00 
2.0 0.14 0.46 0.35 0.58 0.40 0.09 0.17 0.33 
2. 5 0.41 0.88 0.57 0.89 0.87 0.26 0.62 0.80 
3.0 0.79 0.96 0.83 0.89 0.93 0.59 0. 90 0.87 
3.5 0.93 0. 96 l.00 1. 00 0.93 0.85 1.00 1.00 
4.0 0.93 1.00 1.00 1.00 1.00 0.85 1.00 1.00 
4.5 1.00 1.00 1.00 1.00 1.00 0.96 1.00 1.00 
5.0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

m 2.7 2. 1 2.4 2.0 2.3 2.9 2.4 2. 3 
s 0.6 0.5 0.6 0.5 0.8 0.7 0.5 0.5 
N 29 24 23 19 15 27 21 15 

c) L = 80 ft (Erie) d) L = 50 ft (Almond) 

1. 0 0.00 0. 00 0.00 0.00 0.00 0.00 0.00 0.00 
l. 5 0. 00 0.04 0.04 0.17 0.00 0.00 0.03 0. 00 
2.0 0.12 0.46 0.36 0.52 0.06 0.12 0.21 0.21 
2.5 0. 33 0. 75 0.75 0.78 0.23 0.47 0.67 0.59 
3.0 0.64 0.89 0.93 0. 96 0.57 0.81 0.92 0.82 
3.5 0.85 0.96 0.96 0. 96 0.87 0.95 1.00 0. 94 
4.0 1. 00 l.00 1. 00 l.00 0.89 1.00 1.00 1.00 
4.5 1.00 1. 00 1.00 1.00 0.94 1.00 1.00 1.00 
5.0 l.00 1.00 l. 00 l. 00 0.96 l.00 l. 00 1.00 
5.5 l. 00 l. 00 l.00 l. 00 l.00 l. 00 1.00 l.00 

m 2.9 2. 2 2.3 2. 2 3.0 2.6 2.4 2.5 
s 0.6 0. 6 0.6 0. 7 0.8 0.5 0.4 0.6 
N 33 28 28 23 47 43 39 33 
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FIGURE 4 Domains of observed correlations between A; and D;_ 1 of 
straight-through queueing vehicles on Almond Street. 
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tionship between Ai and Di-l for the straight
through queueing vehicles on Almond Street. With a 
120-ft detector, Di-1 exceeded Ai in all the 
observations. This implies that a 120-ft detector 
allows a queueing vehicle to actuate the detector 

before the vehicle ahead leaves the detection area. 
Consequently, premature termination of a green dura
tion is an unlikely event. In contrast, a large 
number of the observed queueing vehicles had Ai 
> Di-l for a detector 50 ft long. In such a 
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case, a short adjusted extension interval can lead 
to frequent premature termination of green durations. 

Figure 5 shows the probabilities of premature 
termination of a green duration for detector 
lengths of 30 and 50 ft. These probabilities were 
determined from the field data by considering only 
one traffic lane. The corresponding probabilities 
for detector lengths greater than 80 ft are not 
shown because they are negligibly small. It is evi
dent from Figure 5 that the use of detectors shorter 
than 50 ft will require a careful selection of an 
extension interval to avoid premature termination of 
a green duration. 

The probabilities shown in Figure 5 can be re
duced if more than one lane is associated with a 
signal phase. To what extent the probabilities can 
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vehicle stalls in the detection area. The time re
quired for a detector to sense the arrival of a 
vehicle is also very short. Moving a 1973 Valiant 
over a detector 6 ft long, it was found that the 
detector can be actuated when the front bumper is 
less than 1.5 ft inside the detector. This is 
equivalent to an arrival response time of about 0.1 
sec at a vehicle speed of 10 mph. 

The elapsed time between two successive actua
t ione of a detector l~ Ai+l + 0i+l - Ai - Bi or 
Ti+l + Bi+l - Bi• This elapsed time should be shorter 
than the vehicle interval in order to extend a green 
durat ion . The difference between Bi+l - Bi is likely 
very small . Therefore, the headway Ti+l should be 
shorter than the vehicle interval in order to extend 
a green duration. 

50 ft 

Adjusted Extension 

Queueing Position 

FIGURE 5 Probabilities of premature termination of green under a 
presence control (single lane flow). 

be reduced, however, depends on the actual traffic 
and signal control conditions. 

Premature termination of a green duration is 
usually undesirable. To prevent it or to lessen the 
chance of its occurring, long detectors can be used. 
This alternative, however, would increase the dwell 
time of a vehicle in a detection area (Figure 6) • 
The dwell time is the time a vehicle spends in a 
detection area after a green duration begins. A long 
dwell time of a vehicle results in sluggish trans
fers of right-of-way and, thus, may increase delays. 
Another alternative to ease the problem is to use 
short detectors in conjunction with long extension 
intervals. It is still not clear, however, what 
combinations of detector length and extension inter
val would result in high control efficiencies. 

Motion Control 

When a motion control is employed, premature termi
nation of a green duration is governed primarily by 
the formation of queues and by the settings of ini
tial interval and vehicle interval. Following actua
tion by a vehicle, a motion detector requires a 
short time to produce a pulse. This time interval 
varies with the make and the sensitivity setting of 
the detector and ranges from about 4 milliseconds to 
about 200 milliseconds. The pulse duration is usu
ally 75 to 150 milliseconds per vehicle unless a 
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It can be seen from Tables 4 and 5 that arrival 
headways of less than 1.0 sec did not exist at the 
study sites. Furthermore, the probability of an 
arriving headway being less than 2 sec was very low 
for the queueing vehicles just upstream of a de
tector. Therefore, if a queue extends upstream of a 
detector, the use of a vehicle interval of 2 sec can 
easily result in premature termination of a green 
duration. This can be illustrated with a simple 
example. 

Consider a motion control with a detector setback 
of 80 ft. At the beginning of a green duration there 
are six queueing vehicles upstream of the detector. 
Assume that the first three vehicles (f, f+l, and 
F+2) can either cross the detector during the ini
tial interval or extend the green duration. The 
vehicle interval is set at 2 sec. The problem is to 
determine the probability of premature termination 
of the green for the remaining three vehicles. 

Based on the data in Table 4 for L = 80 ft, thP. 
approximate probabilities that vehicles f+3, f+4, 
and f+5 will extend a green duration are, respec
tively, 0.36, 0.42, and 0.53. Therefore, the prob
ability that at least one of these three vehicles 
will be unable to extend the green duration is 
l - 0.36 x 0.42 x 0.53 = 0.92. Even with a vehicle 
interval of 2.5 sec, the corresponding probability 
of premature termination of the green duration is 
still 0. 73. For this reason, it is unlikely that 
vehicle intervals as short as l or 2 sec can improve 
the performance of a motion control under a wide 
range of traffic flow conditions. 

IMPLICATIONS 

The vehicle-detector interactions described pre
viously could create several problems in the analy
sis of a control. One major problem is the danger of 
generating misleading information when such interac
t ions are not properly accounted for. This danger is 
illustrated with two examples shown in Figure 7 for 
a full-actuated motion control and in Figure 8 for a 
presence control. In both examples a two-phase oper
ation with two lanes in each phase was examined 
through computer simulation. The analysis relied on 
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FIGURE 7 Average vehicle delay as a function of vehicle 
interval and flow rate for L = 120 ft (pulse control). 
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a simulation model (RAPID) that was developed at 
Clarkson College of Technology. In the analysis, the 
traffic volume, Q, was assumed to be the same in all 
lanes. Only straight-through vehicles were con
sidered. And the observed vehicle-detector interac
tions shown in Tables 1-4 for such vehicles were 
used as input in the simulation. 

For the motion control, the initial interval, 
maximum green, and clearance interval were, respec
tively, 10, 50, and 4 sec for either phase. The 
initial interval was followed automatically by one 
vehicle interval. The detector setback was 120 ft. 
And the same maximum green and clearance intervals 
were used for the presence control. 

Contrary to the findings of other studies, Figure 
7 shows that, for a motion control, shortening the 
vehicle interval will not necessarily reduce the 
delays. When traffic flows are light (e.g., Q = 400 
vph/lane), the chance for queues to extend beyond a 
detector with 120 ft in setback is slim. Under this 
condition premature termination of a green duration 
is unlikely to occur. As a result, the average de
lays become insensitive to the vehicle interval. 
With heavier flows long queues may exist in most of 
the cycles. Consequently, the use of short vehicle 
intervals makes it difficult for many queueing vehi
cles to extend green durations to satisfy their 
needs. This explains why in Figure 7 vehicle inter
vals of less than 3 sec increase delays substan
tially for flows of 600 and 700 vph/lane. 

Similarly, Figure 8 shows that, under a presence 
control, a short detector length (L = 50 ft) is not 
always better than a long one (L = 120 ft). This is 
a characteristic not identified in other studies. 
The use of 120-ft-long detectors virtually elimi
nates premature termination of a green duration, but 
it produces long dwell times. As expected, delays 
increase with the extension interval under light 
flow conditions. When 50-ft-long detectors are used, 
the interplays between premature termination, dwell 
time, and extension interval could give rise to 
inefficient controls. For example, an extension 
interval of 0. 0 sec allows the operation of a con
trol to be dominated by premature termination of a 
green duration. This, in turn, brings about exces
sive delays under heavy flow conditions. 
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Obviously misleading or unrealistic simulation 
results would only raise doubts in the minds of 
informed engineers about the reliability of a simu
lation model. More serious consequences may emerge 
if such results are accepted by unwary users. Errors 
in simulation results caused by improper modeling of 
flow character is tics are ucually difficult to de
tect. Therefore, it is advisable that simulation 
models be calibrated with observed vehicle-detector 
interactions. 

Another problem in dealing with the vehicle
detector interactions is related to the sensitivity 
of signal operations to such interactions. A high 
sensitivity would require accurate input data or 
demand more simulation runs. A low sensitivity could 
tolerate greater errors in the measurement of the 
interactions. Of particular concern in this regard 
are the Af-Df-1 relationship, the values of the 
detector response times ai and Bir and the 
distributions of the queue discharge headways and 
the arrival headways. 

The measured relationship between Af and Df-1 may 
be biased by the discrepancies in observers' reac
tions to the beginning of a green duration. The 
experience gained in this study indicates that the 
discrepancies can be confined to a value of less 
than 0. 3 sec. Allowing the value of Af to increase 
or decrease by 0.3 sec from those estimated from the 
equations given in Table 3, the resultant simulated 
average delays differ by less than 0.4 sec per vehi
cle. For all practical purposes, such differences 
are not significant. Varitions in ai and Bi of up to 
0.3 sec are also found to have negligible impact on 
control efficiency. 

On the other hand, variations in the queue dis
charge headways and the arrival headways could have 
significant effects. For example, let the distribu
tions of the straight-through headways given in 
Tables l and 4 be shifted by O .15 sec to shorter 
headways. This shift results in substantial reduc
tions in the average delays presented in Figures 7 
and B for Q • 600 and 700 vph/lane. The reductions 
reach as high as 20 to 30 percent, particularly when 
the problem of premature termination of a green 
duration exists. Therefore, the accurate representa
tion of the distributions of queue discharge head
ways and arrival headways is of foremost concern in 
the analysis of a traffic-actuated control. 

CONCLUSIONS 

The vehicle-detector interactions under a traffic
actuated control can be characterized by (a) queue 
discharge headway, (b) arrival headway, (cl the 
Af-Df-1 relationship, (d) the number of queueing 
vehicles in the area defined by L (Figure 1) at the 
onset of a green duration, and (e) dwell time. These 
flow characteristics are probabilistic entities and 
should be treated as such. For simulation analysis 
of a traffic-actuated control, a model should be 
calibrated in terms of tha obsarvad characteristics 
of such parameters and relationships. 

For both straight-through and left-turn queueing 
vehicles, the distributions of the observed queue 
discharge headways and arrival headways were found 
to follow similar trends. When the headways are 
expressed as percentages of the means for respective 
queueing positions, these distributions can be re
placed by a single normalized distribution. 
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The difficulty observers have starting measure
ment simultaneously in response to the beginning of 
a green duration can bias the observed Af-Df-1 
relationships. The biases, however, are small and do 
not significantly affect simulated vehicle delays. 
The arrival response time and the departure response 
time of a detector are not fully understood. Never
theless, they appear to be rather short, correspond
ing to the time required for a vehicle to travel a 
distance of 2 to 3 ft. Their effects on vehicle 
delays also seem to be negligible. In contrast, 
vehicle delays are rather sensitive to the distribu
tion of queue discharge headways. 

Under a presence control, the chance for pre
mature termination of a green duration increases 
when detector lengths are shortened. A detector 
length of longer than 80 ft can effectively elimi
nate the premature termination. Using long detec
tors, however, results in long dwell times and may 
thus reduce control efficiency. The tradeoffs be
tween long detectors and short detectors are not 
well understood at present. 

Arrival headways of less than 2 sec constitute 
only a small portion of the observed headways. 
Therefore, when a vehicle interval of 1 or 2 sec is 
used, a motion control cannot be expected to achieve 
a high control efficiency under a wide range of 
traffic conditions. A simulation model should be 
capable of revealing such a characteristic. 

This study demonstrates the need to assess exist
ing simulation models that are being used for the 
analysis of traffic-actuated control. Before a model 
is used and a conclusion drawn, one should make sure 
that the model has an adequate representation of the 
vehicle-detector interactions. Otherwise, misleading 
information may be generated. 
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Investigation of Network-Level Traffic Flow 
Relationships: Some Simulation Results 

HANI MAHMASSANI, JAMES C. WILLIAMS, and ROBERT HERMAN 

ABSTRACT 

Results of an exploratory study of network
level relationships in an isolated network 
with a fixed number of vehicles circulating 
according to the microscopic rules embedded 
in the NETSIM traffic simulation model are 
presented. The primary concern was to assess 
the usefulness of such simulation-based 
approaches in the investigation of macro
scopic network-level traffic relationships. 
Three specific objectives were addressed: 
(a) identification of network-level descrip
tors that are related in operationally use
ful and simple ways, (b) exploration of some 
aspects of the two-fluid theory of town 
traffic, and (c) examination of the traffic 
flow distribution over the network compo
nents. A number of simulations were con
ducted on the same network under two dif
ferent sets of control schemes and traffic 
characteristics at widely varying vehicle 
concentrations. The results were analyzed 
with respect to the three objectives, yield
ing useful insights into network-level traf
fic phenomena and suggesting promising ave
nues for further research. 

The characterization of traffic in city networks by 
a small number of network-level descriptors and the 
quantification of their interrelationships consti
tute an important problem that has not received 
sufficient attention to date in traffic research. 
This problem is important because there is a need 
(a) to evaluate and compare the overall resulting 
quality of service of traffic control strategies and 
designs at the network level, (b) to make compari
sons among cities or of the same city over a number 
of time periods, and (c) to identify possible defi
ciencies in current operations that result in over
all conditions that are below the norm. 

A theory of town traffic, based on a two-fluid 
representation of traffic in a city network, was 
proposed by Herman and Prigogine (1). This theory 
leads to a relationship between average time stopped 
and average time running on a network. Empirical 
validation of the theory and related phenomena has 
since been undertaken (2-4). These efforts have 
relied primarily on data- obtained using chase-car 
techniques, supplemented by aerial photography, and 
thus have required considerable time and other data 
collection and analysis resources. 

A complementary approach to gaining further in
sights into the relationships between network-level 
descriptors and the effect of various network fea
tures and system controls is the use of computer 
simulation. For example, it seems plausible that 
microscopic traffic simulation models can yield 
potentially useful insights into a wide variety of 
situations and conditions that would otherwise re
quire enormous resources to investigate. Computer 

simulation provides the capability of looking at a 
network under controlled conditions at relatively 
reasonable costs. Simulation experiments can guide 
further theoretical development as well as assist in 
the judicious selection and design of observational 
studies to validate key assumptions and results. 

One such exploratory study, in which a set of 
simulation experiments was performed using the 
NETSIM traffic simulation package, is described. The 
primary objective of the study was to assess the 
usefulness of a simulation-based approach to the 
investigation of macroscopic network-level traffic 
relationships. More specific technical objectives 
included attempts (a) to identify relevant network
level descriptors that may be related in operation
ally useful and simple ways, including an initial 
determination of these relationships; (b) to explore 
some aspects of the two-fluid model of town traffic 
under controlled conditions, including the sensitiv
ity of its parameters to network features and con
trols i and (c) to examine the distribution of flow 
on various components of a closed (i.e., isolated) 
network under a variety of operating conditions and 
the implication for overall traffic service quality. 

The next section briefly introduces the essential 
conceptual background. The details of the experi
mental set-up, including the features and charac
teristics of the test network, are described in the 
third section. This is followed by a presentation 
and critical discussion of the principal results 
obtained in the effort to date. Concluding remarks 
include suggestions for further research in this 
highly promising area. 

CONCEPTUAL BACKGROUND 

The key concepts and theories underlying the re
search objectives addressed in these simulation 
experiments can be grouped in three categories: (a) 
network traffic flow theory, (b) the two-fluid 
theory of town traffic, and (c) flow distribution on 
network components. A complete theoretical presenta
tion will not be given here because such presenta
tions can be found in the literature. This introduc
tion is limited to only those concepts necessary for 
an understanding of the new results presented. 

Network Traffic Flow Theory 

The concern here was with a macroscopic theory of 
traffic flow in a network, not with traffic flow on 
roadways and arterials or isolated intersections, 
which have been the subject of nearly three decades 
of traffic research. Thre.e major tasks of this ef
fort were (a) to identify appropriate fundamental 
macroscopic traffic flow variables, (b) to determine 
how these variables are interrelated, and (c) to 
understand how these relationships are affected by 
the characteristics of the network, including its 
topology and its control system. 

In the first two tasks, it is natural to be 
guided by the extensive body of knowledge accumu
lated over years of studying traffic relationships 
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for arterials. Three fundamental variables are thus 
of concern: speed, concentration, and flow. To the 
extent that networkwide averages of these quantities 
are of interest, the definition, measurement, and 
computation of the appropriate averages, particu
larly for the flow variable, may be problematic. For 
a given period of observation, i:r average speed, 
V, will be taken as the ratio of total vehicle-miles 
to total vehicle-hours over the network during 
period T (yielding an average speed in miles per 
hour). This average is taken both over time and over 
all vehicles in the network. 

The average concentration, K, for the same 
period, T• is the time average of the number of 
vehicles per unit lane length. Letting N(t) denote 
the number of vehicles at time t, and L the lane
miles of roadway, the average concentration, K, can 
be expressed as 

K = (1/7) /o+r [N(t)/L] dt 
to 

where t 0 is the beginning of t he obse rvat ion period. 
Effectively, K can be obtained by div i ding total 
vehicle-hours by the product -rL. In these experi
ments, to avoid averaging over widely fluctuating 
traffic conditions, concentration has been main
tained constant throughout a given observation 
period. 

The definition of an average flow variable, Q, is 
somewhat less obvious; the one pursued here con
siders average network flow to be the average number 
of vehicles per unit time that pas ses through an 
"average" point of the network. Letting qi and 
li• r espec tively, denote the average flow over 
the o bservation period and the l ength of link i, 
i = 1, ••• , M, '1/here M denotes the total number of 
links, 

Two principal relationships between these three 
variables will be investigated. The first concerns 
the joint variation of speed, V, and concentration, 
K, at the macroscopic networkwide level. A number of 
studies have addressed this question for arterials, 
and although several functional forms have been 
suggested, the unde rlying trend of a decreasing 
average speed as a function of increasing concentra
tion is well accepted (5,6). At the network level, 
although this same general trend can be expected to 
hold, it cannot be analytically derived from the 
single roadway r e lationships because of the added 
complexity of the interconnections in a network. 
Furthermore, virt.ually no empirical evidence is 
available on this matter; this is undoubtedly due to 
the considerable resources required for gathering 
the needed data. The simulations described thus 
provide an opportunity to examine how K and V may be 
related at the network level. 

The second relationship examined is one that is 
fundamental in traffic flow theory, namely that Q = 

KV. This relationship is well established for arte
rials, but its validity when Q, K, and V are defined 
for the whole network remains to be verified. Pre-
1 iminary indications of its validity are offered. 
The importance of this type of investigation and its 
eminent relevance to engineering practice are per
haps best underscored by the significant role that 
traffic stream models for arterials have played in 
the development of the Highway Capacity Manual (7) 
and in everyday applications. -
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Two-Fluid Theory o f Town Traffic 

The principal concept underlying Herman and 
Prigogine's two-fluid theory of town traffic (_!) 
initially appeared in their kinetic theory of multi
lane highway traffic (.!!_) when the transition to the 
so-called collective flow regime was made at suffi
ciently high vehicular concentrations. Essentially, 
traffic in an urban network is viewed as consisting 
of two traffic "fluids": one composed of the moving 
vehicles and the other of vehicles that are stopped 
as a result of congestion, traffic control devices, 
and other obstructions. Parked vehicles are not 
considered part of the "stopped" fluid but as a part 
of the geometrics. 

A basic postulate of the two-fluid theory states 
that Vr, the average speed of the moving vehicles, is 
related to fs, the fraction of vehicles stopped, in 
the following way : 

(1) 

where Vm is the average maximum running speed in 
the network and n is a parameter that was subse
quently found to be a useful indicator of the qual
ity of traffic service in a network (3,4). 

That postulate leads to a relationship between 
three principal variables: T, Tr, anJ Ts, respec
tively average travel time, average running (or mov
ing) time, and average time stopped, all per unit 
distance (note that T = Tr + Tsl of the following 
form Ill: 

Ts = T-TJl/n+l) T(n/n+l) (2) 

where Tm is a parameter of the model, equal to vffil 
and thus reflecting the minimum travel time per unit 
distance in the network under free-flow conditions. 

The calibration of the model parameters Tm and 
n, which were found to be robust characteristics of 
a given network, for a particular network has to 
date been conducted using observations on stopped 
time and moving time gathered by one or more test 
vehicles circulating in the network and passively 
following randomly selected vehicles (chase-car 
technique) • The details of the measurement proce
dures and subsequent data processing and analysis 
are extensively described elsewhere Clr!l· 

An important result used in the derivation of the 
two-fluid model is that the mean fraction of time 
stopped, E(Ts/T), (taken over the population of 
vehicles circulating in the network) is equal to 
fs, the average of the fraction of vehicles stopped 
t<1ken over a given observation period. A proof of 
this result can be found elsewhere (3,4). This re
sult is actually at the r oot of the ~~urement and 
calibration procedure, whe re it is assumed that the 
fraction of time stopped for one or more test vehi
cles sampling the network passively would provide 
estimates of E(Ts/T) and thus of fs• 

Observational studies to validate the model have 
been quite successful (3,4) though limited in nature 
by the obvious difficulty of obtaining the required 
data on a whole population of vehicles at the net
work level. Aerial photography is currently being 
used to measure f s, but it is rather costly and 
time consuming, especially at the interpretation and 
reduction stages, which are still in progress (4). 

The results presented wi 11 be analyzed fr~ the 
perspective of the two-fluid representation to il
lustrate the use of simulation to further explore 
some aspects of this theory. Moreover, insights into 
the sensitivity of the model parameters T and n 
to physical and operating features of them network 
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could be gained under controlled conditions on a 
scale that generally precludes real-world experi
mentation. 

In addition, the simulations will address a pro
posed extension (1) of the two-fluid model that 
postulates a relation between the fraction of time 
stopped, fs, and the network concentration, K, of 
the form 

(3) 

where Km is the average maximum concentration 
level at which the network jams (in a sense, a net
work-level parallel to the jam concentration of an 
arterial) and p is a network-specific parameter re
flecting the sensitivity of fs to increasing levels 
of use. Combining their expression with the previous 
equations of the two-fluid model yields (.!_) 

K = Kmll-(V/Vml (l/n+lJ1l/p (4) 

The relationship between K and V ties the two-fluid 
concept to the earlier discussion of a network traf
fic flow theory. 

Flow Distributio n on Network Components 

In addition to the network performance models dis
cussed previously, the distribution of traffic on 
various components of the network will be examined. 
The importance of this question is primarily meth
odological in that it relates to the design of simu
lation experiments to examine the circulation of 
vehicles in a network under controlled conditions. 

As will be seen in the next section, an attempt 
has been made to maintain a certain degree of homo
geneity and uniformity within each experiment (at 
least in these early stages) to avoid unnecessary 
complications that would make insights more dif
ficult to obtain. A question arises about whether 
there are long-term trends of traffic distributing 
itself in some parts of the network to the exclusion 
of others. For instance, for a given (closed) test 
network configuration and control system and a given 
set of parameters governing the movement of vehicles 
on that network (i.e., the inputs to the simulation 
model), particular circulatory patterns involving 
only those links that define the boundary of the 
study network might be observed. This issue will 
become clearer in the next section in the context of 
the description of the test network and of the other 
details of the simulation experiments. 

EXPERIMENTAL DESIGN AND SETUP 

In all simulations, interest was in the network
level properties of a fixed number of vehicles cir
culating in a closed system. Thereby a constant 
concentration of vehicles in the network throughout 
the simulation period was maintained. Although the 
same network configuration was used in all the ex
periments, the traffic characteristics (including 
usage patterns) as well as the control strategy were 
varied. Two groups of simulation runs were per
formed, each group corresponding to a different 
combination of traffic characteristics and control 
strategy. Within each of the two groups, two param
eters were varied across runs: (a) the concentration 
level (ranging from 1 to 75 vehicles per lane-mile) 
and (b) the mean "desired" speed, specified as 
either 25 or 35 mph (the desired speed of a given 
driver is the speed at which he would travel in the 
absence of other vehicles and traffic controls) (~) • 
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Further details on these elements of the simula
tion experiments are presented hereafter, following 
a brief overview of the NETSIM model, which, as was 
noted earlier, was used to perform all of these 
experiments. 

The NETSIM Model 

NETSIM is a fixed-step, microscopic, network traffic 
simulation model, which was developed primarily as a 
tool for the analysis of alternative urban street 
network control and traffic management strategies. 
It is generally accepted as a well-validated model 
and has been used extensively by traffic researchers 
and engineers. 

Each vehicle in the system is treated separately 
during the simulation. Vehicle behavior is governed 
by a set of microscopic car-following, queue-a is
charge and lane-switching rules. An array of per
formance characteristics is stochastically assigned 
to each vehicle as it enters the network. All vehi
cles are processed once every second and their time
space trajectory recorded to a resolution of 0.1 
sec. [Further details are given elsewhere (9,10) .] 
The NETSIM model was selected primarily for its°""high 
level of detail in the representation of microscopic 
traffic phenomena, its sensitivity to the factors of 
interest in the investigation, and its rather well
developed user-related features such as types of 
output and summaries. 

Network Configuration and Geometric Features 

As noted in the previous section, a degree of reg
ularity and uniformity in the test network used at 
this stage of the investigation was sought. This 
network consists of 25 nodes, arranged in a 5 node 
by 5 node square, connected by two-way, four-lane 
streets forming a regular, central business dis
trict-like grid. Because only directed links should 
be used in representing the network in NETSIM (i.e., 
all 1 inks are one-way), there are 80 one-way, two
lane links, as shown in Figure 1. Each link (block) 
is 400 ft long, with no right- or left-turn bays, 
and all grades are zero. 

Vehicles are injected onto the network via 12 
entry links placed around the perimeter, three to a 
side, with each entry link connecting a source node 
(source nodes are labeled 801 to 812 in Figure 1) to 

FIGURE 1 Network configuration (nodes 
801-812 are source nodes and not part of the 
circulation network). 
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a noncorner boundary node. No sink nodes have been 
designated, because a closed system where vehicles 
remain in the network once they have entered it is 
under consideration. 

Traffic Characteristics and Control Strateqies 

As mentioned previously, the simulations reported 
here belong to one of two groups. In the first 
group, vehicle turning movements were uniform 
throughout; at the interior nodes, one-third of all 
incoming vehicles (on any of the approaches incident 
to a given node) turned left, one-third turned 
right, and one-third continued straight through. At 
the boundary nodes, incoming traffic split equally 
between the two available options. Fixed-time traf
fic signals were placed at all 25 nodes, each with a 
50-sec cycle length and a 50/50 split (i.e., green 
time equally divided between the intersecting 
streets), with no protected turning movements. All 
25 signals were operated simultaneously, so that all 
the north and south approaches were green together, 
followed by all the east and west approaches. 

In the second group, vehicle movements at the 
interior nodes were changed to 10 percent left, 15 
percent right, and 75 percent through; they were not 
changed (relative to group 1) at the boundary nodes. 
A phase was added to the signals along the boundary 
to provide a protected left turn for vehicles re
entering the interior of the system. The 50-sec 
cycle length was apportioned equally among the three 
approaches (phases); however, splits at the interior 
intersec t ions were not changed. The four signals at 
the corner nodes were removed, thus allowing traffic 
to move unhindered through the corner nodes. Signals 
were operated according to a single alternative 
system whereby offsets between adjacent signals were 
all 50 percent of the cycle length so that, at any 
given time, every other signal along a street was 
green and the intervening signals were red. 

There were no pedestrians, and right-turn-on-red 
was allowed at all intersections in both groups. 
Additional details of individual runs are presented 
next. 

Individual Runs 

A 5-min start-up period was used in all runs during 
which vehicles were generated uniformly on the 12 
entry links. The vehicles were injected directly 
into the network interior by not allowing turns onto 
the boundary from the entry links. The vehicles were 
then allowed to circulate in the network for the 
desired simulation period (15 min for most of cases, 
although longer runs were made). Intermediate output 
was printed every minute, providing a "snapshot" of 
each link's condition at that time along with some 
cumulative information for each link. Network-level 
cumulative information as well as additional cumula
tive link data were printed every 3 min during the 
simulation period. 

As mentioned earlier, two quantities were allowed 
to vary within each of the two groups. The mean 
desired speed in the network had an assumed value of 
either 25 or 35 mph in a given simulation. Vehicle 
concentration, which is a key quantity in these 

experiments, varied across a wide range of up to 75 

vehicles per lane-mile. The results of these simula
tions are analyzed and critically discussed in the 

next section. 
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ANALYSIS OF SIMULATION RESULTS 

The results of the simulation experiments conducted 
to date are analyzed with respect to those aspects 
of network traffic behavior identified earlier. The 
discussion is organized in the same three categories 
that were used in the conceptual backqround descrip-
tion, namely, flow distribution on 
nents, network traffic flow theory, 
fluid theory of town traffic. 

network compo
and the two-

Flow Distribution on Network Components 

This aspect is discussed first because of its impli
cations for the remainder of the analysis. In par
ticular, the determination of the appropriate obser
vation period, over which time averages of the 
network variables of interest were defined, was 
predicated on the results of the analysis of the 
long-run circulatory patterns developing in the test 
network. Two phenomena are investigated: the rela
tive distribution of actual flow in the boundary 
links versus the interior links and the respective 
fractions of vehicles on boundary links and on in
terior links. In both cases, the chief concern is 
with the time-varying patterns of the quantities 
under consideration. Note that boundary links are 
defined as those one-way links, shown in Figure 1, 
with both end nodes belonging to the set of nodes 
{11, 12, 13, 14, 15, 21, 25, 31, 35, 41, 45, 51, 
52, 53, 54, 55}. All other links, with the excep
tion of the entry links, in the circulation network 
of Figure 1 are interior links. 

To observe the dynamic behavior of the traffic 
measures pertaining to the relevant questions, a 
number of runs were conducted, each with 30 min of 
simulation beyond the initial 5 min required to load 
the network. The relative distribution of flow in 
boundary versus interior links is addressed first. 
Link flow can be calculated from the cumulative 
discharges given for each link in each intermediate 
output of the NETSIM model. The arithmetic averages 
of these minute-by-minute flows were taken sepa
rately over the boundary and interior links. These 
minute-by-minute boundary-average and interior-aver
age flows are shown in Figure 2 for a representative 
simulation run. This run is from group 1 (groups 1 
and 2 are used hereafter to denote the two combina
tions of traffic characteristics and control stra
tegies described earlier). 

As expected, average flows for both boundary and 
interior links start by increasing monotonically 
during and shortly after the network loading period. 
Subsequently, fluctuations can be observed, and 
there is a clear tendency for these fluctuations to 
occur around an apparently stable average value. The 
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system is considered stable when the link flows 
stabilize about an average value particular to each 
simulation. It can be seen in Figure 2 that this 
condition is achieved after approximately 8 min of 
total simulation time (i.e., 3 min after all the 
vehicles have been emitted at the source nodes) • 
Furthermore, Figure 2 shows that the average flows 
for the boundary and interior links, respectively, 
have approximately the same value. The same conclu
sions could be reached for the other runs as well. 
Accordingly, it was decided to start the observation 
period, for the purpose of these analyses, at the 
8th minute in all cases. In most runs analyzed, the 
observation period was ended at the 20th minute. 

The second perspective from which to examine the 
general stability of the network is based on the 
respective fractions of vehicles on the boundary 
links and the interior links. In all cases, vehicles 
were injected directly into the interior of the 
network. Thereafter, given the rules governing turn
ing movements at the intersections, vehicles even
tually reached the boundary links, and, after some 
period of time, the fractions of vehicles on the 
boundary and interior links, respectively, seemed to 
stabilize about some constant value that was dif
ferent for each of the two link classes. As is the 
case with average link flows, the network appears to 
be generally stable after about 8 min. 

The time variation of the respective fractions of 
vehicles on the boundary and interior links for a 
representative 35-min run (also from group 1) are 
shown in Figure 3. These fractions were calculated 
on a minute-by-minute basis from tallies of link 
occupancies (separately for boundary and interior 
links) from the intermediate output of NETSIM. Fig
ure 3 shows that, although the vehicle fractions 
undergo fluctuations, these appear to stabilize 
about a mean value of approximately 0.440 for bound
ary links and 0.560 for interior links for the simu
lation run under consideration. These values are 
actually extremely close to the arithmetic averages 
taken over all group 1 simulations. In this network, 
boundary links comprise 40 percent of the total 
network length, and the interior links comprise the 
remaining 60 percent. As the fractions here indi
cate, the boundary links have a higher average vehi
cle concentration than do the interior links. The 
results from the other group 1 runs are given in 
Table 1. 

Vehicle fractions on the boundary and interior 
links for a simulation from group 2 are shown in 
Figure 4. Similar results were found for the other 
runs in group 2 and are given in Table 2. As in the 
previous cases, the network appears to stabilize 
after about 8 min of simulation, but the vehicle 
fractions on the links are different: 0.402 on the 
boundary links and 0.598 on the interior links. This 
is much closer to the ratio of total length of the 
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TABLE 1 Average Fractions of 
Vehicles on Boundary and 
Interior Links (fb and f; ), 
Group 1 

fb f; 

0.440 0.560 
0.453 0.547 
0.460 0.540 
0.426 0.574 
0.424 0.576 

Overall average 0.441 0.559 
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FIGURE 4 Fraction of vehicles on 
boundary and interior links, group 2. 

TABLE 2 Average Fractions of 
Vehicles on Boundary and 
Interior Links (fb and f; ), 
Group 2 

fb f; 

0.395 0.605 
0,396 0.604 
0.394 0.606 
0.391 0.609 
0.400 0.600 
0.401 0.599 
0.416 0.584 
0.407 0.593 
0.398 0.602 
0.405 0.595 
0.425 0.575 
0.389 0.611 

Overall average 0.402 0.598 
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boundary and interior links than is evident in the 
group 1 runs. The specified turning movements be
tween groups 1 and 2 changed only for the interior 
intersections, and the primary cause of this change 
is probably the modified traffic signal phasing at 
the boundary nodes. The addition of a protected 
left-turn phase to allow traffic to more readily 
re-enter the network interior has apparently led to 
a reduction in vehicle concentrations on the 
boundary • 

Network Traffic Flow Theory 

As discussed previously, the relationship between 
network concentration, K, and average speed, V, 
(both taken over the same observation period) is of 
prime interest. This was explored by varying con
centration levels, K, while keeping all other fea
tures of the network, including the control system 
and the traffic characteristics, constant. For each 
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run, the average speed was found by dividing the 
total amount of time spent in the system by the 
vehicle-miles traveled. Both quantities were aggre
gated over the population of vehicles in the network 
between the 8th and 20th minutes of simulation, 
which defines the observation period for the reasons 
explaineu earlier in this section. 

The average speeds thus obtained for a number of 
group 2 simulation runs (with a 35-mph mean desired 
speed) at different concentration levels of up to 75 
vehicles per lane-mile are shown in Figure 5. Note 
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FIGURE 5 Average speed versus network 
concentration, group 2 runs (35 mph mean 
desired speed). 

70 80 

here that each point corresponds to an individual 
simulation run at a given concentration level and 
not to an average over a number of replicated runs 
[i.e., using different seeds for the random number 
generator underlying the stochastic features of 
NETSIM (9,10)] at the same concentr ation. Replica
tions were~not needed for the exploratory study 
because of the very large number of vehicles and the 
long observation periods over which the averag e 
quantities of interest were calculated. This was 
confirmed by a number of replications that were 
performed using different seeds for a variety of 
conditions, all of which yielded practically iden
tical results for the averages under investigation 
(greater sensitivity to this aspect could, however, 
be problematic at very low concPntratinn lPvPls 
where stochastic effects are more pronounced). It 
can be seen in Figu r e 5 that the a verage networ k 
speed clearly decreases as a function of increasing 
network concentration. This is not unlike the K-V 
relationship that prevails on arterials. Particular 
care must be exercised in interpreting the extreme 
values (low Kand high K); at the lower end of the 
concentration spectrum, the aforementioned stochas
tic effects might be prevalent, whereas at the 
higher end instabilities, which may not be ade
quately captured in the simulation, might arise. The 
results shown are nevertheless insightful because 
they reveal a clear qualitative trend between K and 
v. Note also that the rate of decrease of V slowly 
decreases at the higher concentration values shown 
in Figure 5. 

•ro highlight the effect of the operational con
trol system and associated traffic characteristics 
on the relationship between V and K, Figure 6 shows 
the average speeds obtained for a wider selection of 
simulation conditions under varying concentration 
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FIGURE 6 Comparison of average speed-network 
concentration relationship for various simulation 
groups. 

levels but over a more restricted range. Thus both 
groups 1 and 2 are represented in Figure 6 at both 
mean desired speeds (25 and 35 mph). For each de
sired speed within each group, a separate K-V trend 
can be distinguished over the range of speeds and 
concentrations under consideration. Although there 
is only one reading for a group 1 simulation at 35-
mph mean desired speed, it is include d in Fig ure 6 
bec ause i t clearly lies off the o t her three lines. 
It is apparent in Figure 6 that, within a given 
group, simulations conducted with a 35-mph mean 
desired speed displayed a higher average speed, for 
the same concentration level, than a corresponding 
run with 25-mph mean desired speed. Furthermore, the 
group 1 combination of traffic controls and operat
ing characteristics resulted in better performance, 
in terms of average speed at a given concentration 
level, than did the group 2 combination at both mean 
desired speed levels. The main conclusion is that 
although average speed in a network shows a clear 
decreasing trend as network concentration increases, 
the trend itself seems to vary as a function of the 
operational character is tics and controls governing 
the use of the network configuration. However, con
s iderable further probing is required before more 
generalizable conclusions can be reached. 

Next the Q = KV relationship, discussed earlier, 
is investigated. The concentration, K, remains con
stant over the observation period during each simu
lation, and the speed is ualuulateu as described 
previously. The average link flow, also defined 
earlier and used in determining network stability, 
is a ver aged o ver all links over the period between 
the 8th to 20th minutes of simulation. Because the 
link discharges represent the flow in each link and 
each link is identical ( 400 ft long, two-lane, and 
one-way) , the average of the 1 ink c'l i sr.h!'lrges rwer 
the period of time in question represents the aver
age flow seen by an average point of the networ k. 
The results for a selected number of simulations 
(corresponding to a variety of conditions) are given 
in Table 3. The value of the pi:oduct of concentra
tion and speed is quite close, in all cases, to the 
observed flow found directly from the link discharge 
information. The fact that the latter quant i ty was 
calculated by averaging over a series of network 
"snapshots" taken at 1-min intervals whereas the 
average speed was determined by parameters accumu
lated semicontinuously over the same period may 
account for some of the minor discrepancies apparent 
in this table. 
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TABLE 3 Comparison of Average Network Flow 
with Product of Average Speed and Concentration 
for Selected Runs 

Differencee 
v• Kb KVC Qd (%) 

12.21 61.38 749 762 1.7 
12.74 61.38 782 792 1.3 
11.32 69.30 784 810 3.3 
12.64 53.46 676 690 2.1 
13.20 45.54 601 618 2.8 
12.54 27 .72 348 354 1.7 
12.87 27 .72 357 360 0.8 
12.24 35 .64 436 438 0.5 
12.71 35 .64 453 456 0.7 
11.19 61.38 687 696 1.3 
12.90 19 .80 255 258 1.2 
11.84 45 .54 539 546 1.3 
12.32 45 .54 561 570 1.6 
10.70 69 .30 742 750 1.1 
9.93 79 ,20 786 798 1.5 

11 30 53.46 604 600 -0.7 

a Average speed in mph, calculated by dividing total vehicle-miles 
travele:LI by total time spent in the system by all vehicles. 

bConec:intration in vehicles per Jink-mHe calculated by dividing the 
constant number of vehicles on the network by total link-miles. 
Link-miles are used here fostead of lane-mHes because all links 
are identical (2 lanes). 

cJlrnduct of V and Kin vehicles per ho ur. 
d Average flow in vehicles per hour found from the vehicle dis

charges for each Jink. (Compare with column 3.) 

e Percentage difference between KV and Q. 

Two-Fluid Theory of Town Tr_afflc 

The results of the simulations are analyzed here 
from the perspective of the two-fluid representation 
of traffic in a network. As described earlier, traf
fic is divided into moving vehicles and stopped 
vehicles. Thus, how various properties aggregated 
separately over stopped and moving vehicles vary as 
a function of increasing network concentration and 
with respect to each other is examined in the con
text of idealized simulations. 

It should first be noted that the relation given 
by Equation l between the average speed of the mov
ing fluid and the average fraction of vehicles run
ning is predicated on the interactions that occur 
among moving vehicles. In particular, as the con
centration in the network increases, and the average 
speed decreases (meaning that T, the average trip 
time per unit distance, increases), the average 
moving time, Tr (per unit distance), has been 
observed to increase in real urban street networks. 
This results from perturbations including short 
stops to pick up or drop off passengers or goods, 
pedestrian infringement on the right-of-way, illegal 
and double parking maneuvers, and other incidents 
that induce sudden braking or forced lane switching. 
These sources of turbulence occur primarily along 
the links rather than at the nodes where most con
trolled stopping takes place. 

In the test network, these sources of intralink 
friction are virtually absent. For instance, no 
driveways, parking garages, unsignalized minor 
streets, buses, or pedestrians have been specified. 
Furthermore, it is not clear that adequate analytic 
models of the microscopic aspects of these interac
tions have been developed to date. This deficiency 
was acknowledged in earlier studies of NETSIM (11, 
pp.278-280) where intralink "rare events" were 
believed to be the primary cause of some discrepancy 
between simulated results and field observations for 
a few links in the Washington, D.C., central busi
ness district. (This led the model developers to 
introduce the short and long rare event and blockage 
features in NETSIM to increase its ability to repre
sent realistic features of urban street networks.) 
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In view of the this, the effect of intralink inter
actions, which are essential in the description 
offered by the two-fluid theory, was anticipated to 
be insignificant in idealized simulations; this is 
reflected in the results presented later in this 
section. 

A key identity invoked in the derivation of the 
relationship between T and Ts (Equation 2) in the 
two-fluid theory is that the mean fraction of time 
stopped is equal to fs, the average fraction of 
vehicles stopped. This identity, which can be proved 
mathematically for a constant number of vehicles 
circulating in a closed network ( 3) , could be ver i
fied. Over a given observation pe ii.od (following the 
stabilization period discussed earlier), the mean 
fraction of time stopped can be readily obtained 
from the networkwide cumulative statistics generated 
by the simulation model. The estimation of fs is 
not as straightforward; the arithmetic average of a 
number of snapshots of the network taken at 1-min 
intervals during the observation period was used. 
For each snapshot, vehicles stopped in queue were 
tallied over all links and divided by the total 
number of vehicles on the network. Twelve snapshots 
(between the 8th and 20th min of simulation) were 
thus taken for each run, with the exception of the 
longer runs where more snapshots could be taken, and 

averaged to yield ~n estimate fs of fs• 
Table 4 gives fs alongside the corresponding mean 

fraction of time stopped, E(T/Tsl, for a selected 
number of runs from both simulation groups (and mean 
desired speeds) and for varying concentration levels. 

The percent difference between E(T/Tsl and fs, also 
shown for each run in Table 4, clearly indicates the 
close correspondence between the two values in nearly 
all cases. The observed discrepancy stems of course 

from the coarse 
It is actually 
snapshots yield 

discretization on which fs is based. 
rather remarkable that as few as 12 
such close estimates of fs, 

(1/r) J to+r f,(t)dt 
lo 

where fs(t) is the time-varying fraction of vehi
cles stopped, and T the duration of the observa
tion period. Insights into the dynamic behavior of 
fs(t) can be obtained by looking at successive 

TABLE 4 Comparison of Fraction of 
Total Time Stopped with Average 
Fraction of Vehicles Stopped" 
for Selected Runs 

Mean Fraction 
of Time Stopped 

0.291 
0 288 
0.349 
0.258 
0.240 
0 279 
0.284 
0.292 
0.295 
0.351 
0.353 
0.260 
0.313 
0.311 
0.394 
0 437 
0.341 

0.298 
0.295 
0.352 
0.269 
0.242 
0.297 
0.274 
0.298 
0.307 
0.357 
0.362 
0.261 
0.310 
0.292 
0.405 
0.443 
0.350 

a Estjmated from discroh~ snapshots. 

bBased on 1-min snapshots. 

Difference 
(%) 

2.4 
2.4 
0.9 
4.3 
0.8 
6.5 

-3 .5 
2.1 
4.1 
1.7 
2.5 
0.4 

- 1.0 
-6.1 

2.7 
1.4 
2.6 
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s napshots, obtained at 1-min intervals, for one or 
more runs. Figure 7 shows such snapshots for two 
selected runs. The bottom line corresponds to a 
group 1 run (35-mph mean desired speed) with a net
work concentration of 30.69, and the top line cor
respond s to a group 2 run (35-mph mean desired 
speed) and concentration of 39.60. For both runs, 
the variation is rather substantial, which is typi
cal of all the simulations performed. Variation of 
average fraction of vehicles stopped as a fraction 
of network concentration is discussed later in this 
section. 
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FIGURE 7 Instantaneous fraction of vehicles stopped 
evaluated at successive network snapshots for two 
selected runs. 
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The variation of T, T 6 , and Tr as a function 
of network concentration, K, while network control 
features and traffic characteristics are kept fixed, 
is examined next. Group 2 simulation runs with mean 
dt"si rPn spt"Pn of 35 mph are considered for this 
purpose. Table 5 gives a summary of the values of T, 
T , and T that correspond to concentrations of 
u~ to 75 v~hicles per lane-mile; also given are the 
ratios T /T and Ts/T. As expected (and seen 
earlier i~ the discussion of the K-V relationship), 
the average trip time per unit distance, T, in
creases with increasing concentration. It can also 
be seen from the values of Ts that this increase 
in T is due overwhelmingly to increasing stopped 
time: the average running time (per unit distance), 
Tr, is s e e n to remain at a pp(oximate l y the same 
level t hroughout. This beha.vior, wh ich does not 

TABLE 5 Average Trip Time, Stop Time, and Running Time 
Characteristics for Group 2 Runs" Under Varying Network 
Concentration Levels 

Concentration Trip Timeb Running Timeb Stop Timeb 
(veh/lane-mile) (T) (T,) (T,) T,/T T5/T 

1.98 4.41 3.34 1.07 0.758 0.242 
2,97 4.38 3.30 1.08 0.754 0.246 

13.86 4.66 3.34 1.33 0.716 0.284 
17.82 4.72 3.33 1.39 0.705 0.295 
22.77 4.87 3.35 1.52 0.689 0.311 
34.65 5.61 3.40 2.21 0.606 0.394 
39.60 6.04 3.40 2.64 0.563 0.437 
48.51 6.86 3.41 3.44 0.498 0.502 
56.43 7.80 3.41 4.39 0.437 0.563 
65.34 8.62 3.39 5.24 0.393 0.607 
74.25 9.68 3.37 6.31 0.349 0.651 

8 35 mph mean desired JJH'tld, 
bT, Tr, and Ts are ov~ragc• (over time and over vehicles) expessed in minutes per mile. 
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car respond to that observed in real urban networks, 
confirms the concerns about the inadequate represen
tation of perturbations and interactions that are an 
integral aspect of urban street traffic. The almost 
constant Tr obtained in these runs corresponds to 
a value of the parameter n (of the two-fluid model), 
which is not significantly different from zero, 
ind icat ing the relative lack of sensitivity of Tr 
to changes in the fraction of vehicles running in 
the range o[ concentrations considered in the ideal
ized system. It is, however, conceivable that 
greater realism could be achieved by specification 
of random "rare events" (allowed by NETSIM) or other 
sources of interference: an investigation of these 
possibilities was beyond the scope of the present 
exploratory study. Further thoughts on this matter 
are offered in the next section. 

Table 5 also allows examination of the variation 
of f 5 (which is identical to Ts/Tl as a function 
of network concentration. An analytical relationship 
between f 5 and K, proposed by Herman and Pr igog ine 
(ll as an extension of the two-fluid model, has been 
presented (Equation 3). The general trend predicted 
by Equation 3 is present in the results of the simu
lations whereby f 8 increases nonlinearly with 
increasing concentration: this trend is shown in 
Figure 8. It can also be seen in Figure 8 that the 
fraction of vehicles stopped tends to level off and 
not fall below a minimum threshold at lower concen
trations. A plausible explanation is that, over any 
meaningful observation period, it is inevitable that 
a number of stoppages will occur due to the nature 
of the traffic control system governing the network 
used in the simulations. In other words, it is vir 
tually impossible to circulate in a network of this 
type for 12 min within some fraction of the vehicles 
stopping at some of the frequently encountered 
signals. 

A least-squares estimation of the parameters p 
and Km in Equation 3 yielded the values 0. 589 and 
156.0 vehicles per lane-mile, respectively. Note 
that these estimates are for K in the range of 15 to 
75 vehicles per lane-mile. The corresponding R2 

was equal to 0.988. It is interesting to note here 
that the magnitude of Km is consistent with its 
interpreta t ion as the concentration at which the 
networ k "jams.• A partial simulation run with an 
intended K of 150 vehicles per lane-mile showed 
extreme congestion levels with prevailing spill
backs at most intersections, which effectively de
layed the complete loading of the vehicles onto the 
network by as much as 20 min after the last vehicle 
was emitted from the source nodes. (Computational 
cost considerations prevented the pursuit of the 
matter further at this stage with such unrealisti
cally high concentration levels.) 
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FIGURE 8 Average fraction of vehicles stopped versus network 
concentration, group 2 runB (35 mph mean desired speed). 
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SUMMARY AND ASSESSMENT 

An exploratory study designed to assess the useful
ness of a simulation-based approach to support the 
investigation of network-level macroscopic traffic 
flow relationships has been discussed. The NETSIM 
microscopic network traffic simulation model was 
used in conjunction with an idealized system con
sisting of an isolated CBD-like rectangular grid 
network operating under various combinations of 
traffic control schemes and characteristics. The 
results were analyzed with respect to (a) network 
traffic flow theory, (b) the two-fluid theory of 
town traffic, and (c) flow distribution on network 
components. 

The analysis of flow distribution on network 
components was concerned primarily with the dynamic 
behavior of the relative concentrations and flows on 
boundary links and interior links, respectively. 
Useful insights were gained regarding the general 
stabilization of the respective fractions of vehi
cles and flows on boundary and interior links after 
an initial period. This provided the basis for 
defining an appropriate observation period over 
which average traffic descriptors, used in other 
parts of this study, were calculated. 

Two principal network traffic flow theoretic 
relationships were addressed. Average network speed 
was found to decrease as a function of increasing 
network concentration, as anticipated, with an over
all trend that is not unlike that observed for arte
rials. This trend was also explored under varying 
signal timing schemes and traffic characteristics. 
The second relationship addressed was Q = KV, which 
is fundamental for arterials but unverified at the 
network level. Simulations seemed to indicate that, 
for properly defined averages of the three quan
tities, Q = KV could be expected to hold. 

The analysis of the results from the perspective 
of the two-fluid theory of town traffic verified the 
identity between the average fraction of vehicles 
stopped and the mean fraction of time stopped for a 
fixed number of vehicles circulating in a closed 
network over the same observation period. The 
dynamic behavior of the instantaneous fraction of 
vehicles stopped was also examined. In addition, the 
variation of the average fraction of vehicles stop
ped as a function of network concentration was stud
ied and seemed to indicate that a proposed extension 
of the two-fluid model (!) holds rather well over a 
middle range of concentrations. On the other hand, 
the idealized simulation conditions apparently did 
not generate the interactions among moving vehicles 
that constitute an essential feature of real urban 
traffic systems operations and that, as such, are 
critical to the description encapsulated by the 
two-fluid theory. 

It is essential to re-emphasize here the explora
tory nature of the research described. It is evident 
that a number of probably severe limitations are 
present in the preliminary results. The list of 
these limitations includes the highly idealized 
nature of the system and its operating conditions, 
the well-known fact that a simulation model is only 
an abstraction of the real world, and many others 
ranging from specifics of the execution to the re
stricted scope of the results and associated con
clusions. It is nevertheless believed that such 
exploratory studies yield useful insights into the 
behavior of traffic systems under a variety of con
ditions that cannot be easily achieved in the real 
world. Such studies can provide a useful complement 
to observational studies of network-level traffic 
phenomena, which remain the cornerstone of a scien
tific approach to the development of a network traf-
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f ic flow theory. By raising questions and probing 
some possible answers, simulation-based studies can 
suggest to the analyst important directions for both 
theoretical and observationally based advances. 

A number of avenues exist for further effort in 
this general area of investigation. Some of the more 
immediate ones include the assessment of how NETSIM 
could be used to adequately describe the interac
tions among moving vehicles or intralink phenomena 
that are fundamental in real urban street systems. 
It was mentioned earlier that the introduction of 
short- and long-term rare events and blockages, in 
addition to heavy vehicles, pedestrian interference, 
driveways, and parking maneuvers, is likely to im
prove the realism of this representation. However, 
more fundamental modifications in the car-following 
and lane-switching procedures embedded in NETSIM may 
be required. A related possibility exists for using 
some of the recent empirical results obtained in 
conjunction with the two-fluid theory whereby one or 
two test vehicles circulating in a network can yield 
sufficient information for characterizing the qual
ity of traffic service in an urban network (3,4). 
This relatively easily acquired information ~ould 
provide the basis for calibrating a simulation model 
like NETSIM, particularly with respect to difficult
to-model intralink interactions. 
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Another Look at Storage Requirements for 

Bank Drive-In Facilities 

JOHN L. BALLARD, JOHN G. GOBLE, RICHARD J. HADEN, and PATRICK T. McCOY 

ABSTRACT 

Observations of the operation and perfor
mance of bank drive-in facilities in Lin
coln, Nebraska, indicated that current stor
age requirements for these facilities were 
excessive. The objective of this research 
was to determine why these theoretically and 
empirically developed requirements were 
excessive and to develop more reasonable 
storage requirements. Arrival and service
time data collected at bank drive-in facil
ities were analyzed. It was determined that 
the arrivals were Poisson. But, contrary to 
the usually employed queuing theory assump
tions of negative exponential serving times, 
which had been used to develop previous 
storage requirements, the service-time dis
tributions were found to be gamma distribu
tions with shape parameters between 2.75 and 
5.00. Because of the intractability of using 
queuing theory with gamma service-time 
distributions, simulation models of single
queue and multiple-queue, multiple-channel 
queuing systems typical of bank drive-in 
facilities were developed and validated. The 
models were then used to determine more 
appropriate storage requirements. 

Before April 1981 the storage requirements for bank 
drive-in facilities imposed by the city of Lincoln, 
Nebraska, were those given in Table 1. These re
quirements were developed from a review of the 
literature, primarily papers written by Woods and 
Messer (1) and Scifres (2), and the results of field 
studies "Conducted by the city in 1974, which in 
general confirmed the findings presented in the 
literature. These requirements were generally ac
cepted as reasonable for several years. Beginning in 
1980 they were challenged for requ.ir ing too much 
storage, and the need for updated studies became 
apparent. 

TABLE 1 City of Lincoln, Nebraska, 
Drive-in Bank Storage Requirements 
Before April 1981 

No. of Windows 

1 
2 
3 
4 
5 
6 

Minimum Storage 
Requ ired" ·b 
(vehicles) 

7 
14 
21 
28 
30 
30 

aln addillon to the ser\.'k:o position. 
b22 ft p t1f' \'Chicle required. in storage lanes. 

The need for updated studies resulted primarily 
f rem major changes in the banking industry in Lin
coln. Among these changes were 

1. A sharp increase in the number of drive-in 
facilities available, spreading the business around 
and reducing peaking at any one facility. 

2. The introduction of 24-hour electronic teller 
machines at sales points such as grocery stores 
provided a new convenience for customers. This 
raised the customers' expectations and reduced their 
tolerance of delay. 

3. There was an increased trend toward staggered 
payrolls among major employers, which reduced peak
ing characteristics for deposits and withdrawals. 

Consequently, in early 1981, the city conducted 
studies of traffic operations at drive-in banking 
facilities to determine the reasonableness of its 
storage requirements. A total of 1, 142 transactions 
were observed during which the average traffic in
tensity was 0.89. However, the maximum queue length 
observed in any one storage lane was only five vehi
cles, and it existed for only 18 sec. Otherwise, the 
maximum queue length was four vehicles. The average 
transaction time observed was 2 .12 min, which is 
considerably lower than the average service times 
often assumed in design guidelines <lrll· In addi-
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tion, the average time a vehicle spent in the system 
(i.e., waiting time plus service time) was 3.55 min, 
which is also much less than the waiting time nor
mally used in the development of design guidelines 
(_!,,£). 

On the basis of the results of these studies, it 
was concluded that the current standards were unrea
sonable in that they did require too much storage. 
Therefore, revision of the storage requirements for 
bank drive-in facilities was recommended, and re
vised requirements were adopted by the Lincoln City 
Council in April 1981. The revised standards require 
storage for four vehicles per drive-in window and 
storage for 20 vehicles maximum for an entire 
facility. 

OBJECTIVE 

Although the storage requirements were revised out 
of practical necessity, questions remained about why 
these empirical standards were so different from the 
city's previous standards and the guidelines recom
mended in the literature (1,2). Therefore, the ob
jective of the research reported in this paper was 
to determine the reasons for these discrepancies and 
develop storage requirement guidelines for bank 
drive-in facilities. 

PROCEDURE 

A bank drive-in facility is a queuing system. De
pending on its configuration, it may be classified 
as a single-queue, multiple-channel system or a 
multiple-queue, multiple-channel system. In a 
single-queue, multiple-channel system all vehicles 
wait for service in one line. If the distribution of 
arrivals is Poisson and the distribution of service 
times is negative exponential, the operation and 
performance of this type of system can be evaluated 
using queuing theory as was done by Woods and Messer 
(1). Otherwise, evaluation using queuing theory may 
b; intractable. In a multiple-queue, multiple
channel system vehicles wait in queues in front of 
each drive-in window. When the queue storage of all 
windows is full, vehicles wait in a single queue. 
Regardless of the nature of the arrival and service
time distributions, the evaluation of the operation 
and performance of this type of system using queuing 
theory is intractable. 

Because of the limitations of queuing theory, 
simulation was used in this research. Simulation 
models were developed and validated for both types 
of bank drive-in window queuing systems. The data 
collected by the city in early 1981 were analyzed to 
determine the nature of the observed arrival and 
service-time distributions. The results of this 
analysis and the simulation models were then used to 
determine storage requirements of bank drive-in 
facilities. 

ARRIVAL AND SERVICE-TIME DISTRIBUTIONS 

The arrival and service-time data collected by the 
city during its studies of bank drive-in facilities 
in early 1981 were analyzed to determine the nature 
of their distributions. The chi-square goodness-of
fit test was applied at the 0.01 level of signifi
cance to determine the arrival and service-time 
distributions in each of the 12 peak hours studied. 
As as result of these tests, it was found that all 
12 of the arrival distributions were Poisson, a 
finding consistent with the common assumptions of 
queuing theory and the observations of previous 
studies of drive-in banking facilities (_!,_l) • 
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The results of the analysis of the service-timP. 
distributions were not consistent with the usual 
assumption of queuing theory that service times are 
distributed negative exponentially. If fact, none of 
the 12 service-time distributions was found to be 
negative exponential. Instead, all but one of them 
were found to fit a gamma distribution with a shape 
parameter between 2.75 and 5.00. This finding is 
consistent with that of Thurgood (4) , who found that 
the service-time distributions of- drive-in banking 
facilities in the Chicago area were definitely not 
negative exponential. 

SIMULATION MODELS 

Two simulation models of bank drive-in facilities 
were developed. One was a model of the single-queue, 
multiple-channel system, and the other was a model 
of the multiple-queue, multiple-channel system. Both 
of these models were written in the GPSS/H simula
tion language (~) , a discrete simulation language 
commonly used to simulate queuing systems. 

Using the validation procedure outlined by Law 
and Kelton (~),the outputs of the simulation models 
were first compared with the theoretical results of 
queuing theory. Fifty replications of 100 hr each 
were simulated for worst-case conditions <l l· In all 
cases, the model output deviated from the theoreti
cal results by less than 10 percent. Also, no sig
nificant differences were found at the 0.05 level of 
significance between the model and the theoretical 
mean values of number in the system, number in the 
queue, and time in the system. 

STORAGE REQUIREMENTS 

Previous Studies 

A search of the literature published in the past 15 
years, during the tremendous increase in the number 
of drive-in banking facilities, revealed little 
information on storage requirements for these facil
ities. One exception was a paper by Woods and Messer 
(1) published in 1970, which provided guidelines for 
the design of drive-in banking facilities. Based on 
field observations of 227 service times, they con
cluded that the "usually assumed" average service 
time of 1. 5 min or 40 vehicles per hour per window 
was "reasonably valid" and that the service times 
tended to be "negative exponential in nature." 
Scifres (2) also developed guidelines for the plan
ning and design of drive-in financial institutions. 

Model Results 

In general, the theoretically based guidelines de
veloped by Woods and Messer require less storage 
than do the empirically based guidelines developed 
by Scifres. The traffic intensity used by Woods and 
Messer was 0. 875 and the average traffic intensity 
observed by the city was 0.89. The expected average 
time in the system used by Woods and Messer was 5 
min and the average time in the system observed by 
the city was 3.55 min. Because of this consistency, 
the simulation models were used to develop storage 
requirements for conditions similar to those used by 
Woods and Messer. 

Therefore, a traffic intensity of 0.875 was used 
in conducting the simulation runs, and storage re
quirements were determined for 5 and 15 percent 
probabilities of the queue exceeding the storage 
provided. Also, Poisson arrivals were used in all 
cases. However, unlike Woods and Messer, gamma ser
vice-time distributions were used instead of the 
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negative exponential service-time distribution. 
Storage requirements were determined using gamma 
service-time distribution with shape parameters of 
2.75 and 5.00, which was the range of gamma service
time distributions observed by the city of Lincoln. 

The storage requ i rements determined using the 
simulation models and the gamma service-time distri
butions are given in Tables 2 and 3. The storage 

TABLE 2 Storage Requirements for Single-Queue, 
Multiple-Channel Bank Drive-in Facilities• ,b 

Minimum Storage (P = I 5%)c Desirable Design Storage (P = 
(vehicles/wind ow) 5%)c (vehicles/window) 

No. of Gamma Gamma 
Drive-in Neg:lliv• Negative 
Windows Expo ncntiald 1.1s• s.oo' Exponentiald 2.1s• 

2 12 6 s 20 12 
3 12 6 s 20 12 
4 II 6 5 20 12 
5 II 6 s 19 12 
7 10 5 4 19 12 
9 10 5 4 18 11 

a Jn addition to the service posHluns. 
bTraffic lntt"nsity = 0.875 and Poisson arrivals. 
c P = pa.rcnnt or time \ha1 queue length would be greater than the storage provided. 
dNegolh·~ expononUul til!l trlbu llon of service times. 
eGamma distribution of service times with shape parameter= 2.75. 
f Gamma distribution of service times with shape parameter= S.00. 

TABLE 3 Storage Requirements for Multiple-Queue, 
Multiple-Channel Bank Drive-in Facilities• ,b 

Minimum Storage (P = I 5%)c Desirable Design Storage 

s.oor 

II 
11 
10 
10 
10 

9 

(vehicles/window) (P = 5%)c (vehicles/window) 

No. of Gamma Gamma 
Drive-in Negative Negu!ivc 
Windows Ex panentiald 2.7Se s.oor Exponcntiald 2.75e 

2 7 4 3 10 6 
3 4 3 2 7 4 
4 3 2 I 5 4 
s 3 I 4 3 
7 2 3 2 
9 2 2 

3 ln ~ddltion to the service positions. 
bTr:afffc intensity= 0.875 and rol!son arrivals. 
cp = 11crc:cnt of time that queue length would be greater than the storage provided. 
dNeglll"c exponential distribution of service times. 
ec; m rnfl distrihutinn nf ~rv)ce thoM with ' hnr'c rrnrnrna ter = 2 . 7~. 

fCnmmo distribution of !btvlco tlntCI with 1b11pe parameter= S.00. 

s.oor 

6 
4 
4 
2 
1 

requirements for single-queue, multiple-channel 
facilities are given in Tables 2, and those for 
multiple-queue, multiple-channel facilities are 
given in Table 3, Also given in these tables are the 
storage requirements determined by Woods and Messer 
using the negative exponential service-time distri
bution. 

Examination of these tables rcvcalo that the 
storage requirements determined using the gamma 
service-time distributions are in all cases less, 
and in many cases substantially less, than those 
determined using the negative exponential service
time distribution. Of course, this is due to the 
fact that the gamma distributions have variances 
that are lower than those of the negative expo
nential distribution, and, as the shape parameter is 
increased, the variance is reduced. Consequently, 
the storage requirements determined using the gamma 
service-time distribution with a shape parameter of 
5.00 are the lowest in every case. 

Comparison of the data in Tables 2 and 3 indi-
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cates that in general less total storage is required 
in single-queue, multiple-channel systems than in 
multiple-queue, multiple-channel systems. This is to 
be expected because of the pooling of service pro
vided in the single queue, multiple-channel system. 

CONCLUSION 

According to the findings of this research, the 
usual queuing theory assumptions of Poisson arrivals 
and negative exponential service times are not valid 
for the determination of storage requirements for 
bank drive-in facilities. Although the distribution 
of arrivals at bank drive-in facilities was found to 
be Poisson, the distribution of service times at 
these facilities was not found to be negative expo
nential . Instead, the distribution of service times 
was found to be a gamma distribution with a shape 
parameter ranging from 2. 75 to 5. 00. Consequently, 
storage requirements developed using queuing theory 
with the usual assumptions, as was done in previous 
studies (.!_,!l, are excessive. Although such require
ments may be considered conservative by a traffic 
engineer, they are considered extravagant by the 
financial institutions. 

Therefore, it was concluded that the storage 
requirements given in Tables 2 and 3, which were 
determined in this research using simulation models 
and gamma service-time distributions, should be used 
as guidelines in the planning and design of bank 
drive-in facilities. It should be noted that these 
requirements were developed using a traffic in
tensity of 0.875. This was the same traffic in
tensity used by Woods and Messer ( 1) , and it was 
found to be consistent with observations of peak
hour operations at bank drive-in facilities in Lin
coln, Nebraska. 
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Simulation of Traffic Performance, Vehicle Emissions, and 

Fuel Consumption at Intersections: the TEXAS-II Model 

CLYDE E. LEE and FONG-PING LEE 

ABSTRACT 

TEXAS-II is a computer simulation model that 
teams the TEXAS Model for Intersection Traf
fic, the Environmental Protection Agency 
Modal Analysis Model for light-duty vehi
cles, and a new heavy-duty vehicle model to 
make quantitative estimates of several traf
fic performance parameters, emissions, and 
fuel consumption that will result from mixed 
traffic using any practical intersection 
configuration operating under signalized, 
signed, or unsigned traffic control. The 
quantitative information produced by the 
model is useful for identifying existing 
intersection problems and for evaluating 
feasible alternative solutions. TEXAS-II has 
been run more than 300 times in an extensive 
series of experiments designed to study the 
relative effects of specified intersection 
environments on traffic delay, queue 
lengths, emissions, and fuel consumption. 

Vehicle emissions and fuel consumption at or near 
street intersections are usually higher than on 
other street segments because the intersection f re
quently causes vehicles to slow, stand, and acceler
ate. Pollutants emitted from vehicles in the vicin
ity of intersections can sometimes accumulate, and 
the resulting concentrations in the air can be po
tentially dangerous to human health. Excessive fuel 
consumption at intersections is also a major concern 
in traffic engineering and in transportation eco
nomics because it relates to the use and conserva
tion of energy. 

A practical means of estimating both vehicle 
pollutants and fuel consumption near intersections 
in quantitative terms is needed. Existing and po
tential locations with excessive emissions and fuel 
consumption need to be identified so that appro
priate remedial and preventive measures can be 
programmed. 

Among the various emitted pollutants, carbon 
monoxide (CO), hydrocarbons (HC), and nitrogen 
oxides (NOx) are of most concern. Carbon monoxide is 
so toxic that it can cause death within minutes in 
high concentrations. Hydrocarbons, in the gaseous 
form, combine with nitrogen oxides in the presence 
of sunlight to form photochemical smog. Smog fre
quently causes watering and burning of the eyes and 
adversely affects the human respiratory system, 
especially of those persons in marginal physical 
condition. Nitrogen oxides tend to combine with the 
hemoglobin in the blood and react with moisture in 
the lungs to form dilute nitric acid. Even when the 
amounts of NOx are minute, the effect on the human 
body is cumulative < .. !J. HC and NOx, which sometimes 
react in the atmosphere, can form oxidants and thus 
are difficult, if not impossible, to monitor ac
curately with existing equipment and sampling meth-

ods. Only CO concentrations can be measured prac
tically by field techniques at this time. 

To predict the vehicle-generated pollutant con
centrations that might exist at any selected loca
tion on or adjacent to a roadway, the source of 
emissions must first be estimated. Vehicle source 
emissions can be characterized by a time-dependent 
instantaneous rate with respect to location along 
the roadway. The type and the amount of pollutants 
emitted from any vehicle traveling along the roadway 
actually depend on the vehicle type, its condition, 
and the performance of traffic at the location. 
Vehicle emissions are displaced almost immediately 
from the instantaneous point of deposit by movement 
of the air around the vehicles traveling on the 
roadway, wind, and thermal convection. For certain 
modeling purposes, however, the emissions deposited 
along a highway lane or on a set of intersection 
approach lanes in a short time period, before being 
dispersed into the air or modified by reaction with 
other constituents in the air, might be viewed col
lectively as a line source of pollutants in relation 
to the overall intersection space (~) • The pol-
1 utants in this line source may be further dispersed 
into the air, quickly or slowly, depending on the 
localized meteorological conditions. 

In developing the TEXAS-II model, estimating the 
source of vehicle emissions in quantitative terms 
was the major objective. Mixing and dispersion of 
pollutants is the subject of related ongoing re
search that is using field measurements of pol
lutants as the basis for developing improved models 
of pollutant concentrations in or near road inter
sections. Fuel consumption, which likewise varies 
with respect to time and location along the roadway, 
was also addressed because the estimation techniques 
are somewhat similar and the subject is one of con
tinuing interest and concern. 

STRUCTURE OF THE TEXAS-II MODEL 

To quantify the effects of intersection geometry, 
traffic control, and traffic flow on air pollution 
and fuel consumption, the TEXAS-II simulation model 
was developed to compute estimates of vehicle emis
sions and fuel consumption on a microscopic basis. 
TEXAS-II is a modified and extended version of the 
TEXAS Model for Intersection Traffic (~-l>· The 
basic information flow process for the TEXAS-II 
model is shown in Figure 1. 

The TEXAS Model for Intersection Traffic includes 
three data processors: GEOPRO (geometry), DVPRO 
(driver-vehicle), and SIMPRO (simulation) for de
scribing, respectively, the geometric configura
tions, the stochastically arriving traffic, and the 
behavior of traffic in response to the applicable 
traffic controls. SIMPRO integrates all the defined 
elements and computes deterministically the response 
of each driver-vehicle unit. 

The TEXAS Model for Intersection Traffic, which 
is suitable for a single, multileg, multilane, 
mixed-traffic intersection operating under any con
ventional type of traffic control, thus simulates 
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FIGURE 1 Information flow process for the TEXAS-II model. 

the instantaneous behavior of each individually 
characterized driver-vehicle unit as it approaches, 
passes through, and departs from an intersection. 
The premise is that each simulated driver will at
tempt to maintain safety and comfort while sustain
ing desired speed and obeying traffic laws. At any 
time, a unit may maintain or change speed and retain 
or change lanes depending on the relative positions 
and movements of neighboring units and the effects 
of applicable traffic control devices. The instan
taneous traffic behavior of each unit including 
speed, location, and time are 'written on a tape by 
the TEXAS model for subsequent use in the emission 
processor (EMPRO) • Statistics about delays and queue 
lengths are also gathered by the TEXAS model to 
evaluate the performance of traffic at the inter
section. 

The new emissions processor, EMPRO, incorporates 
models to predict the instantaneous vehicle emis
sions of carbon monoxide (CO) , hydrocarbons (HC) , 
nitrogen oxides (NOx), and fuel flow (FF) for both 
light-duty vehicles and heavy-duty vehicles. The 
existing Environmental Protection Agency (EPA) 
models for 1975 light-duty vehicles operating at low 
altitude (8) were used, but the models that estimate 
the behaviOr of heavy-duty vehicles were developed 
recently (2_-11) with experimental data supplied by 
Southwestern Research Institute (~-~) • 

EMPRO uses information from SIMPRO about the 
instantaneous speed and acceleration of each vehicle 
to compute instantaneous vehicle emissions and fuel 
consumption at points along the vehicle path. For 
evaluation purposes, each lane on each approach is 
partitioned into a series of buckets, and the emis
sions and fuel flow are accumulated on a bucket 
basis to show the spatial variation of emissions and 
fuel consumption with respect to time. The intersec
tion proper is treated as one bucket, which collects 
the emissions and fuel consumption values generated 
by vehicles crossing it from all approaches. The 
length of buckets on each inbound or outbound lane 
can be specified by the user as input data to EMPRO. 
The bucket is set as a 100-ft section of a lane 1 

therefore, each inbound or outbound lane is parti
tioned into eight buckets because all approaches are 
800 ft long. The EPA emission and fuel consumption 
models for light-duty vehicles require input di
rectly in terms of instantaneous vehicle performance 
(speed and acceleration), but the emission and fuel 
consumption models for heavy-duty vehicles described 
herein use functions of engine performance (engine 
torque and engine speed). EMPRO incorporates a sub
program that relates vehicle performance to engine 
performance for heavy-duty vehicles to estimate 

emissions and fuel consumption. 
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Emissions and Fuel Consumption Models for 
Ligh t-Duty Vehic les 

The emission models for co, HC, NOx and co2 devel
oped by EPA for light-duty vehicles and referred to 
as the Modal Analysis Model (_!!.), are presented in 
quadratic form of speeds for a steady state of vehi
cle motion, and in quadratic form of speeds and 
accelerations for transient states. The fuel con
sumption model is expressed as a linear function of 
the amounts of HC, co, and COz emitted. The emis
sion models are formulated as follows: 

Steady state 

where 

L =instantaneous emission rate (grams/second), 
V speed (mph) , and 
s coefficients (given in Table 1). 

Transient state 

L(V, A) =B 1 + B2 V + B3A + B4 AV + B5 V2 

+B6A2 +B7V2A+BaA2V+B9A2 V2 

where 

A • acceleration or deceleration (mph/second) and 
B • coefficients (given in Table 1). 

In the Modal Analysis Model, vehicles are classified 
in 18 groups by model year from 1957 to 1975 and by 
low or high operating altitude. The 1975 low-alti
tude group, which provides the most current informa
tion that is generally available and matches the 
terrain situations of many American cities, was 
selected for use in the TEXAS-II model. The models 
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and coefficients for estimating the emissions of CO, 
HC, NOx, and co2 for the 1975 low-altitude group 
of automobiles are given in Table 1. These coeffi
cients can be modified by the user if necessary. An 
evaluation of the models indicates that in steady
state driving the emissions of CO and HC decrease 
with speed while the emissions of NOx and co2 
increase with speed. The fuel consumption rate in 
s teady-state driving stays almost constant for 
speeds up to 10 mph and then increases with speed. 
In transient-state driving, acceleration increases 
emissions and fuel consumption. The effect of ac
celeration is higher when speed is higher. Use of 
the coefficients for the 1975 low-altitude group of 
vehicles can produce negative values of emissions 
and fuel flow. In the TEXAS-II model, all such 
negat i ve values are automatically set to zero. 

Emissions a nd Fuel Consump tion Models for 
Heavy - Duty Vehicle s 

A series of models (see Table 2) for estimating 
instantaneous values of emissions and fuel consump
tion for heavy-duty vehicles powered by gasoline or 
diesel engines was developed for incorporation into 
the data postprocessor called EMPRO in the TEXAS-II 
model. This development involved combining rational 
approximations of vehicle dimensions and operating 
characteristics with empirical data on engine per
formance to produce the models. 

Experiments conducted at southwest Research In
stitute (12-19) indicated that emission rates from 
heavy-duty vehicles are functions of speed, acceler
ation, engine make, type of pollution control de
vices, maintenance condition, and engine operating 
temperature. These experiments involved testing a 
representative sample of heavy-duty vehicles (HOVs) 
and measuring the produced emissions for comparison 
with proposed regulatory standards. A 13-mode 
steady-state test schedule was used for diesel en-

TABLE 1 Instantaneous Emission and Fuel Consumption Models for Passenger Cars (8 ) 

INSTANTANEOUS EMISSION MODELS 

Steady State Hodel : L(V) = 2 s1 + s
2

v + s
3

v 

L - Instantaneous Emissions Rate {gram/second) 

v . Speed (mph) 

Transient State Model: L{V,A) - 2 2 2 2 2 2 
Bl + B2V + B

3
A + B

4 
VA + B5V + B

6
A + B

7
V A+ B

8
VA + B

9
V A 

A . Acceleration or Deceleration {H/H2) 

COEFFICIENTS FOR EHI SS ION MODELS 

State co HC NO c o 2 x 

Sl l.16557780E - 01 5. 38159910E - 03 1. 46B95690E + 00 2.65079990E - 03 
Ste~dy S2 -4. 62989880E - 03 -l.45500000E - 04 7. 066901BOE - 03 -3.53701l020E - 04 

S3 6. 98999940E - 05 1. 999999BOE - 06 1. 61370010E - 03 2. 34 00004 0E - 05 

Bl 2 .15785210E - 01 8.06840140E - 03 2. 28404900E + 00 l. 08160000E - 02 
B2 -1. 257779BOE - 02 -4.00200020E - 04 -2. 62799000E - 02 -1. 22500000E - 03 
B3 5.14772980E - 02 9. 00400100E - 04 6.55900840E - 02 -7. 354 OOOlOE - 04 

Transient 
B4 -2. 34259990E - 03 6. 50000000E - 05 5.39221990E - 02 5.39399920E - 04 
BS 1. 6 7800000E - 04 6. 60000020E - 06 2.12890000E - 03 4.44000030E - 05 
B6 -1. 57 559990E - 03 -7. 35699900E - 04 -1. 65571990E - 01 -3.29720000E - 03 
B7 2.82299940E - 04 8.98000000E - 05 3.02321020E - 02 5.26600050E - 04 
BS 1. 25299990E - 04 -3.000000lOE - 07 -9. 01000020E - 05 3.11999970E - 06 
B9 4.8S000060E - 05 -6.00000020E - 07 -4.12700000E - 04 -8.40000030E - 06 

INSTl\NTANEOUS FUEL CONSUMPTION MODEL 

FF - o.866 • HC + o.429 • co+ 0.211 • co 2 
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TABLE 2 Instantaneous Emissions and Fuel Consumption Models for 
Gasoline and Diesel Trucks 

EMISSION AND FUEL CONSUMPTION MODELS FOR GASOLINE TRUCKS
1 

!lC . 6.526E - 03 + l.OBBE - OB * ABS(TRQ) * RPM+ 4.153E - 11 • TRQ 

* TRQ * TRQ * TRQ - 5.46E - 09 * ABS(TRQ) * TRQ * TRQ 

co = 10.0**(-2.636 + 3.l90E - 05 • TRQ • TRQ + 4.257E - 02 * SQRT(RPM) 

- 2.205E - 06 * ABS (TRQ) * RPM+ l.659E - 10 * TRQ * TRQ * TRQ 

* TRQ) 

NO = 10.0**(-l. 702 + 2. 505E - 02 * SQRT(ABS (TRQ)) - e. 991E + 02/RPM 

- 3.815E - 10 * TRQ * TRQ • TRQ * TRQ + 8.504E - 03 * ABS(TRQ)) 

FF . -1.301 + 7.409E - 06 * ABS(TRQ) •RPM+ 7.105E - 02 • SQRT(RPM) 

+ 3.555E - 10 * TRQ * TRQ * TRQ * TRQ 

EMISSION AND FUEL CONSUMPTION MODELS FOR DIESEL TRUCKS
1 

HC - -l.183E - 02 + 3.459E - 05 * RPM - 7. 560E - 06 * ABS (TRQ) - 4. 833E 

- 09 ,, RPM * RPM 

co . 3.069E - 02 - l.107E - 03 * ABS (TRQ) + 2. 212E - 07 * ABS (TRQ) 

* RPM + 1.103E - 05 * TRQ * TRQ 

NO - 2.602E - 02 - 2.035E - 04 * ABS(TRQ) + 4.024E - 07 • ABS(TRQ) 

* RPM + 6. 591E - 04 * SQRT(AilS (TRQ)) 

FF . -2. 898E - 02 + 3. 726E - 03 • ABS (TRQ) + 8.097E - 06 * ABS(TRQ) 

• RPM+ B.467E - 04 * (ABS(TRQ) +RPM) - l.lBOE - 01 * SQRT(ABS 

TRQ)) 

1 Units ~ grams/second 

Where: TRQ = Engine torque in foot-pounds 

RPM = Engine speed in revolutions per minute 

gine dynamometer tests (20) and a 23-mode schedule 
was used for gasoline engines (.!.!!) in steady-state 
operation. For each of these test procedures, a test 
engine was placed on a dynamometer and run through 
each mode in the prescribed sequence. For the dura
tion of each mode, HC, co, and NOx exhaust emissions 
were accumulated in a container (bag) for subsequent 
weighing while the engine operated at a specified 
number of revolutions per minute (RPM) and resistive 
torque (TORQ). 

In developing the heavy-duty vehicle emissions 
and fuel-consumption models for EMPRO, a regression 
analysis technique was used to relate a series of 
independent variables, including primarily RPM and 
TORQ, to the bag values of emissions produced by 30 
diesel engines of various makes and types (!!). 
Fifteen emissions models (three pollutant models for 
each of five engine makes) resulted from this pro
cess. In order to have only one emissions model for 
each pollutant, weighting factors, which represented 
the percentages of each make of engine included in 
the total sample, were used. A summary of the re
sulting three emissions models, along with the fuel 
consumption model, is given in Table 2. An underly
ing assumption in this model-building process is 
that the accumulation of all steady-state emission 
or fuel consumption predicted for a series of small 
time increments closely approximates the integral of 
an instantaneous emission or fuel consumption func
tion over the same time period. 

A similar model-building process was used to 
relate engine performance parameters (RPM and TORQ) 
for gasoline heavy-duty engines to emissions and 
fuel consumption. The number of sample engines (two 
1975 engines each with 350-in.• displacement) was 
small, but the predictive models for gasoline
powered HDVs that resulted are given in Table 2. 

These engines are used in TEXAS-II to power heavy
duty vehicles with appropriate characteristics to 
represent this overall class of vehicles. 

To convert vehicle speed and acceleration values 
to corresponding engine speed and torque values for 
use in the predictive emissions and fuel consumption 
models, a motion equation for a heavy-duty vehicle 
was derived. Four main resistive forces act on a 
moving vehicle: (a) rolling resistance, (b) air re
sistance, (c) resistance due to steepness of the 
road grade, and (d) drive train resistance (~. The 
motive force of the vehicle must equal the sum of 
these resistive forces to maintain a given velocity 
or produce an acceleration, The power output of the 
engine must act through the transmission and other 
drive train components as well as the tires to ef
fect the resulting instantaneous state of vehicle 
motion. The required engine torque (TORQ) is ex
pressed mathematically as 

TORQ a ll.106(GRO) {(0.0076 + 0.00006136(V))W 

where 

+ [0.0994l(V2 )] + W(dh/ds) + (40 + 0.45(V)] 
+ (W/32.2 + nI/R 2 )a} 

GRO = overall gear ratio including axle ratio, 
tire revolutions per mile, and transmis
sion gear ratioi 

V = vehicle speed, ft/sec = (RPM) (GRO) i 

dh/ds • gradient, f t/ft1 
n = number of tires: 
I = moment of inertia of wheel, lb/ft/sec2 1 
R = loaded wheel radius, fti and 
a = acceleration of vehicle, ft/sec•. 

This expression is adopted to estimate, at se
lected time intervals, the required torque and RPM 
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of a HOV engine given instantaneous velocities and 
accelerations, which are generated by the simulation 
processor in the TEXAS Model for Intersection Traf
fic (1_). 

It was necessary to define a typical HDV trans
mission. A typical transmission found in HDVs is the 
nine-gear manual transmission, in which the gear 
ratios range from 12.5:1 (first gear) to 1:1 (ninth 
gear). Based on empirical observations the following 
criteria were used to determine the most appropriate 
gear ratio at each instant of the simulation process. 

Starting with the transmission in first gear, the 
overall gear ratio and the RPM for a given vehicle 
speed are calculated. If the RPM exceed the spec
ified RPM that produce maximum torque, the trans
mission is shifted to the next higher gear. The 
lower the gear, the higher the torque. This cri
terion is enforced until the transmission is in the 
highest gear. Beyond this point, the engine RPM can 
exceed the specified RPM that produce maximum torque 
and can reach the manufacturer's specified maximum 
RPM. 

An algorithm for the emissions simulation process 
for heavy-duty vehicles is shown by the flowchart in 
Figure 2. Typical vehicle and engine specifications 
are provided in TEXAS-II. For each time increment of 
the simulation, a velocity and an acceleration are 
generated from the TEXAS Model for Intersection 
Traffic simulation processor, as mentioned pre
viously. From the velocity and acceleration, the 
operating mode of the vehicle can be determined: 
acceleration, deceleration, cruise, or idle. During 

START 

lNPUT 

VEHICLE AND 

ENGINf. 

SPECIFI CATIONS 

ENTER 

SIMULATION TIME 

AND INITIALIZE 

KOUNT • 0 

KOUNT '" KOUNT + 1 

TRANSMISSION 

IN NEUTRAL 

CALCULA1 F 

OVLH.h.U . C.F.All 

R1\TIO ANIJ 

CALCULATE 

Rt:QUIRFD 

f(JRQUE 

{Al CUI.Al F. 

EMl'-;SIONS ANll 

FlJU. CONSUMI' J 1 ON 

FIGURE 2 Emissions simulation process for heavy-duty vehicles 
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the next step, torque and RPM are calculated by 
applying the criterion for gear shifting. When 
engine torque and RPM are known, emissions and fuel 
consumption rates are estimated. 

Summary Statistics from TEXAS-II 

A wide range of traffic performance and traffic 
control device statistics is calculated and tabu
lated by the TEXAS Model for Intersection Traffic 
(3), which is incorporated in TEXAS-II. Of these, 
such factors as speed, delay, queue lengths, and 
vehicle miles of travel are of particular interest 
in analyzing the cause-and-effect relationship of 
traffic behavior at an intersection. 

EMPRO, the new data postprocessor in TEXAS-II, 
computes quantitative estimates of CO, HC, NOx, and 
fuel consumption and accumulates them in the form of 
summary statistics. The statistics are tabulated 
according to bucket, lane, leg, total intersection 
system, and vehicle class for any user-selected time 
interval. Small buckets and short time intervals can 
be chosen to help minimize the effects of displace
ment, dispersion, or reaction of pollutant sources 
when modeling concentrations at selected locations 
in or near the intersection system. Bucket sta
tistics show the longitudinal variation of emissions 
and fuel consumption along each inbound and outbound 
lane. Lane statistics are the sum of all buckets 
along a lane and show the transverse variation in 
emissions and fuel consumption on each intersection 
leg. Approach statistics are the sum of all lane 
statistics, regardless of direction, on each leg. 
Total intersection system statistics are summed 
about all approaches and at the intersection proper. 
Both approach statistics and intersection statistics 
can be used to analyze the significant effects of 
selected intersection environmental factors on emis
sions and fuel consumption. 

Figures 3-5 show the pattern of fuel consumption 
statistics that are produced by EMPRO on the inbound 
lanes and in the intersection proper where two four
lane streets intersect. Figure 3 shows the grams of 
fuel consumed by mixed traffic passing through each 
100-ft bucket in each inbound lane on the east-west 
street in a 15-min period for the geometry, traffic, 
and traffic control conditions shown. Figure 4 shows 
similar statistics for the north-south street. Fig
ure 5 shows a summary of fuel consumption on all 
inbound lanes and the amount of fuel consumed by all 
vehicles crossing the intersection proper. 

Application of TEXAS-II 

The TEXAS-II model is currently operational on main
frame CDC and IBM computers that support FORTRAN 66 
and FORTRAN 77 languages. The package is being con
verted to FORTRAN 77 and adapted to a user-friendly, 
interactive format of input and output that will 
probably incorporate interactive computer graphics. 
This enhancement, which will be completed in a few 
months, also includes adaptation to run on super
minicomputers such as the VAX 11/780. 

TEXAS-II has been run more than 300 times re
cently in a series of experiments designed to obtain 
quantitative estimates of the effects of various 
traffic and intersection factors on emissions, fuel 
consumption, traffic delays, and queue lengths (±l.). 
The resulting data have been used to build predic
tive models of emissions and fuel consumption at 
intersections. The factors that were used for simu
lating the intersection environment were (a) inter
section size, (b) presence or absence of a special 
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FIGURE 5 Fuel consumption estimates on all 
inbound lanes and within the intersection 
proper. 

left-turn lane, (c) pretimed signal control, (d) 
fully actuated signal control, (e) all-way stop-sign 
control, (f) traffic volume, (g) left turns, and (h) 
heavy-duty vehicles. A typical four-way intersec
tion, with moderate traffic, run for 5 min start-up 
time and 15 min simulation time took about 300 TM 
seconds on a Cyber 170/750 system for the simulation 
processor. The emissions processor took an addi
tional 100 TM seconds to calculate the emissions and 
to place them in the appropriate buckets along each 
lane and in the intersection proper. 

The results of this study (±1_) can be used in one 
of three ways. First, the predictive models can be 
applied to calculate the expected source of emis
sions, fuel consumption, and traffic performance 
parameters for any selected intersection situation 
that was included in the range of simulated condi
tions. Second, a series of tables can be used for 
convenient lookup of these values. Finally, the 
TEXAS-II computer simulation program can be run to 
obtain detailed data concerning any specific inter
section environment of practical interest. The val
ues thus obtained can serve as a basis for further 
emission dispersion studies or for direct comparison 
of the effects of various intersection features on 
emission sources, fuel consumption, vehicular delay, 
and queue lengths. 
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Discontinuity in Equilibrium Freeway Traffic Flow 
HAROLD J. PAYNE 

ABSTRACT 

Analysis of freeway traffic flow data re
veals a discontinuity in the equilibrium 
relationship between speed and density, 
supporting the dual-mode or two-regime 
theories of traffic flow. This work was done 
during the development of an appropriate 
equilibrium speed-density relationship for a 
dynamic macroscopic freeway simulation model, 
FREFLO. This context assisted in clarifying 
the distinction between equilibrium and non
equilibrium conditions in traffic data and 
as a consequence made the discontinuity in 
equilibrium conditions perfectly evident. Use 
of the new relationship greatly improved the 
quality of FREFLO model predictions. The cor
responding discontinuity in the volume that 
can be maintained appears to have great sig
nificance for the design of freeway control 
systems. 

Traffic speeds bear a generally consistent relation
ship to traffic density (i.e., mean spacing). A 

multitude of theories has been developed to repre
sent both static, average relationships at a macro
scopic level and dynamic relationships at both 
microscopic and macroscopic levels. These theories 
are connected by the fact that the possible steady
state conditions of the dynamic models, expressed as 
a set of speed-density pairs, can be viewed as a 
macroscopic, equilibrium speed-density relationship. 

The earliest work proposed fairly simple speed
density relationships (e.g., speed linearly decreas
ing with increasing density). However, Edie (_!) 
first observed a difference in character between two 
regimes of traffic, roughly characterized as uncon
gested and congested, and proposed a more sophisti
cated two-regime model for the speed-density rela
tionship. Empirical analyses (2-5) tended to support 
this view and others investigated this concept (~). 

Further support for the existence of two modes of 
behavior, and in particular for a discontinuity in 
the speed-density relationship, is provided. This 
work was done during the development of an appropri
ate equilibrium speed-density relationship for a 
dynamic macroscopic freeway simulation model, FREFLO 
12r!l. This context assisted in clarifying the dis
tinction between equilibrium and nonequilibrium 
conditions in traffic data and aa a consequence made 
the discontinuity in equilibrium conditions per-
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fectly evident. Use of the new relationship greatly 
improved the quality of FREFLO model predictions. 

This discontinuity also reveals itself as a dis
continuity in the volume-density relationship. In 
this form, implications for freeway control are 
evident. This was first recognized by Bullen J.2), 
and was elaborated by him and his colleagues (10,ll). 

The remainder of this paper is organized as fol
lows. The next section describes FREFLO and the role 
of the equilibrium speed-density relationship in it. 
Subsequent sections describe the acquisition, prepa
ration, and selection of datai data analysis proce
dures i and regression results. The final section 
addresses implications for freeway control. 

FREFLO 

The TRAFLO simulation code, recently completed under 
FHWA sponsorship, consists of three street network 
component models and a macroscopic freeway component 
model, TRAFLO. FREFLO is the macroscopic freeway 
component of the TRAFLO simulation code (12). 
FREFLO, as described in several reports and papers 
( 12-14) , is based on an aggregate variable model 
first developed for simulation purposes by Payne (7). 

FREFLO is based on a representation of traffic 
flow in terms of three aggregate varial51.es: 

p: traffic density (units: vehicles/lane-mile), 
u: (space-mean) speed (units: miles/hour), and 
q: volume (units: vehicles/lane-hour). 

The freeway itself is represented by a network of 
freeway sections. Traffic flow is assumed to be 
homogeneous within a section. The two aggregate 
variables, p and u, describe conditions over a 
section at an instant in time. Volume, on the other 
hand, describes the rate of movement of vehicles 
past section boundaries. 

To make FREFLO specific to a site, traffic demand 
data, geometric data, and traffic flow behavior data 
must be specified. The traffic flow behavior param
eters were the object of the calibration effort 
described elsewhere (15). 

The parameters calibrated were 

1. Speed-density relationship parameters, in
cluding nominal capacity for each section of road
way, free-flow speed, and several more coefficients 
that define the shape of the speed-density relation
ship and 

2. Dynamic interaction parameters, including the 
reaction time coefficient kT and the anticipation 
coefficient kv. 

Attention is restricted to the speed-density rela
tionship. Results pertinent to the dynamic interac
tion parameters are available elsewhere (15). Free
way traffic surveillance data gathered from the 
freeway systems in Los Angeles (16,17) were acquired 
for use in this study. ~ ~ 

ACQUISITION, PREPARATION, AND SELECTION OF DATA 

Automated surveillance equipment for acquiring 
speed-density data is available in the Los Angeles 
area. Occupancy and counts over 20-, 30-, or 60-sec 
intervals are generated. Speed traps were not in 
place, so direct measurement of individual speeds 
was not provided. 

With automated surveillance data, the occupancy 
data can be scaled to obtain density. The appropri
ate scale factor depends on the traffic mix (distri
bution of vehicle lengths), the size of the presence 
detector loop, and the selection of thresholds in 
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the associated electronics. Hence, the appropriate 
scale factor will be site specific and can vary 
significantly from one location to another. 

Counts yield volume measurements by application 
of the appropriate factor. For example, 60-sec 
counts yield hourly volumes according to 

Hourly volume= 60 x (60-sec count). 

Finally, given any two of the three (desired) mea
surements, density, speed and volumes, the third can 
be derived via the relationship 

Volume a speed x density. 

In Table 1, surveillance data, occupancy, and 
speed (derived from volume and occupancy) measure
ments from the Santa Monica Freeway in Los Angeles 
are given. (Density values were computed from oc
cupancy by applying the scale factor 2. 72, a value 
appropriate for the Los Angeles freeways from which 
data were obtained for this research.) As suggested 
in Table 1, attention is focused on station 18. 

The dynamic speed-density relationship includes 
the equilibrium speed-density relationship. It also 
includes additional terms that are intended to en
tirely account for spatial and temporal variations 
in traffic conditions of the FREFLO model (15). To 
obtain data suitable for calibrating the speed
density relationship, it is necessary to exclude 
data at times and places where substantial spatial 
and temporal variations exist. Therefore, in examin
ing data pertaining to a particular location (i.e., 
a surveillance station) it is necessary to consider 
data from adjacent stations to properly identify 
equilibrium data. 

Data at a particular station are not suitable if 
values (of density or speed) at adjacent stations 
are substantially different, indicative of substan
tial spatial variations. It is also necessary to 
observe variations over time within a stationi data 
values are not suitable if adjacent values (in time) 
are substantially different, indicative of substan
tial temporal variations. 

In Table 1, three segments of data pertaining to 
station 18 have been distinguished. The first seg
ment contains high-speed, low-density, equilibrium 
data. The second segment involves nonequilibrium 
data, so judged because the substantial spatial 
variations in speed, or occupancy, or both i these 
data are not used for calibration. The third segment 
involves low-speed, high-density equilibrium data. 
Such data will entail some temporal and spatial 
variations, but there is no persistent difference, 
as there is in the second segment. 

Analysis of Equilibrium Speed-Density Data 

The analysis of speed-density data to produce the 
desired equilibrium speed-density relationship in
volved two major steps: (a) careful selection of 
equilibrium data and (b) application of regression 
software to extract coefficients and measures of fit. 

Data Selection 

Selection of data for developing the equilibrium 
speed-density relationship requires great care. 
Figures l through 4 show the differences in the data 
that arise depending on the degree of care that is 
taken in selecting data. Figure l shows composite 
data from several adjacent stations on the Santa 
Monica Freeway. Table l gives a portion of that 
data. It will be observed that there appears to be a 
continuous reduction of speed with density. However, 
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TABLE 1 Occupancy and Speed Data from the Santa Monica Freeway in Lo8 Angeles 
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OCCUPANCY (:I ) 

STATION NUMBER 
TIME 15 16 17 18 19 20 21 

14 13 13 12 14 14 10 
14 13 12 17 14 14 
14 15 14 ~ 1a 19 15 
11 12 15 16 17 19 14 
15 1 1 10 20 18 15 16 
17 17 15 14 18 1° 15 
13 14 1a 16 11 io 1~ 
15 13 14 21 16 17 15 
14 13 15 23 17 19 15 
14 13 13 25 16 16 1~ 
13 12 15 21 16 14 14 
16 14 13 24 19 17 13 
19 14 27 29 18 19 15 
17 14 25 27 16 17 18 
17 18 29 28 17 16 14 
18 28 32 29 16 17 16 
18 32 49 25 17 18 16 
21 26 31 24 18 14 15 
24 33 30 27 17 17 15 
22 36 26 31 18 20 15 
38 29 31 26 23 19 16 
29 24 28 26 17 21 15 
22 30 30 26 19 19 16 
35 29 32 24 19 18 18 
29 29 42 27 20 16 16 
24 27 28 27 19 20 17 
28 47 27 ~~ 20 23 22 
36 38 28 26 17 20 22 
35 27 30 25 19 20 36 
2~ 22 3~ 26 18 23 22 
22 2~ Sl ~ 20 40 21 
22 24 32 19 32 21 
21 31 35 25 26 20 
20 31 32 35 24 20 
29 26 33 31 23 26 
25 39 34 33 21 22 

DENSITY VEH/LNMI 

FIGURE 1 Composite scnttcrplot for several Santa Monica 
Expressway stations. 

SPEED (M'l / HR ) 

STATION NUMBER 
15 16 17 18 19 20 21 

49 ~J 49 47 44 44 49 
50 54 48 45 43 46 
47 50 51 3 6 41 44 44 
46 49 46 37 40 41 47 
49 50 44 40 39 42 4o 
49 53 47 31 40 39 45 
49 52 47 26 41 40 44 
49 53 so 24 40 42 44 
50 51 44 29 40 43 46 
48 53 40 27 39 41 46 
44 50 23 20 40 38 46 
42 49 2: ~2 39 38 4~ 
43 40 20 21 40 39 42 
46 24 21 21 ' 38 38 44 
45 21 9 24 40 38 43 
34 29 19 24 36 41 45 
30 15 22 22 37 39 44 
33 13 23 22 37 38 44 
14 21 19 24 32 38 43 
20 27 21 21 37 34 44 
32 19 18 24 37 38 ~3 
17 21 17 25 35 38 41 
22 21 12 24 34 37 41 
28 20 20 22 36 34 36 
26 a 23 24 34 33 32 
16 16 22 22 37 3~ 31 
14 24 21 24 37 32 15 
23 28 19 24 35 31 28 
29 2e e 25 36 12 ~o 
32 20 19 24 J~ ~o 32 
33 16 1~ ' 26 ~~ 3~ 
35 19 16 26 16 27 32 
2~ ~3 19 ~6 ~1 29 24 
29 12 17 21 18 31 28 
31 1~ ~1 18 1~ ~~ ~1 
29 20 19 18 16 32 19 
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FIGURE 2 Scatterplot for Santa Monica Expressway station 18. 

one must recognize that data from different stations 
involve different electronics so that different 
scale factors may be required to accurately estimate 
density from occupancy at the several stations. In 
the composite data displayed, a single scale factor 
was applied. In addition, differences in that data 
for distinct stations can be expected because of 
local geometrics and resultant differences in traf
fic behavior. Finally, the data of Figure l include 
data in nonequilibrium conditions. 

in nonequilibrium conditions. 'Figures 3 and 4 
clearly show the distinctive differences among sev
eral traffic regimes. In Figure 3, only nonequilib
r ium data are shown. It will be noted that speeds 
are generally in the 30- to 40-mph range, with 
densities in the 40- to 60-vehicles per lane-mile 
range. Equilibrium data are shown in Figure 4. These 
data clearly fall into two regimes, corresponding to 
high-speed flow and congested flow. Most striking, 
however, is the clear discontinuity in speeds: 

Figure 2 shows data pertinent to a single sta
t ion, SME 18. (A portion, but not all, of the data 
in Figure 2 is present in Figure l.) Compared with 
the data in Figure 1, there is clearly a great deal 
less scatter. These data, however, also contain data 

Equilibrium speeds in the 30- to 40-mph range are 
rare. Thus, the appearance of continuity of speed as 
a function of density is seen to be derived from 
mixing noncquilibrium data with equilibrium data. 

In the analyses that were undertaken, data were 
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FIGURE 3 Nonequilibrium data for Santa Monica Expressway 
station 18. 
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TABLE 2 Data Selected for Equilibrium Speed-Density Analysis 

TOTAL NUMBER 
OF EQUILIBRIUM NUMBER 

STATION DATA PAIRS DATA SET* OF POINTS 

Sf.£12 491 740904-62 141 
740904-63 175 
740423-53 175 

SME18 301 740904-62 110 
740904-63 30 
740423-53 61 
740423-56 100 

HAS13 404 740904-60 130 
740322-01 64 
740325-02 72 
740426-05 138 

HAS18 429 740904-60 155 
740322-01 95 
740325-02 88 
740426-05 91 

HAS24 170 740904-60 22 
74032~-02 88 
740426-05 60 

•see Payne (16). 

This procedure is of course iterative. Selection of 
data required careful attention to temporal and 
spatial variation, as discussed previously. 

Functional Forms 

Several functional forms were examined, including 
the two-regime polynomial and inverse polynomial 
forms and the three-regime forms. The first two 
functional forms involve one density breakpoint that 
divides the free-flow from the impeded and con
strained flow regime. The third functional form also 
involves a second density breakpoint, dividing the 
impeded and constrained flow regimes. 

'l'hese functional forms were selected by visual 
inspection of data to select data that provide ade-

0 20 60 Ul0 

DENSITY VEH/LNHI 

FIGURE 4 Equilibrium data for Santa Monica Expressway 
station 18. 

1 ~0 quate conformance to the trends and degrees of free
dom in matching the data. Data in each regime were 
treated separately and manipulated as necessary so 
that linear regression techniques could be applied. 
Finally, assessment of the alternative results was 
made to arrive at a standard form for the equilib
rium speed-density relationship that is believed 

carefully selected to remove nonequilibrium data. 
Analyses were first conducted on data from a single 
station. When a proper understanding of the form of 
the speed-density relationship was obtained, analy
sis of a composite data set, formed by aggregating 
all the station-specific data, was conducted to 
establish a universal form for the speed-density 
relationship. The data selected for analysis are 
given in Table 2. 

DATA ANALYSIS PROCEDURES 

The steps adopted for determination of the equilib
rium speed-density relationship were 

1. Selection of data, 
2. Selection of functional form, 
3. Selection of density breakpoints to define 

flow regimes, 
4. Application of regression technique in each 

flow regime, and 
5. Qualitative and quantitative assessment of 

alternatives. 

appropriate for implementation of FREFLO. The three
regime form is shown in Figure 5. 

The method adopted for estimating coefficients 
from data was to apply linear regression to the data 
in each of the two- or three-flow regimes sepa
rately. In certain circumstances, this required a 
preliminary manipulation of the data so that a 
linear regression technique could be applied. 

In all instances, the free-flow regime was repre-
sented by a constant free-flow speed. The value of 
free-flow speed was simply obtained as the average 
of speed values where the corresponding density was 
below the density breakpoint, Pl• defining the 
free-flow regime. 

Three functional forms were considered for the 
impeded and constrained flow regime: 

1. Polynomial, 
2. Inverse polynomial, and 
3. Shifted inverse polynomial. 

The polynomial form, 
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FIGURE 5 Three-regime, discontinuous speed-density relationship. 

can be directly treated by standard linear 
regression techniques. IBM's Scientific Subroutine 
Package was in fact used for this purpose. The 
inverse polynomial form 

can be rewritten as 

Hence, if each 
(p, l/u) , the 
technique can 
shifted inverse 

data pair (p, u) is 
same standard linear 

be applied. The third 
polynomial, 

can similarly be written as 

replaced by 
regression 
form, the 

so that the data transformation form (pu) to 
[p,l/(ua+u)] again allows application of the 
same technique. 

Note that the selection of the density 
breakpoints and the speed offset (uol are not a 
part of the linear regression technique and must be 
done before curve fitting. The method adopted was to 

1. Select density breakpoints (and speed offset, 
Uo, in the third form), 

2. Apply linear regression in each regime, and 
3. Combine results (compute total sum of squared 

deviations) . 

Variations in density breakpoints, functional form, 
polynomial order, and speed offsets produced alter
native results that were then assessed quantita
tively, using the total sum of squared deviations, 
and qualitatively, considering the resultant volume
density relationship and the consistency of the 
selection of breakpoint with actual match of sepa
rate regression at the density breakpoint. This 
method is suboptimal in the sense that an optimal, 
nonlinear regression technique embodying selection 
of polynomial coefficients, density breakpoints, and 
speed offset could have been defined. This method 
was selected primarily because of its simplicity and 
economy, which depend on available subroutines. 
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REGRESSION RESULTS 

The methods described earlier were applied to the 
data sets given in Table 2--initially to each sta
tion-specific data set and then to the composite 
data set. Initial analysis focused on the determina
tion of an appropriate functional form. This effort 
resulted in selection of the three-regime, discon
tinuous form. More specifically, it was found that 
the first-order polynomial form in the impeded 
regime and the inverse first-order polynomial form 
in the congested regime were satisfactory. 

Results of the regression analysis are given in 
Table 3. Shown are full calibration results and 
results for calibration to the standard form. The 
former is discussed first. Each station-specific 
data set was subjected to a sec ies of regression 
analyses, with the functional form fixed as indi
cated and with variations in density breakpoints and 
speed offset. Table 3 gives results of these analy
ses in the form of regression coefficients, selected 
breakpoints, capacity, and fit. The relative con
sistency of these results suggested that a universal 
form might be obtained from the composite data set. 
Results of that analysis are also given in Table 3. 

The results obtained from this analysis of the 
composite data defined the standard form for the 
speed-density relationship. This relationship and 
the corresponding volume-density relationship are 
shown in Figures 6 and 7, respectively. 

The next set of analyses involved application of 
a second calibration method (15) to each of the sta
tion-specific data sets. Each such analysis estab-
1 ished a free-flow speed and a scale factor that 
determined the nominal capacity. The method of ar
riving at the two parameters was twofold: (a) linear 
regression to establish free-flow speed and (b) an 
iterative, mean-square error technique to establish 
the scale factor. Details appear elsewhere (15). 
These results are given in Table 3 under the heading 
"Calibration to Standard Form." The free-flow speed 
is the same as obtained in the full calibrations. 
Fits were generally only slightly degraded from thP. 
full calibration results. 

It is interesting to note that these results 
imply a corresponding discontinuity in volume at the 
second breakpoint of significant size. For the 
standard relationship identified, volume decreased 
from 2,136 to 1,723 veh/lane-hr at the breakpoint 
value of 55 veh/lane-mile. 

IMPLICATIONS FOR CONTROL 

Bullen <2> first called attention to the importance 
of the dual-mode behavior of traffic flow as mani
fested by the distinction in the character of traf
fic flow in the uncongested and congested regimes, 
and particularly as a consequence of the discon
tinuity in volume. His observations generally accord 
with the views of many freeway operations traffic 
en')ineers who recO')nize the inst.A hi 1 i ty of traffic 
near peak volumes. The general principle that is 
derived from this understanding is a need to operate 
the freeways at volumes less than peak volumes to 
avoid a transition to the congested regime with an 
associated substantial reduction in volume. 

A full understanding of the discontinuity is not 
yet available. One expects that the basis for the 
discontinuity should be traceable to specific char
acteristics of driver-vehicle behavior. Some sugges
tions along these lines were presented by Ceder <2>, 
but no definitive studies have been done. Recently, 
however, Cohen, according to a private communica
tion, has made controlled simulation runs using the 
microscopic INTRAS model (..!!!.,..!2_) , which have also 
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TABLE 3 Summary of Regression Results 
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FIGURE 6 Regression for composite data set (speed-density). 
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FIGURE 7 Regression for composite data set (volume-density). 

exhibited a reduction of substantial volume after 
breakdown in a lane-drop situation (INTRAS models 
individual car behavior). 

Figure 8 shows such a lane-drop situation with 
associated ramps. Uncontrolled, traffic can enter 
the upstream on-ramp in such volume as to exceed the 
capacity, leading to breakdown (i.e., transition to 
the congested conditions). In a long section of two 

-·7r_· -~// 
FIGURE 8 Freeway bottleneck. 

lanes, the capacity will as a result be substan
tially reduced, contributing further to congestion 
and delay. On-ramp control, either by storing vehi
cles at the ramp or by diverting vehicles to an 
alternate route, can prevent breakdown and thereby 
maintain a higher service rate (i.e., volume along 
the two-lane section). 

Traffic dynamics are substantially more complex 
than this simple analysis might suggest. The FREFLO 
model, by representing effects due to spatial varia
tions in density, for example, admits increased 
volumes above the congested capacity in transition 
areas (e.g., at the head of a queue). This effect is 
also observed in real traffic. As a result, the 
effect of the discontinuity can be overcome in small 
areas. Development of control strategies to account 
for the discontinuity in volume must therefore be 
fairly sophisticated and take into account dynamic 
as well as the underlying static equilibrium rela
tionships. 
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