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Effects of U.S. Rail Deregulation on 
Pricing Activities of Canadian Railroads 

FRANK R. WILSON, GORDON A. ROGERS, and ALBERT M. STEVENS 

ABSTRACT 

The U.S. Congress, in an effort to assist 
the country's railroad industry that was suf­
fering from a restrictive and outdated reg­
ulatory system, passed legislation aimed at 
revitalizing the troubled industry. In pass­
ing the Staggers Rail Act of 1980, Congress 
introduced deregulation to the railroads, 
granting them the freedom that allowed them 
to operate in a more competitive environ­
ment . The revised regulatory structure has 
had widespread implications for the pricing 
strategies of both U.S. and Canadian rail­
roads. The effects of the U.S. rail deregu­
lation on the pricing activities of both 
U.S. and Canadian railroads are examined in 
this paper. The railroad industry in Canada 
had operated under considerable price free­
dom since the National Transportation Act 
was passed in 1967. U.S. railroads, in com­
parison, appeared to be overregulated and 
increasingly unable to compete with other 
modes of transportation. Legislation passed 
in the 1970s was unsuccessful in creating 
the stimulus the railroads required. The 
Staggers Act did indeed relax many of the 
rail carriers' obligations, but it also 
drastically curtailed the degree of anti­
trust immunity the industry had enjoyed for 
many years. The railroads have been forced 
to operate in a much more competitive manner 
since October 1980, and contracts and re­
bates are becoming commonplace. The Canadian 
railroads have been forced to respond to the 
revival of competition south of the border 
or risk losing a significant proportion of 
their international traffic. Deregulation 
has also had legal ramifications for Canadian 
carriers because the laws governing the move­
ment of freight traffic in the two countries 
are now in conflict. There is a distinct 
possibility that the Canadian railroads will 
lose their immunity to anticombines laws, an 
event that has already occurred in the 
United States. 

The Stagg ers Act has created conflict between Cana­
dian a nd U.S. railroad regulat i ons in a number of 
areas. In this paper the major differences in the 
legislative framework of the two countries and how 
these differences have affected the pricing of in­
ternational freight traffic originating in Canada 
are examined. Three major areas are examined: (a) 
the Canadian railroads' response to American com­
petition and pric e f reedom; (b l c omplications o f 
participa tion in t h rough rate s a nd r outes be cause of 
s urc ha r ge s , cancellations , and rebates ; a nd (c ) 
a nti t rust implica t ions of d e regulatio n for Canadian 
railroads. 

CANADIAN RAILROAD PRICING SINCE U.S. DEREGULATION: 
A CASE STUDY 

Changes in pricing policies since u.s. deregulation 
have not been limited to U.S. railroads. Canadian 
carriers have been forced to take action of a com­
petitive nature to avoid a significant erosion of 
their market share of u.s. traffic. Shortly after 
the Staggers Act was passed in October 1980, u.s. 
railroads began an overhaul of their freight rate 
structure that resulted in many rates being reduced. 
A significant number of these rate reductions ap­
plied to points in Canada ser ved by a u.s. carrier 
or to border points tha t could easily be reached by 
a Canadian shipper. 

Canadian railroads were then faced with a situa­
tion where many origins they served had published 
rates that were lower than their own if the traffic 
was routed on a u.s. carrier that had filed an in­
dependent tariff. In order to protect their share of 
international traffic, Canadian railroads were 
forced to publish competitive rates. It was assumed 
that this competition would be beneficial to ship­
pers; however, such was not necessarily the case. 
The reasons will become clear f rom the following 
case study. 

The British Columbia forest industry is heavily 
dependent o n t he United States as a ma rke t f o r its 
p roduc ts. Of the 8 . 9 billion board feet ( fbm ) of 
l umber expo r t ed f rom British Columb ia i n 19 80 , 6.3 
billion fbm, or 71 percent, went to the United 
States (J.G. Black, "Impact of u . s. Rail Deregula­
tion on the Forest Products Industry of British 
Columbia,• paper presented to the Council of Forest 
Industries, Vancouver, Bri tish Columbia, October 6, 
1981). Of that amount, 78 pe r c ent moved by rail. The 
distance from the source of product ion to the major 
consuming areas makes transportation c osts a criti­
cal factor in the ability of British Columb ia lumber 
producers to market their product compe t i tively. For 
this reason the industry has been d irectly affected 
by U.S. rail deregulation, as well as by the Cana­
dian response to the new environment. 

This particular analysis includes a review of the 
traditional international freight rate structure and 
a discussion of new tariffs that have been brought 
into effect since deregulation. A summary of reac­
tion from the industry to the breakdown of tradi­
tional rate relationships is presented. 

The Transcontinent a l Fre i gh t Rate S truc t ure 

Lumber shipments by rail from British Columbia and 
the U.S. Pacific northwest have customarily moved 
under rates published by the Trans-Continental 
Freight Bureau (TCFB) • These rate structures have 
been in existence for approximately 75 years and 
provide the basis for all t ranscont ine n tal commodity 
movements originating in wes t ern Canada and the 
United States. The rates are based on origin groups , 
which are blanket zones covering large geographical 
areas. Rates from points within an origin group are 
identical, which has led to some interesting 
anomalies. 



2 

For example, the Coas t Rate Zone , or g coup 1, 
extends from Pr ince Rupert, Br i t ish Columbia, all 
the way down the west coast ·t o the California 
border. Because all points in this group take the 
same rate basis, a shipper in Prince Rupert pays the 
same freight rate as a shipper in Portland, Oregon, 
700 miles to the south. 

The origin zones under the TCFB rate structure 
are shown in Figure 1. It is apparent that the rates 
in the Coast Zone were predicated on responding to 
potential water competition from the west coast to 
the east coast. The British Columbia Rail Rate Zone 
was established in the 1950s, l ong after the origi­
nal TCFB rate structure, It reflec ts the tleytl!I! of 
captivity of shippers along the line, and because 
there is no competition from water carriers, rates 
are somewhat higher than the Coast basis. The In­
terior and Inland rates were once higher than the 
Coast zone ratesi however, because water competition 
has diminished, the Coast rates are now generally 
higher than the Interior rates. 

One of the functions of a rate bureau is to pro­
vide a forum for collective rate making and division 
hearings. Independent action by single carriers was 
traditionally unheard of and, until recently, un­
necessary. The Staggers Act changed all that. Under 
u.s. rail deregulation, carr iers a re e ncouraged, 
indeed required, to take independent action on 
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single-line rates. Collective discussion is no 
longer permitted because of the extended application 
of antitrust laws. At the same time, a number of 
u.s. railroads were embarking on ambitious acquisi­
tion programs that facilitated the development of 
single-line through rates, 

Competit ive Railroad Action 

Taking advantage of the deregulated environment, the 
Burlington Northern (BN) substantially lowered its 
rates on lumber from Washington and Oregon to points 
in 6outhwestern Lines l!!u ltury. Included in tllis 
reduction were points in British Columbia served by 
the Burlington Northern--specifically Vancouver and 
Nelson, a town in the southern interior just north 
of the U,S, border. The new rates resulted in reduc­
tions of up to $1,400 a carload on lumber from Van­
couver to Dallas, Texas, a city at the center of one 
of the fastest growing markets for lumber. 

The new rates lowered transpor tation cost s by up 
to $21 per thousand board feet from Vancouver . This 
is equivalent to a 25 percent reduction. The magni­
tude of this reduction was sufficient to divert a 
substantial amount of lumber tra f fic normal l y han­
dled on Canadian railroads to a .s . car rier. Cana­
dian railroads were not slow in responding to this 
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threat. Within weeks of the publications of the BN 
tariff, both Canadian National Railways, through the 
Canadian Freight Association (CFA), and Canadian 
Pacific West (CPW) issued tariffs that contained 
rates structured to minimize any erosion of market 
share. A comparison of the rates published in these 
tariffs, as well as those in the BN and TCFB 
tariffs, is given in Table 1. 

TABLE 1 Comparison of TCFB and Special Rates to Dallas' 

TCFB BN CFA CPW 
4518 4494 4105b 4025b 

Origin ($) ($) ($) ($) 

Vancouver 5,731 4,323 5,115 4,771 
Terrace 5,731 5,340 
Portland, Oreg. 4,746 4,323 
Prince George 5,621 5,230 
Kamloops 5,621 4,955 4,837 
Kelowna 5,621 4,955 4,579 
Nelson 4,467 3,960 3,976 
Oroville, Wash. 5,621 3,960 
Williams Lake 6,072 5,450 
Ft. St. John 5,775 5,450 

Note: Dash = not applicable. 

asased on 110,000 lb per car. 
bAs of January 1, 1982. 

The overall result of this rate action was a 
major reduction in freight rates on lumber from 
points in British Columbia to destinations in Texas. 
It would have appeared that these reductions would 
be welcomed by the industry. This was not the case. 
If there is anything the lumber industry resists 
more than a rate increase, it is a restructuring of 
rates that alters existing rate relationships be­
tween mills. Therefore, although the new tariffs 
reduced the rates from all British Columbia origins 
to Texas, they lowered rates from some origins more 
than from others. The result was a distortion of the 
traditional rate relationship that had existed be­
tween mills throughout the province. The former rate 
structure tended to minimize factors such as dis­
tance and cost in the rate, resulting in a variation 
in freight rates of only about $100 per car on Cana­
dian National Railway origins. This rate scale al­
lowed mills in the northwestern area of the province 
to remain competitive, on the basis of transporta­
tion costs, with mills located in other areas of the 
province much closer to the market. 

Deregulation in the United States brought the 
traditional rate structure to an end. The rates 
published by CN and CP in their respective tariffs 
were based on meeting the competition from u.s. 
carriers, and therefore the distance factor could no 
longer be ignored. Although rates from all origins 
throughout the province were reduced, those geo­
graphic points considered most vulnerable to U.S. 
competition benefited the most. 

Reaction of Shippers 

Major protests against the new rate structure came 
from producers in the northwest corner of the prov­
ince. The parity that formerly existed between this 
area and other parts of the province was removed 
under the new, competitive rate structure. If pro­
ducers in this area were forced to pay freight rates 
based on cost- and distance-related factors, their 
ability to compete with southern British Columbia 
producers would be considerably eroded. Reaction 
from the producers in this area was swift. Represen­
tatives of mills attempted to point out the effects 
on their operations that would result from the newly 
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implemented rate structure. A summary of their con­
cerns follows. 

1. Traditional rate relationships have been 
disrupted so the net effect is that northwestern 
British Columbia mills are now at a rate disadvan­
tage compared to Vancouver and Prince George mills. 

2. These transportation penalties, unless recti­
fied, will cause further deterioration of the north­
western mills' ability to compete effectively in the 
North American markets. 

Although the overall reduction in freight rates was 
acknowledged, the mills' concerns were the result of 
some of their competitors' rates having been reduced 
even further. 

Matters of this type also normally involve the 
Transportation Committee of the British Columbia 
Council of Forest Industries (COFI). Comprised of 
representatives of most companies in the British 
Columbia forest industry, the Council is a body 
whose aim is to present a unified viewpoint on areas 
of concern to members. U.S. rail deregulation and 
its effects on the British Columbia forest industry 
are a matter that clearly has varying ramifications 
for different members of the industry. Although 
deregulation is proving to be beneficial to some 
members of the industry, the protest noted pre­
viously indicates that it may be difficult for the 
Council to maintain unanimity in its negotiations 
with the railroads. In its 1981-1982 annual report 
the Council acknowledges that 

One result of deregulation is the gradual 
breakdown of traditional rate relationships 
and parity. In response to this situation, 
the Transportation Committee has been con­
sidering a proposal to restore some sort of 
rate structure that would reflect to a cer­
tain extent competitive factors, location, 
and historical rate relationships. This 
process is underway with all sectors of the 
British Columbia forest industry considering 
various proposals. Without such a structure, 
it is expected that traditional rate-making 
practices would completely break down, and 
many sectors of the forest industry would 
suffer (_!,p.12). 

This statement correctly identifies the problem 
but not the solution. It is correct in its assertion 
that traditional rate-making practices have probably 
come to an end, but, although a new rate structure 
will indeed be based on competitive factors and 
location, it is unlikely that historical rate rela­
tionships will play a significant role in the new 
era. The number of blanket zones taking the same 
rate is likely to diminish. The new structure will 
likely cause greater emphasis to be put on a pro­
ducer's locational advantage, a factor that the 
traditional rail freight rate structure minimized. 
The long-term outcome of the restructuring of rates 
may well be an overall adjustment of current market­
ing strategies by shippers who may find that certain 
markets become inaccessible to them if their product 
is transport-cost sensitive. 

JOINT INTERNATIONAL TARIFFS 

One of the casualties of the Staggers Act was the 
method by which shippers were kept informed of 
changes in rates and routes. Before deregulation, 
for any given origin and destination pair, there was 
usually only one rate charged regardless of the 
route the car was shipped on. This system did not 
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provide much incentive for rate competition between 
carriers although service was used as a means to 
solicit traffic. The situation was also less com­
plicated for the traffic manager because any rate 
changes made were applied equally by all carriers 
serving the territory. Finally, rate bureaus, by 
approving all rate changes and overseeing publica­
tion of all tariff supplements, ensured uniform 
knowledge of tariffs throughout the industry. 

The Staggers Act changed these procedures. By 
stripping rate bureaus of much of their authority 
and allowing carriers to take independent action 
through surcharges or route cancellations, the u.s. 
Congress changed the rules of operation. In their 
drive to encourage competition in the railroad in­
dustry, the legislators created considerable con­
fusion. It is now extremely difficult for both 
shippers and carriers to be fully aware of what 
rates are available on a particular route. The issue 
has been further complicated by the growth of con­
tract rates with confidential rebates. The result is 
that no one, other than the parties directly in­
volved, knows the effective rate being paid for a 
particular service. 

The new U.S. legislation creates further dif­
ficulties for Canadian railroads because it con­
flicts with a number of provisions of Canadian rail­
way law. For example, when a U.S. carrier surcharges 
its portion of a joint international route, Section 
286 of the Canadian Railway Act requires that the 
surcharge be filed with the Canadian Transport Com­
mission (CTC) because the surcharge affects an in­
ternational tariff. Furthermore, a Canadian carrier 
is permitted to collect only those rates that have 
been filed with the CTC. After the passage of the 
Staggers Act, it was observed that a number of u.s. 
carriers were surcharging their portion of an inter­
national movement but were not notifying other car­
riers and were not filing the surcharge with the 
CTC. This situation made it difficult for Canadian 
carriers originating the international traffic to 
quctQ the correct rate to th-a shipper, and even rnoi::e 
difficult to collect the full transportation charge, 
because the entire amount had not been filed with 
the CTC. After receiving a number of complaints from 
shippers paying more than they anticipated on a 
cash-on-delivery shipment, the Canadian railroads 
notified their U.S. counterparts that they •were 
unwilling and unable to collect their surcharges and 
we suggested that they collect these surcharges at 
their own stations• (J .L. DiFruscia, •u.s. Rail De­
regulation Update,• paper presented to the Council 
of Forest Industries, Vancouver, British Columbia, 
October 6, 1981, p. 8). 

Another provision of the Staggers Act that comes 
into conflict with the Railway Act is Section 208-­
Contracts. By permitting rebates on both interstate 
and international movements, the Staggers Act is in 
direct conflict with Section 380 of the Railway Act, 
which states explicitly that rebates are illegal in 
Canada because railways cannot receive nor can ship­
pers pay anything other than the published rate in 
the tariff. u.s. contract legislation is also in 
conflict with Section 286 of the Railway Act, where­
by a joint international tariff must be filed in its 
entirety with the CTC. 

An example of some of the problems faced by Cana­
dian carriers under the conflicting legislation is 
given in the following scenario. A shipper in Canada 
is quoted a rate from the joint international tariff 
for a move from a western Canadian origin to Chi­
cago. The shipper is then approached by one of sev­
eral u.s. carriers who provide service on the Duluth 
to Chicago portion of the route. The u.s. railroad 
offers the Canadian shipper a discount on the 
through rate if the car is routed on his road. This 

Transportation Research Record 984 

may take place without the knowledge of the Canadian 
carrier. A second Canadian shipper, competing with 
the first for the Chicago market, discovers it is 
losing business because it can no longer compete 
with the shipper receiving a rebate. The U.S. car­
rier may be unwilling to give the second shipper the 
same rebate the first receives because the second 
shipper cannot guarantee the same volume. 

The second shipper, who feels discriminated 
against, may appeal to the CTC under Section 23 of 
the National Transportation Act. The likely outcome 
would be the enforced cancellation of all joint 
international rates, to be replaced by proportional 
rates to the border. Carriers south of the border 
would be tree to deal with Canadian shippers on a 
contractual basis as long as there was no participa­
tion by Canadian railways. 

The deregulated u.s. environment results in a 
confusing array of rates and routes for traffic 
managers to analyze. Managers have to determine 
which routes on an international move are higher 
than the published rate because of surcharges, which 
are lower because of rebates, and which may have 
been cancelled altogether. The ability of producers 
to maintain their competitive positions in certain 
u.s. markets will depend on their aptitude for 
searching out the most efficient and economical 
route to that market. The proportion of rail trans­
portation cost in a product's delivered pr ice will 
be subject to wide variation, depending on the traf­
fic manager's ability to negotiate freight rates. 

ANTITRUST IMPLICATIONS FOR CANADIAN RAILROADS 

Perhaps the greatest impact felt by the Canadian 
railroads and shippers as a result of the Staggers 
Act is in the area of antitrust law. The Reed-Bul­
winkle Act of 1948 protected members of the U.S. 
rate bureaus from the provisions of the Sherman 
antitrust laws. Because Canadian railroads were 
parties to 1..u1:: uu.Lt:::c:1.u:::;, Lu~y we.ce ii-.dir~ctly i:1.r-
forded the same protection. Under Canadian railway 
legislation, rail carriers are permitted, and in 
some cases compelled, to set rates jointly without 
violating anticombines law. 

Section 219 of the Staggers Act, which restricts 
the activities of rate bureaus, has cast a shadow of 
doubt over the practices of Canadian railroads in 
setting international rates. To fully appreciate the 
dilemma that now exists, three aspects of the prob­
lem need to be understood: 

1. The extraterritorial application of u.s. 
antitrust law, 

2. The effects of such application on the rate­
making practices of Canadian railroads, and 

3. The response of Canadian railroads and ship­
pers to the cancellation of antitrust immunity. 

Extraterritorial Application of o.s. Antitrust Law 

The first question that comes to mind when discuss­
ing u.s. antitrust laws is why Canadians should be 
concerned about them at all. It would appear to be a 
logical conclusion that commercial activity that 
takes place entirely in Canada among non-u.s. citi­
zens be subject to Canadian, not U.S., legislation. 
Considering that the Canadian transportation in­
dustry generally operates entirely in Canada, it 
would appear somewhat presumptuous of the United 
States to impose its laws on the commerce of Canada. 

The simple answer to this question is that the 
u.s. antitrust laws are extraterritorial in scope. 
Actions taken in a foreign country may be within the 
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scope of the antitrust laws where the effect of the 
activity is felt on import commerce into or export 
commerce out of the United States (J.W. Ongman, 
•u.s. Anti-Trust Ramifications for the Canadian 
Transport Industry,• paper presented to the Canadian 
Transportation Research Forum, 1982, p. 5). Con­
sidering that between 25 and 35 percent of Canadian 
railroads' revenues are derived from transborder 
traffic, a major portion of the industry could con­
ceivably come within the scope of U.S. antitrust 
legislation. The acid test for jurisdictional reach 
is whether the consequences of any discussion will 
have an effect on U.S. consumers. Considering the 
proportion of transportation costs in a Canadian 
commodity's u.s. delivered price (more than one­
third in some cases), there is little doubt that the 
criteria for application have been met. 

The issue of extraterritorial application is not 
a recent development by any means, and the principle 
extends beyond the transportation industry. In the 
1945 case, u.s. v. Aluminum Co. of America et al., 
the Supreme Court held that a cartel scheme entirely 
among non-American firms and operating in Europe 
would fall within the jurisdiction of the u.s. 
Sherman Act if the scheme's intent were to restrain 
trade in the United States. The court left no doubt 
as to its opinion by stating that U.S. laws have 
jurisdiction over foreign corporations irrespective 
of whether such corporations' actions are contrary 
to their own government's commerce legislation. 

This brief discussion of u.s. jurisprudence and 
its extension to non-u.s. citizens underlines the 
quandary that Canadian railroad pricing officers 
have found themselves involved in since the passage 
of the Staggers Act. If they protect themselves from 
the new U.S. legislation, Canadian railway personnel 
are unable to abide by the Canadian Railway Act and 
Transport Act, which requires joint consultation on 
all traffic from competitive points. Although joint 
rate making continues on domestic traffic, discus­
sion of international rates among Canadian carriers 
has been abandoned. 

Effects on Pricing Activities 

When an industrial sector the size of the railroads 
has operated under a particular set of circumstances 
for more than a century, the transition to an en­
tirely new legal structure is not easy. In deciding 
how to respond to the antitrust dilemma, Canadian 
railroad officials asked themselves two questions: 

l. Do the U.S. antitrust laws indeed apply to 
the Canadian railroads? 

2. Assuming they do, and until such an issue is 
resolved, which activities are still considered 
legal and which are thought to be in doubt? 

The termination of antitrust immunity with regard 
to international traffic was completely unantici­
pated by all parties affected. The policy of Cana­
dian railroads was and still is that collective rate 
making is •absolutely essential to the efficient 
transfer of goods by rail from Canada to the United 
States, and has been viewed as an essential mecha­
nism for reconciling the transportation policy of 
Canada with that of the United States• (comments of 
Canadian Railroads before the Interstate Commerce 
Commission, November 26, 1980, p. IV-12). 

The curtailment of rate bureau immunity combined 
with the extraterritorial application of U.S. anti­
trust laws has created an entirely new set of com­
plications for the Canadian railroad industry. It 
has contributed to consternation among pricing of­
ficials who find themselves forced to obey two con-
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flicting sets of rules. It has hampered negotiations 
with U.S. carriers who are reluctant to participate 
in any activity that could be construed as a viola­
tion of the antitrust laws. The eventual outcome may 
be the gradual erosion of international through 
rates, their replacement by proportional rates to 
the border, and higher total freight rates. 

REACTION OF THE CANADIAN TRANSPORTATION INDUSTRY 

When the laws of one country are suddenly applied to 
activity that is conducted in another country, a 
vigorous protest from the latter is to be expected. 
When it became clear that the combined effect of the 
Staggers Act and the Interstate Commerce Commission 
(ICC) 5b Decision would be the abrogation of anti­
trust immunity for all international traffic, reac­
tion from the Canadian shipping and transportation 
community was swift. 

Submissions were made to the ICC by both major 
Canadian railroads, the government of Canada, and 
various shipper organizations. Shortly after the 
passage of the Staggers Act, Canadian National and 
Canadian Pacific Railroads make a joint presentation 
to the ICC i that presentation included testimony of 
senior marketing officers of each company as well as 
that of independent, expert witnesses. In his re­
marks to the Commission, R.C. Gilmore, Vice Presi­
dent, Marketing and Sales, CP Rail, outlined the 
implications of the rescission of antitrust immunity 
for Canadian railroads: 

The vast preponderance of Canadian railroads' 
traffic base consists of basic bulk commod­
ities which are shipped from a number of 
geographically disperse origin points to an 
even larger number of destination points. 
The transportation realities of these com­
modities cannot be well served by point-to­
point rates. Rather, rate groupings with 
inherent rate relationships are required in 
order to permit these commodities and the 
shippers of these commodities to compete in 
the destination markets. However, if anti­
trust immunity for collective actions is 
revoked the railroads will be powerless to 
prevent the dissolution of these rate struc­
tures (C.S. Stark, "A View of Current In­
ternational Anti-trust Issues," paper pre­
sented at World Trade Institute Seminar on 
Advanced International Anti-trust Practices 
and Related Trade Issues, May 20, 1982, p. 
35). 

In their presentations both CN and CP reiterated 
the benefits of collective negotiation for both 
shippers and railroads. They pointed out the conse­
quences for shippers with plants located in geo­
graphically remote areas who would find themselves 
increasingly disadvantaged in the destination 
markets as traditional rate structures broke down. 

The underlying emphasis throughout the submission 
by the railroads was on the disruptive effect of the 
termination of antitrust immunity on the carriers, 
the shippers, and the market. Although the presenta­
tions successfully demonstrated the consequences for 
Canadian producers and railroads, there was little 
evidence in the presentations to indicate the po­
tential adverse impact on the U.S. consumer. Because 
the consumer is the one with whom the legislators 
and administrators are most probably ultimately 
concerned, unless it can be clearly demonstrated 
that the new regulatory structure will have a nega­
tive effect on this sector of the economy, it is 
doubtful that the Commission's decision will be 
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altered. The ICC does not concern itself with the 
plight of producers in remote areas of Canada who 
can no longer compete in certain markets in the 
United States. 

It is unlikely that the decision to revoke anti­
trust immunity from collective rate making will be 
changed to protect the U.S. consumer. It is likely 
that there will be significant disruption in inter­
national commerce, that traditional rate structures 
will be e .:oded , and that s ome p r ouucers may s uffer. 
If the overall effect of increased competition is 
perceived to benefit the U.S. consuming public, any 
pleas from affected Canadian concerns will most 
probably be ignored. 

CONCLUSION: WHITHER COLLECTIVISM? 

The underlying theme of this paper has been a com­
parison of the Canadian and U.S. systems of railroad 
regulation and a discussion of how recent changes in 
the latter have influenced activities in the former. 
The issues are complex and the ramifications are 
widespread, but they can be summarized as follows. 

l. The Canadian regulatory structure, basically 
unchanged since the National Transportation Act was 
passed in 1967, has allowed railroads considerable 
pricing freedom and has contributed to a financially 
strong and competitive Canadian railroad industry. 

2. u.s. railroads, in contrast, were over­
burdened by an outmoded regulatory framework and 
found themselves hampered by regulations that were 
causing them to lose more and more traffic, con­
tributing to a serious deterioration of the coun­
try's entire railroad industry. 

3. As a result of pressures to save the industry 
from total bankruptcy, and coinciding with a general 
trend toward deregulation of u.s. industry, the 
staggers Rail Act of 1980 was passed granting vir­
tually complete pricing freedom to railroads. The 
result was a move t.owacd mu.ce innovative and compet­
itive pr icing schemes in the United States, a trend 
that affected the Canadian railroad industry as well. 
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4. Deregulation ended the antitrust immunity 
enjoyed by railroads operating through rate bureaus. 
The application of the antitrust laws was extended 
to all traffic terminating in the United States, 
even if it originated outside the country. 

5. As a result of this extraterritorial applica­
tion of u.s. antitrust law, collective rate making 
by Canadian railroads on international traffic is in 
jeopardy. 

Rarely has a piece of legislation been passed in 
the United States that has had such significant 
implications for a Canadian industry, in both the 
pricing and the legal arenas. Canadian railroads 
have reacted to the new environment in a competitive 
manner, reducing rates where there was potential 
erosion of market share. 

The complications caused by the antitrust laws, 
combined with the lack of support for rate bureau 
immunity from a number of Canadian shipper organiza­
tions, has probably had the most deleterious effect 
on rate-making practices in Canada. Although the 
future of collective rate making by the Canadian 
railroads is in some doubt, it is probably safe to 
assume that there will never be a return to the 
level of immunity that existed before U.S. deregula­
tion. Canadian shippers indicate, however, that 
industry opinion regarding this matter is divided. 
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Evaluation of F AA's Economic Analysis Guide 
DOUGLAS S. McLEOD 

ABSTRACT 

FAA' s 1982 •Economic Analysis of Investment 
and Regulatory Oecisions--A Guide• was re­
viewed for its effectiveness in determining 
the economic desirability of aviation-re­
lated project investment and regulatory 
alternatives. The FAA Guide was found to be 
excellent because it is (a) a comprehensive 
tool for analyzing investment and regulatory 
alternatives, (bl based on sound transporta­
tion economic concepts, (c) direct in ap­
proach, (d) easily understood, (el well 

organized, and (f) not likely to become 
outdated because updating procedures are 
provided. Major weaknesses are (a) unavail­
ability of important references that are 
cited, (bl lack of examples to assist users• 
understanding, and (c) reliance on poten­
tially numerous hand calculations. The FAA 
Guide recommends the treatment of intangible 
and quantifiable nonuser benefits and costs 
in the benefit-cost analysis: the reviewer, 
however, recommends that the benefit-cost 
analysis include only quantifiable aviation 
user benefits and project or regulatory 
costs. 
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In 1982 the Federal Aviation Administration (FAA) 
published Economic Analysis of Investment and 
Regulatory Decisions--A Guide (_!), economic (bene­
fit-cost) analysis guidelines for evaluating FAA' s 
investment and regulatory decisions. In recent 
years, transportation agencies (e.g., AASHTO, UMTA, 
and FRA) have been providing guidance on applying 
economic analyses to transportation problems 
(1,1,i>• The primary purpose of these guidelines is 
to assist the decision-making process by providing 
economic analyses of alternatives under evaluation 
and by determining the most economically efficient 
way to accomplish an alternative. 

The purpose of this paper is to evaluate the 
strengths and weaknesses of the FAA Guide's orqani­
zation and approach and to call attention to the 
Guide as a valuable tool. FAA regulations and in­
vestments involve millions of dollars, however, only 
rarely are major investment decisions subjected to 
rigorous economic analysis. In the first 2 years 
after the Guide's publication, no known major air­
port improvement has been evaluated using the meth­
odology of the Guide. In this paper, perceived weak­
nesses of the Guide are emphasized for the benefit 
of current and potential users and in the hope that 
when the Guide is updated the points made here will 
be considered. The perceived weaknesses do not de­
tract from the overall high quality of the Guide. 

ORGANIZATION 

Strengths 

Overall, the Guide is well orqanized, well written, 
and concise. Together, these factors contribute to 
the Guide's excellent Potential for use, The Guide's 
economic approach should be readily understood, 
regardless of the potential user's aviation or eco­
nomics background. 

The Guide is effectively organized into seven 
chapters following a loqical sequence from an intro­
duction and an overview of economic analysis to the 
core chapters dealing with estimation of aviation 
benefits and costs. Subsequent chapters deal with 
decision criteria, sensitivity analysis, and infla­
tion. The Guide contains three appendices. Appendix 
B, Standardized Values, is three pages long and 
contains virtually all economic benefit dollar 
values needed for the economic analysis, 

The writinq style is simple, direct, and gen­
erally easy to understand; there are, however, ex­
ceptions. For example, the important sentence about 
the value of increased passenger demand benefits 
(_!,p.3-20, paragraph 2, lines 1-4) may be confusing 
to many potential users, Such critical ideas should 
be repeated in different words, expressed as an equa­
tion, or illustrated by an example. References are 
handled well. 

One of the outstanding aspects of the Guide is 
the conciseness with which economic analysis prin­
ciples are handled. The •economic problem• and fun­
damentals of economic analysis are easy to under­
stand. These topics are presented in a way that 
should not discourage layman users when they first 
attempt to use the Guide. Just enough economic 
theory is presented to give the approach credence 
without burdening the user. The Guide is neither too 
technical nor too qeneral; an excellent balance, 
which gives the reader a satisfactory explanation of 
the procedures, has been reached. 

The Guide is truly a guide for economic analysts 
rather than a cookbook to be followed. Standardized 
dollar values and basic steps are provided that 
should result in reasonable closeness in fit among 
different users. Yet there is ample flexibility for 
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aviation planners and economic analysts to determine 
such important aspects as delay reduction and 
whether to aggregate or disaggregate aircraft 
types. The importance of using sensitivity analysis 
on important input values is emphasized. An as­
sociated attribute of the Guide is that if widely 
used by FAA and aviation analysts, it would become 
the standard methodology to determine economic im­
pacts of investments and regulations. This uniform 
approach would assist in improving economic analysis 
of aviation-related investments and regulations and 
in comparing impacts nationwide. 

Weaknesses 

The analyst must rely on numerous outside essential 
noneconomic sources for input. Although these 
sources are properly referenced, as discussed later, 
some of them are not readily available. 

The Guide implies but does not state either its 
purpose or what it provides. It would be desirable 
for the first section of the Guide to include a 
statement to the effect that this guide allows the 
user to address whether the benefits of aviation 
investments and regulations exceed the costs of 
producing those benefits. The first section should 
also include the ideas expressed in the second para­
graph of the abstract of the Guide. 

Although the Table of Contents is comprehensive, 
the lack of an index at times detracts from the 
Guide's usefulness as a quick reference or as a 
source for answers to specific questions. A glossary 
of key terms would be helpful. For instance, it 
would be helpful if the definition of the term 
"cost• (e.g., on p. 1-2 cost represents that which 
is foregone, and on p. 4-1 cost represents resources 
consumed) and the discussion of whether the term 
"passengers" does or does not include crew members 
were in one section of the Guide. 

A major fault of the Guide is that is provides 
few examples of how it can be used. Two comprehen­
sive examples of the Guide's approach to evaluating 
regulations or investments would greatly assist 
potential users' understanding. 

GENERAL APPROACH 

Summary 

The Guide presents an informative, eight-step, eco­
nomic analysis process: 

1. Define the objective, 
2. Specify assumptions, 
3. Identify alternatives, 
4. Estimate benefits and costs, 
5. Describe intangibles, 
6. Compare benefits and costs and rank alterna­

tives, 
7. 
8. 

Perform sensitivity analysis, and 
Make recommendations (!,P,2-4). 

The Guide's economic analysis process is illustrated 
in Figure 1. 'l'he text of the Guide deals primarily 
with step 4 (estimating benefits and costs). Steps 6 
and 7 also receive considerable treatment. Steps 1, 
2, 3, 5, and 8 are addressed only briefly. 

The Guide recommends a willingness-to-pay evalua­
tion approach and recognizes three primary areas in 
which FAA investments and regulations generate bene­
fits: 

1. Safety improvement, 
2. Capacity increases and delay reductions that 

can be further broken down into (a) aircraft operat-
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Intangibles 
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6. compare Benefits 
and costs and 

Rank Alternatives 

7. Perform 

a. 

sensitivity 
Analysis 

Make 
Recommendations 

FIGURE 1 Economic analysis process. 

ing expense reductions and (b) reductions of pas­
sengers' wasted timei and 

3. Cost savings (e.g., increased employee pro­
ductivity). 

Other benefits (e.g., noise reduction) are also 
presented. 

A life-cycle cost approach is proposed in which 
the total cost to the government and public of es­
tablishing and operating or complying with an in­
vestment project or regulation is included. Costs 
are grouped in four major categories: 

l. Research and development costs, 
2. Investment costs, 
3. Operation and maintenance costs, and 
4. Termination costs. 

The Guide recommends use of the net present value 
criterion to evaluate the economic desirability of 
alternatives and sensitivity analyses of key input 
parameters. 
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Strengths 

Although the Guide presents no innovative approach, 
it is an important contribution to transportation 
economics literature because of its potential use on 
a wide variety of aviation-related questions and its 
reliance on sound economic theory. 

The Guide's willingness-to-pay approach is con­
sistent with the majority of transportation and 
nonti'.ansportation economic thought. The dollar 
values used are obtained from a comprehensive 1981 
FAA study (5) and represent dollar amount estimates 
of what society and users should be willing to pay 
for a specific hP.nP.fit (P..g., thP pPrr.PivPn hP.nPfit 
of preventing an aviation fatality). 

Weaknesses 

The Guide appears to be in agreement with the pre­
dominant position that all benefits and costs should 
be calculated to whomever they accrue. For example, 
the Guide states that •any [economic) analysis, of 
course, should include all known benefits whether or 
not they can be classified in the three main cate­
gories• (l,p.3-26)--safety, capacity increases and 
delay red-;;-ction, and cost savings--that can typi­
cally be expected to flow from FAA investment and 
regulatory activities. Three examples of additional 
benefits are presented: noise reduction, missed-ap­
proach benefit, and avoided-accident investigation 
costs. The Guide does not allude to nonproject-re­
lated costs (e.g., value of residential property 
located adjacent to a new airport). 

Although the quantification of all benefits and 
costs associated with a proposed action is a noble 
and appealing goal for an economic analysis, this 
author (as well as other professionals) believes it 
is impractical. It is difficult enough to determine 
user benefits and project costs without expanding a 
benefit-cost analysis into such technical and pecu­
niary externalities as noise and other environmental 
pollution, residential and commercial property 
values, employment, airport sales, and wildlife 
kills. It is in these •other• quantifiable areas, as 
well as in the evaluation of intangible benefits and 
costs, that controversies over benefit-cost analyses 
most frequently occur. 

The Guide conveniently mentions only one of many 
quantifiable nonuser benefits (noise reduction) or 
costs and then reverts in the remainder of the text 
to only a user analysis based on safety improvement, 
capacity increases and delay reductions, and cost 
savings. 

The discussion of what benefits and costs should 
be included in an economic analysis would be much 
batter if it were limited to uoer benefito and 
project costs, reflecting the predominant thought 
found in transportation economic studies. The ques­
tion that this "user" economic analysis addresses is 
whether an investment or regulation is economically 
justified strictly on a transportation basis, not 
whether the proposed action is desirable for the 
whole social, economic, and environmental community. 
Nonuser and nonproject-related economic benefits and 
costs (e.g., property values and regional economics) 
would be better handled outside the benefit-cost 
analysis in the overall determination of the desir­
ability of an alternative or a regulation. The Guide 
properly recognizes that, if these other benefits 
and costs are to be included, a ranqe in dollars 
would be appropriate and such benefits and costs 
could be evaluated in the sensitivity analysis. 

Two of the three examples of other benefits pre­
sented are actually elements of the Guide's three 
major benefit categories. The missed-approach bene-
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fit is an element of the capacity increases and 
delay reduction category, and the avoided-accident 
investigation costs are an element of the safety 
category. These elements should either be deleted or 
made part of the general categories. The missed-ap­
proach benefit should be an element of the Guide' s 
approach because it relates directly to delay reduc­
tions, whereas the avoided-accident investigation 
costs should not because all other user dollar 
values of the Guide are derived from FAA's economic 
values document (5). If it is determined that 
avoided-accident i~estigation costs should be in­
cluded in the determination of how much society is 
willing to pay to prevent accidents, those costs 
would be better handled in the economic values docu­
ment (5) than in the Guide, 

There may be some debate about whether step 5, 
describe intangibles, of the Guide's eight-step 
benefit-cost analysis process is indeed part of a 
benefit-cost analysis. Properly or improperly, these 
intangibles usually are treated outside the benefit­
cost analysis, so that the benefit-cost analysis 
considers only quantifiable benefits and costs. 
However, the distinction between quantifiable and 
nonquantifiable benefits and costs and the ease or 
certainty with which dollar values may be placed on 
many benefits and costs are not clear, 

Although the willingness-to-pay approach to de­
termine benefits and costs predominates in the 
Guide, the Guide may have slipped into a resources­
consumed approach in Chapter 4 on cost estimation 
C_!,p.4-1). If benefits are perceived primarily as 
reductions in cost and a resources-consumed approach 
is used, many of the benefit values found in Appen­
dix B would drop dramatically, 

As do many economic studies, the Guide suggests 
that the values used represent minimum estimates of 
the dollar amounts society as a whole would be will­
ing to pay for specified benefits. However, values 
that are conservative from one point of view can be 
exactly opposite from another point of view. If the 
values presented in Appendix B are indeed conserva­
tive, that implies society is not devoting adequate 
resources to meet aviation needs and the ranking of 
alternatives may not be accurate. The most realistic 
values, not conservative values, are needed. The 
Guide alludes to the proper use of realistic values 
instead of unduly high or low values in the judg­
mental accident evaluation subsection (l,p.3-12) and 
in the sensitivity analysis section; however, the 
Guide never formally states that realistic values 
are desired. 

If a conservative approach to the evaluation of 
benefits is desired, the proper place to handle such 
an analysis is in the sensitivity analysis. Some 
analysts, however, may not find the Appendix B 
values conservative. For example, even after recog­
nizing that air travelers do have higher incomes 
than automobile travelers, the Guide's value of time 
for air travelers of $17.50 per hour (1980 dollars) 
versus $2.40 per hour (1975 dollars) for highway 
users (~) might appear relatively high, The Guide' s 
value to prevent a fatality is $530,000 (1980 dol­
lars) compared with $190,000 (1981 dollars), as pre­
scribed by the National Safety Council (6) for a 
highway death. Many state departments of transporta­
tion use the latter figure. 

SPECIFIC APPROACH 

Strengths 

The Guide's specific approach is implicitly direct 
in estimating benefits and costs, comparing benefits 
and costs and ranking alternatives, and performing 
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sensitivity analysis (steps 4, 6, and 7 of the 
Guide's eight-step economic analysis process), 
Safety, time, and operating benefits, the essence of 
the benefit analysis, are presented in fewer than 20 
pages. Guidelines are provided for estimating the 
change in demand or increased passengers due to 
airport improvements. 

The classification of cost components is detailed 
and helpful to a potential user. A brief discussion 
on cost concepts is provided that should prove help­
ful in understanding the multifaceted term •cost.• 
The Guide pays proper attention to beginning-of-the­
year, end-of-the-year, midyear, and continuous-com­
pounding conventions in quantifying benefits and 
costs over time. It properly recommends that a mid­
year or continuous procedure be used. 

Although, if done correctly, all benefit-cost 
analysis methods will yield the same ranking of 
alternatives, the Guide is consistent with most 
current economic thought in recommending the net 
present value method as the primary benefit-cost 
decision criterion. The Guide properly recognizes 
the importance of sensitivity analysis in the deci­
sion-making process to account for the imprecision 
and uncertainty that characterize most benefit-cost 
analyses. 

Consistent with most other guidelines, the Guide 
recommends the use of constant instead of current 
dollars and that the constant dollars of the analy­
sis year be selected as the unit of measurement. 
General and real inflation are handled properly. 
Price indexes are referenced, and procedures for 
updating all economic input values are addressed. 
Thus the Guide will not become outdated because of 
changing price levels, 

Weaknesses 

Although the Guide's approach to estimating benefits 
and costs appears simple and direct, the specific 
approach is never stated or illustrated. As long as 
all the steps are considered, results should be the 
same; however, confusion could exist about which 
step to perform first (e.g., should benefit values 
be updated before or after the dollar stream of 
benefits is calculated). Economic study features 
(i.e., discount rate, evaluation period, and study 
years) are treated in step 6 (comparing benefits and 
costs). These economic study features more properly 
belong in step 2 (specify assumptions). Similarly, 
cost updating procedures appear late in the text, 
but updating costs should be one of the first steps 
in estimating benefits and costs. 

Adequate justification is given for the use of a 
10 percent real discount rate, as prescribed by the 
U.S. Office of Management and Budget Circular A-94 
(21 for federal programs and projects. However, many 
professionals (including this author) (2) believe 
that the 10 percent rate is unrealisticali;r high for 
a real discount rate and that a more appropriate 
rate is from 4 to 7 percent, The effect of using a 
discount rate as high as 10 percent is to overrate 
projects with larger benefits in the near term and 
larger costs in the long term relative to projects 
with long-term benefits and short-term costs. Al­
though perhaps locked into the 10 percent rate, 
specific reference to a sensitivity analysis of the 
discount rate would be appropriate. 

Although updating procedures appear clear, no 
specific guidance is provided on how to update bene­
fit values in Appendix B. However, FAA's updating 
methodology can be found elsewhere (~). 

Replacement and restoration costs of damaged 
aircraft are given in Appendix B; however, no guid­
ance is given on which cost category should be used 
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or what percentage of aircraft accidents neces­
sitates aircraft replacement. Guidance in this re­
placement/restoration area could be important in the 
evaluation of safety projects because restoration 
costs are one-third of replacement costs. 

Although the section on capacity increases and 
delay reductions (l,p.3-13) details procedures on 
the impact of capacity increases on aircraft operat­
ing expenses and passengers' wasted time, it does 
not relate these increases to safety benefits. 
Furthermore, if one accepts the Guide's viewpoint 
that other benefits and costs should be included in 
the benefit-cost analysis, capacity increases would 
properly have a m,gativP nnise impact. The Guide 
addresses only effects of capacity increases on 
delay aspects rather than relating capacity in­
creases to safety and, as appropriate, other impacts . 

An alternative method of handling different num­
bers of operations with improvement and no-improve­
ment assumptions is to use the average value of the 
operations of these two alternatives and calculate 
benefits on that average value. For instance, if the 
base case results in 20,000 operations a year and 
the improvement case results in 22,000 operations a 
year, the use of 21,000 operations a year in cal­
culating benefits for both cases may be a worthwhile 
simplifying assumption. 

As stated earlier, the Guide is not self-con­
tained; the economic analyst must rely on outside 
sources to obtain such items as accident rates, air 
traffic demand, and cost estimates. This is one of 
the major drawbacks of the Guide. Sources of this 
crucial information are given, but many of them are 
not readily available if they are available at all. 
Therefore, the aviation planner or economic analyst 
is missing vital information and must rely on other 
data sources or professional judgments. Extensive 
reliance on judgment can cause significant variabil­
ity in results. The Approach Aid Established Cri­
teria Model, which is presented as •a comprehensive 
model for estimating safety and other benefits for 
approach and landing aids" (l,p.3-11), is unavail­
able. This model was not completed and draft mate­
rial is not available for use. Without the model, 
the statement that •this [safety] subsection pre­
sents methodology for determining deaths, injuriEls, 
and damages prevented by risk reduction• (_!,p. 3-8) 
is not true. In the cost estimation section (l,p.4-
8), the statement is made that "Guidance in p;epar­
ing F&E [facilities and equipment] cost estimates 
for many established FAA projects in contained in 
F&E Cost Estimating Procedures and Summaries Hand­
book, FAA Order 6011.4, September 23, 1976• (l,p.4-
8). However, when this author attempted to obtain a 
copy of the order to perform a benefit-cost analysis 
of improvement alternatives at a major air carrier 
airport, hP wAs tnla that the nrder is for official 
FAA use only and is not available to the public. 

In computing the present worth of an alternative, 
the Guide suggests its methodology must be applied 
to each year over the life of the capacity improve­
ment (.!_,p.3-19). Because a computer model does not 
accompany the Guide, the calculation of benefits and 
costs on a yearly basis for an airport expansion 
project with five alternatives and a study period of 
20 years would be cumbersome and subject to a high 
degree of error because of the number of calcula­
tions. The situation would be exacerbated if a 50-
year capacity improvement life were used. An easier 
solution to this calculation problem is available, 
assuming a computer is not used and the stream of 
benefits or costs increases or decreases at an ap­
proximately equal annual percentage rate. The pro­
cess is to calculate values for 2 years, one value 
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associated with the first year and the other with 
later year, and use the procedure presented in A 
Manual on User Benefit Analysis of Highway and Bus­
Transit Improvements, 1977 (2,p.30). For instance, 
if the cost benefit from a major airport improvement 
is $14 million the first year and $42 million the 
twentieth year, the stream of benefits over the 20 
years with a 10 percent real discount rate can be 
readily calculated as approximately $180 million. 

In a sensitivity analysis, the number of calcula­
tions increases dramatically, and a computer program 
is essential for multifaceted alternatives. Lack of 
a computer program may limit the Guide's use to 
relatively uncomplicdleu alternatives; however, this 
author has found it relatively easy to produce a 
computer program based on the Guide's methodology to 
handle major airport investment alternatives (8). 

Although the Guide provides general guid.i'°nce on 
parameters and the degree to which values should 
range in the sensitivity analysis, the Guide does 
not provide any specific guidance on appropriate 
ranges for benefit values. For instance, there may 
be differences of opinion about the value of travel 
time and what society is willing to pay to prevent a 
fatality. An analyst could vary the stated values by 
up to ±100 percent, as illustrated in the text, 
but values recommended by other sources or generated 
by other approaches (e.g., resources used versus 
willingness to pay) would be even more useful. A 
range of real discount rates (e.g., 4 to 10 percent) 
would also be desirable. 

CONCLUSION 

The FAA economic analysis guide is one of the best 
transportation economic guides published. It is 
based on sound transportation economic concepts and 
is generally easy to understand, direct in approach, 
and applicable to a wide range of aviation improve­
ments and regulatory alternatives. The Guide's 
values can be readily updated. However, the Guide is 
heavily dependent on outside sources, some of which 
are referenced but not available, and lacks useful 
examples. The Guide's approach may result in a large 
number of hand calculations if the number of alter­
natives or years being evaluated is large and sen­
sitivity analyses are desired. This author believes 
that the Guide should use a user benefit analysis 
approach rather than a more comprehensive approach 
encompassing all quantifiable and intangible bene­
fits and costs. Overall, the Guide represents an 
important contribution to transportation economics 
literature, and, for better aviation-related deci­
sions, its use should be encouraged. 
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Quick Benefit-Cost Procedure for 
Evaluating Proposed Highway Projects 

JOHN H. LEMMERMAN 

ABSTRACT 

There has been a need within New York 
State's Department of Transportation to 
quickly evaluate proposed highway projects 
from an economic standpoint. The ability to 
do so would be a valuable tool for use in 
deciding which projects deserve further 
consideration in setting priorities. The 
procedure described in this paper is a quick 
method of estimating operating and travel 
time costs under before and after project 
conditions (the difference is an approxima­
tion of benefits to be derived). These bene­
fits can then be compared with the project's 
estimated construction costs for an evalua­
tion of the project's worth. Accident costs 
must be considered separately because they 
are site specific and difficult to gener­
alize. This quick benefit-cost procedure can 
be applied to a variety of project types, 
including closed and posted bridges, highway 
resurfacing, and major reconstruction. 

A number of methods are used to evaluate the worth 
of proposed highway projects. The methods range from 
major corridor analyses, which use elaborate and 
detailed computerized networks and programs that 
simulate traffic under a variety of conditions, for 
urban areas, to a "back of the envelope" calculation 
for a little-traveled rural facility. Within the New 
York State Department of Transportation (NYSDOT) 
there was a need for a quick method of determining 
whether a proposed project was economically feas­
ible, apart from other considerations that might be 
used to evaluate its need or worth. Such a procedure 
could serve as a first-cut filter to either elimi­
nate projects that do not meet some minimum benefit 
level or to alert the project analyst that, for a 
project to be feasible, additional considerations 
(economic, social, or political) must be taken into 
account. 

In New York State a highway project proposal is 
submitted by a regional office in the form of a 
Project Initiation Report (PIR). This report con­
tains a description of the problem along with back­
ground, forecasts, maps, proposed solutions, and 
project cost estimates. However, an estimate of 
benefits to be derived is usually not available. 
Therefore, the quick benefit-cost procedure pre­
sented here was developed to provide this important 
input at an early stage in the project evaluation 
process. David I. Gooding, Planning Division, 
NYSDOT, developed an unpublished package of ten 
tables documenting costs of the various components 
and the aggregate operating and total time costs of 
highway travel for automobiles and trucks from 1967 
through 1981. The procedure provides a fairly com­
prehensive estimate of vehicle operating costs and 
time costs. Accident costs are not considered be­
cause they are site specific and not amenable to the 
types of generalizations that can be drawn con­
cerning the other two classes of costs. 

OVERVIEW OF QUICK BENEFIT-COST PROCEDURE 

NYSDOT' s Planning Division currently uses two high­
way user cost accounting programs in conjunction 
with its traffic simulation packages (1,2). Using 
the speed and congestion levels developed,- the pro­
grams assign and summarize operating, travel time, 
and generalized systemwide accident costs. The quick 
procedure is a simplified manual version of this 
cost assignment process. It employs nomographs that 
can be entered with a minimum of information. To use 
this procedure, one needs only posted speed, average 
running speed, traffic with some estimate of vehicle 
mix, and highway section length for both the before 
and after conditions. Operating and travel time 
costs are calculated for both conditions and are 
then subtracted. The result can then be compared 
with the project costs by any of the various bene­
fit-cost relationships. 

In the nomographs (Figures 1-4), posted speed and 
average running speed are surrogates for facility 
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type and congestion, and the quick procedure makes 
use of an operating cost per vehicle mile traveled 
(VMT) relationship between those speeds as computed 
in the simulation models. That cost multiplied by 
VMT on each section under analysis gives the operat­
ing cost for that section for the condition under 
analysis. Travel time costs have also been devel­
oped, and, in conjunction with VMT and average run­
ning speed, travel time costs for a section can be 
computed. For ease of use, traffic is shown as VMT 
per day. This could be total VMT per day, peak hour 
VMT per day, and so on. Indeed, peak and off-peak 
periods might be analyzed separately. All costs 
shown, however, ,H,. 11nn1111l (lfi~ days). The input 
costs used in the models were developed separately 
for both automobile and truck travel. Therefore the 
automobile and truck operating and travel time costs 
can be computed separately depending on the percent­
ages of each. For simplicity, or when only gener­
alized approximations of vehicle mix are known, 
nomographs for a 90-to-10 or 80-to-20 ratio have 
also been prepared. 

Although costs are incurred during implementa­
tion, benefits accrue during the life of a project. 
Maintenance costs are not considered in this proce­
dure. Where they might be thought to vary substan­
tially between the before and after condition, the 
analyst should procure this information from primary 
sources. Project costs are generally shown in the 
PIR in current dollars. Therefore only benefits need 
be adjusted. To facilitate this operation, both 
operating and travel time costs have been discounted 
at 10 percent and shown on the nomographs for esti­
mated project lives of 10, 20, and 30 years. These 
periods should roughly approximate the life expec­
tancies of most highway projects under consideration. 

The quick procedure relies principally on differ­
ences in average running speed and congestion that 
result from highway improvements, with savings re­
sulting from increased efficiency or decreased 
travel time. It is assumed that most projects will 
result in improvements in these areas, at least for 
current levels of traffic. When the improvements 
themselves, or normal growth patterns, would lead to 
an increase in traffic, the benefit~ can be applied 
to the average increase over the project life, at 
the same rate as they accrue to the base traffic, as 
long as such increases do not again create increased 
congestion and reduce average running speed. Should 
traffic and congestion be projected to increase be­
yond that point, the benefits, although less tangi­
ble in dollar value, might nevertheless be realized 
in the increased flow that has been made possible 
with little or no increased cost per VMT. 

The possibility further exists that a highway 
project might be the cause of new, rather than 
diverted, traffic. The evaluation of any benefitc to 
be derived from such induced travel, however, is 
beyond the scope of this quick procedure. 

ESTIMATING NEEDED INPUT 

The type and scope of many projects lend themselves 
fairly well to a reasonable estimate of speed and 
congestion. For simple resurfacing projects, how­
ever, it may be difficult to estimate any such 
changes that might result. Some research has been 
carried out along these lines in an effort to relate 
speed to highway condition (]). It was found that at 
average speeds below 35 mph there is little measur­
able speed change that can be correlated with sur­
face condition. However, at 35 mph and above, some 
correlation does appear to exist. 

Table l can be used as a guide in estimating the 
magnitude of changes that might be expected as the 
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TABLE 1 Surface-Related Avecage Running Speeds 

Average Running Speed Before 

Change in Speed Change Improvement (mph) 

Surfoce Score F~ctor JS 40 4S 'iO 5S 

3.0---> 9.0 .IO 38.50 44.00 49.50 55.00 60.50 
4.0---> 9.0 .08 37.80 43.20 48.60 54.00 59.40 
5.0---> 9.0° .06 37.10 42.40 47.70 53.00 58.30 
6.0---> 9.0 .04 36.40 41.60 46.80 52.00 57.20 
7.0---> 9.0 .02 35 ,70 40.80 45.90 51.00 56.10 
8.0---> 9.0 .01 35.35 40.40 45.45 so.so 55.55 

a Ty pica! repair. 

result of a condition improvement. Surface score 
refers to the NYSDOT surface condition rating that 
is scaled from l to 10 (4). Assuming one of the 
initial deteriorated condition scores and a recondi­
tioned average score of 9, the indicated speed 
change factor might be applied in the absence of any 
better information. 

Vehicle mix data also may not be available to the 
analyst. The proposed project may be site specific-­
for example, an intersection, in which case the 
analyst would want to be aware of the prevailing 
conditions at the location. A 1982 NYSDOT study (5) 
reported the average values given in the following 
table. These may be used as a guide in estimating or 
as default values in cases where the percentage of 
trucks is not readily available. 

Observed Truck Percentages on NYS 
Highways (percent of AADT) 

Interstate 
Non-Interstate 

Urban 
11 
13 

~ 
26 
16 

Another estimated factor is the effect of a high­
way project on existing traffic on other facilities. 
It might be desirable to consider such effects with 
and without the proposed project in place. This is 
especially true in the case of a bridge or other 
facility that might be severely restricted or closed 
altogether. 

Finally, as previously mentioned, because acci­
dents tend to be very site specific and therefore 
difficult to generalize, no attempt has been made to 
estimate the reduction in accident costs attribut­
able to a proposed project. However, the NYSOOT 
Traffic and Safety Division has developed a proce­
dure for doing so based on previous accident experi­
ence and the type of improvement proposed. There­
fore, to evaluate any benefit in reduced accident 
costs, Traffic and Safety's Safety Benefits Evalua­
tion Form (TE 164) should be used. 

USING THE PROCEDURE 

use of the nomographs developed for this quick pro­
cedure is quite straightforward: Enter in the upper 
right quadrant with average running speed and go 
upward to the inter sect with the curve for the 
posted speed on the section. From that point proceed 
left to the upper left quadrant to the VMT per day 
of the section and interpolate between the operating 
costs curves for l, 10, 20, or 30 years. Likewise, 
for that same VMT value, proceed to the lower left 
quadrant to the line representing the average run­
ning speed. At that intersect, proceed right to the 
vertical travel time cost scale and interpolate for 
the 1-, 10-, 20-, or 30-year cost. The difference 
between the sums of the operating and travel time 
costs for the before and after conditions yields 
benefits that can be attributed to the project. 
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The quick benefit-cost procedure affords the 
analyst a means of estimating the major aspects of a 
project's worth while the project is still in the 
preliminary stages. The procedure provides a ratio­
nale for the initial priority ranking or the filter­
ing out of projects early in the project development 
process. The procedure can be applied to a variety 
of project types, including closed and posted 
bridges, highway resurfacing, and major reconstruc­
tion. Table 2 gives the data needed for applying the 
procedure in these situations. 

As previously mentioned, the procedure is based 
on average values for the various conditions and 
current proportions and dollar values in the com­
putation of operating and travel time costs. Update 
would require recomputation (or possibly a simple 
factoring) of the nomograph in the upper right quad­
rant and of the vertical time-cost scale, or, in the 
simplest case, factoring of the resultant operating 
and travel time costs to current year. The use of 
nomographs is intended to keep the procedure simple, 
quick, and somewhat self-contained. It should also 
deter one from attributing too much precision to a 
procedure that uses averages and estimates as basic 
input. 

Since the time this procedure was presented, a 
version has been programmed for the microcomputer. 
Input is cued and interactive, and much more flexi­
bility is available in the application of interest 
rates, project life, and implementation dates. The 
need to interpolate, inherent in the use of nomo­
graphs, has also been eliminated. However, the pre­
viously stated caveat must still be kept in mind. 

EXAMPLES 

Example !--Resurfacing 

It is proposed to resurface a 2-mile section of 
two-lane highway at a cost of $2 million. The AADT 
is 5,000 of which 10 percent are trucks. The road is 
posted at 35 mph but congestion and the condition of 
the surface keep the average running speed to 20 
mph. Resurfacing should increase the average running 
speed to 25 mph. Are the benefits to be realized 
from this project in line with the projected costs? 

l. Using the nomograph of 90 percent automobiles 
and 10 percent trucks (Figure 5), start in the upper 
right quadrant at average running speed= 20 mph and 
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go up to intersect with the curve for posted speed• 
35 mph. 

2. At that intersection, proceed horizontally to 
the left to the vertical line at which VMT per day• 
10,000 (5,000 AADT x 2 miles). 

3. This point is roughly 1/3 of the distance 
between the curves for $600,000 and $700,000 per 
year, roughly $633,000. Over the probable 10-year 
life of a resurfacing project, this can be inter­
polated as roughly $3,892,000 for operating costs. 

4. At the 10,000 VMT per day line, go down ver­
tically to the lower left quadrant to meet the 20 
mph line. From the point of intersection, go right 
horizontally to the vertical time-cost axis and read 
the value: approximately $950,000 per year 
$5,837,000 over 10 years. 

5. Sum of before cost= $9,729,000. 
6. Repeat steps 1 through 5 for the after situa-

tion: Operating costs $530,000 per year 
$3,257,000 over 10 years and time costs = $766,000 
per year = $4,707,000 over 10 years. Total after 
costs • $1,296,000 per year • $7,964,000 over 10 
years. 

7. Substract total after costs from total before 
costs over the 10-year period to determine benefits 
to be accrued= $1,765,000. 

8. Compared with the project cost of $2,000,000, 
the project is not cost-effective, but with a bene­
fit-to-cost ratio of 0.88 it is not too bad. 

Example 2--Reconstruction and Widening 

For the highway section described in example 1, as 
an alternative it has been proposed to reconstruct 
and widen the roadway to four lanes. This would 
allow traffic to travel at the posted speed (35 mph) 
as well as provide for future volume increases. This 
project would cost roughly five times the former and 
have -an assumed life of roughly 20 years. How do 
projected benefits compare with the cost of such a 
project? 

1. The before costs have already been computed i 
now that they must be summed over a 20-year period: 
operating costs= $5,392,000 over 20 years and time 
costs $8,088,000 over 20 years. Total before 
costs= $13,480,000 over 20 years. 

2. Using the same 90 percent automobiles and 10 
percent trucks nomograph (Figure 5), start again in 
the upper right quadrant at average running speed • 

TABLE 2 Data Needed to Determine Operating and Travel Time Costs 

Proposed Project 

Reconstruct or 
Rehabilitate on Same 
Right-of-Way with or 
without Widening or 

Information Other Capacity 
Needed Improvements 

Traffic ADDT and percent 
trucks 

Section Section length 
length 

Speed Posted speed before 
and after 

Average running 
speed before 
and after 

Repair or Rebuild 
a Recently Closed 
Bridge 

AADT (that did or 
would use bridge) 
and percent trucks 

Mainline section 
length from where 
detour leaves to 
where it reenters 

Detour section 
lengths 

Posted speed of 
mainline after 

Posted speeds of 
detour sections 

Repair or Rebuild a Posted Bridge so Posting 
Can Be Removed 

Automobiles Trucks 

AADT for bridge Detoured traffic 

Mainline section length Detour section lengths 
affected for posted and 

operating speeds 

Posted speed of mainline 
before and after 

Average running speed 
of mainline before 
and after 

Mainline section length 
from where detour 
leaves to where it re­
enters 

Posted speeds of detour 
sections 

Average running speeds 
of detour sections 
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35 mph and go up to intersect with the curve for 
posted speed= 35 mph. 

3. At that intersection, proceed horizontally to 
the left to the vertical line at which VMT per day= 
10,000. 

4. This point is roughly 40 percent of the dis­
tance between the curves for $400,000 and $500,000 
per year, about $440,000. Over the 20-year life of a 
reconstruction project this can be interpolated as 
roughly $3,746,000 for operating costs. 

5. Again, at the 10,000 VMT per day line, go 
down vertically to the lower left quadrant to meet 
the 35 mph line. From the point of intersection, go 
right horizontally to the vertical time-cost axis 
and read the value: approximately $500,000 per year 

$4,257,000 over 20 years. 
6. Sum of after costs= $8,003,000. 
7. Subtract total after costs from total before 

costs over the 20-year period to determine benefits 
to be accrued= $5,477,000. 

8. Compared with the project cost of 
$10,000,000, benefits over the life of the project 
would equal about half the project cost. 

Example 3--Increased Project Cost 

If the project used in example 
$15,000,000, at what point would 
justify the higher expenditure? 

2 were to cost 
increased traffic 

1. With VMT = 10,000 per day, total benefits = 
$9,747,000 over the life of the project. 

2. Therefore total VMT/$15,000,000 10,000 
VMT/$5,477,000. Total VMT 27,388 VMT per day 
(traffic= 13,694 AADT) to justify the higher cost. 

Example 4--Bridge Repair or Reconstruction 

A bridge on a 55 mph highway, formerly carrying 
5,000 AADT, was found to be structurally deficient 
and is now posted for 10-ton maximum loads. As a 
result, 250 trucks per day must now use a detour, 
posted at 40 mph and operating at 35 mph, which is 4 
miles longer than the direct route across the 
bridge. In addition, the remaining bridge traffic 
must travel at a 45 mph average for bridge and ap­
proaches, a distance of roughly O.l mile. 

The bridge could be rehabilitated to permit all 
traffic to use it again at about 45 mph for 
$2,000,000, or it could be reconstructed to allow 
all traffic to use it at 55 mph for $4,500,000. From 
an economic standpoint, what are the relative merits 
of the null versus rehabilitation versus re­
construction? 

Part A--Trucks 

l. Detour 
a . Because truck traffic is 250 vehicles per 

day for 4 miles of detour, the total 
truck volume of travel is 1,000 VMT per 
day. Because it is much easier to work at 
the 10,000 VMT per day scale, it is ad­
visable to do so and then divide the 
answers by 10. 

b. Using the nomograph for 100 percent 
trucks (Figure 6), start in the upper 
right quadrant at average running speed= 
35 mph and go up to intersect with the 
curve for posted speed= 40 mph. 

c . At that intersection, proceed horizon­
tally to the left to the vertical line at 
which VMT per day= 10,000. This point is 
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roughly 1/4 of the distance between the 
curves for $1,100,000 and $1,200,000 per 
year. That is approximately $1,125,000, 
or divided by 10, $112,500 per year. Over 
the 20-year life of a good rehabilita­
tion, this can be interpolated as roughly 
$957,800 for truck operating costs over 
the detour. 

d. At the 10,000 VMT per day line, go ver­
tically down to the lower left quadrant 
to meet the 35 mph line. From the point 
of intersection, go right horizontally to 
the vertical time-cost axis and read the 
value. The point falls about 1/6 of the 
distance between $1,250,00 and $2,500,000 
per year. That is approximately $1,458,000 
per year, divided by 10, equals $145,800 
per year or $1,241,300 over 20 years. 

e. Add truck detour costs of $2,199,100. 
2. Rehabilitation or reconstruction 

a. The truck traffic of 250 vehicles per day 
for O.l mile over the rehabilitated 
bridge amounts to 25 VMT per day. For 
ease in using the nomograph, especially 
the time-cost quadrant, this value is 
1/ 40 of the truck VMT over the detour. 
Thus, it is possible to use the same VMT 
per day as in the previous calculations 
and divide the answer by 400 instead of 
by 10. 

b. Repeat the previous steps for the reha­
bilitation and reconstruction situations. 
For rehabilitation: operating costs 
$3,300 per year = $28,100 over 20 years, 
time costs= $2,700 per year= $23,000 
over 20 years, and total truck costs 
under rehabilitation= $6,000 per year= 
$51,100 over 20 years. For reconstruc­
tion: operating costs= $3,500 per year= 
$29,800 over 20 years, time cost= $2,200 
per year = $18,700 over 20 years, and 
total truck costs under reconstruction 
$5,700 per year= $48,500 over 20 years. 

Part B--Automobiles 

Using the nomograph for 100 percent automobiles 
(Figure 7) (an approximation because we know that 
light trucks still use the bridge), start in the 
upper right quadrant at average running speed = 45 
mph (the first two cases), and 55 mph, respectively, 
and calculate operating and time costs for 4 75 VMT 
per day (4,750 automobiles per day for O.l mile). 
Use the 4,750 VMT per day scale and divide answers 
by 10. 

For the before situation: operating costs 
$21,300 per year $181,300 over 20 years, time 
costs = $16,700 per year = $142,200 over 20 years, 
and total automobile costs before $38,000 per 
year = $323,500 over 20 years. Rehabilitation for 
automobiles is the same as the before situation. For 
reconstruction: operating costs= $20,600 per year= 
$175,400 over 20 years, time costs = $12,500 per 
year= $106,400 over 20 years, and total automobile 
costs under reconstruction $33,100 per year 
$281,800 over 20 years. 

Part c--Benefits 

l. Before: automobile 
costs $2,199,1001 and 
$2,522,600. 

costs = 
total 

$323,5001 truck 
before costs 
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2. Rehabilitation: automobile costs • $323,500; 
truck costs• $51,100; and total costs under reha­
bilitation $374,600. Benefits over before 
$2,148,000 versus rehabilitation project cost 
$2,000,000. 

3. Reconstruction: automobile costs = $281,8001 
truck costs• $48,500; and total costs under recon­
struction $330,300. Benefits over before 
$2,192,300 versus benefits over rehabilitation 
$44,300 versus reconstruction project cost 
$4,500,000. 
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Transportation and High Technology Economic Development 
GRAHAM S. TOFT and BANI S. MAHMASSANI 

l\BSTRACT 

High technology industries constitute a 
major growth sector of the u.s. economy and 
have, as such, become the center of con­
siderable attention from state and local 
economic development agencies and others 
concerned with national industrial competi­
tiveness. These industries present spatial 
and production characteristics that differ 
from those of traditional manufacturing, 
including apocial t.rf!n!lpo r tation require­
ments, that have not received adequate at­
tention to date from transportation planners 
and policy makers. The transportation impli­
cations of this major economic change within 
a framework that considers the stages of the 
industrial innovation process are discussed 
in this paper. In particular, implications 
for air transportation, for both passenger 
and freight demand, are outlined. Transpor­
tation-related measures for fostering high 
technology growth are addressed, and recom­
mendations are made for further research to 
address unresolved theoretical and design 
issues. 

There seems to be substantial agreement among eco­
nomic and sociologic commentators that the United 

States is on the verge of (and probably already 
undergoing) an economic and technological transfor­
mation that, in the opinion of some, might rival the 
Industrial Revolution. Its key feature is the rapid 
movement of the economy away from a traditional 
heavy industrial base (e.g., steel, automobiles, 
rubber, textiles) to a knowledge-intensive base 
(e.g., electronics, telecommunications, biogenet­
ics). The popular media as well as scholarly publi­
cations regularly report on the present and future 
consequences of this industrial realignment on job 
supply, job type, and job training. To date, how­
ever, little has been said about what this means for 
transportation. If the demand for transportation is 
largely a derived one, the implications of high 
technology-oriented economic growth may be signifi­
cant for various aspects of the transportation 
sector, including freight movement, both domestic 
and internationali intercity passenger traveli and 
urban commuting as well as for the trade-offs be­
tween transportation and teleconununications. 

In this paper possible interrelationships between 
transportation and high technology economic develop­
ment are explored, and the principal transportation 
issues related to this development are highlighted. 
The intent is to provide an initial framework within 
which to identify worthwhile areas for future re­
search, and to alert research and practicing engi­
neers, planners, and economic development special­
ists to potentially important transportation factors 
in economic development planning for high tech­
nology. High technology economic development means 
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the economic activity associated with both research 
and development (R&D) and manufacturing sectors of 
advanced technologies. The implications of the adop­
tion of high technology by mature industries or the 
transportation industry are not treated in this 
paper. 

An important force behind the national concern 
about high technology issues is alarm at what many 
observers perceive as the changing stature of the 
United States in the world economy. The clear U.S. 
dominance of the global economic order during the 25 
years following World War II is now challenged by 
other advanced nations (e.g., Japan and Germany) 
that have been able to exploit and build upon u.s. 
basic knowledge and inventiveness to ultimately 
produce technologically superior products. One mani­
festation of this phenomenon is a slippage in com­
petitive edge, especially in manufactured goods, the 
development, marketing, and production of which are 
science based and technology driven. A recent report 
by the Panel on Advanced Technology Competition and 
the Industrialized Allies of the National Research 
Council concludes: 

The United States could not have expected to 
preserve its vast technological leadership. 
What it must preserve, however, is a strong 
capacity for technology innovation that is 
vital to the future growth of the entire 
American economy (},p.2). 

Efforts at building such a capacity seem to be 
more advanced, or at least more organized and better 
articulated, at the state and local levels than at 
the national level. Driven by an economic recession 
and interregional shifts in population, many states 
and localities have recently embarked on industrial 
development efforts directed at new growth areas of 
the economy, such as high technology. The early 
1980s have witnessed a burgeoning of state study 
commissions and task forces to address the growth of 
high technology (~). These reports address such 
issues as a state's existing advanced technology 
base, its competitive advantage for high technology, 
and desirable public initiatives to stimulate high 
technology growth. 

Such efforts, however, have tended to ignore 
transportation as a potential factor in the forma­
tion and growth of high technology industries. This 
is probably based on the reasonable assumption that 
advanced technology industries are predominantly 
labor oriented and amenity oriented. Individuals 
with the appropriate technical training and drive, 
operating in an entrepreneurial environment, con­
stitute a key ingredient for the emergence and con­
tinued evolution of high technology industries. This 
new ingredient differs from the traditional factors 
of concern to basic industries such as proximity to 
raw materials, energy costs, and transportation 
costs. However, a more subtle examination may dis­
close potentially important implications for trans­
portation in maintaining and sustaining technology­
oriented economic development. For example, whereas 
transportation costs might not be highly signifi­
cant, access to particular modes and level and qual­
ity of service might be. This calls for a deeper 
understanding of the interrelationships between high 
technology industries and their transportation re­
quirements. A first step in this direction is pre­
sented in this paper. 

Better understanding requires an adequate charac­
terization of high technology development, which is 
discussed in the next section. In the third section 
some of the efforts aimed at high technology growth 
that have evolved at the state and local levels over 
the past few years are reviewed. Against this gen-
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eral background the associated transportation issues 
and implications are addressed in the fourth sec­
tion. Areas for further research are outlined in the 
final section of this paper. 

CHARACTERIZATION OF HIGH TECHNOLOGY DEVELOPMENT 

In this section different perspectives for charac­
terizing the development of high technology in­
dustries are examined. The primary interest is in 
identifying useful perspectives to form the basis of 
a framework for studying the interrelationships 
between this kind of economic development and trans­
portation. Three such perspectives are presented: 
(a) innovation process, (b) industrial organization, 
and (c) social organization of a local economy. 

Various approaches to defining high technology 
industries have been suggested. For example, some 
consider R&D expenditures as a percentage of total 
sales to be the primary indicator, while others rely 
on the number of scientists and engineers as a per­
centage of the manufacturing labor force (_l) • For 
the purpose of this paper, the definition will be 
kept broad and purposefully vague. It will thus be 
sufficient for "high technology• to refer to those 
advanced products and processes emerging from recent 
scientific discoveries in microelectronics, electro­
optics, biogenetics, and nuclear and materials sci­
ence. The commercialization of these discoveries is 
leading to the emergence of new basic industries. 
Both the R&D and manufacturing sectors of these 
industries provide tools that will help all sectors 
of the economy become more productive. 

The characterization of high technology develop­
ment is confounded by a lack of sufficient under­
standing of the causal relationships between tech­
nological innovation and economic development. The 
role of innovation in the evolution of an economy 
was addressed in the seminal work of Schumpeter (!l 
and in subsequent growth theories based on that 
work. Nevertheless, its role in the current economic 
environment remains imperfectly understood by econ­
omists. In addition, the causal connections between 
emerging high technology industries and urban devel­
opment, including spatial ramifications, are equally 
vague ( 5). Although the theory is still unclear, 
observation indicates that high technology growth 
concentrations have flourished in a relatively small 
number of urban settings in the United States--the 
Bay Area's Silicon Valley and MA-128 around Boston 
are the most notable manifestations of this phenome­
non. However, other such concentrations have been 
developing, and more yet seem to be emerging, re­
flecting the relative maturity of some older "sci­
tech" complexes and the expansion of the knowledge 
and information base necessary to support such 
development. 

The first of the previously mentioned perspec­
tives for the characterization of these growth phe­
nomena is a rather simplified approach that draws 
parallels between the industrial innovation process 
and spatial development activities (il. The indus­
trial innovation process can be disaggregated into 
three stages: (a) the discovery of new knowledge and 
invention; (bl the initial product or process devel­
opment, startup, early production for specialized 
market segments, and market test; and (c) mass pro­
duction, universal marketing, and technology diffu­
sion. These will be referred to, respectively, as 
R&D or invention, adoption and commercialization, 
and standardization. Note that innovation per se is 
considered by some to be limited to the adoption and 
commercialization stage that follows the fundamental 
scientific discovery stage and includes both the 
recognition of industrial and market potential and 
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the entrepreneurial activities needed to bring this 
potential to fruition, Examples of spatial develop­
ments or activities corresponding to each of the 
above three stages are discussed next. 

High technology developments of the R~D or inven­
tion type are exemplified by the research parks that 
grow up near leading cooperating technological uni­
versities and major research institutions. Develop­
ments of the adoption and commercialization type are 
the spin-off firms and early commercialization ac­
tivity observed in Silicon Valley, along MA-128, and 
in Research Triangle Park, North Carolina. These 
agglomerations include associated service and sup­
port firms such as electronic component and plastic 
molding manufacturers and specialized legal and 
financial services. Developments of the standardiza­
tion type include the relocation of somewhat stan­
dardized manufacturing plants to low-operating-cost 
areas, or the location of branch laboratories or 
plants in promising new high technology concentra­
tions. For example, Advanced Microchip Devices, 
Inc., headquartered in Silicon Valley, has estab­
lished branch operations in Austin, Texas, Although 
simplified, this characterization is helpful in 
highlighting various transportation implications 
discussed in the fourth section of this paper. 

A second perspective from which to characterize 
high technology development with transportation in 
mind is industrial organization. At least two com­
ponent phenomena can be identified in the structure 
and composition of high technology industries: 

1, The Agglomeration Phenomenon: Most high tech­
nology industries are composed of a large number of 
small firms. They are highly specialized and there­
fore depend on other firms for supplies, basic ser­
vices, finance, and marketing. They also depend on 
spatial proximity to each other for networking, 
"stealing• of ideas, hiring of specialists, and sub­
jective risk reduction, 

2. Spatial Diffusion of Firm Functions: Because 
of improved communications and airline travel high 
technology firms show some propensity for locating 
different firm functions in regions with different 
comvc1ratlve a<lvc1ntages, An example of such a multi­
locational firm is Star Technologies, Inc., a com­
puter component manufacturer, which has its corpo­
rate headquarters in Portland, Oregon, its R&D 
facilities in Minneapolis, Minnesota, and its pro­
duction facilities in Sterling, Virginia, 

A third perspective from which to characterize 
high technology development is the social organiza­
tion of a local economy. Technological innovation 
does not concern only hardware. Such innovation must 
also be understood in terms of the interplay of 
product11, processes, and relater! hnml'ln hP.havior. The 
social component of technological innovation in­
cludes various institutional arrangements, including 
those between public and private bodies, that allow 
for the timely flow of resources and for the manage­
ment of uncertainties. Some local institutional 
arrangements that are considered important are ac­
cess to venture and seed capital, specialty legal 
and accounting services, and a climate of mutual 
support between technology firms and nearby research 
establishments, This per spec ti ve may have implica­
tions for transportation, The structure, power, and 
composition of local transportation agencies and 
their funding arrangements may enhance or inhibit 
local technological innovations and technology firm 
formation. 

TYPOLOGIES OF PUBLIC INITIATIVES 

Key features of programs and strategies that have 
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evolved at the state and local levels are reviewed 
in this section. Policy options at the state level 
are first identifiedi then examples of strategies 
developed at the city level are given. Third, ex­
amples of a few transportation-,;pecific initiatives 
that have been proposed or implemented are discussed, 

State s ~,ategies 

As the U.S. economy slowed down during the 1970s, 
state governments stepped up their efforts to retain 
or capture their share of a shrinkinq "economic 
pie,• Initial strategies such as business incen­
tives, especially through tax competition and in­
dustry assistance, have become so competitive that 
their desired effects on firm location decisions may 
have been neutralized (l) • More recently focus has 
shifted to targeting state industrial development 
and new firm formation in growth areas of the 
economy, especially high technology. The early 1980s 
have witnessed a plethora of state study commissions 
and task forces dealing with high technology in­
dustry growth. A recent Office of Technology Assess­
ment (OTA) census (2) identified nine existing task 
forces. In a number~£ states, task forces have been 
disbanded leaving in their wake nonprofit, semipri­
vate foundations or corporations to administer and 
provide funding for recommended high technology 
development, 

State initiatives can be characterized in at 
least two ways: by overall strategies and by types 
of policy instruments. The OTA census suggests that 
states appear to be capitalizing on their strengths 
by focusing on those stages of the industrial inno­
vation process that already give them a comparative 
advantage. States, such as Illinois and Michigan, 
with well-developed networks of R&D institutes and 
technological universities are giving particular 
attention to the resources of these systems. States 
that are known for their innovative and entrepre­
neurial environment, including capacities for new 
product marketing and venture capital, are concen­
trating on new product and proce111, development, for 
example, California, Connecticut, Massachusetts, and 
Hawaii. States that are known for mass production 
are concentrating on the attraction of spin-out 
branch plants or on the modernization of their 
existing industries using advanced technologies, for 
example, Alabama, Arkansas, and Mississippi. 

The second approach to characterizing state high 
technology initiatives is that employed in a recent 
National Governors' Association report (8), Here the 
various policy instruments available to a state have 
been categorized as follows: 

1, Policy Development Units: task forces, com­
missions, economic development agencies, public-pri­
vate partnership committees. 

2. Economic Incentives: tax and business incen­
tives, loans and loan guarantees, set asides, ven­
ture capital funds, 

3, Technical Support for Business: technology 
transfer programs, incubator programs, engineering 
extension. 

4, Worker Training and Involvement Programs: 
vocational and technical college offerings, cus­
tomized job training, worker participation, and job 
enrichment, 

5. Industry-University Linkages: joint ventures 
for R&D, innovation centers. 

In both reports cited, a discussion of transpor­
tation issues is conspicuous in its absence, Phys­
ical site determinants in general receive little 
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coverage. The reasons for this could be (a) that 
transportation is an unimportant determinant in high 
technology firm location or formation, (bl that 
state transportation strategies and policies are not 
addressed specifically under high technology ini­
tiatives but more broadly under economic development 
initiatives in general, or (c) that transportation 
is important but overshadowed by other growth deter­
minants such as supply of skilled labor and venture 
capital. 

Some hard evidence indicates that transportation 
is not unimportant in location decisions. A nation­
wide survey of high technology firms by Robert 
Premus of the Joint Economic Committee (JEC) shows 
transportation ranked sixth as a factor in inter­
regional location decisions and ranked fifth and 
ninth in intraregional location decisions (see 
Tables 1 and 2) (2_) • Respondents were asked to rank 
each of the attributes given in these tables as 
•very significant,• "significant,• •somewhat sig­
nificant,• or •no significance• with respect to 
their location choices. The percentages of very 
significant and significant responses were added to 
obtain an index of overall importance. For inter­
regional location decisions, although transportation 
ranked lower than labor, tax, academic, and cost of 
living considerations, it was considered more im­
portant than regulations, energy, cultural amen­
ities, climate, and raw materials. For intraregional 
location decisions "good transportation for people" 
scored high. The JEC report concludes: "Clearly 
traditional locational factors of access to markets 
and raw materials were not important factors for 

TABLE 1 Factors that Influence the Regional Location Choices 
of High Technology Companies (9) 

Rank 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Attribute 

Labor skills and availability 
Labor costs 
Tax climate within the region 
Academic institutions 
Cost of living 
Transportation 
Access to markets 
Regional regulatory practices 
Energy costs and availability 
Cultural amenities 
Oimate 
Access to raw materials 

Percentage Significant 
or Very Significant 

89.3 
72.2 
67.2 
58.7 
58.5 
58.4 
58.1 
49.0 
41.4 
36.8 
35.8 
27.6 

TABLE 2 Factors that Influence the Location Choices of High 
Technology Companies Within Regions (9) 

Rank 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

Attribute 

Availability of workers 
Skilled 
Unskilled 
Technical 
Professional 

State and local government tax structure 
Community attitudes toward business 
Cost of property and construction 
Good transportation for people 
Ample area for expansion 
Proximity to good schools 
Proximity to recreational and cultural opportunities 
Good transportation facilities for materials and products 
Proximity to customers 
Availability of energy supplies 
Proximity to raw materials and component supplies 
Water supply 
Adequate waste treatment facilities 

Percentage 
Significant 
or Very 
Significant 

96.1 
88.1 
52.4 
96.1 
87.3 
85.5 
81.9 
78.8 
76.1 
75 .4 
70.8 
61.1 
56.9 
46.8 
45.6 
35.7 
35.3 
26.4 
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high technology plant location decisions. Transpor­
tation entered the decision matrix in another man­
ner, however. A good transportation system for 
people was rated significant or very significant by 
76.l percent of the respondents. This finding is 
consistent with the view that commuting time is 
becoming an important factor influencing the migra­
tion decision of engineers, scientists, profes­
sionals and technicians required by high technology 
companies• (2,p.28). 

City Strategies 

Localities have been becoming more aggressive in 
their efforts to retain, expand, and attract in­
dustrial development. Some cities, such as Phila­
delphia and San Francisco, have embarked on broad­
based strategic planning processes of which the 
industrial sector is only a part. Other cities are 
concentrating their strategic planning on the manu­
facturing sector and high technology in particular, 
for example, San Antonio and Indianapolis. 

In "San Antonio's Place in the Technology Econ­
omy• (10) the city sets forth its review of oppor­
tunities in high technology and a blueprint for 
action. Its shopping list of general support actions 
needed includes research parks, educational invest­
ments, venture capital, attracting R&D funds, 
foreign technology investments, sta t ewide technology 
policies, technology exports development, and mar­
keting a technology i mage. Al though the report pays 
attention to San Antonio's geographical and cultural 
ties with markets in Latin Ame rica, transportation 
initiatives are hardly mentioned. 

In "A Strategic Plan for the Industrial Develop­
ment of Indianapolis" (11) a priority l ist of tar­
geted high technology industries is selected through 
a screening process of economic analyses. This 
primary tier of potential achievers includes in­
dustrial automation, telecommunications, instrumen­
tation, and health care technology. A complementary 
list of secondary tier industries including several 
of Indianapolis' historical achievers is targeted to 
provide a cradle for the younger, primary tier 
industries. Included in this secondary tier are 
wholesale trade, trucking, and air transportation, 
all of which depend heavily on Indianapolis' geo­
graphical location and transportation networks. 
However, apart from passing mention of the deter io­
rat i ng transporting infras t r ucture and the possible 
need for airpor t expansion, the connection between 
transportation strategies and investments in the 
second tier a nd industrial growth in the primary 
tier is not made. 

Examples of Transportation-Specific Initiatives 

In at least two states transportation-specific 
initiatives for high technology development have 
been articulated. 

Tennessee 

In Tennessee the Governors' Task Force made a 
thorough analysis of a survey, conducted by the U.S. 
Department of Commerce, of eight university-related 
research and technology parks. Nine elements were 
concluded to be common to all such successful ven­
tures, including easy access to Interstate and 
national commercial air transportation systems (~). 

Tennessee• s technology corridor concept for the 
Knoxville-Oak Ridge areas give particular attention 
to high-speed arterial highways and commercial air 
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services, as well as adequate cheap land and the 
campuslike, semirural environment along the arte­
rials. Tennessee's plan is probably the leading 
example of a state-formulated technology growth 
strategy built around an existing configuration of 
university and research establishments combined 
with an existing and proposed configuration of 
transportation facilities. 

Massachusetts 

In Boston, a major high technology industrial park 
is to be located adjacent to Logan International 
Airport. The park will provide companies with space 
for research and development, manufacturing, ware­
housing, and distribution of products. Easy access 
to air cargo and general aviation facilities is 
expected to reduce ground handling costs as well as 
loss and damage. Another feature of that complex 
will be its future designation as a foreign trade 
zone (FTZ). 

A foreign or "free• trade zone is a site within 
the United States cordoned off from u.s. Customs 
Service regulations. It allows a company to import 
goods duty free provided the finished product is 
ulti- mately exported. If sold domestically, duties 
are imposed only on the finished goods. Although 
FTZs can be located anywhere, locations close to 
inter- national airports are frequently preferred 
because they reduce surface transportation costs. 

TRANSPORTATION IMPLICATIONS 

It is evident from the preceding discussion that 
transportation has been largely neglected in state 
and local planning efforts directed at high tech­
nology development. Unlike traditional heavy manu­
facturing, proximity to raw materials and markets, 
as a transport cost minimization objective, is not 
of prime concern to high technology firms. Transpor­
tation has not been considered a key determinant of 
the location of these firms; this has earned them 
the label "footloose• industries. 

Communication and exchange of information and 
close proximity to young markets are of the essence 
in the development of high technology activities. 
The special features of these firms and the activ­
ities that they engage in have important spatial 
requirements, which should not be overlooked in 
current planning efforts and programs to facilitate 
and support technological innovation through trans­
portation initiatives. This section examines, quali­
tatively, the nature of these requirements and the 
resulting opportunities that may arise to positively 
influence the economic development proce&s. The 
characterization presented in the second section 
will serve as the basis of a framework for examining 
the transportation interrelationships with the 
various stages of the industrial innovation process. 

The discovery or R&D or invention stage is people 
and idea dependent in addition to requiring scien­
tific resources. These scientific contact systems 
(13) involve highly trained scientists and engineers 
working intensively on difficult frontier topics. 
Some of the associated transportation-generating 
requirements are frequent meetings between scien­
tists and attendance at scientific workshops, con­
ferences, and symposia. These entail intercity 
travel because only a handful of experts in many of 
the fields of interest may be located in any one 
place. Air service is the appropriate mode for such 
travel because of the high value of the time of 
these professionals. Therefore even at the R&D stage 
where the benefits of spatial concentration are 
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readily apparent (sources of inspiration, ideas, 
leads to problem solutions, and rapid dissemination 
of partial results obtained by colleagues and com­
petitors), a potentially significant transportation 
component can be identified. 

Furthermore the types of individuals involved in 
these activities generally place a high premium on 
overall urban quality of life (14). Accessibility of 
work and recreation opportunities has long been 
recognized as an important component of an urban 
area's livability and desirability. In particular, 
congestion levels accompanying the home-to-work 
commute usually play a significant role in an in­
dividual' & residential Jo~ation opportunities and 
choices and thereby contribute to overall satisfac­
tion with life-style. Of course these factors are 
not restricted to the R&D stage; they are present in 
the other stages as well. 

In the second stage, adoption and commercializa­
tion, dependence on contact systems is even greater. 
In this stage, the scientific aspects need to be 
combined with entrepreneurial skills to secure 
appropriate financial and human resources for 
launching test products and processes and to con­
vincingly establish the commercial viability of a 
scientific discovery. Thus a special class of exten­
sive and intricate business contact systems operates 
in conjunction with the scientific contact systems. 
For example, a venture capitalist working within a 
200-mile-radius service area may visit a client firm 
two to four times a month in the early stages. 

From a locational standpoint the adoption and 
commercialization stage is facilitated by a location 
amid concentrations of firms engaged in similar 
lines of activity; these are likely to be clients of 
and suppliers to the newly emerging firm. The latter 
may itself be a spin-off venture of an existing 
larger firm. Initial start-up costs, primarily those 
of essential knowledge, are likely to be reduced by 
proximity to such a concentration, and there is the 
possibility of • raiding• other firms for key pro­
fessionals. In that regard, agglomeration economies 
(of an informational nature) seem to play a key role 
in the location of technologically advanced in­
dustries at this stage of their development. Jon 
Levine describes Los Altos Hills, an established 
suburb of Silicon Valley, as a place "where deals 
are cut in barbershops and entrepreneurs are made on 
tennis courts" (15). 

The apparent low importance of transportation 
costs as a locational determinant for high tech­
nology industries in the adoption and commercializa­
tion stage may be deceiving. William Lathan points 
out that agglomeration economies can be viewed as a 
special case of transportation cost minimization 
(16). This suggests several transportation attri­
butes conducive to those activities. First, the need 
for frequent air travel identified in connection 
with the earlier R&D stage is still present and 
actually increases substantially because of asso­
ciated entrepreneurial activities. Time sensitivity 
in this highly volatile and rapidly changing arena 
is great for many face-to-face contacts between key 
actors, further pointing to the criticality of 
high-quality air service (i.e., frequent direct 
connections to and from major high technology con­
centration areas). 

In addition, the adoption and commercialization 
stage involves the initiation of manufacturing 
activities, requiring the transport of material 
inputs to the plant and outputs to clients who are 
often other high technology manufacturers. Shipments 
are typically highly valued, time sensitive, and of 
relatively low bulkiness, they often require careful 
handling. These attributes are usually considered 
indicative of a high likelihood of using air 

... 
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freight--an assertion that can be supported by an 
examination of the general characteristics of air 
shipments (17,18). The air freight requirements of 
high technology'"" development are further discussed 
later in this section. 

The availability of affordable middle-class 
housing and automobile journey to work are other 
important considerations for firms in the adoption 
and commercialization stage. The heavy concentration 
of professional and white-collar workers in the high 
technology work force is illustrated by the follow­
ing aggregate figures of the Massachusetts High Tech 
Council, many members of which are located in the 
MA-128 concentration (18). 

Type o f Wo rker 
Professionals 
Technical paraprofessionals 
Administrative and clerical 
Skilled labor 
Production 

P.ercentage 
34.7 
13 . 1 
21.5 
24.3 

6.3 

In the standardization stage increasing geo­
graphic separation of manufacturing from corporate 
control, R&D, and other functions can be observed 
( 19, Introduction). Although the process by which 
h i gh technology corporations make decisions regard­
ing organizational structure and the corresponding 
spatial allocation of activities is not well under­
stood, factors such as land and skilled labor avail­
ability (and cost), quality of life, and tax and 
business climate seem to play an important role in 
the location of branch manufacturing plants (i). 
Multilocational firms generate demand for frequent 
travel (among the various branch locations) , which 
typically requires air service, in addition to the 
previously mentioned travel needs of scientific and 
technological personnel. Furthermore, the air mode 
is often an essential element of these firms' lo­
gistic strategies and is relied on for the transport 
of incoming and outgoing freight on a regular, 
planned basis as well as for meeting emergency-type 
requirements. 

It can thus be seen that, in all three stages of 
the industrial innovation process, a significant 
role exists for air transportation of both pas­
sengers and freight. In addition to special air 
transport needs, there is the high-tech highways 
phenomenon (20). Outer rings or access arterials 
appear to provide tolerable congestion levels es­
sential to achieving the desired overall quality of 
life that is of prime concern to the highly trained 
scientists and professionals on whom high t e c hno logy 
industries thrive. They also prov ide access to 
affordable semirural, campuslike industrial land and 
proximity to suburbs and exurbs, More subtly, high­
tech highways provide a desirably aesthetic setting 
for high technology firms seeking highly visible 
locations. It appears that, for many high technology 
firms, buildings and grounds have "monument value." 
Freeway routes create such sites. 

Therefore, although it is not a primary loca­
tional determinant, transportation can greatly en­
hance and support high technology activities. It 
also has the potential of acting as a catalyst to 
accelerate the formation of high technology con­
centrations, particularly when transportation-re­
lated measures are coupled with other features such 
as tax incentives, research and industrial park 
developments in the vicinity of airports and inter­
changes, and the like. In other words, although 
transportation is not a sufficient factor, it is 
clearly a necessary factor that ought to be con­
sidered in medium- to longer-term planning and in­
vestment strategies at the local, state, and na­
tional levels. 

27 

Spec i al Consideration e f or M.edium-S ized Urba·n Ar eas 

Increasingly, medium-sized urban areas such as 
Austin, Texas: Raleigh, North Carolina: and Albu­
querque, New Mexico, are witnessing the emergence 
and growth of high technology activities. An overall 
high quali ty of life (e.g., housing opportunities, 
proximity to outd oor activities), the presence of 
major technological universities, a favorable tax 
and labor climate, and other factors combine to 
enhance the attractiveness of many of these areas to 
high technology firms. This phenomenon has important 
transportat i on imp l icati-ons fo r t hese areas , given 
the special requirements o f h igh t e c hnology in­
dustr ies discussed th·rougho ut this s ection. The 
special considerations applicable to medium-sized 
ur ban areas resul t i ng from high technology develop­
ment are discusse d elsewhere <ill . In the long ru n 
a i r s er v i c e a nd a v iation fac ilities ma y no t be ade­
quate i n many of these smaller u rban areas . In addi­
tion, the restructuring of the nation's trunk air­
line networks following the 1979 deregulation has 
resulted in an overall loss of direct service to and 
from many small and medium-sized urban areas (21,~), 

Further, when considering zoning for research and 
technology parks in technology growth communities, 
transportation and land use planners would do well 
to apprize the development potential created by 
existing beltways and access a r t erials . The location 
of research parks in low visibility areas, such as 
the Purdue Research Park in West Lafayette, Indiana, 
may prove to be a dubious, slow-growth proposition. 

High Technology and International Transportation 

In addition to the previously discussed domestic 
transportation implications of high technology de­
velopment, the international dimension ought to be 
considered. Because these industries are labor in­
tensive and most countries have some concentration 
of technological expertise, a number of observers 
argue that worldwide economic integration is likely 
to occur at an early stage and include the less 
developed countries (23,24). For example, before 
Japan began making micreyrocessing chips for its 
hand-held electronic calculators, the chips came 
from the United States, the steel housing came from 
India, and the final product was assembled in Singa­
pore or Indonesia. 

The globalization of production and manufacturing 
calls for appropriate world freight system develop­
ment and trade policies guaranteeing the prerequi­
site degree of freedom. Because of the nature of the 
shipments, international air cargo can be important 
to these industries. Thus the concept of FTZs is 
receiving increasing attention in the United States, 
especially in the vicinity of international airports 
(25). 

FTZs in the vicinity of airports constitute one 
example of the array of innovative transporta tion­
related measures and policies that could be ini­
tiated at the local and state levels to foster 
economic renaissance through high technology de­
velopment. Further attention to the transportation 
and spatial aspects of high technology industrial 
development is warranted and is bound to yield 
greater understanding of the phenomena at hand and 
to lead to identification of related options and 
strategies with potentially significant long-term 
effects. Additional thoughts on this matter and 
recommendations for further research are given in 
the next section. 
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CONCLUSION 

While alarm and studies concerning u.s. competitive 
edge and trade position in advanced technology pro­
ceed at the national level, policy spPr.ifics and 
strategic action advance at the state and local 
levels. Bruce Nussbaum describes the mounting inter­
state and interregional competition over high tech­
nology as a "nascent second 'war between the 
states'" (~,p.14). By and large to date these ini­
tiatives have not made connections between transpor­
tation and the advancement of high technology 
growth. This is partly because of a dearth of hard 
data on the subject and the recondite natu~e of thP. 
connections. 

By means of an elementary characterization of 
high technology industrial development, a case for 
the importance of transportation in at least four 
areas has been developed. The areas are (a) the 
journey to work of the predominately professional, 
white-collar work force: (b) business air travel for 
scientific, technical, and business purposes: (cl 
high air freight volume due to the high value, low 
bulk, time-sensitive, and fragile nature of ship­
ments: and (d) clean, campuslike, semirural, highly 
visible sites in the vicinity of major arterials, 
Interstates, and airports. 

Recent examples from the Tennessee Technology 
Corridor and the Logan International Airport Tech­
nology Park Development indicate that transportation 
investments and strategies may play a significant 
role in high technology growth initiatives. Further 
research is needed in three areas: description of 
phenomena, theory building, and planning and design 
tools. 

An improved characterization of high technology 
industries, disaggregated to the four-diqit standard 
industrial classification level, is needed. A better 
handle on the commodity flows in and out of high 
technology industries and the travel patterns of 
their workers is also needed. 

A strong theoretical base would be enhanced by a 
fuller understanding of the agglomeration phenome­
non. More knowledge about the dynamics of firm 
emergence and clustering is needed as is a better 
understanding of the apparent footlooseness of high 
technology firms. Even though high technology firms 
may be little concerned about the transportation 
costs of inputs and outputs, their transportation 
needs in terms of quality of service and mobility of 
personnel appear to be important. 

Prom the planning and design perspective, the 
land and building space needs of high technology 
firms are not well documented. State and local 
government transportation options for encouraging 
high technology research or manufacturing develop­
ment have not uee11 11.tliculated. Although research on 
this topic is not yet sufficiently advanced to pro­
vide analytical methodologies or policy frameworks 
for transportation planners and engineers, two 
guiding principles can be deduced. First, the qual­
ity of transportation services appears to be impor­
tant, and transportation costs may not be. Second, 
proximity to transportation facilities, such as an 
airport or interchange, appears to enhance growth 
either directly when coupled with other policy 
initiatives such as a foreign trade zone or in­
directly by providing affordable, spacious in­
dustrial sites. Finally, a mathematical model for 
forecasting long-term transportation investments 
associated with high technology industries may be 
useful. 

The National Research Council's Panel on Advanced 
Technology Competition calls for the strengthening 
of the national capacity for technological innova­
tion. Some elements that already support u.s. inno-
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vation capability are a strong research infrastruc­
ture, technically educated manpower, a technically 
literate population, tax and business incentives, 
and technology transfer programs. The challenge for 
transportation engineers and planners is to P.xamine 
the adequacy and appropriateness of transportation 
facilities and services as an additional element in 
the overall scheme of rapid technological and eco­
nomic adjustment expected as the United States moves 
into an age of knowledge-based economy. 
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Comparative Economic Analysis of 

Asphalt and Concrete Pavements 

RALPH D. SANDLER, EDWARD T. DENHAM, and JACK TRICKEY 

ABSTRACT 

A comparative economic analysis of alterna­
tive asphalt and concrete pavement design is 
presented in this paper. Both a life-cycle 
cost comparison and an economic impact anal­
ysis were conducted. In this study, using 
specific designs for a hypothetical rural 
Florida project and 1983 Florida estimated 
costs, the asphalt pavement design was the 
clear and unambiguous economic choice at 5, 
7, and 10 percent discount rates and for 
both 30- and 40-year project lives. A sen­
sitivity analysis of energy price impacts 
was conducted by assigning asphalt material 
pr ices a 2. 6 percent differential inflation 
rate. The asphalt pavement design was again 
the economic choice in all comparisons. A 
comparative life-cycle cost analysis should 
be conducted routinely. It has great poten­
tial for resolving ambiguous public debate 
as well as maximizing the economic effi­
ciency of public expenditures. An economic 
impact analysis, which consisted of an as-

sessment of the earnings and employment 
effects of each design, was accomplished by 
applying an input-output model, RIMS II, to 
industry-specific input costs. The study 
found an employment benefit in the use of 
concrete; however, the interpretation of 
this advantage must be left to the decision 
maker. Further research is recommended, 

The literature consistently recommends the use of 
life-cycle cost analysis in evaluating alternative 
pavement designs; however, there are few articles 
that discuss the application of this technique to a 
practical case study. Practical examples can be very 
useful for exploring how sensitive the outcome of an 
analysis is to different and often controversial 
parameter assumptions such as the discount rate, the 
treatment of inflation, and the economic life of a 
project. 

In 1983 the Florida Department of Transportation 
(FOOT) completed a study, A Comparative Analysis of 
Asphalt and Cement Concrete (.!), on the relative 



30 

merits of the use of these two products for highway 
construction. The portion of that study concerned 
with conducting a life-cycle cost analysis is dis­
cussed in this paper. The following issues are 
specifically addressed. 

1. Is the initially higher construction cost of 
cement concrete pavements mitigated by reduced 
future maintenance costs and longer facility life? 

2. Will the future price of asphalt, as a scarce 
natural resource, further erode the initial cost 
advantage of asphalt pavement? 

The employment impact of a public investment 
decision is often considered more important by 
policy makers than minimizing the cost of an invest­
ment, especially during periods of economic con­
traction. Despite the apparent interest of elected 
officials in the economic impact of a project, the 
issue has seldom been the subject of empirical re­
search. For this reason the FOOT study was broadened 
to include an assessment of the earnings and employ­
ment effects of each pavement design using Florida­
specific multipliers from the Regional Input-Output 
Modeling System (RIMS II) developed by the u.s. 
Bureau of Economic Analysis. 

The focus of this paper is on the analytic ap­
proach rather than the results of this Florida-spe­
cific case. Although other designs in other regions 
may produce different outcomes, the same principles 
and techniques of economic analysis should still be 
applicable. 

PROJECT DESCRIPTION 

For cost comparison purposes we selected a typical 
rural four-lane Interstate project designed to pro­
vide adequate capacity and structural strength for 
the estimated traffic volume for 20 years. It was 
assumed that after this period traffic would in­
crease through the 30th year untLL the carrying 
capacity of the roadway was exceeded and the roadway 
required major widening and reworking, ending the 
economic life of the initial roadway. Using current 
FOOT design procedures, the two pavement designs 
(asphalt and nonreinforced concrete) shown in Figure 
l were prepared based on the assumption that during 
the 20-year design period there would be 10 million 
18-kip equivalent single axle loads in the design 
lane. The asphalt pavement design uses a stage con­
struction concept that provides an initial pavement 
and base thickness sufficient for the first 10-year 
loadings with a planned second stage pavement layer 
to be added after the tenth year. The combination of 
the first and second stage construction provides an 
asphalt pavement design equivalent to the concrete 
pavement design. 

Based on these designs the quantity of materials 
required to construct a 1-mile section of Interstate 
was calculated for each pavement type. Design com­
ponent costs, given in Table l, were then estimated 
based on 1983 prices for similar new Interstate 
construction projects in Florida. 

To determine the total life-cycle cost of equiv­
alent pavement sections, it was assumed that 30 
years represents the economic life of a successful 
project and is an appropriate period of analysis. 
All major rehabilitative activities and annual rou­
tine pavement maintenance expenditures were then 
estimated as well as the salvage value of the pave­
ment materials in place at the end of the 30-year 
period. Estimates of the annual expenditures for 
routine maintenance on each pavement type for the 
hypothetical 1-mile section were $528 for asphalt 
and $1,044 for concrete. These estimates were based 
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FIGURE I Typical sections of alternate pavement designs for 
initial construction. 

on the historic expenditure experience of the FOOT 
for asphalt and concrete Interstate roadways. Ter­
minal values were also estimated using $0 per ton 
for concrete pavement and $6 per ton i:o, d&pi·,al t 
pavement. These figures are the estimated differ­
ences in the cost to salvage old pavements in rural 
settings Rn~ thP. mRrkP.t value of the recycled mate­
rial to be used on other projects. Table 1 gives the 
life-cycle components and their cost estimates in 
1983 dollars. 

LIFE-CYCLE COST ANALYSIS 

This study provides a description of the economic 
principles, analytic techniques, and primary con­
clusions reached in performing a life-cycle cost 
(LCC) analysis of asphalt and concrete pavement 
designs for a typical rural highway section. Maxi­
mizing economic efficiency is the decision criterion 
implicit in this technique. Therefore, even though 
other factors may also be important, the pavement 
design with the lowest LCC would be the most eco­
nomically efficient choice. 

Discounting and OPPortunity Cost of Capital 

The concept of LCC should be understood to represent 
an economic assessment of competing design alterna­
tives, considering all significant costs over the 
life of each alternative, expressed in equivalent 
dollars (ll. A key to LCC is economic assessment 
using equivalent dollars. For example, assume one 
person has $1,000 on hand, another has $1,000 prom­
ised 10 years from now, and a third is collecting 
$100 a year for 10 years. Each has assets of $1,000. 
However, are the assets equivalent? The answer is 
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TABLE 1 Life-Cycle Components and Cost• 

Design Element 

Initial construction 
Surface 
Base 

Major maintenance 
IO years 
20 years 

Rout ine annual maintenance 
Terminal 

n1983 dollars . 

Asphalt 

4Y, in. (stage 1) 
12 in . rock 

2 in. (stage 2) 
Recycle 

71/i in . pavement 

not simple because the assets are spread across 
different po i nts in time. To determine whos e assets 
are worth most, a baseline time reference must first 
be established. All dollar values are then brought 
back to the baseline, using prope r economic proce­
dures to develop an equivalent dollar value. Given 
the time value of money , t oday 's dollar is simply 
not equal to tomor row ' s dol l a r. Money invested in 
any form earns, or has the capacity to earn, in­
terest so that a dollar today is worth more than the 
prospect of a dollar at some future time. The same 
principle applies when comparing the cost of various 
pavement design alternatives over time. 

Each alternative may have a different stream of 
cos t s that must be transformed into a single equ i v­
a lent do llar value be f ore a meaningful comparis on 
c an be made . The r a te at which these al. t e rnat ive 
cost streams are conve rted into a sing le equivalent 
dollar value is re£erred to as the d iscount rate. 

The time value of money concept applies far 
beyond the financial as pec t s of i nterest paid on 
borrowed money. First, money is on.ly a medium of 
exchange that represents ownership of real re­
sources--land, labor, raw materials, plant and 
equipment--that are diverted from one use to 
another. Second, the most important concept in the 
us e of a discount rate is t he oppor tun i ty c ost o f 
capital (3-7 ). The funds expended for a government 
p ro j ect are- not fund s t hat wou l d o the rwise stand 
idle. They are obtained by the government from the 
priva t e sector, ei.the r by taxat ion or by borrowing, 
or from the government its e lf by diver ting funds 
from other purposes. If left in the private sector, 
such funds will be put to use there, and in that use 
will earn a return that measures the value society 
places on the use of funds. If the funds are 
diverted to government use, the true cost of the 
diversion is the return that would otherwise have 
been earned . The cost is the opportunity cost of 
capital and is the correct discount rate to use in 
calculating the LCC of various pavement design 
alternatives. 

Inflation 

The issue of how to deal with inflation in LCC 
studies is important because the procedure adopted 
for the trea t ment of i nf l ation can have a decided 
effect on the results of an ana lysis . Firs t , the 
difference between two types of pr i c e changes must 
be carefully identified: general inflation and dif­
f erent i a l p rice c ha nges . The fo rmer may be de fi ned 
a s an i ncrease i n t he gen eral level o f pr ices a nd 
income throug hout the e conomy. Differential price 
c hange means the d ifference between t he p rice trend 
o f the goods a nd serv ices being a nalyze d and t he 
gener al pr i c e tr end . During the period o f a nalysis 
some pr i ces may decline wher e as others may remain 
fa irly c onstant, keep pace with, or exce ed t he 
general trend in prices. 

Distortions in the analysis caused by general 

Cost 
($) 

346,041 
198,940 

219,890 
179,018 

528 
94,336 

Co ncrete 

11 in. concrete 
6 in. sand and stone 

Reseal joints 
Reseal joints 

11 in , pavement 

Cost 
($) 

673 ,0 16 
92,712 

33 ,131 
33,131 

1,044 
0 

inflation can be avoided by making appropriate 
decisions regarding the discount rate and the treat­
ment of future costs. The discount rate for perform­
ing present-value calculations on public projects 
should represent the opportunity cost of capital to 
the taxpayer as reflected by the average market rate 
of return . However, the market or nominal rate of 
interest includes an allowance for expected infla­
tion as well as a return that represents the real 
cost of capital. For example, a current market rate 
of interest of 12 percent may well represent a 7 
percent opportun i t y cost component a nd a 5 percent 
inflation compone nt . The p r actice o f exp r e s s i ng 
future cos t s i n constant dollars and t hen discount­
ing these costs using the market, or nominal, rate 
of interest is in error and will understate the LCC 
of an alternative. Similarly, the prac tice of ex­
pressing future costs in inflated, or current, dol­
lars and then discounting the costs using the real 
cost of capital would overstate the LCC of an alter­
native. 

The distortion caused by general inflation may be 
neutralized in two ways. One is to use the nominal 
rate of interest (including its inflation premium) 
for discounting, while all costs are projected in 
inflated or current dollars. The other is to adjust 
the nominal rate of interest for inflation, dis­
counting with the real rate component only, while 
measuring the cost stream in constant dollars. Be­
cause of the uncertainty associated with predicting 
future rates of i nf l a t i on and in view of the similar 
results achieved by following either method, a dis­
count rate has been used that represents the real 
cost of capital while calculating LCC in constant 
dollars. Because it avoids the need for speculation 
about inflation in arriving at the economic merit of 
a project, this procedure is generally accepted in 
the engineering profession (~,1,i> and is recom­
mended by the u.s. Office of Management and Budget 
(~). 

Although the distortions caused by general price 
inflation can be easily neutralized, the issue of 
incorporating differential, or real, price changes 
into an economic analysis is an extremely complex 
matter. Authorities such as Winfrey (.2_,pp.247-248), 
Lee, and Grant (10,p.253111) have recommended the 
use of differentitl prices only when there is over­
whelming or substantial evidence that certain in­
puts, such as land, are expected to experience 
signif icant pr ice changes relative to the general 
price l evel. It is the preferred practice, and the 
one followed in this study, to incorporate differ­
ential prices in a separate sensitivity analysis. At 
the point where a decision is reversed, the differ­
ential prices can be carefully examined to determine 
if there is a high probability that they will 
prevail. 

Compa r a tive Ana l ysis 

This section provides a comparative LCC analysis of 
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an asphalt and a concrete pavement design. In line 
with the previous discussion, differential prices 
were not included in this phase of the analysis but 
are fully considered in a separate sensitivity 
analysis= 

Both the expected physical life and the possibil­
ity of technological obsolescence serve as upper 
limit parameters in estimating the life of a 
project. The cr i tical determinant, however, will be 
the economic l ife of the project . The lat ter is that 
estimated period of time extending from the date the 
project is complete and service actually begins to 
the date when the project is no longer economically 
viable. With this in mind, 30 years has been se­
lected as the most appropriate period of analysis. 
However, for comparative purposes a 40-year analysis 
period is also included. 

Selection of a discount rate can be a crucial 
parameter in LCC analysis. A high discount rate 
means a lower life-cycle cost for those design 
alternatives the costs of which are incurred late in 
their economic life. Similarly, a low discount rate 
means a much higher life-cycle cost for these same 
design alternatives. It is believed that the true 
social opportunity cost of capital, before taxes and 
after inflation, is approximately 7 percent and this 
is the correct discount rate to use in an LCC analy­
sis. Predictably, the selection of a discount rate 
has generated a diversity of opinion Cl,!!,,g,1d). 
Because the results of this analysis may be sensi­
tive to the discount rate used, calculations will be 
performed at two additional discount rates (5 and 10 
percent), which represent the extreme upper and 
lower range of current opinion. 

Computati onal Formula s 

PV = IC + (P/F,r,N2) (STG2) + (P/F,r,N3) (STG3) 
+ ••• (P/F,r,N) (STGN) + (P/A,r,N) (AMC) 

(P/F,r,N) (TSV) 

where 

where 

PV 

IC 

Ni 
r = 

STG2 

STG3 

STGN 

AMC= 

TSV 

present-value cost per mile of con­
crete or asphalt pavement; 
initial cost per mile of concrete or 
asphalt pavement; 
analysis period (yr) 1 
discount rate (5%, 7%, 10%) 1 

stage 2 cost per mile, overlay for 
asphalt pavement, joint resealing 
for concrete pavement; 
stage 3 cost per mile recycling for 
asphalt pavement, joint resealing 
for concrete pavement; 
final stage cost per mile, recycling 
for uophalt pavement, joint. rP.sealing 
for concrete pavement: 
annual maintenance cost per mile of 
either concrete or asphalt pavement; 
and 
terminal salvage value of asphalt 
pavement. 
Single Payment Present-Worth 

Factor= 1/(1 + r)Ni 

r = discount rate and 
Ni = N2, N3, • • • Nn• 

(P/A,r,N) Uniform Series Present-Worth 
Factor= ((1 + r)N - l]/r(l + r)N 

where 

r = discount rate and 
N analysis period. 
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Results of Comparat'ive Analysis 

The results of the comparative LCC analysis are 
provided in Table 2 for the two alternative pavement 
designs. To test the sensitivity of these results to 
changes in certain key parameters, two additional 
discount rates are considered and a 40-year analysis 
period is included. 

TABLE 2 Total Life-Cycle Present-Worth Cost Comparison 

Discount Rate(%) 

Alternative s 7 10 

30-year life-cycle cost($) 
Concrete pavement 814,603 804,087 793,268 
Asphalt pavement 733,734 697,182 655,939 

40-year life-cycle cost ( $) 
Concrete pavement 824,134 809,402 795,534 
Asphalt pavement 782,925 726,527 670,048 

Largely because of the use of stage construction, 
the results indicate a clear and decisive advantage 
of asphalt over concrete -pavement. Note that these 
results are not sensitive to changes in key param­
eters. The life-cycle cost of the asphalt pavement 
design is significantly lower regardless of the dis­
count rate or period of analysis chosen. 

Sensitivity Analysis 

The issue of incorporating differential, or real, 
pr ice changes in an LCC analysis is an extremely 
complex matter. Authorities have recommended the use 
of differential prices only when there is overwhelm­
ing or substantial evidence that certain inputs are 
expected to experience significant price changes 
relative to the general price level. The key ques­
tion is what constitutes •overwhelming evidence•? 
Overwhelming evidence is ii-1C.i:Lpreted here to mean 
long-term historic experience, based on an economic 
phenomenon that is clearly understood and reasonably 
predictable. There are few examples where there is 
an indication that the real pr ice of some input is 
likely to increase over a 30- to 40-year period. Tt 
is important to remember that real price increases 
represent those increases in excess of the general 
inflation rate. 

It is often argued that the real price of land, 
especially in highly congested areas, has increased 
over the long term. This is because there is an 
absolutely fixed supply of land and therefore each 
successive use intensifies a scarcity problem. Real 
prices are thus forced up by rising demand. 

Another argument is frequently made that energy, 
in particular petroleum, is a scarce natural re­
source, limited in supply, that will exhibit real 
price increases in the future. In addition, the 
activities of the Organization of Petroleum Export­
ing Countries (OPEC) cartel, it is believed, will 
lead to pr ice increases above those expected for a 
scarce natural resource. Although these arguments 
provide compelling examples, a closer examination of 
the energy issue reveals the complexity of trying to 
anticipate what may happen to the long-term price of 
petroleum. 

First, cartels have historically experienced only 
short-term success. The prevailing view of OPEC is 
that it has not yet demonstrated its ability to con­
trol prices over a long period of time. Second, al­
though petroleum is recognized as a scarce natural 
resource, there are mitigating factors, such as new 
discoveries, technological change, substitution, and 
conservation (_!i,pp.129-147) that may moderate price 
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increases. These factors cannot be ruled out on the 
basis of our recent energy experience. 

Although the scarcity argument provides a strong 
case for believing that the real price of petroleum 
will increase over the long run, a closer examina­
tion of these issues reveals that, given the pre­
vious discussion, this may not occur. Even if real 
pr ice increases for petroleum do occur, predicting 
their timing and magnitude would be highly specula­
tive. 

The case for incorporating differential price 
changes in a comparative analysis of asphalt and 
concrete pavements is even weaker and more ambigu­
ous. Certainly the same criterion should be re­
quired: long-term historic experience based on a 
phenomenon that is clearly understood and reasonably 
predictable. Unfortunately, this criterion presents 
several problems such as which price index and time 
period to use as a historic guide. Which period is 
most appropriate? A variety of different and prob­
ably erroneous assumptions about the future is pos­
sible depending on the historic period selected. 

There are also other problems. The criterion that 
requires overwhelming evidence before differential 
prices can be used in LCC analysis still applies. A 
history of real pr ice changes must be based on an 
economic phenomenon that is clearly understood be­
fore one can reasonably predict that these trends 
will continue over a 30-year period. Historic price 
trends, unsupported by an underlying economic ra­
tionale, may merely reflect a statistical artifact. 
Is the underlying basis for real price changes in 
both asphalt and concrete pavements clearly under­
stood? Certainly the cost of both is inseparably 
linked to the pr ice of energy, and the pr ice of 
energy has experienced unprecedented instability 
during the past decade. Other factors such as de­
mand, industrial structure, and the cost of labor 
are also important but have obscure and uncertain 
impacts. All of these conditions make it extremely 
difficult to predict future price trends; con­
sequently, the criteria for establishing overwhelm­
ing or substantial evidence have not been met. 

Nevertheless, the purpose of a sensitivity analy­
sis is to determine how sensitive results may be to 
variations in uncertain parameters. How would dif­
ferential prices, even if incorporated in this anal­
ysis, alter the results? Instead of arbitrarily 
selecting a historic period as a guide to the fu­
ture, it was decided to use an established econo­
metric model, Data Resources, Inc. (DRI), to fore­
cast real price trends (15). This approach is more 
rigorous in that it relies on a model that explic­
itly contains an underlying economic rationale that 
can be tested statistically. 

Although the ORI forecast does not provide a 
prediction of the real price changes in asphalt and 
concrete, the costs of both are inseparably linked 
to the price of energy. According to Data Resources, 
the real price of U.S. oil, which will be used as a 
surrogate for the future price of asphalt, is ex­
pected to increase at a compound annual rate of 2, 6 
percent (~,p.1.118), 

The sensitivity analysis was conducted by apply­
ing the 2. 6 percent escalator to the esti mated cost 
of the asphalt material contained in the stage 2 and 
the recycling elements of the asphalt pavement de­
sign. Of the stage 2 costs ($219,890), $78,840 is 
asphalt material, Of the recycling costs ($179,018), 
$14,250 is asphalt material (see Table 1). 

Although a real price increase of 2.6 percent may 
seem small, it is important to remember that real 
price increases represent those increases in excess 
of the general inflation rate. Further, the com­
pounding effect of such a price increase over a 
30-year period would have a significant effect on 
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the real cost of highway construction. Such a growth 
rate would provide ample incentive for technological 
change and substitution, However, the sensitivity 
analysis has been conducted as if the 2, 6 percent 
real growth rate held over the entire analysis 
period, 30 and 40 years, and no technological break­
throughs or substitutions occurred to reduce asphalt 
consumption. Recent studies of the use of sulphur as 
an asphalt extender or substitute are examples of 
how technological progress often makes long-term 
projections based on current technology difficult 
(~). 

Results of Sensitivity Analysis 

The results of the sensitivity analysis are pre­
sented in Table 3. The purpose of a sensitivity 
analysis is to identify the turning points in a 
decision. In particular, the sensitivity analysis 
should indicate whether the strongest argument for 
the highest cost alternative is sufficient to change 
the results of the comparative analysis, In this 
case the comparative analysis (Table 2) and the 
sensitivity analysis (Table 3) are in agreement. 
This strengthens confidence in the results of the 
comparative analysis. 

Both Tables 2 and 3 should be interpreted as 
efforts to depict the relative confidence that could 
be placed in making a decision based on a 7 percent 

TABLE 3 Total Life-Cycle Present-Worth Cost Comparison 
with Escalator 

Discount Rate (%) 

Alternative s 7 10 

30-year life-cycle cost($) 
Concre te pavement 814,604 804,087 793 ,268 
Asphal t pavemen t 750,603 710,637 665 ,691 

40-year life-cycle cost ( $) 
Concrete pavement 824,135 809,402 795,534 
Asphalt pavement 803,618 742, 153 680,157 

discount rate at 30 years. Table 2 indicates that 
widening the discount range or the project life does 
not affect the choice. The results indicate a clear 
and decisive economic advantage to asphalt pavement 
over concrete pavement in this case study. In Table 
3 the life-cycle cost of the concrete pavement al­
ternative is higher under the most extreme para­
metric assumptions--a 5 percent discount rate at 40 
years with a projected 2, 6 percent real increase in 
the pr ice of asphalt material. The results of the 
sensitivity analysis further confirm the outcome of 
the comparative analysis. 

ECONOMIC IMPACT ANALYSIS 

An implicit assertion, on behalf of the cement and 
concrete industry, is that the use of concrete pave­
ment in highway construction generates a signifi­
cantly greater local earnings and employment impact 
than does the use of asphalt (1). Two lines of rea­
soning are generally offered -in support of this 
assertion. First, concrete highway construction is 
more labor intensive than asphalt construction. 
Second, whereas asphalt is an essential component of 
imported petroleum, all cement and concrete products 
are locally produced and therefore their use has a 
greater economic impact. 

Elected officials often find these assertions 
compelling because the employment impact of public 
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investment may be considered more important than 
achieving economic efficiency, especially during 
periods of economic contraction. Unfortunately, the 
issue is seldom approached quantitatively except in 
the most casual manner. An emi;,ir ical evaluation of 
the earnings and employment impact of these two 
designs could substantially improve public decision 
making by removing some of the ambiguity surrounding 
this issue. 

Regional rnput-Output Modeling System 

Thia type of economic assessment hRR previously 
required the development of an input-output model 
that was complex, time consuming, and expensive to 
construct. Recently these problems have been over­
come with the development of the Regional Input-Out­
put Modeling System (RIMS II) by the Regional Eco­
nomic Analysis Division of the Bureau of Economic 
Analysis (BEA), u.s. Department of Commerce (!l). 
The RIMS II provides region-specific multipliers for 
a single county or groups of counties and industry­
specific multipliers for any of the 496 industrial 
sectors contained in the 1972 BEA national input­
output table, These multipliers are obtained by a 
standard and consistent methodology at reasonable 
cost and permit the estimation of the relative im­
pact of investing in either asphalt or concrete 
highway construction projects . 

RIMS II provides earnings multipliers that may be 
used to estimate the employment impact of projects. 
The model also provides a table of direct coeffi­
cients and a table from which output multipliers can 
be calculated for each industry, However, for public 
decision purposes, earnings and employment effects 
are the most appropriate indicator of economic 
activity. 

Ma t hodology and Recult:; of Impact 11.n~lysis 

There are computational problems associated with the 
application of the RIMS II input-output model to 
this public investment issue , The two industries 
involved are not separate and uniquely defined in­
dustries in the RIMS II model. Consequently steps 
had to be taken to differentiate asphalt highway 
construction from cement concrete highway construc­
t ion because each type of construction activity 
represents unique goods and services. 

To account for these differences, the construc­
tion cost of each design was disaggregated into 
various input cost categories based on the FDOT 
contract estimating system (CES) • This computerized 
system estimates material, equipment quantities, and 
prices and establishes task and crew configurations, 
providing the scope of work and production rate for 
each item (18). It provides the data a hypothetical 
contractor would need to bid each potential construc­
tion contract. Based on information from the CES, the 
estimated cost of each design (see Table ll was dis­
aggregated into the following broad input categories 
consistent with the RIMS II model: highway construc­
tion labor cost; the cost of highway construction 
equipment; and the cost of asphalt, lime rock, and 
portland cement concrete. 

The following step-by-step procedure was used to 
estimate the earnings and employment impact of the 
two pavement designs for the 30-year analysis period. 

1. Because of its uncertain geographical dis­
tribution, and estimated profit/overhead margin of 
25 percent embedded in the cost of construction 
(Table 1) was viewed as a leak from the Florida 
expenditure-earnings stream and was therefore re-
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moved. It should be noted that this adjustment af­
fects all input categories equally, therefore the 
outcome of the comparative analysis of the two in­
dustries is not affected, Because the cost of annual 
routine maintananco was inconsequential, it was 
excluded from the impact analysis. 

2. The adjusted cost of construction for each 
pavement design was distributed among the five input 
cost categories. In terms of input-output analysis 
the expenditures in each category represent a change 
in final demand. 

3. The adjusted cost of each category was de­
flated to 1972 dollars (using implicit price de­
fl ,1tnrR fnr nrnRR N,1t.inn/\l Product). This step is 
necessary because the RIMS II model is based on the 
1972 National Input-Output model and the various 
activities under study may have experienced differ­
ent price changes during that period. To use 1983 
dollars could introduce a systematic error into the 
computations. 

4. The cost of each category (1972 dollars) was 
multiplied by the corresponding RIMS II earnings 
multiplier and then summed to yield an estimated 
total earnings impact for each pavement design and 
for each year in which the expenditure would be made 
(years 1, 10, and 20). 

5. Using BEA personal income data, employment 
effects were estimated by dividing the total earn­
ings impact for each pavement design ( in the year 
expenditures were made) by the 1972 Florida average 
annual earnings per employee ($7,385). 

The outcome of these calculations is given in 
Table 4. The cost of construction ( 1983 dollars); 
earnings (1972 dollars) ; and number of persons em­
ployed for a 1-year period, full-time equivalent 
employment (FTE), are reported for each pavement 
design. In the first year, the concrete pavement 

TART.F. 4 Estimation of the Earnings and Employment Impact 
of the Two Pavement Designs 

FTE Employment 
Pavement Cost Earnings FTE Cusl (ve1 $ l 0,000 
Type ($)• ($)b Employment construction) 

Year l 
Asphalt 544,981 137,966 18.7 3.4 
Concrete 765,728 228,411 30.9 4.0 

Year l 0 
Asphalt 219,890 47,151 6.4 2.9 
Concrete 33,131 12,734 1.7 5. l 

Year 20 
Asphalt 179,018 46,824 6.3 3.5 
Concrete 33,131 12,734 1.7 5.1 

Total 
Asphalt 943,889 231,941 31.4 3.3 
Concrete 831,990 253,879 34.3 4.1 

acost in 1983 dollars. 
bEarnings in 1972 dollars. 

design has a greater absolute employment impact 
(30.9 versus 18,7) and a 17.6 percent greater em­
ployment impact per $10,000 of construction cost. 
During the total 20-year construction period, con­
crete pavement has a much smaller absolute employ­
ment advantage (34.3 versus 31.4) but a slightly 
larger employment impact (24 percent) per $10,000 of 
construction cost. To a public decision maker in­
terested in employment impacts, the short-run, 
first-year impact would be more significant. 

There are, however, several important limitations 
in using this type of model to de te rmine the impact 
of construction expenditures dur ing a 20-year 
period. Input-output models, such as RIMS II, are 
unable to adequately handle substitution effects. 
Although Conway (19) has demonstrated that changes 
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in technical coefficients during 5- to 10-year time 
periods are small, the reliability of these coeffi­
cients when used over much longer time periods must 
be viewed with caution. In addition, unlike LCC 
analysis, input-output models do not account for 
society's collective rate of time preference that 
relates the value of some future benefit to the 
value of an equivalent benefit available today. 
Consequently there is uncertainty about what value 
to place on future earnings and employment. There­
fore Table 4 must be viewed from an interpretive, 
judgmental perspective. The missing concept, which 
is captured by LCC analysis through discounting, 
must be supplied subjectively by the reader. 

Despite these limitations, input-output models 
are appropriate tools for this type of analysis. 
They allow the analyst to focus on one particular 
economic activity and capture the fully multiplied 
impact of alternative public spending decisions on a 
regional economy. 

Nevertheless, there are several unresolved prob­
lems in interpreting the outcome of this analysis. 
First, the model employed does not distinguish 
directly between these two pavement designs. The 
process of interpreting data and assigning cost 
estimates to given industries is a source of im­
precision. Second, the data used are estimates and 
are a second source of imprecision. Third, although 
the outcome of the analysis favors concrete, there 
is no decision rule in impact analysis comparable to 
that of LCC analysis where the lowest cost pavement 
design is considered the most economically efficient 
choice. Therefore, decision makers must apply in­
terpretive judgment to the value of these con­
clusions. 

Although the model and analytic approach have the 
capacity to discriminate between two products, the 
results are not entirely conclusive because of these 
problems. Nevertheless, these results are useful for 
dismissing the argument that either product has a 
significantly larger economic impact than does the 
other. 

This has been a limited analysis. A larger re­
search effort, beyond the scope of this paper, may 
find this analysis more useful when balanced among a 
wider range of topics such as business-cycle policy, 
economic efficiency arguments, and agency budget 
constraints. 

CONCLUSIONS 

In this particular study, using specific designs for 
a hypothetical rural Florida project and 1983 
Florida estimated costs, the asphalt pavement design 
was the clear and unambiguous economic choice at 5, 
7, and 10 percent discount rates and for both 30-
and 40-year project lives. A sensitivity analysis of 
energy price impacts was conducted by assigning 
asphalt material pr ices a 2. 6 percent differential 
inflation rate. The asphalt pavement design was 
again the economic choice in all comparisons. 

An economic impact analysis, which consisted of 
an assessment of the earnings and employment effects 
of each design, was accomplished by applying an 
input-output model, RIMS II, to industry-specific 
input costs. The study found an employment benefit 
in the use of concrete; however, the interpretation 
of this advantage must be left to the decision 
maker. Further research is recommended. 

A comparative life-cycle cost analysis should be 
conducted routinely. It has great potential for 
resolving ambiguous public debate as well as for 
maximizing the economic efficiency of public 
expenditures. 
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Discussion 

Robert Roy and Gordon K. Ray* 

The paper by Sandler, Denham, and Trickey of the 
Florida Department of Transportation is an example 
of how life-cycle cost analysis can be applied to 
the evaluation of alternate pavement types, namely 
asphalt and concrete. Unfortunately, although they 
have correctly applied the life-cycle cost technique 
in a technical sense, several of their assumptions 
that are critical to the whole analysis are subjec­
tive and far removed from economic or engineering 
reality. This discussion will focus on three as­
sumptions: 

1. The choice of the appropriate real discount 
rate, 

2. The choice of the appropriate time span be-
tween resurfacings of asphalt pavements, and 

3. The choice of a salvage value for concrete 
pavements. 

The word "choice" is stressed because there are 
no fixed, immutable assumptions in life-cycle cost 
analysis. Alternative calculations will be presented 
later using different assumptions than those used by 
Sander et al. The outcomes are substantially differ­
ent--the life-cycle cost of the concrete pavement 
design is lower than asphalt in virtually every 
instance. 

THE "REAL" REAL DISCOUNT RATE 

Sandler et al. have not considered actual real in­
terest rates (i.e., adjusted for inflation) at all 
in their paper, let alone real interest rate trends 
over the past three or four decades. They assume a 
real discount rate (or a range of real rates) with 
no empirical justification. Considering the actual 
course of inflation and interest rates during the 
past 30 years, the conclusion is clear--the "real" 
real discount rate is much lower than Sandler et al. 
assume. 

Although there is some controversy among monetary 
economists about whether real interest rates are 
constant over time, there is almost total agreement 
among them that the expected real rate of interest 

*Robert Roy is Chief Economist and Gordon K. Ray is 
Director of the Paving and Transportation Depart­
ment, Portland Cement Association, Skokie, Illinois. 
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virtually always falls between O and 4. 5 percent, 
with a typical value somewhere between 1 and 2. 5 
percent. This range holds regardless of how infla­
tion is measured, of which particular interest rate 
is ch':'sen, or of \o!h~th':l!" f"."llrrPnt- infl;:1t_;on i!;; r.om­
pared with future or current interest rates. It 
holds regardless of the time period under considera­
tion--before world War I, between the Wars, after 
World War II, or since 1970. 

Real interest rates have been negative at times 
in the past, and, of course, they have been quite 
high recently, but these are temporary phenomena 
resulting from the sluggish adjustment of market 
intP.rP.st rates to a lasting change in inflation. 
After a period, if a change in the inflation rate 
proves to be permanent, market interest rates adjust 
along with inflationary expectations. The real in­
terest rate rev~rt,; l>ac:k tu lLs lu11ytilcu11Jin,;i his­
torical range. 

EXAMPLE 

In this example the real interest rate has been 
calculated by subtracting the price deflator for 
personal consumption expenditures from the 91-day 
u.s. Treasury bill (T-bill) rate (see Figure 2). The 
data are reported on a quarterly basis at a compound 
annual rate. This measure of inflation comes from 
the GNP accounts computed by the U.S. Department of 
Commerce and is widely considered tu Ue one of the 
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FIGURE 2 Nominal and real 3-month Treasury bill yield. 

best overall measures of inflation. The 91-day T­
bill rate is used because of its quarterly maturity. 
Data were collected from the first quarter of 1956 
to the first quarter of 1983, or 112 quarters (28 
years). 

The real T-bill interest rate as calculated here 
ranged from a low of negative 4. 7 percent in the 
first quarter of 1974 to a high of 8. 4 percent in 
the second quarter of 1982. The average real T-bill 
rate was 1.2 percent in this 28-year period with a 
standard deviation of 2.2 percentage points. The 
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real T-bill rate had no statistically significant 
trend either upward or downward. Standard confidence 
tests indicate that the following outcomes could be 
expected: 

Number of Quarter£ the 
Real T-Bill Rate ls 
E!!!ected to Exceed 

Future Time Frame 4.1% 4.9% 6.4% 7% 
100 quarters or 25 yr 10 5 1 o.s 
120 quarters or 30 yr 12 6 1.2 0.6 
160 quarters or 40 yr 16 8 1.6 0.8 

Thus, from the standpoint of probability, one 
would expect the real T-bill rate to exceed 4 .1 
percent only 16 times in the next 160 quarters (or 
40 yr) and to exceed 6.4 percent only once or twice. 
One would expect the real T-bill rate to surpass 7 
percent only one quarter every 50 years. This exam­
ple and common sense indicate that current real in­
terest rates will not and cannot persist for long. 
Yet, Sandler et al., without any empirical prototype 
use real discount rates of 5, 7, and 10 percent. 

It might be argued that past economic relation­
ships give no guide to the future, but this is a 
faulty assumption. There are fundamental inconsis­
tencies in today's economy that cannot continue 
unresolved. The economy cannot keep expanding with 
abnormally high real interest rates. Either market 
interest rates must decline or inflation must in­
crease, and, if the latter were to occur, the ex­
pansion still would not last. In either case real 
interest rates will decline to their historical 
range of 0-4.5 percent. Certainly, when evaluating a 
public project with an expected life of 30-40 yr, it 
would not be appropriate to challenge an empirical 
relationship that has been validated as far back as 
the nineteenth century just because of a few ab­
normal quarters in 1981 and 1982 • 

TIME INTERVAL TO FUTURE EXPENOITtrRES 

A second factor that can distort life-cycle costs is 
the assumption of unrealistic time intervals until 
future expenditures are made. Because the effect of 
applying a discount rate is to reduce the present 
value of future costs, the longer costs are de­
ferred, the lower the discounted present value. 

Sandler et al. assume that flexible pavement will 
have a second stage applied in 10 yr and be recycled 
at 20 and 30 y~. This assumption greatly understates 
the cost of these future expenditures. In a communi­
cation to the Legislative Transportation Committee, 
the Florida Department of Transportation documented 
that the weighted average age to second stage for 
Florida Interstate flexible pavements was 6. 3 yr. 
Confirming this was a study conducted by the Port­
land Cement Association in 1983 of all Interstate 
highways in Florida, both flexible and rigid, show­
ing that the weighted average interval of flexible 
pavements to overlay (either second-stage or major 
maintenance resurfacing) was 6.4 yr. 

TERMINAL VALUES 

Also significant in the life-cycle cost analysis are 
the estimates by Sandler et al. of terminal values 
of material for recycling of $8 per ton for asphalt 
pavement and $0 per ton for concrete pavement. Both 
airport and highway concrete recycling projects 
throughout the nation indicate that $4 per ton for 
old concrete would be more realistic. 

NEW RESULTS 

Table 5 has been prepared to correspond with Table 2 

;; 
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TABLE 5 Alternative Total Life-Cycle Present-Worth Cost Comparison 

Discount Rate(%) 

7 3 0 

FOOT Revised FOOT Revised FOOT Revised 
Alternative Analysis" Analysisb Analysis Analysis Analysis Analysis 

30-year life-cycle cost($) 
Concrete pavement 804,087 804,087 829,265 790,790 863,310 769,922 
Asphalt pavement 697,182 826,042 779,160 975,091 865,403 1,154,919 

40-year life-cycle cost ( $) 
Concrete pavement 809,402 803,166 846,506 817,877 906,881 813,493 
Asphalt pavement 726,527 865,649 860,900 1,076,322 1,037,000 1,414,609 

8 10-yr flexible major maintenance cycle, $0/ton For recycled concrete. 

b6.4-yr flexjbJe major majntenance cycle, $4/ton for recycled concrete. 

in the Sandler et al. paper. The real discount rate 
selected by Sandler et al. of 7 percent is shown, 
but rates of 3 and O percent are also shown. The 3 
percent real discount rate represents the upper 
limit based on the historical record even when risk 
factors and administrative costs are added. The O 
percent real rate represents the rate selected by 
many state highway departments that use neither 
imputed interest nor inflationi the figures shown 
for O percent are simply the undiscounted, estimated 
dollar expenditures over the analysis period. 

Under each discount rate in Table 5, column l is 
calculated using the same assumptions for all costs 
and time periods that were used by Sandler et al. 
With the 7 percent discount rate chosen by Sandler 
et al., the asphalt pavement design is shown to have 
the lower life-cycle cost. However, when a more 
realistic 3 percent real discount rate is used, the 
40-yr analysis favors the selection of concrete. 
When a O percent real discount rate is used, both 
the 30- and 40-yr analyses favor concrete. 

When a more realistic overlay cycle of 6.4 yr is 
used for asphalt and a recycling value of $4 per ton 
is attributed to old concrete, the figures in 
column 2 are derived. Although the routine mainte­
nance costs used by Sandler et al. are questionable, 
they have been used again. The Sandler, Denham, and 
Trickey paper states that annual routine maintenance 
expenditure by Florida DOT for asphalt is $528 per 
mile and $1,044 for concrete "based on historical 
expenditure experience," In contrast, a 1984 Florida 
DOT letter in response to a Legislative Transporta­
tion Committee inquiry stated: "In regard to your 
request we have been reviewing cost data available 
in the department with respect to asphalt pavement 
and cement concrete pavement maintenance ••• I regret 
to say the systems currently in place in the depart­
ment do not collect data to the detail necessary to 
determine life-cycle costs of pavements on a state­
wide basis." Under circumstances similar to these, 
it appears that a better procedure may be to avoid 
using undocumented maintenance costs. In this case, 
concrete becomes the preferred selection for both 
the 30- and 40-yr analyses, not only for O and 3 
percent real discount rates, but even for 7 percent. 

CONCLUSION 

Life-cycle cost analysis is an excellent way to 
evaluate alternative public investments or available 
options for a particular public investment. However, 
this technique is highly sensitive to the assump­
tions that are made. The analysis of alternative 
pavement designs--concrete versus asphalt--by 
Sandler et al. is one example of the pitfalls of 
calculating life-cycle costs using inappropriate 
assumptions for real discount rates, costs (e.g., 
value of material for recycling and routine mainte-

nance), and time intervals to future expenditures. 
Only if reasonable, well-documented, and empirically 
valid assumptions are made can the procedure maxi­
mize the economic efficiency of public investments. 

Authors' Closure 

The purpose of our paper was to demonstrate, within 
the context of a practical case study, how a life­
cycle cost (LCCJ comparison of alternative pavement 
designs should be conducted. Although Robert Roy and 
Gordon Ray acknowledge that LCC analysis is an ex­
cellent technique to apply to questions of pavement 
design and selection, they take issue with several 
critically sensitive arguments in our example. They 
are correct in highlighting the importance of choice 
in the assumptions used in our model, but the burden 
of proof is a two-edged sword that applies to their 
arguments as well as ours. We appreciate the oppor­
tunity to extend this discussion and thereby demon­
strate that our assumptions were, in fact, reason­
able, well documented, and empirically valid. 

APPROPRIATE REAL DISCOUNT RA'M': 

Despite the extensive literature on the subject, the 
comments of Roy and Ray on the discount rates we 
used in our analysis dramatically illustrate the 
confusion that still exists about the selection of 
an appropriate rate. To shed light on this issue, it 
may be useful to restate what the discount rate 
represents. 

The funds expended for government projects are 
not funds that would otherwise stand idle. They are 
obtained by the government from the private sector. 
If left in the private sector, they will earn a 
return that measures the value society places on the 
funds. If the funds are diverted to government use, 
the true cost of the diversion is the return that 
would otherwise have been earned. This is the op­
portunity cost of capital and is the correct rate to 
use in life-cycle cost analysis. 

The critical question is what market rate (or 
rates) of return on investment in the private sector 
best measures the opportunity cost of capital to be 
used in evaluating public projects. This is a com­
plex issue because it involves market imperfections, 
risk, and the distortion arising from the corporate 
income tax. All of these considerations should be 
taken into account in determining the cost of 
capital. 

In our view, the real interest rate suggested by 
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Roy and Ray, which is trequently calculated by sub­
tacting the rate of inflation from the yield on some 
short-term security, is not appropriate because it 
does not, in any sense, represent an average rate of 
r .. tnrn nn prl.vat .. investment. A better measure would 
be some weighted average yield on private claims 
against physical assets. This weighted estimate 
should include a mix of debt and stockholders' 
equity, including proprietorships and owner-occupied 
housing. 

We were criticized for using a range of discount 
rates (5, 7, and 10 percent) without supporting 
empirical evidence. Although it is quite difficult, 
in practice, to estimate the average rate of return 
on private investment, an abundance of such evidence 
does exist. J. Stockfisch not only offers empirical 
evidence but also includes an excellent discussion 
of the theoretical issues (20). Gorman (21), Holland 
and Myers J1l,p.151) provide additiontl empirical 
work. All of their estimates are close to the upper 
range of rates we used and are also consistent with 
those discount rates used by many federal agencies 
to evaluate public projects (_!!:.!111,l:1.!,P·A-4), 

TIME INTERVAL TO FUTURE EXPENDITURES 

The purpose of our study was to undertake an eco­
nomic comparison of candidate pavement designs, not 
an economic analysis of the outcome of previous 
pavement design decisions. We wera net ..,,..",..,iu•".e.A an 

much with measuring how well the POOT had done, as 
with predicting the relative impact of current de­
cisions. The FOOT's historical experience with pave­
ment types was reflected in our candidate design 
standards, which were intended to improve on and not 
repeat the historical experience. 

If, however, historical data had been used for 
asphalt, they should also have been used for con­
crete. Unfortunately, an excessive reliance on 
historical performance can often bias the outcome of 
an analysis. Florida has had only limited experience 
with designs using concrete pavement on rural high­
ways. Such pavements have exhibited a great deal of 
variation in performance: consequently, any measure 
of average performance would have been unduly in­
fluenced by such major projects as Interstate 10, 
which is currently experiencing premature distress. 
If we had used the historical performance for both 
designs, the concrete alternative would have been 
dramatically penalized. For these reasons, we used 
asphalt resurfacing periods and concrete pavement 
life periods consistent with the best current design 
standards. 

TERMINAL VALUES 

At the time of our analysis, we were unable to 
establish a market value for recycled concrete. 
Because of changing technology there may now be 
recycling projects throughout the nation where, 
because of local circumstances, a market value for 
concrete can be established. Certainly, the param­
eters used in our analysis will be subject to 
changes over time. For example, we now understand 
that the value of recycled asphalt may be much 
higher than the $8 per ton we used in the original 
analysis. A far more important point is that, given 
the other assumptions that are much more critical, 
the outcome of this comparative analysis is not 
sensitive to the $4 per ton change in terminal value 
proposed by Roy and Ray. 

In conclusion, our original purpose was to en­
courage consideration and application of life-cycle 
costing in questions of pavement design selection. 
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We hope we have achieved that intent. We also ap­
preciate the fact that our stated purpose and space 
constraints did not provide an opportunity for a 
full presentation of all the supporting empirical 
evidence, arguments, interpretations, and assump­
tions of the larger study, The issues raised by Roy 
and Ray are certainly relevant to the application of 
the life-cycle cost technique, and we hope that this 
extended discussion has demonstrated that the as­
sumptions made in this particular case study were 
reasonable, can be well documented, and are 
empirically valid. 
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Economic Analysis of Highway Investment: 

Recent Developments 1n Great Britain 

A. D. PEARMAN and K. J. BUTTON 

ABSTRACT 

The problem of evaluating and assigning 
priority to proposed highway investments 
continues to pose difficulties, especially 
in an era of constrained highway budgets and 
increasing environmental awareness. In this 
paper recent developments in the economic 
analysis of highway investment in Great 
Britain are described. In Great Britain in 
the late 1970s, a major government inquiry 
(the Leitch Committee) criticized several 
elements of the Department of Transport's 
investment evaluation procedures. Particular 
attention was given to traffic forecasting 
methods, the treatment of uncertainty, the 
use of design standards, and the balance 
between economic and environmental impacts. 
The nature of these criticisms is described 
together with changes they have induced. 

Formal economic analysis has for some time been an 
important input to the decision-making process for 
highway investment decisions in Great Britain. It 
has not, however, been without its critics, and in 
the late 1970s the pressure of criticism grew so 
great that the government was forced to institute a 
committee of inquiry into the procedures adopted for 
assessing major highway proposals. The committee, 
chaired by Sir George Leitch and usually referred to 
as the Leitch Committee, has now published its find­
ings (1). The purpose of this paper is to outline 
the qiiestions asked by the Leitch Committee, to 
summarize the conclusions it reached, and to assess 

present British practice in light of the committee's 
views. 

HIGHWAY INVESTMENT APPRAISAL BEFORE THE LEITCH REPORT 

Since 1973 COBA, a computer software package for 
highway cost-benefit analysis, has formed the main 
underpinning of official appraisal procedures in 
Great Britain. COBA uses discounted traffic costs 
and benefits and probably represents the major 
regular application of cost-benefit techniques for 
public policy making in any sector in Great Britain. 
Despite its widespread use, COBA is by no means a 
comprehensive evaluation tool, a weakness that was 
particularly germane to the Leitch Committee's de­
liberations and to the continuing debate on highway 
appraisal procedures. 

Within the framework of Department of Transport 
(D. Tp.) appraisal procedures, it is useful to 
identify two components: the inputs to the economic 
appraisal and the appraisal itself. 

Inputs to the Economic Appraisal 

There are two particularly influential inputs to the 
economic appraisal--forecasts of traffic levels and 
the specification of the scale and detailed design 
of the proposed highway. The latter depended at the 
time of the Leitch Committee's investigations on 
sets of design standards. D. Tp. policy was to plan 
for the forecast traffic levels 15 years after the 
opening of a scheme. Some changes have subsequently 
been made in the specification and use of design 
standards. These will be discussed in the third 
section. 

The primary input to the economic appraisal is 
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undoubtedly the forecast of traffic levels, because 
they have a major influence on both capital costs 
and potential user benefits. Because of the complex 
planning and consultation procedures required by 
c.:..::h ==her:!~, ·.·:hi~~ -=~~ t~k~ 1_,v t0 , ~ YP~r~: .::.nn 
because economic appraisal is based on forecasts 30 
years after opening, very long-run traffic forecasts 
are required. The controversy that surrounded those 
forecasts is discussed elsewhere (£). 

Economic Appraisal 

The structure of the software package COBA has not 
significantly changed in the wake of the Leitch 
Committee report. D. Tp. has taken the view that, 
apart from costs directly related to the construc­
tion process, the only l111!,}c1ct:s u( e1 ,oad scheme that 
can be estimated sufficiently accurately to justify 
their inclusion in a formal cost-benefit calculation 
1".r"' ""'"ings in travel time and vehicle operating 
costs and accident cost savings. 

Time savings are separated in COBA into savings 
of working time and nonworking time. Together they 
constitute the major benefit for most interurban 
road schemes (typically about 80 percent of the 
total). Working time is valued at its cost (wages 
plus overhead) to the employer on the grounds that 
the time saved may be used to contribute to further 
output, thus benefiting the community as a whole. 
Savings on nonworking time cannot, of course, be 
directly evaluated. Before the Leitch Report, D. Tp. 
had concluded that it would be reasonable to use 25 
percent of the average wage rate as a value for 
leisure time savings. No distinction was made be­
tween people with different wage rates. An •equity 
value• was used, implying the value judgment that 
all people's leisure time ought to be valued 
equally, irrespective of their income. 

Accident cost savings are assessed on the basis 
of coat eatimatea for accidents of given grades of 
severity. They contain allowances for lost output; 
medical, ambulance, police, and damage costs; and a 
notional allowance for the pain, grief, and suffer­
ing of victims and relatives. The value of the out­
put of those killed is taken as the discounted value 
of their expected future earnings. Before Leitch, 
the values incorporated for pain, grief, and suffer­
ing were •guesstimates,• biased toward minimum 
values. 

Vehicle operating cost savings include fuel, oil, 
tires, vehicle maintenance and depreciation (as it 
relates to use rather than time). Typically, how­
ever, operating cost savings do not contribute 
greatly to the overall benefit of a scheme. 

Each scheme input to COBA is evaluated relative 
to a •do-nothing• alternative. COBA uses a test 
discount rate (currently 7 percent) fixed by govern­
ment policy in valuing future costs and benefits, 
and selection between competing schemes is based on 
incremental cost-benefit analysis. Clearly there is 
a wide range, both of benefits and of costs, that is 
not reflected in the COBA appraisal framework. Some 
of these benefits and costs were, however, recog­
nized and assessed, although not in the rigorous, 
quantitative fashion just described. The two that 
were explicitly considered were regional economic 
development benefits and environmental factors. The 
problem of environmental evaluation had been con­
sidered in 1976 by the Jefferson Committee (3). The 
committee argued that it was impracticable -to in­
clude such factors formally within a cost-benefit 
analysis, but that D. Tp. should adopt a standard 
format for their presentation. 

How the final priority ranking of schemes was 
done, given the formal economic analysis of COBA and 
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the more qualitative assessment of regional and 
environmental impacts, was something of a mystery to 
the Leitch Committee. D. Tp. stated that the final 
assessments were made centrally by the department, 
th~t ~~h~!TI'='f3 with hitJhPr Pr.nnnmi~ rPtnrns wet'e <2Jiven 
higher priority, but that this was by no means the 
only consideration. 

RECOMMENDATIONS OF THE LEITCH COMMITTEE 

Inputs to the Economic Appraisal 

The committee made relatively little detailed com­
ment about design standards, but it did recognize 
the important interdependence of design and ap­
praisal. To this end, it expressed the view that 
D. Tp. should be leoo rigid in its use of design 
standards and more willing to use cost-benefit ap­
praisal of alternatives as a basis for selecting 
highway designs. It was therefore important that the 
overall evaluation framework be consistent with both 
its use as a design tool and its use for guiding 
decentralized minor decision milking--notably in 
terms of the running cost of the associated computer 
programs. 

Numerous criticisms were received about the in­
substantial theoretical backing for the use of a 
logistic time trend projection model for the crucial 
forecasting of car ownership, about the calibration 
technique employed, and about the continuing incon= 
sistency between official forecasts of car ownership 
;;nd actual ownership. In light of the evidence, the 
Leitch Committee stated that •the Department should 
as soon as it is practicable move away from the 
extrapolative form of model currently used towards 
basing its forecasts on causal models• (_!). They 
recommended that in the future attention be given to 
the forecasting of car use instead of car ownership, 
and since then a number of attempts have been made 
to develop direct, single-stage models of use [see, 
e.g., (!)]. The committee also recommended that •the 
Department should indicate the likely range of un­
certainties involved in the forecasts and demon­
strate the consequences of selecting different val­
ues within that likely range• (!), 

Economic Appraisal 

The implication of this last recommendation for 
traffic forecasting was that the cost-benefit analy­
sis, however it might be undertaken, could no longer 
rely on a single series of figures. This issue is 
discussed later. Of more immediate interest are the 
views of the committe,e on COBA and on the balance 
struck between the output of COBA and the regional 
and environmental assessments. 

The committee recognized that much of the dis­
quiet about appraisal procedures could be traced to 
the fact that COBA was a partial assessment proce­
dure. The committee recognized, however, that many 
of the items relevant to a comprehensive assessment 
were beyond reliable evaluation in monetary terms 
for the foreseeable future. The committee argued 
therefore that the best solution attainable was to 
require that the impacts of each proposed scheme be 
set down within a framework of the planning balance 
sheet type, embracing both economic and environ­
mental factors. Impacts would be assessed for five 
initial incidence groups--road users directly af­
fected, nonroad users directly affected; those con­
cerned with the intrinsic value of the area; those 
indirectly affected1 and the financing authority. 
This would permit some (albeit crude) statements to 
be made about the distributive effects ot schemes. 
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Within the framework, where an economic evalua­
tion proved impossible, a numerical index, or a 
ranking across alternative schemes, or even a verbal 
description is inserted. In this way the comprehen­
sive representation of all types of effects is en­
couraged. It was recognized that the preparation of 
a framework of this type would increase the cost of 
appraisal somewhat, but because design and appraisal 
typically accounted for only 3 percent of total 
scheme costs, it was believed that a small increase 
would not cause great problems and could yield con­
siderable benefits. In principle it would be pos­
sible to use the entries in the framework to conduct 
a formal multiple criteria analysis. This was not 
believed to be a practicable proposition, however. 
Instead the committee argued that the framework 
should be used as u basis for judgment. 

The Leitch Committee also made a number of other, 
more detailed comments about the economic appraisal 
process and about COBA in particular, which it did 
not intend to abandon but merely planned to subsume 
within the wider framework. It was believed that the 
specific inclusion of regional development effects 
was not generally justified. It was also the view of 
the committee that the •equity value" associated 
with nonwork travel time was inconsistent with the 
theoretical basis of cost-benefit analysis and 
should be abandoned. A distinction should be made, 
too, between savings of journey-to-work time and 
other nonwork travel time. Accident costs were re­
garded as properly treated in principle, except for 
the evaluation of pain, grief, and suffering. Here 
it was agreed that use of a minimum figure was inap­
propriate to a cost-benefit analysis. The minimum 
figure should be replaced by a central estimate. 

CONSEQUENT CHANGES IN APPRAISAL PRACTICE 

One significant change that has been made concerns 
car ownership forecasts. o. Tp. believes that, with 
the modeling capability currently at its disposal, 
it cannot realistically forecast a range of possible 
traffic levels that spans the next 30 years or more 
with probability assessments attached to different 
parts of the range. Instead it has published two 
separate traffic projections, one "high," one "low." 
The two sets of projections, although they have a 
foundation in formal modeling, are neither maximum 
nor minimum levels nor 95 percent confidence levels 
but merely figures against which it would be prudent 
to plan. These figures are based ultimately on the 
subjective views of o. Tp. officials. Although this 
state of affairs may be a tolerable short-term re­
sponse to a request for a major change in official 
practice, it clearly cannot be held to be satisfac­
tory in the long run. 

In other respects D. Tp. has reacted more con­
structively to the Leitch Committee criticism of its 
failure to allow for uncertainty. One particularly 
interesting line of investigation (5) had as its aim 
the identification of the main sources of error in 
transport models. The implication is that once the 
more sensitive inputs can be identified, greater 
concentration can be placed on ensuring the maximum 
possible accuracy in those places in the modeling 
sequence where it matters most. The work was done 
using a Monte Carlo simulation exercise. 

It was recognized, however, that the computa­
tional requirements of a Monte Carlo simulation were 
too great to permit itB uBe us standard practice. 
What has now evolved (6) is a method, based on ex­
perimental design techniques, that is far more eco­
nomical of computer time. Such a procedure would 
probably require a fourfold increase in processing 
time, which, relative to the overall costs of a 
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highway investment, is not a great demand. Neverthe­
less, at present o. Tp. appears unwilling to make a 
commitment, arguing not only direct financial con­
siderations but also lack of trained manpower. 

In many respects it is impossible at this stage 
to assess the full impact of the Leitch Report on 
highway appraisal in Great Britain. This is in part 
because not enough time has passed, but it also 
reflects the fact that a change in government policy 
has switched emphasis away from some of the more 
contentious types of highway proposal toward gen­
erally less sensitive issues, such as bypassing 
small and congested historic towns. 

Thus the highway debate has diminished in in­
tensity, but arguably it is not the Leitch Committee 
that has dispersed the problems. It appears that a 
change in attitude toward greater openness and com­
prehensibility in planning procedures may have been 
instigated, but some would argue that the crucial 
question, which was not formally within the commit­
tee's terms of reference--how does society decide on 
the type of highways to plan--is the one that is 
really most needed and still needs to be answered. 

CONCLUSIONS 

A summary of a series of interesting changes in 
attitudes and practices concerning highway invest­
ment appraisal that are taking place in Great 
Britain has been presented. These stem in part from 
the deliberations and recommendations of the Leitch 
Committee, but they are also a reflection of the 
changing environment in which road planners in most 
countries now find themselves -operating. In Britain 
the main developments taking place relate to un­
certainty (both about future traffic levels and 
availability of investment funds) and to increasing 
concern with environmental and other qualitative 
consequences of highway investment. It is interest­
ing to note that, although responses may differ, the 
perception of the problems is similar in Europe and 
the United States. 

The potential for wider sharing of experience and 
cooperative technical work appears considerable and 
is not limited to the topics discussed here. Two 
areas stand out. The first concerns questions at the 
interface of highway engineering and highway 
economics: 

l. The economic picture of the trade-off between 
pavement quality and vehicle maintenance costs is 
not as clear as it should be. 

2. The relationship between initial construction 
cost and long-term highway maintenance cost would 
benefit from further research. 

The second is concerned with more strategic matters: 

1. How do we ensure that administrative deci­
sions on speed limits, maximum truck weights, and so 
forth are correctly integrated with investment 
policy? 

2. Is the transport system as a whole con­
sistently appraised; particularly, are road and rail 
investments being assessed on an equal footing? 

3. Are strategic decisions about highway devel­
opment being subjected to as searching economic 
scrutiny as the more functional day-to-day decisions 
on highway design? If not, to what extent is it 
realistic to try to extend the scope of economic 
analysis? 

All these are questions with significant technical 
content, which largely transcends national bound­
aries and administrative conventions. It is hoped 
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that growing international awareness, both within 
the European Conununity and across the Atlantic, can 
make a significant contribution to their solution. 
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ABSTRACT 

Analyses conducted by the FHWA have esti­
mated empirical relationships between levels 
of highway expenditures; the condition of 
the nation's highwavs; and highway users' 
speeds, operating costs, and fuel consump­
tion. In this paper these analyses are ex­
tended to explain and quantify the impacts 
of deterioration of highway performance on 
(al the macroeconomic behavior of the IJ,S. 
economy and (bl specific industry sectors. 
The estimated macroeconomic and interindus­
try impacts a re consequences of departures 
from a base-case, multiyear program of high­
way expenditures that, by 1995, would re­
store the physical and operating charac­
teristics of highways to what they were in 
1978. Against this base case, this study 
estimates the consequences of a program of 
much lower highway expenditures that corre­
sponds closely to FHWA's projections to 
1995. The movement from the 1978 service 
level base case to the low-investment sce­
nario is described in terms of lower highway 
expenditures and taxes and estimated resul­
tant changes in industrial productivity, 
motor vehicle depreciation, and highway use. 
The base case and low-investment scenario 
are then simulated and compared by a long­
~'-"""'"' ffl'!l,,. ... ,'\Cl,..,..,""'miro ffll"ln~, 9.na by ~ nynr1mir. 
input-output model. The macroeconomic im-

pacts are higher prices and lower levels of 
production, employment, disposable income, 
consumption, saving, and productivity. Pro­
jected impacts on particular industries are 
diverse. The most adversely affected sectors 
are for-hire trucking and highway construc­
tion firms and their suppliers. Several 
consumer-oriented industries are also pro­
jected to decline because of the weakened 
state of the overall economy. Several in­
dustries closely related to highway use are 
expected to experience growth in output. 
These include truck, bus, and trailer 
bodies; metal stampings; tires; petroleum 
refining; motor vehicles; and crude 
petroleum. 

Analyses conducted by the FHWA 
empirical relationships among 
expenditures; the condition of 

(!l have estimated 
levels of highway 
the nation's high-

ways; and highway users' speeds, operating costs, 
and fuel consumption. The FHWA Investment/Perfor­
mance I mpact model estimated these relationships for 
(a) each functional highway class, (bl rural, small 
urban, and urbanized areas, and (cl four vehicle 
types. In this paper the FHWA analyses are extended 
to explain and quantify the impacts of decreases in 
highway expenditures and highway performance on 
measures of macroeconomic performance of the u.s. 
economy. Economic impacts on specific industry sec-

ii 
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tors are also analyzed. The method of analysis is to 
compare the levels of economic variables under two 
specific sets of assumptions about highway condi­
tions. The study make s use of a lonq-term macroeco­
nomic model and a dynamic input-output model. It is 
the direction and relative magnitude of the chanqes, 
not the estimated absolute levels that are important. 

The macroeconomic and interindustry impacts 
examined in this paper are consequences of depar­
tures from a multiyear program of highway expendi­
tures that, by 1995, would restore the operating 
characteristics of highways to what they were in 
1978. As a convenient shorthand, references to this 
base case will be expressed herea f ter in terms of 
the leve l of highway performance that existed in 
1978. The specific set of changes from the 1978 
level of performance, postulated year by year from 
1981 to 1995, describes the movement from a 1978 
service level that assumes an annual growth in vehi­
cle miles traveled (VMT) of 2. 8 percent to a low­
investment scenario that corresponds closely to the 
revenue trend case described in The Status of the 
Nation's Highways: Condit ions and Performance (_!, 
Appendix 8). In the low-investment scenario, VMT 
growth declines as a result of deterioration of 
highway performance. 

Space limitations do not permit a review of pre­
vious empirical studies of the implications of high­
way performance for the national economy. Some of 
the formidable difficulties that an investigation of 
this topic entails are discussed in a recent survey 
paper by the Transportation Research Board (l_). 

SCENARIO DESCRIPTIONS 

In this section the 1978-level base case and the 
low-investment scenario are described in terms of 
changes in highway expenditures, taxation, and re­
sultant changes in industrial productivity, motor 
vehicle depreciation, and highway use. 

Highwa y Expend i tures 

The capital and noncapital expenditure patterns for 
the 1978 highway performance scenario and the low­
investment scenario are presented in Table 1. The 
1978 service level (2.8 percent annual VMT growth) 
is the base case for analyzing the effects of the 

TABLE 1 Expenditure Scenarios, Capital and Noncapital, 
1981-1995' 

Constant 1978 Highway Performance Low Investment 
(2 .8% VMT growth) (declining VMT growth) 

Year CapitaJb Noncapi lal Capital Noncapital 

1981 I 7.4 20.7 I 7.4 20.7 
1982 15.7 19.6 15.7 19.6 
1983 16.5 23.4 12.7 23.4 
1984 19.8 23.5 I 2.1 23.5 
1985 23.0 23.5 11.5 23.5 
1986 26.1 23.5 10.8 23.5 
1987 29.4 23.3 10.2 23.3 
1988 32.7 23.l 9.6 23.1 
1989 36.0 22.7 9.1 22.7 
1990 39.3 22.4 8.6 22.4 
1991 42.7 22.0 8.1 22.0 
1992 46.1 21.5 7.7 21.5 
1993 45.8 21.0 7.4 21.0 
1994 45.4 20.5 7.0 20.5 
1995 45.0 19.9 6.6 19.9 
Total 480.9 330.6 154.5 330.6 

a1n billions of I 980 dollars. 
bThe capit;l expenditures for the years 1981-1992, which total $344.7 billion, are as­
sumed to be sufficient to maintain the 1978 performance level through 1995. 

Source: Federal Highway AdministratJon and EXP Associates. 
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low-investment program, which brings about a declin­
ing annual growth in VMT because of deteriorating 
highway performance. The capital expenditures in the 
base case for the years 1981-1992 are assumed to be 
sufficient to maintain the 1978 performance level 
through 1995 if VMT grows annually by 2. 8 percent. 
The pattern of capital expenditures for the low­
investment scenario is the one reported in Table ~-7 
of The Status of the Nation's Highways: Conditions 
and Performance (1) except that actual and projected 
capital expenditures for 1981 and 1982 are used in 
place of the values in the table. The stream of 
noncapital spending is the same in both scenarios; 
it too is taken from Table ~-7 of the cited report, 
with appropriate adjustments for 1981 and 1982 
values. VMT in the low-investment scenario will 
continue to increase but by less than 2.8 percent a 
year. 

Funding Sources 

In most years, the low-investment scenario repre­
sents a substantial decrease from the level of 
spending assumed for the 1978 highway performance 
base case. To obtain comprehensive estimates of the 
macroeconomic and interindustry implications of 
these decreases, it is important to account for 
funding changes. Historically, funding for highways 
has come from four sources: 

1. User fees (including tolls and parking fees), 
2. Nonuser taxes, 
3. Investment income from highway trust funds, 

and 
4. Bonding. 

Information on the relative importance of each of 
these sources was provided by FHWA, and adjustments 
in the percentages were made as necessary to accom­
modate specific characteristics of the two sce­
narios. In the low-investment scenario, in which 
highway capital expenditures are cut by more than 50 
percent, it is assumed that all spending reductions 
are matched by reductions in user and nonuser taxes. 

The departures from the 1978 base case that have 
been discussed so far (i.e., changes in highway 
expenditures and funding) influence highway perfor­
mance by affecting the kinds and amounts of re­
sources that are devoted to the maintenance and 
improvement of the nation's roads. Changes in high­
way performance in turn affect the nation's economy. 
However, changes in highway spending and funding 
also influence the economy directly. A reduction in 
spending on highway construction, for example, will 
adversely affect output and employment in that in­
dustry and in industries that supply materials and 
services to highway construction firms. Other in­
dustries not directly related to highway construc­
tion will be negatively affected by multiplier ef­
fects. In this paper such fiscal impacts will be 
distinguished from economic impacts caused by 
changes in highway performance. 

Deterioration of highway performance affects the 
economy primarily by influencing three variables: 
productivity, depreciation of motor vehicles, and 
VMT. In the following sections an explanation is 
given of how these variables are affected by de­
clines in highway performance, how these effects are 
measured, and how these effects in turn produce 
changes in the behavior of key macroeconomic 
variables. 

Productivity 

Productivity (i.e., the ratio of outputs to inputs) 
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in virtually every sector of the economy is affected 
by the performance of the nation's highways because 
the performance of highways affects the efficiency 
with which commodities and industry personnel are 
carried by motor ven1cles. ·I·nus, if Che iuw-.i.uv~sL­
ment scenario were realized and highways were al­
lowed to deteriorate, transport by motor carriers 
would be more difficult, slower, and more costly. 

The productivity adjustments made to the macro­
economic model for the movement to the low-invest­
ment case are presented in Table 2. Reachieving the 
1978 highway condition and performance level by 1995 
requires increased funding over the historical trend 
ln (u1uJ111y t,Alrapolated into the future (the low­
investment case). The productivity values in Table 2 
assume that such increases in funding could not be 
legislated until 1983 and that it would take 3 years 
of implementation before operational benetits would 
begin to be realized. Thus there would be no dif-

T OLE 2 djustmcnls lo Produclivity and Depreciation 
in Going fro m L978 ~cni Level to Low-Investment Case 

Adjustment 

Productivity Depreciation 
Year ( weighting factor)" (billions of l 972 dollars)b 

1981 1.0 0.0 
J.:,OL ·~ 0.0 LV 

1983 1.0 o.o 
1984 1.0 0.0 
1985 1.0 0.0 
1986 0.998 0.0 
1987 0 995 0.8 
1988 0.993 1.9 
1989 0.991 3.0 
1990 0.989 4.5 
1991 0.986 6 .3 
1992 0.984 8.5 
1993 0.982 10.8 
1994 0.978 13.6 
1995 0.977 16.9 

aoata supplied by EXP Associates. 
boata from TSC in association with EXP Associates. 

ference in labor productivity between the low-invest­
ment and base case until 1986 (values of 1.0 in the 
table) • Using FHWA travel and speed-as-a-function­
of-h ighway-investment foreca he, .1.995 increase 
in labor productivity that would result from the 
additional highway expenditures was computed. This 
1995 value was 2.3 percent of the base case value. 
The intermediate 1985 to 1995 values in Table 2 are 
an exponential interpolation between the 1985 value 
of 1.0 and the 1995 value [l.O - (2.3/ 100) = 0.977]. 

In the analysis of the effects of highway perfor­
mance on productivity, it was estimated that, during 
1978- 1980, the number of hours spent in business 
travel (e.g., by truck driver s and sales persons) 
exceeded 11 percent of the nation's total wage 
hours. On the basis of forecasts of VMT, outputs of 
the FHWA Investment/Performance model, and other 
published data, labor hours in highway transit were 
projected for 1995 for each scene.rio . Differences 
between the low-inves·tment scenario and the base 
case were then calculated. Finally, these differ­
ences were divided by projections of total u.s. 
labor hours in 1995 to estimate the percentage 
changes in overall labor productivity. Clearly, if 
slower speeds are a consequence o f highway deterio­
ration, as the Investment/Performance I mpact model 
indicates, these slower speeds will adversely affect 
productivity in a large number of industries because 
1!!~?:e ~~!: an~ t:rn<!k hours will be required to ac­
complish the same amount of motor vehicle carriage. 
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Depreciation 

In the macroeconomic model, the depreciation of 
trucks and automobiles used for business purposes is 
""' ............ pc---"- .... ~ .................. ~ .......... ~ ........ .,, """"""Pl""l""!'I .. '" ~oprP,..i-
ation. To determine the extent to which this macro­
economic variable should be changed, a series of 
calculations had to be carried out. First, it was 
determined that truck bodies, trailer coaches, and 
motor vehicles and parts purchased by businesses 
together account for 9 percent of producers' durable 
equipment. Based on FRWA estimates of changes in 
operation costs, the rate of depreciation of these 
v11hicl1111 in 1995 was 1111timat<>rl tn hp ?.?. p1>rmmt 
higher in the low-investment scenario than it would 
be in the 1978 service level case. For producers• 
durable equipment, this means a 1995 increase of 
1.98 i:,., • ...,.,l,L 111 Lile low-investment scenario. 

The dollar equivalents of these percentage 
changes are given in Table 2. Depreciation effects 
of the transition to the low-investment scenario are 
assumed to begin in 1987. Accordingly, the 1.96 
percent increase in 1995 was scaled back to zero in 
198G. 

In the context of the national economy, the im­
pacts of changes in the depreciation of motor vehi­
cles used for transporting goods and for other busi­
ness purposes can be expected to be smaller than the 
impacts of changes in productivity discussed pre­
viously. Higher depreciation could well result in 
faster replacement of venic1es and increased ex­
penditures on maintenance, both of which would lead 
to higher output and employment. Though particular 
sectors of the economy would thus be stimulated, 
from a broader economic perspective this outcome is 
more properly viewed as an opportunity cost, that is, 
a diversion of resources away from the production of 
other goods and services. 

VMT 

For a given level of highway maintenance and capital 
investment, the level of highway performance is 
critically affected by the volume of traffic. For 
example, the faster the growth in VMT, the greater 
will be the deterioration of highway conditions and 
performance. At the same time, however, deteriora­
tion of highway performance will dampen the growth 
in traffic because of slower speeds and higher oper­
ating costs per mile of travel. This two-way causal­
ity was considered an important factor in the de­
termination of the economic impacts of the movement 
to the low-investment scenario and was incorporated 
into that analysis by a two-step procedure: 

1. A worst-case scenario was developed in which 
VMT growth would match the 2.8 percent growth of VMT 
in the 1978 base case, despite the lower speeds and 
higher operating costs caused by performance de­
terioration. This was done to take advantage of the 
Investment/Performance Impact model outputs that 
were generated on the assumption of a 2. 8 percent 
annual growth in VMT. Under this assumption, operat­
ing costs in 1995 were projected to i nc r ease almost 
28 percent above what they were projected to be in 
the base case, and average time in transit per VMT 
was projected to increase 21 percent. Also, the 
productivity weighting factors in Table 2 were lower 
than those given, and the increases in depreciation 
of motor vehicles were larger. 

2. The worst-case scenario was modified on the 
basis of estimates of the effects of highway perfor­
mance deterioration on VMT. Except for the modifica­
tions to productivity and depreciation, which are 
already incorporated in Table 2, feedback effects 
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between highway performance and VMT growth were 
estimated in the context of the input-output model. 

Because of the two-way causality, these feedback 
effects were estimated iteratively. Fortunately, the 
estimates converged to equilibrium levels after only 
a few iterations. The result is a simultaneous solu­
tion for VMT growth and performance for the low-in­
vestment scenario. 

THE MACROECONOMIC MODEL 

A change in just one of the five variables pre­
viously discussed would perturb a complex pattern of 
economic relationships in ways that would be d if­
f icult to analyze and virtually impossible to esti­
mate without the use of an econometric model of the 
u.s. economy. Analysis and measurement of the macro­
economic impacts of simultaneous changes in all five 
variables make the use of such a model essential. 
The macroeconomic model selected for use in this 
project was developed by Chase Econometrics As­
sociates, Inc. 

The Chase Long-Term Macroeconomic Model (}) con­
sists of a set of simultaneous equations developed 
to predict approximately 700 economic variables. 
Included in the model are regression equations, 
identity relations, and assumption-type variables. 

Simulation of the base case and the low-invest­
ment scenario required that specific variables in 
the macroeconomic model be modified to reflect the 
changes previously described. However, because VMT 
is not a variable in either the Chase Long-Term 
Macroeconomic Model or the Interindustry Forecasting 
Model of the University of Maryland (INFORUM), it 
was necessary to modify variables related to VMT in 
order to reflect changes in highway use. Two modifi­
cations were estimated for the INFORUM model and 
then aggregated for the macroeconomic model. 

The macroeconomic modifications for VMT take the 
form of higher prices (and thus lower sales) of 
commodity categories that would be affected by the 
higher highway transport costs and slower speeds 
caused by deterioration of highway performance. Thus 
1995 prices were increased for the following ten 
commodity groupings. 

Commodity Group 
Recreational vehicles 
Household operations 
Other consumer nondurables 
Tires and parts 

Percent 
Increase 
9.6 
4.8 
1.2 
1.1 

Transportation services 0.8 
Food and beverages 0.7 
Other consumer services 0.6 
Furniture and bedding 0.5 
Other consumer durables 0.5 
Other household services less rent 0.1 

Much smaller price changes were simulated for 1986. 
These were then increased year by year to the 1995 
levels indicated above. 

Purchases by consumers of commodities directly 
affected by deteriorating highway performance were 
also modified in the macroeconomic model to reflect 
lower VMT. Sales in 1995 were decreased for four 
categories as follows: 

Commodity 
Gasoline and oil 
New passenger car sales 
Tires and parts 
Transportation services 

Decrease 
in Sales (%) 

11.0 
8.4 
2.0 
1.9 
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Like the commodity prices, these decreases in sales 
were scaled back to the much smaller changes that 
would be expected to begin in 1986. 

After all of the modifications described in this 
section were effected in the macroeconomic model, 
the low-investment scenario was simulated by a com­
puter routine that solved for values of all of the 
dependent variables in the model. 

MACROECONOMIC SIMULATION OF THE LOW-INVESTMENT 
SCENARIO 

The total effects of simultaneous changes in highway 
spending, taxation, productivity, depreciation of 
motor vehicles, and VMT were estimated for several 
macroeconomic variables. The effects of a reduction 
in highway performance from the 1978 service level 
to the low-investment case on six key variables are 
presented in Tables 3 through 8. Only columns 3 and 
4, which indicate the total macroeconomic impacts, 
are discussed here. The portion of these impacts 
that represents purely fiscal effects is shown in 
columns 5 and 6. The remaining portion, which can be 
attributed to deterioration of highway performance, 
is shown in columns 7 and 8. 

Four of the macroeconomic variables are measured 
in 1972 dollars. For making comparisons with the 
highway expenditure scenarios, which are measured in 
1980 dollars, the dollar projections in Tables 3 and 
8 should be multiplied by l. 786 (derived from the 
GNP deflator), and the dollar projections in Tables 
5 and 6 by l. 970 (derived from the Consumer Price 
Index). 

Table 3 indicates that GNP is smaller in the 
low-investment scenario than in the 1978 service 
level base case (2.8 percent growth in VMT) in every 
year but 1982. In 1995 the reduction in the output 
of goods and services is projected to be $72. 31 
billion, a drop of 3.2 percent. Over the entire 
simulation period, from 1982 through 1995, the loss 
is $355.68 billion (in 1972 dollars), more than 
one-fifth of the 1981 GNP and twice total spending 
by state and local governments in 1981. 

Impacts on pr ices are presented in Table 4. By 
1995 goods and services purchased by consumers will 
be B percent higher than in the base case. Theim­
plications of lower output and higher prices are 
given in Tables 5 and 6. Real disposable income in 
1995 is estimated to be lower than in the base case 
by more than $90 billion, a reduction of 5. 9 per­
cent. This is equivalent to an average reduction in 
real disposable income of $931 per household (based 
on a projection of 97.3 million households in 1995 
by the Bureau of Labor Statistics). Consumer spend­
ing in 1995 is estimated to decline below the base­
case level by approximately $53 billion, a reduction 
of $541 or 3. 6 percent per household. If average 
household disposable income and consumer spending 
are reduced by $931 and $541, respectively, average 
household saving must be reduced in 1995 by the 
difference, or $390. 

The reduction in GNP brings with it a reduction 
in employment. Table 7 indicates that by 1995, the 
number of employed is estimated to be down by 2.66 
million workers, a decline of 2. 2 percent from em­
ployment in the base case. Moreover, this smaller 
number of employed workers perform at lower levels 
of productivity. Table 8 gives output per labor hour 
projected to be lower by 2.7 percent in manufactur­
ing industries. 

The overall macroeconomic impacts of deteriorat­
ing highway performance thus are estimated to reduce 
the economic welfare of the nation in terms of 
higher prices and lower levels of production, em-
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TABLE 3 Estimated Impacts on GNP" of Change from 1978 Service Level to Low-Investment Case, 1982-1995 

1mpacts or cnanges m 1mpaL:LS uf Ci1aug1::s HI 

Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year GNP GNP GNP Change GNP Impact GNP Impact 

1982 1,510.58 1,513.14 2.56 0.2 2.56 100 0 0 
1983 1,574.78 1,5 72.69 -2.09 -0 .1 -2.09 100 0 0 
1984 1,639.98 1,636.07 -3.91 --0.2 -3 .91 100 0 0 
1985 1,698.41 1,693 .2 -5.21 -0.3 -5 .2 1 100 0 0 
1986 1,1 41 .85 i,740.38 -7.47 -0.4 -6.53 87.4 -0.94 12.6 
1987 1,803.00 1,792 .46 -IU.,4 -U.b -7.53 71.4 -3.01 28.6 
1988 1,857.45 1,842.93 -14.52 -0.8 -8.37 57.6 -6.15 42.4 
1989 1,912.57 1,892.2 -20,3 7 -1.1 -9.06 44.5 -11.31 55.5 
1990 1,968.48 1,940.44 -28.04 -1.4 -9.51 33.9 -18.53 66.1 
1991 2,021 A3 1,985 ,58 -35.85 -1.8 _q QR ?7 R -?.~ 87 72.2 
1992 2,078.65 2,034.28 -44.37 -2.1 -10.03 22 ,6 -34.34 77.4 
1993 2,135.25 2,083.14 -52.11 -2.4 -7.94 15 .2 -44.17 84.8 
1994 2,191.57 2,130.12 -61.45 - 2.8 -6.28 10.2 -55.17 89.8 
1995 21249.04 2,! 76.7~ -7? 11 -:l 2 -4.99 6.9 -67.3 2 93.1 

a1n billions of 1972 dollars. 

TABLE4 Estimated Impacts on Consumer Price Index• of Change from 1978 Service Level to Low-Investment 
Case, 1982-1995 

Impacts of Changes in lm pacts of Changes in 
Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year CPI CPI CPI Change CPI Impact CPI Impact 

1982 293.7 5 293.89 0.14 0 0 .14 100 0 0 
1983 317.15 317.12 -0.03 0 -0.03 100 0 0 
1984 341.36 341.5 0.14 0 0.14 100 0 0 
1985 366.71 366.82 0.11 0 0.11 100 0 0 
1986 391.6 8 392.54 0.86 0.2 -0.08 7.8 0.94 92.2 
1987 418.64 421.04 2.4 0.6 -0.39 12.3 2.79 87.7 
1988 446.42 451.26 ~.8~ I.I -0.8 12 4 5.64 87.6 
1989 4 73.98 482.19 8.2 1 1.7 -1.35 12.4 9.56 87.6 
1990 503.49 516.14 12.65 2.5 -2 .03 12.1 14.68 87.9 
1991 533.35 551.35 18.0 3.4 - 3.03 12.6 21.03 87.4 
1992 565.79 590.52 24.73 4.4 -4.21 12.7 28.94 87.3 
1993 598.88 631.85 32.97 5.5 -5.39 12.3 38.36 87.7 
1994 634.2 676.86 42.66 6.7 -7.01 12.4 49.67 87.6 
1995 671.48 725.18 53.7 8.0 - 9.0 12.6 62.7 87.4 

81967 = 100. 

TABLES Estimated Impacts on Disposable Personal Income• of Change from 1978 Service Level to 
Low-Investment Case 

Impacts of Changes in Im pacts of Changes in 
Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year Income [ncome Income Change Income Impact Income Impact 

1982 1,062.91 I ,063 .38 0.47 0 0.47 100 0 0 
1983 1,109.12 l ,l 08.95 -0.17 0 -0.17 100 0 0 
1984 1,140.75 1,141.12 0.37 0 0 .3 7 100 0 0 
1985 1,171.21 1,172.36 1.15 0.1 1.15 100 0 0 
1986 1,202.9 1,203.71 0.8 1 0 .1 1.94 63.2 -1.13 36.8 
1987 1,237.01 1,236 .04 -0.97 -0.1 2.99 43.0 -3.96 57.0 
1988 1,271.51 1,267.17 -4.34 -0 .3 4.29 33.2 -8.63 66.8 
1989 1,308.11 1,297.37 -10.74 -0.8 5.7 25.7 -16.44 74.3 

- 1990 1,340.1 1,320.25 -19.85 -1.5 7.35 21.3 -27.2 78.7 

- 1991 1,376.88 1,348 .3 -28.58 -2 .1 8.95 19.3 -37.53 80.7 - 1992 1,411.16 1,370.78 -40.3 8 -2.9 10 .95 17.6 -51.33 82.4 
1993 1,446.93 1,392.58 -54.35 -3.8 12 .9 16.1 -67.25 83.9 
1994 1,483.71 1,412.59 -71.12 -4.8 14.21 14.3 -85.33 85.7 
1995 1,523.61 1,433.05 -90.56 -5 .9 15.7 12.9 -106.26 87.1 

a1n bilJions of J 972 dollars. 
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TABLE 6 Estimated Impacts on Consumption• of Change from 1978 Service Level to Low-Investment 
Case, 1982-1 995 

Impacts of Changes in Impacts of Changes in 
Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year Consumption Consumption Consumption Change Consumption Impact Consumption Impact 

1982 975.18 975.77 0.59 0.1 0.59 100 0 0 
1983 1,015 .95 1,015 .78 -0.17 0 -0.l 7 100 0 0 
1984 1,056.59 1,056.56 -0.03 0 -0.03 100 0 0 
1985 1,089.98 1,090.3 0.32 0 0.32 100 0 0 
1986 1,122.37 1,122.17 -0.2 0 0.59 42 .8 -0.79 57.2 
1987 1,156.87 1,155.6 -l.27 -0.1 1.0 30.6 -2.27 69.4 
1988 1,191.38 1,188.27 -3.11 -0.3 1.52 24.7 -4.63 75.3 
1989 1,227.68 1,220.9 -6.78 -0.6 2.09 19.1 -8.87 80.9 
1990 1,264.7 1,252.54 -12.16 -l.O 2.75 15.6 -14.91 84.4 
1991 1,300.17 1,282.45 -17.72 -1.4 3.33 13 .7 -21.05 86.3 
1992 1,336.46 1,312.07 -24.39 -1.8 4.18 12.8 -28.57 87.2 
1993 1,371.97 1,339.66 -32.31 -2.4 5.08 l 2.0 -37.39 88.0 
1994 1,407.34 1,365.44 -41.9 -3.0 5.59 10.5 -4 7.49 89.5 
1995 1,443.75 1,391.08 -52.67 -3.6 6.06 9.4 -58.73 90.6 

a1n billions of 1972 dollars. 

TABLE 7 Estimated Impacts on Number of Employed" of Change from 1978 Service Level to Low-Investment 
Case, 1982-1995 

Impacts of Changes in Impacts of Changes in 
Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year Employed Employed Employed Change Employed Impact Employed Impact 

1982 92 .11 92.33 0.22 0.2 0.22 100 0 0 
1983 95.41 95.37 -0.04 0 -0.04 100 0 0 
1984 97.97 97.83 -0.14 -0.1 -0.14 100 0 0 
1985 100.24 100.02 -0.22 -0.2 -0.22 100 0 0 
1986 102.00 101.68 -0.32 -0.3 -0.33 97.1 0.01 2.9 
1987 104.13 103.71 -0.42 -0.4 -0.42 100 0 0 
1988 106.24 105.7 -0.54 -0.5 -0.48 88.9 -0.06 11.1 
1989 108.33 107.6 -0.73 -0.7 -0.53 72.6 -0.2 27.4 
1990 110.49 109.48 -1.01 -0.9 -0.59 58.4 -0.42 41.6 
1991 111.93 110.6 -1.33 -1.2 -0.68 51.l -0.65 48.9 
1992 113.68 112.02 -1.66 -1.5 -0.74 44.6 -0.92 55.4 
1993 115.32 113.4 -l.92 -1.7 -0.67 34.9 -1.25 65.1 
1994 117.04 114.83 -2.21 -1.9 -0.64 29.0 -1.57 71.0 
1995 118.68 116.02 -2.66 -2.2 -0.63 23.7 -2.03 76.3 

a1n millions. 

TABLES Estimated Impacts on Labor Productivity in Manufacturing• of Change from 1978 Service Level to 
Low-Investment Case, 1982-1995 

Impacts of Changes in Impacts of Changes in 
Total Impacts Expenditures and Taxes Productivity and Depreciation 

1978 Low- Percent Percent 
Service Investment Impact on Percent Impact on of Total Impact on of Total 

Year Productivity Productivity Productivity Change Productivity Impact Productivity Impact 

1982 9.08 9.07 -0.01 -0.1 -0.01 100 0 0 
1983 9.33 9.3 -0.03 -0.3 -0.03 100 0 0 
1984 9.64 9.62 - 0.02 -0.2 -0.02 100 0 0 
1985 10.07 10.05 -0 .02 -0.2 -0.02 100 0 0 
1986 10.42 10.4 -0.02 -0.2 0.0 0 -0.02 100 
1987 10.74 10.68 -0 .06 -0.6 0 .01 12.5 -0.07 87.5 
1988 11.09 11.01 -0.08 -0.7 0 .01 10.0 -0.09 90.0 
1989 11 .46 11.34 -0. 12 -1.0 0 .01 7. 1 -0.13 92.9 
1990 11.84 11.68 -0.16 -1.4 0.01 5.6 -0.17 94.4 
1991 12.28 12.1 -0.18 -1.5 0.05 17.9 - 0.23 82.1 
1992 12.77 12. 54 - 0.23 -1.8 0 .05 15.2 -0.28 84.8 
1993 IJ .22 12. 95 -0.27 -2.0 0.06 l ~.4 -U.33 84.6 
1994 13.64 13.29 -0.35 -2 .6 0.06 12. 8 -0.41 87.2 
1995 14.06 13 .68 -0.38 -2.7 0.07 13.5 - 0.45 86.5 

aoutput per labor hour in 1972 dollars. 
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ployment, disposable 
and productivity. 

THE INPUT-OUTPUT MODEL 

income, consumption, savings, 

In this section, the focus of the analysis of the 
deterioration of highway performance shifts from 
macroeconomic impacts to consequences for particular 
industry sectors. The Chase Econometrics version of 
INFORUM was used to analyze these consequences. 

The model used to as s ess the impacts cf depar­
tures trom the lY/8 service level on particular 
sectors of the economy is a version of INFORUM de­
veloped by Chase Econometrics Associates (4). The 
Chase version of INFORUM is a 200-industry dynamic 
input-output model that is linked to the Chase Long­
Term Macroeconomic Model. This linkage provides 
compatibility a nd cons istency hetwP.en the macroec o­
nomic and industry-specific analyses. 

The input-output matrices of INFORlTM. were modi­
fied extensively to incorporate FHWA projections of 
the costs of highway use in 1995 in the 1978 service 
level base case and in the low-investment scenario. 
The procedure for effecting these modifications is a 
series of complex and highly detailed calculations. 
Such an involved procedure is needed because only 
about one-half of total highway user costs are ex­
p licit i. n th~ m;1i:ricAs . The others are imbedded in 
the values of matrix cells. 

Modification of the 1978 base case requires only 
that the column for highway construction in the 
construction sector matrix match the expenditures 
that were projected for this case by FHWA. The low­
investment scenario rP.quires many additional changes 
because only two of the 200 INFORUM sectors portray 
highway transportation explicitly: trucking and 
warehousing, and local and interurban transit. But 
even these inadequately reflect the condition and 
performance of highways alone, because the first 
includes warehousing and the second includes rail 
transit. Moreover, these two INFORUM sectors account 
for only a small fraction of the nation's highway 
travel costs. 

Fortunately, an earlier study ( 5) estimates some 
relationships between highway t~nsportation and 
sectors of INFORUM. Columns were developed for 13 
categories of highway transportation: 

1. For-hire intercity truck, 
2. For-hire local truck, 
3. Transit, 
4. Taxi, 
5. Intercity bus, 
6. Private intercity freight truck, 
7. Private local freight truck, 
8. Private nonfreight truck, 
9. Government truck, 

10. Business automobile, 
11. Personal automobile, 
12. School bus, and 
13. Other bus. 

These categories account for nearly all expenditures 
for highway transportation. 

The outputs of the FHWA Investment/Performance 
Impact Analysis models and FHWA' s forecasts of VMT 
were used to estimate 1995 highway operating costs 
for automobiles and three truck classes for urban 
areas and for rural areas . Because FHWA assumed VMT 
growth to be 2. 8 percent a year in the low-invest­
ment scenario, the initial low-investment estimates 
represent a worst-case scenario. This scenario was 
subsequently modified tv ~cfl~ct th:: nz;!:t!•:e ef­
fects of deterioration of highway performance on VMT 
growth. These estimates, calculated for the 1978 

base case 
translated 
previously, 
basis of 
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and the low-investment scenario, were 
into changes in the 13 columns ~3mcd 
after the columns were updated on the 

recent highway revenue and expenditure 

ing the 1978 service level and the low-investment 
scenario, were matched with and driven by corre­
sponding macroeconomic scenarios. Space 1 imitations 
do not permit discussion of the six-step procedure 
that was followed to modify INFORUM. However, the 
steps are presented in detail in Highways and the 
Economy Ii) . 

INPUT-OUTPUT SIMULATION OF THE LOW-INVESTMENT 
SCENARIO 

The results of simulating the interindustry struc­
ture of the u . s . economy under the low-investment 
sccna~io are prc~ant~d in thie section along wi th a 
comparison of this simulation with its l97B service­
level base of departure. The INFORUM simulation 
results are measured in 1977 dollars. For making 
comparisons with the highway expenditure scenarios, 
which are measured in 19BO dollars, the dollar pro­
jections in Tables 9 through 12 should be multiplied 
by 1.276. Tables 9 and 10 present estimated differ­
ences in 1995 output and consumer purchases for 
selected industries that wouln h~ n i rectly affected 
by a movement from the 197 8 service level case to 
the low-investment scenario. The first four sectors 
in Table 9 are projected to incur substantial reduc­
tions in output as a consequence of lower levels of 
capital spending on highways and lower levels of 
activity in the economy generally. 

The next eight sectors are directly affected by 
deterioration of highway performance and reductions 
in VMT attributable to this deterioration. The metal 
stampings sector is included, because it is an im­
portant supplier to the motor vehicle industry ann 
to producers of truck, bus, and trailer bodies. The 
crude petroleum sector is included because of its 
sales to petroleum refining firms. 

The increases in output of the first six of these 
eight sectors, though a boon to these industries, 
represent a social cost, because such increases 
divert resources away from other sectors of the 
economy. This diversion of resources occurs despite 
lower consumer purchases, which are given in Table 
10. Lower consumer purchases are the direct result 
of reductions in VMT. Lower purchases imply that the 
increased outputs of these six sectors are the re­
sult of the impacts of performance deterioration on 
private and for-hire t rucking . This waste of re­
sources would be even g r eate r in the absence of 
lower levels of macroeconomic activity, which repre­
sent social burdens of a different kind, that is, 
the unemployment of capital and labor. 

The outputs and consumer purchases of the last 
two sectors in this group of eight, batteries and 
auto repair, are both lower than in the 1978 service 
level case. These reductions can be attributed to 
the sensitivity of VMT to increased costs of highway 
use and to the general decrease in the level of 
economic activity. 

The last four lines in Table 9 indicate modal 
impacts of deterioration of highway performance. The 
easiest mode to understand is for-hire trucking, 
whose 1995 output is estimated to be 18 percent 
lower than in the 1978 service level case. First, 
many commodities become more expensive in the low­
investment scenario. This leads to reduced sales and 
shipments. Second, the price of for-hire trucking 
in~rPAAP~- Ftnally , for-hire trucking can be ex­
pected to suffer from declines in macroeconomic 
activity. 

ii 



TABLE 9 Industrial Sectors Significantly Affected by Movement from 1978 
Service Level Case to Low-Investment Scenario: Estimated Changes in 1995 
Output• 

Sector 

Related to Highway Expenditures 

Paving and asphalt 
Cement , concrete, gypsum 
Stone and clay mining 
Other structural metal products 

Related to Highway Use 

Truck, bus, trailer bodies 
Metal stampings 
Tires and inner tu bes 
Petroleum refining 
Motor vehicles 
Crude petroleum 
Batteries 
Automobile repair 

Related to Other Modes 

Buses and local transit 
Railroads 
Airlines 
Trucking 

a1n millions of 1977 dollars . 

1978 
Service 
Level 

8,430.6 
26,732.5 
l l,318 .1 
38,876.0 

12,843.7 
22 ,881.7 
16,259.9 

123,13!.0 
191,055.0 
29,302.7 

6,824.6 
80,266.0 

12,224.0 
38,962 .1 
51,757 .8 

104,686.0 

Low-
Investment Change 

5,184.8 
19,675.1 

8,5 l l.2 
32,072.7 

14,770.2 
26 ,108.0 
17,560.7 

128,918.0 
196,978.0 
29,419.9 

6,688.1 
70,874.9 

13,605.3 
42 ,507.7 
45,495.1 
85,633.0 

-3,245.8 
-7,057.4 
-2,806.9 
-6,803.3 

1,926.5 
3,226 .3 
1,300.8 
5,787.2 
5,922.7 

117,2 
-136.5 

-9,391.1 

1,381.3 
3,545.6 

-6,262.7 
-19,052.8 

Percent 
Change 

-38.5 
-26.4 
-24.8 
-l 7.5 

15 .0 
14.1 

8.0 
4.7 
3.1 
0.4 

-2 .0 
-1 l.7 

11.3 
9. 1 

-12.1 
-18.2 

TABLE 10 Industrial Sectors Significantly Affected by Movement from 
1978 Service Level Case to Low-Investment Scenario: Estimated Changes 
in 1995 Consumer Purchases• 

Sector 

Related to Highway Expenditures 

Cement, concrete, gypsum 
Stone and clay mining 
Other structural metal products 

Related to Highway Use 

Metal stampings 
Tires and inner tubes 
Petroleum refining 
Motor vehicles 
Batteries 
Automobile repair 

Related to Other Modes 

Buses and local transit 
Railroads 
Airlines 
Trucking 

3 Cn millions of 1977 dollars. 

1978 
Service 
Level 

4.5 
73.7 

298.8 

1,055.7 
17,997.9 
39,616.9 
81,522.8 

7,083. 9 
40,700.7 

6,798.5 
394.0 

20,372.6 
4,776.5 

Low-
Investment Change 

3.7 
65 .7 

270.7 

1,013.5 
17,152.0 
35,259.0 
74,674.9 

7,006.0 
38,625.0 

7,050.0 
453.1 

19,191.0 
4,079.1 

-0.8 
-8.0 

-28.1 

-42.2 
-845.9 

-4,357.9 
-6,847.9 

-77.9 
-2,075.7 

251.S 
59.1 

-1,181.6 
-697.4 

TABLE 11 Consumer Goods Sectors Significantly Affected by 
Movement from 1978 Service Level Case to Low-Investment 
Scenario : Estimated Changes in 1995 Output" 

Sector 

Telephone and telegraph 
Drugs 
Watches and clocks 
Books 
Fruits , vegetables, other crops 
Poultry and eggs 
Hotel and lodging places 
Photographic equipment 
Medical services 
Canned and frozen foods 
Apparel 
Soft drinks and flavorings 
Meat products 
Phonograph records 
Household furniture 
Newspapers 
Household appliances 
Eating and drinking places 
Alcoholic beverages 

3 1n millions of 1977 dollars. 

1978 
Service 
Level 

125,626.0 
19,584.9 
2,848.5 

ll,37!.4 
45 ,079.0 
11 ,430.8 
23,727.5 
27,039.0 

177,740.0 
33,06 l. 7 
53,988.1 
16,233.8 
60,296.4 

2,817.8 
l 8,524.6 
20 ,95 l. 9 
21,286.5 

129,954.0 
25,354.2 

Low­
Investment 

88,943.4 
16,040.0 

2,407.0 
9,927.2 

39,714.6 
10,242.0 
21,425.9 
24,524.4 

162,454.0 
30,482.9 
50,640,8 
15,259.8 
57,462.5 

2,707.9 
17,839.2 
20,281.4 
20,796.9 

127,875 .0 
24 ,999.2 

Change 

-36,682 .9 
-3,544.9 

-441.5 
-1,444.2 
-5,364.4 
-l,188.8 
-2,301.6 
-2,514.6 

-15,285 .6 
-2,578.8 
-3,347 .3 

-974.0 
- 2,833.9 

-109.9 
-685.4 
-670.5 
-489.6 

-2,079.3 
- 355.0 

Percent 
Change 

-18.3 
-10.8 

-9.4 

-4.0 
-4.7 

-ll.O 
-8.4 
-l.1 
-5.1 

3.7 
15.0 
-5.8 

-14.6 

Percent 
Change 

-29.2 
- 18.1 
-15.5 
-12.7 
-11.9 
-10.4 

- 9.7 
-9.3 
-8.6 
-7.8 
-6.2 
-6.0 
-4.7 
-3.9 
-3.7 
-3.2 
-2.3 
-1.6 
-1.4 
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TABLE 12 Consumer Goods Sectors Significantly Affected by 
Movement from 1978 Service Level Case to Low-Investment 
Scenario: Estimated Changes in 1995 Consumer Purchases• 

1(V"7('1 

Service 
Sector Level 

Telephone and telegraph 43,299.4 
Drugs 13,799.0 
Watches and clocks 3,014.1 
Books 7,353.9 
Fruits, vegetables, other crops 20,371.0 
Poultry and eggs 3,905.6 
Hotel and lodging places 11,877.8 
Photo~raphic equipment 5,654.4 
Medical services 155,809.0 
Canned and frozen foods 32,070.4 
Apparel 81,003.9 
Soft drinks and flavorings 14,125.3 
Meat prouuds 4S,472.0 
Phonograph records 4,963.0 
Household furniture 26,428.3 
Newspapers 6,907.5 
•T .I 1 I, .• 1: - ----- 1£ fl~') ('1 
flUU~tlLUlU 11,lJlJUdWv!v;') "'v,v..,..,_,,. 
Eating and drinking places 99,684.2 
Alcoholic beverages 35,177.2 

3Jn millions of I 977 dollars. 

The increase in rail output is consistent with 
the highec costs of both private and for-hire truck­
ing, which are substitute modes. Similarly, the 
increased outpu C. of bus ana local tranai t can be 
explained by reductions in personal VMT, which are 
apparently large enough to offset the negative ef­
fects of an increase in the price of bus and local 
transit. The decrease in airline output could be 
anticipated because of the projected state of the 
economy in the low-investment scenario. 

Tables 11 and 12 present estimated impacts on 
selected consumer goods industries less directly 
related to highway expenditures, highway use, or 
specific transportation modes. The more important 
explanatory variables for the results given in 
Tables 11 and 12 would appear to be aggregate dis­
posable income and consumer spending, which, as 
Tables 5 and 6 indicate, decrease by 5.9 percent and 
3 .6 percent respectively because of the decl i ne in 
the overall economy. That these macroeconomic im­
pacts would affect some sectors more than othe.i:s is 
evident from the variability indicated in Tables 11 
and 12. 

It is thus clear that although Che output and 
sales of a few major industries would increase as a 
consequence of the deterioration of highway perfor­
mance, most sectors of the economy would suffer 
declines. Industries that would experience the larg­
est losses include for-hire trucking and highway 
construction firms and their suppliers. 

SUMMARY 

If the low-investment scenario were allowed to run 
its course, projected impacts on the macroeconomic 
performance of the economy in 1995 would include the 
following changes from the 1978 service level base 
case. 

Macroeconomic Variable 
Gross National Product 
Consumer Price Index 
Disposable income 
Consumption expenditures 
Employment 
Labor productivity in 

manufacturing 

Percentage 
Change 
-3.2 
+8.0 
-s.9 
-3.6 
-2.2 

-2.7 

Low- Percent 
Investment Change Change 

36,934.4 -6,365.0 -14.7 
12,695.1 -1,103.9 -8.0 

2,676.5 -337.6 -11.2 
7,015.6 -338.3 -4.6 

19,413.6 -957.4 -4.7 
3,827.5 -78.l -2.0 

11,260.2 -617.6 -5.2 
5,196.4 -458.0 -8.l 

145,058.0 -l 0, 7 50.8 -6.9 
30,210.3 -l,860.l -5.8 
78,330.8 -2,673. l -3.3 
13,404.9 -720.4 -5.1 
4J,92G.7 - 1,546.1 3.1 

4,794.3 -168.7 -3.4 
24,499.0 -1,929.3 -7.3 

6,603.6 -303.9 -4.4 
'1 C C::'](} 'l -'191.6 -!.9 ..... , ... _..,_.., 

95,198.4 -4,485.8 -4.5 
34,755.1 -422.l -1.2 

The overall macroeconomic impacts of deteriorating 
highway performance thL1s are to rP.nnce the economic 
welfare of the nation in terms of higher prices and 
1n ...... .a..- 1.au.a1C! n,F p..-nrh,,..~inn, omplnymon~; ~ii::tnn~.:=1h1 P 

income, consumption, and productivity. 
Impacts of performance deterioration on output 

levels of particular industries are quite diverse. 
The most adversely affected sectors are for-hire 
trucking (-18.2 percent) and highway construction 
firms and their suppliers (paving and asphalt, -38.5 
percent: cement, concrete, and gypsum, -26.4 per­
cent: stone and clay mining, -24.8 percent: and 
other structural metal products, -17.5 percent). The 
automobile repair industry is projected to incur a 
decline of 11. 7 percent as a result of the asso­
ciated decrease in the growth of VMT, and the output 
of the airlines is estimated to fall by 12.l percent 
because of lower GNP, employment, and disposable 
income. Several additional consumer-oriented in­
dustries could also be expected to decline because 
of the weakened state of the economy. 

Several industries that are projected to experi­
ence growth in output are those closely related to 
h i.ghway use. These include truck, bus, and trailer 
bodies (15.0 percent), metal stampings (14.l per­
cent), tires and inner tubes (8.0 percent), petro­
leum refining (4.7 percent), motor vehicles (3.1 
percent), and crude petroleum (0.4 percent). From a 
societal point of view, these increases in output 
are a burden because they represent a diversion of 
resources away from other sectors of the economy. 

The effects felt by households are a function of 
household income. Under both the low-investment and 
the 1978 service level scenarios, average family 
income is forecast to grow in real terms, from 
$17,400 in 1982 to $21,300 in 1995 under the low­
investment assumptions and to $22,700 under the 1978 
service level assumptions (income and expenditure 
figures in 1977 constant dollars). These are 
equivalent to growth rates of 1.6 percent and 2.1 
percent per year. 

If the low-investment results were realized, 
households would accommodate the lower level of 
income by both spending and saving less. Overall, 
personal consumption expenditures in 1995 would be 
expected to be nearly $800 lower, a reduction of 3.6 
percent. The input-output results indicate how this 
$800 is allocated across purchase groups. Signifi­
cant changes are shown in the following table. 

ii 
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Purchase Class 
Food 
Household furnishinqs 
Clothing 
Medical care 
Transportation 
Entertainment 
Services 

Expenditure 
Reduction ($) 

76 
49 
36 

122 
164 

61 
54 

Of course these changes are relative. If compared to 
1982 expenditure levels, all classes would show a 
positive growth. 

ThP. lower level of expenditure for transportation 
reflects the reduced mobility of households under 
the low-investment case. In the 1978 service level 
scenario, the typical u.s. family is projected to 
drive 17,226 miles in 1995. In the low-investment 
scenario, that family's highway VMT would be 12,786 
miles, a reduction of 26 percent, or 4,440 miles. 
This would lead to less frequent replacement of 
motor vehicles and smaller expenditures on items 
related to automobile use. For example, the family 
would spend $45 less on gasoline, $21 less on auto­
mobile repairs, and $9 less on tires. On the other 
hand, there would be a minor increase in the use of 
buses, local transit, and railroads, 
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Casino Bus Transportation System 

WALTER CHERWONY 

ABSTRACT 

The relationship between transportation 
services and economic development has been 
well established, !'.n interesting case study 
of this link is the casino bus transporta­
tion system serving Atlantic City, New 
Jersey. The casino buses provide a premium 
intercity bus service connecting numerous 
metropolitan areas in the Northeast Corridor 
with nine casinos. The casino buses bring 
more than ten million visitors to this re­
sort community annually and in large measure 
have contributed to the economic success of 
legalized casino gambling. In this paper a 
description is presented of how the service 
is provided including the various subsidies 
and incentives provided by the casinos. Bus 
and passenger volumes, which indicate the 
dimensions of this privately operated bus 

service, are also presented. There is a dis­
cussion of the economic benefits of the 
special bus service as well as of the neces­
sary role of government, 

The need for transportation services and facilities 
to support economic development has been well estab­
lished. Moreover, the location and pattern of in­
dustrial and commercial development within a region 
or state have often been influenced by existing or 
proposed transportation facilities. In some cases 
other factors such as business climate and labor 
force char<1cteristics have guided development deci­
sions. However, these situations typically call for 
the planning and implementation of transportation 
services to support development, An interesting case 
study of the latter situation is the casino bus 
operations in Atlantic City, New Jersey. 
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Several years ago Atlantic City became the first 
area outside Nevada to have legalized casino gam­
bling. The introduction of this significant tourist 
attraction has reversed the decline in visitors to 
,, .! -· - • - --- • • !, . • 
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casinos are in operation, and another is under con­
struction. Several more hotels and casinos are 
planned as is expansion of existing casinos. Casino 
gambling has resulted in substantial construction, 
the creation of tens of thousands of new jobs, and 
the rapid expansion of Atlantic City's economic base. 

As a result of this development a new transporta­
tion system (casino bus), which provides an i ncen­
Llvo, fut tuuthil,:; Lu vhill Lho, liult'!ls dlld casinos 
and thereby encourages further economic development, 
evolved. Also, because it relies on intercity 
coaches, the casino bus transportation system is an 
environmentally attractive and energy efficient 
transport mode. This use of common carrier vehicles 
is desirable from a tr a f fic eng i neer i ng viewpoint 

Atlantic City. 
The casino buses represent an interesting case 

study for a variety of reasons. First, the Atlantic 
City example clearly indicates the linkage and in­
terrelationship between transportation and economic 
development. Second, the magnitude of the system and 
the number of passengers carried are larger than 
those of most urban bus systems. Third, the casino 
huf"! t"!y o '-a"" ~ t"! ,... • •• .-.a.A i:t.nA "?a1"'i:t.+-orl hy pr;,,:::at-.o. r::r.rriorc 

and has evolved over the past few years with no 
previous planning efforts. Fourth, the bus system is 
an integral part of each casino's marketing program 
and provides incentives to attract patrons. Finallv, 
the casino bus s y stem has necessitated an unusual 
role and level of responsibility for transportation 
agencies in the Atlantic City area. 

From the foregoing discussion it would appear 
that the Atlantic City casino bus system provides an 
usual case study of transportation and economic 
development. A description of the system from the 
perspective of the passengers, operators, and casi­
nos is presented in this paper. Also presented are 
the economic impact of the bus system and the promo­
tional activities to encourage visitors and tourist 
expenditures that translate into jobs. Finally, as 
brief discussion is provided of the function and 
role of government in regard to a privately owned 
and operated casino bus system. 

SYSTEM DESCRIPTION 

The use of buses to transport visitors to Atlantic 
City is not surprising in view of the strategic 
location of this resort community within the North­
east Corridor. Several large urban areas (e.g., New 
York, Philadelphia, and Baltimore) are within a 
relatively short driving distance of Atlantic City. 
Given the generally unsuitable nature of air travel 
and the current deteriorated state of rail service 
to and from the area, the bus service represents a 
mode that is competitive with the private automo­
bile. Before casino gambling, conventional intercity 
bus service was offered between Atlantic City and 
other metropolitan areas. Patrons were transported 
from a terminal in their home town to the Municipal 
Bus Terminal in Atlantic City. In some cases riders 
had to transfer at intermediate locations to com­
plete a trip when direct bus service was not pro­
vided. This type of bus service continues today 
although its relative importance has been somewhat 
less since the introduction of casino buses. 

The casino bus transportation system affords a 
'P .. """",....~ 11
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provided cash premiums and other incentives. The 
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service is operated by private carriers with the 
approval of the individual casinos. Routes typically 
originate at shopping centers in residential areas 
where patrons can park their cars and purchase 
·~~~~•~. ~~~~ ~ ~·~~Ae !idC~~ ~ !~lati~~l y ~0n,r~niAnt 

trip because they do not have to travel to a down­
town bus terminal as is the case with conventional 
intercity bus service. Further, casino buses origi­
nate at numerous locations throughout the metropoli­
tan areas thereby enhancing coverage. Typically, 
buses stop at a few locations to pick up passengers 
and then travel nonstop to a particular casino. 
Approximately 6 hours later the bus returns to the 
cneino to piclc up pnooengero and then travels to tha 
originating locations. 

At the casino, before unloading, riders are is­
sued coupons that can be redeemed at the casino for 
cash and other premium,;. Mu,;L c;c,i;l11ui! u[[;;,i: i:iders 
at least $10 in quarters as well as meal slips and 
other promotional incentives. The cash value of the 
premiums varies among the nine casinos and reflects 
the competitive nature of the gambling industry and 
its marketing efforts to attract visitors. Because 
the cash incentive nearly equals the bus fare, the 
casinos are providing a user-side subsidy to riders, 
With the exception of shared advertising expenses, 
the casinos make no direct payments to the bus com­
panies. Another feature of the casino bus system, 
with respect to user costs, is the discounting of 
fares. In most urban areas casino bus fares are less 
than those cha rged on intercity buses. I n general, 
the greater the distance from Atlantic City, the 
greater the fare discount. 

Two primary types of casino bus service are pro­
vided by the private operators--line and charter. 
Line runs are similar to scheduled line-haul inter­
city bus service. Buses operate along a fixed route 
with a predetermined schedule. Unlike conventional 
intercity service, casino bus patrons must make an 
advance reservation (a day or two before the trip). 
When th1> ni.1mher of passengers exceeds the capacity 
of the scheduled buses, additional buses or extra 
sections may be added. As previously noted, most 
casino buses travel to and from only one casino. 
When there is less than a fully seated load to a 
single casino, casino buses are sometimes scheduled 
to stop at two or three casinos. This situation 
reflects the need for each operator to recover costs 
and a reasonable profit from farebox revenue. 

Charter service is used when a group makes 
arrangements with either a bus operator or a casino. 
Patrons are offered relatively low fare s , cash and 
other incentives from the casinos, and are provided 
with a 6-hour visit. Reservations are normally made 
2 to 3 months in advance and confirmed several weeks 
before the trip. 

Casino buses are operated by several dozen car­
riers although approximately ten operators serving 
the Philadelphia and New York metropolitan areas 
account for the majority of buses and patrons. Each 
casino has a bus program that is an integral par t of 
its overall marketing plan. The casinos control the 
number of arriving buses because the carriers must 
have prior authorization to stop at a casino. Opera­
tors can be prohibited from discharging passengers 
at a casino. More important, casinos can refuse to 
issue coupons, redeemable for cash or meals, or 
other incentives to passengers. Of particular note 
is that all services and facilities of the casino 
bus system are provided by private firms . 

BUS ANO PATRONAGE VOLUMES 

The quarterlv qrowth in the casino bus transporta­
tion system and the importance of this transport 



Cherwony 

mode are clearly underscored by the bus volume trend 
shown in Figure 1. As each new casino has opened, it 
has instituted a casino bus program in cooperation 
with private carriers. Of interest is the steady in­
crease in bus volumes during the 3-year period when 
the number of casinos increased from one to nine. 
These results would suggest that the casino bus 
market increases with each new casino. Further, the 
increase in bus volumes is large enough that in­
creases in the number of buses to each new casino 
are attained by overall market growth rather than by 
diversion from other casinos. Another interesting 
observation is that the rate of growth is not de­
clining. This would suggest that a saturation level 
of bus volumes should not occur in the foreseeable 
future, especially given the construction of new 
casinos. The casino bus transportation system can be 
expected to grow at the same rate as casino de­
velopment. 

To further describe the dimensions of the casino 
bus system, bus activity level data from July 1982 
for the casinos are summarized in Table 1. Bus vol­
umes vary considerably by day of the week. The larg­
est bus volumes are observed on Wednesday and are 
nearly one-sixth greater than those of the average 
day. Tuesdays and Thursdays also have relatively 
high bus volumes, which would indicate that peak 
travel days occur during the middle of the week. In 
contrast, bus volumes preceding (Friday) and follow­
ing (Monday) the weekend are relatively low. During 
the weekend bus volumes are generally smaller than 
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during weekdays, and there is considerable variation 
between Saturday and Sunday. The daily variation in 
bus volumes is attributable to two major factors. 
First, bus volumes reflect the days on which tour­
ists wish to visit Atlantic City. Second, the casi­
nos attempt to attract casino bus patrons when other 
visitor activity levels are relatively low. For 
example, the casinos sometimes increase the premiums 
during slow days such as weekdays, and during busy 
periods (e.g., weekends) the incentives are often 
reduced. Because the bus program is an integral part 
of each casino's marketing program, desired activity 
levels are important in establishing bus activity 
levels. 

Regardless of the day examined, the bus volumes 
are substantial. The dimensions of the system are 
apparent from comparisons with other bus systems. 
For example, New Jersey Transit, which provides 
public transportation throughout the entire state, 
operates approximately 1,200 buses during the morn­
ing and evening rush hours. Moreover, few transit 
systems in the nation operate as many buses as are 
in service in the casino bus system. 

Another way to describe the casino bus transporta­
tion system is by the type of service offered. About 
five of every six casino buses are line runs (see 
Table 2). The proportion of charter buses fluctuates 
by day of the week with the greatest number and per­
centage of all buses noted on Sunday. The proportion 
of other buses declines between Monday and Friday. 
Like the daily variation in bus volumes, the number 
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FIGURE 1 Trend in bus volume activity. 

TABLE 1 Daily Variation in Bus Volumes-
Summer 1982 

Number Percentage of 
Day of Buses Daily Average 

Weekend 
Saturday 940 97 
Sunday 785 81 
Average 864 89 

Weekday 
Monday 902 93 
J uesday 1,05 7 10~ 
Wednesday l,lll 115 
Thursday 1,039 107 
Friday 947 98 
Average 1,012 105 

Daily average 967 JOO 

L__ ___ __ __J L._ _____ __J 

1981 1982 

TABLE 2 Bus Volumes by Service Type-Summer 1982 

Number of Buses Percent 
Day Line Charter Total Charter 

We ekend 
Saturday 805 135 940 14.4 
Sunday 672 163 785 20.8 
Average 713 151 864 17 .5 

Weekday 
Monday 733 169 902 18.7 
Tuesday 883 174 l ,057 16.5 
Wednesday 931 180 1,111 16.2 
Thursday 896 143 1,039 13 .8 
Friday 835 112 947 11.8 
Average 856 156 1,012 15 .4 

Daily average 813 154 967 15 .9 
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of buses by service type reflects the marketing 
strategy of each casino. It should be recognized 
that some casinos prefer and actively encourage 
charter buses. At these casinos, the proportion of 
charcer buses i=s yr.eaL~L U.1c111 

for all nine casinos. 
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An unusual feature of the casino bus transporta­
tion system is the pattern of bus arrivals and de­
partures by time of day for both typical weekday and 
weekend conditions. As shown in Figure 2, more than 
one-third of all weekend bus arrivals occur between 
noon and 2 p.m. About 20 percent of all buses arrive 
in the single hour beginning at 12 noon. During the 
afternoon, bus arrivals ~ecline until 7 1,1.111. P'u1 Lh!e! 
next three hours, bus arrivals are more pronounced, 
which reflects evening visitors. Hourly variations 
in bus departures exhibit peaking characteristics 
similar to those of arrivals. 'l'he peak period (6 
p.m. to B p.m.) includes 34.1 percent of all weekend 
buses. The shift in the peak reflects the standard 

• • ,.. • t , '"! .•. _ ,.. 1- ----- --l-l.L -.L .1..L_ ---.1--praC'CJ.Ce oi::: :::,cneuu..L.LUY ct o-11uu1. v .1.~.a.'"' a1. 1,,,11c 1,.,;ao.1.uv. 

The weekday bus volumes by time of day exhibit a 
more pronounced peak than the weekend situation in 
terms of the number of buses and proportion of total 
daily buses. As shown in Figure 3, the arrival peak 
period occurs between 11 a.m. and 1. p.m. and in­
cludes 450 buses or approximately 40 percent of 
total daily buses. Arrivals decline after this peak 
period but exhibit a modest surge between 7 p.m. and 
9 p.m. iabouC. 10 percent). The greateat numb~r- of 
bus departures occurs between 5 p.m. and 7 p.m. with 
nearly one-fourth of all buses departing between 6 
p.m. and 7 p.m. 

The distribution of bus arrivals and departures 
reflects the efficient use of the casino buses as an 
integral part of each casino's marketing program. 
For example, most bus patrons arrive at the casino 
during the day when activity levels at the casino 
are relatively low. There is little reason to at­
tract large numbers of bus patrons during the even­
ing hours when most casinos are busy. The arrival of 
buses around noon reflects the desire for midday 
visitors as well as the 2- to 3-hour trip time to 
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Atlantic City. This way, passengers board buses at 
relatively convenient times. The scheduled 6-hour 
visit of bus passengers provides ample opportunity 
for gambling. 

a.,... .. ..... , .. _,,..t"' -.9'.... eon~C!'+-•n+- ~ ~,, a!?d th'! !'!1_,!"ry~!' nf= 

passengers carried is also impressive. On average, 
load factors vary from 35 to 40 persons on each 
arriving bus. On an annual basis, the casino bus 
transportation system carries approximately ten 
million visitors. During the summer, monthly patron­
age levels of about one million riders are attained. 
These figures clearly indicate the importance of the 
casino bus transportation system in bringing visi­
tor11 to Atlantic::: City and the cont:rih1.1tinn thP hnR 
system makes to the economic viability of the city. 

ECONOMIC IMPACTS 

The primary impetus for casino gambling in Atlantic 
City was the encouragement of economic development 
and the creation of new jobs for this depressed 
resort community. The economic impact of gambling is 
apparent from the level of investment in new con­
struction and the number of permanent jobs created. 
The construction cost per casino has varied from 
less than $100 million for renovation of existing 
hotels to more than $300 million for the more recent 
hotels and casinos that are of entirely new con­
struction. The numb~r of jobs ct~at~d by this con­
struction boom and the re~ml.ttng economic stimulus 
is significant. 

The introduction of casino gambling has had a 
substantial impact on permanent jobs. Employment 
levels at each casino are a function of facility 
size and range from 3,000 to 5,000 full-time em­
ployees. With nine operating casinos, the economic 
consequences of an entirely new industry are readily 
apparent. A complete support industry has also been 
created to serve the needs of the casinos and hotels 
in Atlantic City. 

In view of the magnitude of the economic develop­
ment attributable to casino gambling, those factors 
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such as transportation that contribute to the suc­
cess of the hotels and casinos should be recognized 
and encouraged. Managers at each of the casinos are 
aware of this fact and have implemented bus pro­
grams. As noted previously, the casino buses are an 
integral part of each casino's marketing and busi­
ness plans. Although bus patrons are not "high 
rollers,• they make a substantial contribution to 
the economic viability of the gambling industry. The 
casino buses draw visitors to Atlantic City during 
those hours of the day, days of the week, and months 
of the year when activity levels would be relatively 
low. This situation is confirmed by the hours of 
operation and concentration of buses during only 
certain time periods. Failure by the casinos to 
attract those ten million visitors annually would 
seriously impair the economic viability of the in­
dustry and jeopardize thousands of jobs. 

Each casino has developed its own marketing 
strategy and targets for casino bus patrons. A com­
parison of weekday bus volumes with the size of each 
casino is presented in Figure 4. Two measures of 
casino size have been used to portray the bus 
marketing program. Casino floor space provides a 
measure of the number of persons that can be accom­
modated in the casino. The number of slot machines 
is another useful measure because the majority of 
bus patrons plays the slot machines rather than the 
various table games. Three distinct levels of mar­
keting activity are noted for the casino bus pro­
gram. Some casinos place great reliance on the 
casino bus program to attract visitors. This high 
level of casino bus activity is viewed as an es­
sential element of the overall business plan. Other 
casinos place less importance on casino bus patrons 
and have been designated as having moderate pro­
grams. The third group of casinos has established 
relatively limited ohjectives with respect to casino 
buses. The number of buses is low in comparison to 
both floor space and slot machines. 

Discussions with casino management confirm the 
three levels of casino bus programs. Moreover, casi­
nos establish the cash values of incentives and 

200 

Cl) 
w 
Cl) 
::::, 
aJ 

>-100 
<( 

Cl 
~ 
w 
w 
~ 

0+---~--,---~----. 

Cl) 
w 
Cl) 
::::, 
aJ 

200 

~ 100 
Cl 
~ 
w 
w 
3: 

40 60 
CASINO FLOOR SPACE 
(Thousand square feet) 

moderate 

0+------~------,----- ---, 

low 

1,000 1,400 1,800 
SLOT MACHINES 

FIGURE 4 Casino bus strategies. 

premiums to meet their individual casino bus objec­
tives. For example, the casinos that emphasize at­
tracting casino bus patrons offer coupons for more 
than the prevailing $10 in quarters and partial 
payment of meals. In contrast, those casinos that 
offer relatively limited incentives can reduce the 
number of casino bus patrons. The market is quite 
sensitive to changes in the premiums offered by the 
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casinos. Bus and passenger volumes can change sig­
nificantly in response to variations in the incen­
tives offered by a particular casino relative to its 
competitors. These results are confirmed by the 
relationships shown in ~·1gure 4. 

The preceding paragraphs discuss the various 
strategies followed by the casinos and their reli­
ance on bus patrons. The importance of this trans­
portation system is confirmed by the fact that all 
casinos operate a bus program. To indicate the eco­
nomic impact of the casino buses, the number of 
patrons was converted to dollars spent. The casinos 
do not reveal market research data, but it is qen­
erally cecuy11h,;,cl Lhat caeino bue patrona apcnd ,m 
average of $50 to $70 each visit. Based on ten mil­
lion annual visitors, the casino bus transportation 
system generates tourist expenditures that exceed 
one-half billion dollars and could reach $700 mil­
l ion. Clearly the casino bus transportation system 
plays a majoi- role in assurinq the economic viabil-
i ty of the casino inciusti,y anu 
region. 

GOVERNMENT ROLE 

• • - .. ... .. _ _ _.....! - ..-.J ...... 
l;Ut::: tt.l..l..ctlll..L\,; .._.-L'-:J. 

The casino buses are owned and operated by private 
firms that recover ,tl l r.osts from farebox revenue. 
For this reason no government funds, either operat­
ing ;:1ccic:1-;::\n~~ or (!~pit:al fundsf are requiteU. This 
contrasts with urban transit systP.ms throughout the 
nation as well as intercity bus carriers to a cer­
tain extent. Although government funding is not 
required, a regulatory role is mandated. The large 
volume of buses can produce traffic congestion and 
delays for residents. Also, the routing of buses 
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through and the storage of buses in residential 
areas can be disruptive. Recognizing these problem 
areas, the Atlantic County Transportation Authority 
(ACTA) has developed a management plan for routing 
and parK1ng casino ouses in Aciancic City. ~u a~~u•~ 
the implementation of the plan, ACTA has requested 
and received power to regulate the flow and movement 
of buses. In this way the economic and transporta­
tion benefits of casino buses can be realized while 
the potential adverse consequences are limited. Such 
an approach is unusual for a local authority, but 
the unique conditions brought about by casino gam­
bling called for such innovative solutions. 

CONCLUSIONS 

In this paper a brief overview of the casino bus 
transportation system has been provided. The casino 
bus system serves as an important transport mode to 
and fr-vm ~tlo.iitic City, ~~d it alsc- ha~ ~n~'.'..'1.!!'~'Jen 
the economic development envisioned with casino 
gambling. Of particular note is the evolution of 
this transportation system and its operation by the 
private sector. It is anticipated that the dimen­
sions and importance of the casino bus system will 
grow and keep pace with the development of new casi­
nos in Atlantic City in the future. Further, the 
casino buses will continue to constitute a signifi­
cant approach to assuring the ~c.ono:rnic vitality of 
the tourist industry and the region. 

Publication of this paper sponsored by Committee on 
Intercity Bus Transportation. 

Optimizing the Use of a Containership Berth 

PAUL SCHONFELD and STEPHEN FRANK 

ABSTRACT 

Total system costs, including those of 
berths, cranes, storage yards, dock labor, 
ships, containers, and cargo, are minimized 
for single-berth containership terminals 
under various assumptions. The analytic 
model accounts for queueing delays to ships, 
mutual interference among cranes, minimum 
work shifts, and storage yard requirements. 
Results indicate that total system costs per 
ship or per ton of cargo can be signifi­
cantly decreased by increasing the number of 
cranes per berth and berth use above current 

to labor costs and work rules. 

Containerization has been widely adopted in ocean 
shipping since the late 1950s because it offers some 
compelling advantages over break-bulk shipping. 'By 
handling the carqo in relatively large standardized 
intermor'lal containers, the time and cost of trans­
ferring cargo in ports can be reduced substantially. 
The cost and weight of cranes required to handle 
containers Preclude their installation on modern 
specialized containerships. Thus, unlike older 
ships, most containerships have no self-loading or 
self-unloading capability. 

Given the high cost of containerships and termi­
nal facilities, it is desirable to use both ships 
and terminals as efficiently as possible. However, 
some current plans for containerport development may 
,~~n to 1_1~~@r•.1~~ nf! ~nnt,-in~rpor-t capacity as well 
as suboptimal turnaround times for ships. Typically 
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such plans include the construction of large numbers 
of berths relative to the ship arrivals forecast. 
Some containerports seem to provide too many berths 
for the expected number of ships (e.q., 1.4 berth 
days per ship arrival is typical) and too few cranes 
(e.g., 1.43 cranes per berth at one modern facil­
ity). The combination of too many berths and too few 
cranes may result in underused port capacity and 
needlessly long turnaround times for ships. The 
theory presented here is that, for a given rate of 
ship arrivals, fewer berths and more cranes per 
berth would provide a better solution by reducinq 
the capital cost of berths as well as reducing the 
total time each ship spends in port. To test that 
hypothesis, a mathematical model was developed to 
determine total system costs under a wide range of 
assumptions and circumstances, and to optimize the 
ratios of ships to berth and cranes to berth. In 
this paper the simplest version of the model and 
some initial results obtained with it are presented. 
The results presented here are limited to one-berth 
terminals. (The model has been extended to multi­
berth terminals, for which results will be published 
soon.) Such results are useful because many small 
ports and many private companies in large ports 
operate one-berth terminals. 

L !TERATl!RF. RF.VIEW 

Several authors including Plumlee (_!), Nicolau Cll, 
and Wanhill Cl) have sought to optimize the number 
of general-cargo berths in a port by minimizing a 
sum of port costs and ship delays. Fratar, Goodman, 
and Brandt (4), Jones and Blunden (5), and Miller 
(6) have inv;stigated the applicability of various 
q-;;eueing models and statistical distributions for 
arrival and service rates. Oueueing theory has been 
applied by Wilson (7) to lock capacity analysis and 
by Freund (8) to barge fleeting operations. 

Boyer (1) discusses various aspects of container­
ization including berth use and productivity. Boyer 
defines berth use as ship calls per week divided by 
7 days per week rather than occupied hours divided 
by total hours per week. He also suggests that four 
ship calls per week represent practical berth caoac­
ity and that "scheduling beyond four days (i.e., 
four ships per week) means that ships will fre­
quently be kept waiting for berths, and container­
ship operators will not tolerate delays.• Further­
more, he states that "one crane (i.e., per ship) 
operating on a single shift will handle this demand 
(i.e., four ships per week) with time to spare" 
(9,p.463). These two statements do not seem fully 
consistent. The results presented here indicate that 
with more cranes per berth more than four ships per 
week can be handled without unacceptable delay, 
especially if the savings in facilities costs can be 
passed to shipowners through reduced port charges. 

MODEL FORMULATION 

The optimization of containerport design and opera­
tion requires trade-offs among several important 
elements, including berths, cranes, storage facil­
ities, work crews, ships, containers, and cargo. 
Interaction, both competitive and cooperative, with 
surface transportation and other ports should also 
be considered in a complete analysis, although a 
relatively simple model can incorporate most of the 
important cost relations. The full capacity of a 
port and its components cannot be used without im­
posing excessive delays on ships. Because ship ar­
rival rates, container handling (or transfer) rates, 
and the number of containers transferred per ship 
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are all stochas tic variables, thet"e are inevitably 
times when ships must wait in queues for a berth to 
become available. To properly balance the costs of 
delays to ships and cargo versus the cost of facil­
ities, a total system cost function can be formu­
lated. This function can be used to summarize the 
total costs to the relevant parties (shipowners, 
shippers, and port operators). A subset of this 
total cost function may be used in conjunction with 
appropriate revenue functions to optimize the 
system from a narrower viewpoint, for example, that 
of a port authority. It should be noted that some 
companies own and operate both containerships and 
terminal facilities and hence would be concerned 
with the combined cost of ships and terminals. 

The total cost function consists of the following 
six components: 

where, in dollars per hour, 

C total system cost, 
Cb berth cost, 
Cr cost of cranes, 
Cy cost of storage yards, 
Ct labor cost for crane gangs, 
Cs cost of ships in port, and 
Cu cost of containers and their cargo. 

Using the definitions of variables 
Table 1, these cost components may be 
follows. 

C, = bnR 

Cy= zaY 

Cu= 1>.spU 

presented 
formulated 

(I) 

in 
as 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

The cost per berth hour B of Equation 2 is ob­
tained by multipl ying the init ial berth cost Bi 
by the capital r ecovery factor to get the yearly 
cost, adding the annual maintenance cost Mb, and 
dividing the entire sum by 365 x 24 hours per year. 

B = (l B; [i (I + it] / [(I + it - 11 l + Mb (365 x 24)) /(365 x 24) (8) 

The cost per crane hour R in Equation 3 is simi­
larly derived from the initial and operating costs 
of individual cranes, although the economic lifetime 
of cranes is usually shorter than that of berths. 

The required container capacity of the storage 
yard (z in Equation 4) is the product of ship ar­
rival rate A, containers exchanged per ship x, 
average yard dwell timed, and a safety factor ds: 

z = AXdd, (9) 

The safety factor ds provides sufficient yard 
capacity for larger than average A, x, and/or a. 
Alternatively, for a given yard capacity z, the 
maximum allowable average dwe ll time dmax is ob­
tained by lettinq ds = 1.0 and i!iv iding Equation q 

by AX: 

(10) 

The maximum A or x allowed by the yard storage 
capacity can be similarly determined from Equation 9. 
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Transfer (i.e., loading and unloading) time of a 
ship depends on the number of containers x exchanged 
per ship at that terminal: the container handling 
rate y, which is also called the crane cycle time: 
and the numtier of cranes n serv i cing t:.ne ship. if 
the cranes could operate without mutual interference 
and if the work load were equally distributed among 
then cranes, the transfer time would be 

t = xy/n (11) 

However, because interference may occur, especially 
truck mO\."ements under the cranes , and because the 
containers are unlikely to be evenly dh1trluutetl 111 
the ship, the following function is used in this 
model: 

t=xy/n 1 (12) 

in which the exponent F may be less than 1. 0 . I\ 

~:aJca: fl. ~ctl~~mi~ ~~!5 =~:~5 ot:a:n! c;:;::, c~~r!: 
cranes can do 3.85 2 2.54 times the work of one 
crane, and so on. Although the interference function 
may not be precisely known for large values of n , 
its possible implications can be examined through 
parametric analysis. An f value of 1.0 in Equation 
12 is equivalent to assuming no interference and 
reverting to Equation 11. 

The 1.aoor cos t Co iEGua i:.io i-1 5; 
either by the service time t or the 
duration imin• which is typically 4 
the labor time 9. ( in hours per ship) 
as 

Q = Max (t, Rmin) 

is determined 
minimum shift 
hours. Hence 
is expressed 

(I 3) 

In Equation 5 l is multiplied by the number of 
crane gangs per sh i p n, which is equal to the number 
of cranes per ship: by the cost per gang hour L: and 
by the ship arrival rate A to obtain the total 
labor cost per hour Ct• 

The total service time µ includes the container 
transfer time to as well as the maneuvering (i.e., 
docking and undocking) time m, during which the 
berth is inaccessible to other ships. The service 
rateµ is therefore 

µ=J /( t+ m) (14) 

The average time that a ship spends in port is 
the sum of the service time 1/µ and the queue wait 
time w. Queue wa i t time depends on arrival and ser­
vice rates, on the number of berths, and on the 
distributions of arrival rates and service times. 
Simple functions for the queue wait time are avail­
able for any service time distributions ( including 
arbitrary distributions the standard deviation of 
which is known) for single-server cases (10). For 
multiserver cases, a simple wait time function is 
available for exponential service times only (101, 
but several studies (4-6) confirm that exponential 
service times are applicable. Those studies also 
verify the applicability of Poisson arrival times. 
In the single-berth case analyzed here, Poisson 
arrivals and exponential service times mean that the 
queue wait time is 

w = [!/(µ - o.)J - !/µ (15) 

and that the average time in port is 

s = w + I/µ = l /(µ - o.) (16) 

Pnrt-. t:;m., " i" a factor in ship costs (Equation 
6) as well as shipper costs (Equation 7). For each 
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hour in port, a ship incurs depreciation, crew, 
auxiliary power, insurance, and other costs, total­
ing S $/hr, which is multiplied by the time in port 
s to obtain the cost per ship. That in turn is 
mul~ip:i..ieci by che Iloucly tt i,i~ <1LL.ival LGL~ ~ t.. v 

obtain the hourly cost Cs for all ships idling in 
port (Equation 61. 

Similarly, to obtain the time cost Cu for all 
containers on board ships (Equation 7), multiply P, 
the average number of containers on board each ship 
(not the number exchanged) by the hourly cost (i.e., 
value of time) of containers U, the port time per 
sh i p s , and the ship arrival rate ), • The hourly 
eo!!t uf eu11Ldl11et s ls a weighted average of the 
capital recovery factors (Equation 8) for all car­
goes and containers, including empty containers. A 
weighted average accounts for widely differing 
values for different types of cargo and for the 
relatively high time value of cargoes with short 
e conomic lifetimes (e.g., perishables and rapidly 
_,_ - - · - -- ..!-- .!,._ __ _ , 
UUbU.Lt:::'b\,; .1.llY .1. l..t::IUO, • 

The foregoing formulation provides a cost model 
more comprehensive than those of Plumlee ( 4 l , Ni­
colau (5), and Wanhill (6). It would be desi~ble to 
model and optimize the s"torage element in more de­
tail because a reduction in container dwell time 
would reduce (al the size and cost of the storage 
yard, (bl the time cost (depreciation and interest) 
for stored containers, and (cl the average length of. 

It should b e noted that the mode l i s simpi e 
enough that the cost for any combination of input 
variables can easily be c omp uted with a nonp.r oqram­
mable calculator. A. per s o na l computer can be , and 
has been, programmed to run the model. 

PARAMETER VALIJES 

The baseline analysis used the parameter values 
given in Table 1. These values are based on informa­
tion obtained from trade publications and port 
plans, discussions with port officials, and Maritime 
A.dministration data on ship costs. In very f.ew cases 
(e.g., for the life t imes of cargoes in containers) 
there was no reliabl e data and estimates were used. 
Although the baseline parameter values are typical, 
their precision is not critical in this paper be­
cause the basic conclusions hol d for a wide range of 
values. For specific applications, model users 
should, of c our s e, i np u t the best available values 
and use sens it i v i t y ana lysis to check how changes in 
parameter values affect their decisions. 

The baseline values (Table ll for the berth costs 
(B = $350/hrl assume the initial berth cost is $28 
million, the interest rate is 12 percent, the eco­
nomic life is 40 years, and the annual maintenance 
cost is about 10 percent of the initial cost. The 
same values, except for an initial cost of $200,000 
per acre, are used to obtain an initial cost of $12 
million and hourly cost of $150 for a 60-acre stor­
age yard . At 1 2 percent i nteres t, li fetimes beyo nd 
30 yea rs have vP. r y l i t t le add i tional eff ect on 
hour l y cos ts. Rowever , the hourly cos ts of con­
tai ners and cargoes a re sensi .t i ve to the s horter 
assumed weighted average lifetimes of 7 and 3 years, 
respectively. Containers are assumed to cost $5,000 
initially, and the average cargo value is assumed to 
be $30,000 pe r c ontainer. 

Rl':SULTS 

The model presented here was used mainly to examine 
t h e e ff~~t:R nf the number of cranes n, ship arrival 
rate >., and various exogenous parameters on total 
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system costs. Four cases were defined using the 
following assumptions. 

P.--No interference among cranes and no minimum 
labor shift, 

R--No interference among cranes and a 4-hr mini­
mum shift, 

c--Mutual interference among cranes and no mini­
mum labor shift, and 

o--Mutual interference among cranes and a 4-hr 
minimum shift. 

These cases represent assumptions that range from 
quite ideal (P.) to quite realistic (D). Case D of­
fers the most useful baseline for practical results 
under currently prevailing conditions. Using the 
baseline parameter values from Table 1, Figure 1 
shows how the total system cost C varies with the 
number of cranes n in the four cases A, B, c, and o, 
and also in case D' that has a more extreme inter­
ference parameter (f = 0.7 instead of 0.85 in cases 
C and D, and 1.00 in cases P. and Bl. The optimal 
(i.e., minimum total cost) number of cranes n is 
circled on the cost curves. As should be expected , 
case A has the lowest cost at any number of cranes 
n. It is notable that, without 4-hr minimum shifts 
in cases A and C, the costs are lowered by using 
more cranes during shorter transfer times. In cases 
Band D, with 4-hr minimum shifts, it is not cost­
effective to seek transfer times below 4 hr, and the 
optimal number of cranes is whatever will brinq the 
transfer time t (Equation 12) close to 4 hr. As the 
minimum shift duration decreases, the optimal number 
of cranes increases and total cost dec reases. 

As expected, with mutua l interference a mong 
cranes in cases Cand o, costs are higher than in 
the corresponding cases P. and B without i nterfer-

TABLE 1 Variables 

Symbol Definition 
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ence. Cases B, D, and n' show t he increase i n costs 
as the interference exponent f qoes from 1 .0 /i.e., 
no interference) to O. 70 in o '. The increase in 
interference i ncreases the optima l number of cranes 
n* only e nough to bring the ti:-ansfer time down to 
about 4 hr, which is the minimum s hift in cases 13 , 
n, and o•. (All parameters other tha n f are a lso 
equal in those three cases.) 

Figures 2 and 3 show the effect of the number of 
cranes on the relative magnitude of the various cost 
components and the composition of the total cost in 
case D. In Figure 2 ship cost Cs and container 
user cost Cu decrease s ha rply as additional cranes 
reduce the tr a nsfer t ime in port. The crane cost 
Cr increases proportionally with n. The labor cost 
<;. also increases proportionally with the number 
of cranes when many cranes are used because each 
crane's labor gang is paid for 4 hr even though the 
transfer time decreases with n. P.t small values of n 
(1 and 2 cranes) the labor cost does not decrease 
proportionally with n because the small number of 
cranes requires shifts longer than 4 hr. The berth 
cost Cb and storage yard cost Cy do not vary at 
all with the number of c ranes usen . 

Figures 4 and 5 show for cases A and D, respec­
tively, the sensitivity of the total costs C and of 
the optimal number of cranes n* to a 50 percent 
increas e in various parameters. Of interest here are 
the cost parameters for be r ths B, cranes R, ships s, 
containers and their cargo u, labor L, the average 
ship payload p, and the exchange vol ume x. As each 
of these parameters is increased by 50 percent, the 
total costs increase and the optimal number of 
cranes n* changes in the expected direction. Specif­
ically, n* tends to increase as the ship cost S, 
container cost U, ship payload p, and exchange vol­
ume x increase: and n* tends to decrease as crane 

Baseline Value 

a Number of acres of storage yard per container 0.0177 
b Number of berths in terminal 1 
B Hourly berth cost($) 350 
Bi Initial berth cost{$) 28,000,000 
C Total system cost ($/hr) 

c Average system cost {$/ship served) 
Cb Berth cost ($/hr) 
C2 Dock labor cost ($/hr) 
Cr Cost of cranes ($/hr) 
c, Cost of ships in port ($/hr) 
Cu Cost of containers and cargo 
Cy Cost of storage yards ($/hr) 
d Average yard dwell time (hr/container) 
dmax Allowable yard dwell time {hr/container) 
ct, Dwell margin 
f Crane interference exponent 0.85 

Interest rate 0.12 
Paid labor time (hr/gang/ship) 

l2min Minimum shift duration {hr) 4 
L Labor cost {$/gang hour) 600 
m Maneuver (docking and undoeking) time (hr/ship) 1.0 
Mb Annual maintenance cost per berl h 2,800,000 
n Number of cranes per berth 
n• Optimal number of cranes per berth 
N Economic lifetime (yr) 
p Average payload (containers/ship) 600 
R Crane cost ($/crane hr) 42 
s Average time in port {hr/ship) 
s Ship cost in port ($/ship hr) 700 
t Container transfer time (hr/ship) 
u Average cost o( container and its contents {$/container hr) 1.50 
w Average queueing time (hr/ship) 
X Excho.nge volume (containers transferred/ship) 180 
y Crane cycle time (hr/container) 0.045 
y Storage yard cost ($/acre hr) 2.5 
z Number of container slots per berth 
A Arrival rate (ships/hr) 0.1 
µ Service rate (ships/hr) 
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cost R and labor cost L increase, An increase in 
berth cost B (and/or yard cost Y) simply shifts the 
whole curve upward without shifting the optimal 
number of cranes n* at its minimum point (Figure 2), 

Figures 6-9 show the effects of ship arrival rate 
A on the optimal number of cranes n*, on total 
costs (Figures 6 and 8), and on the average cost per 

ship served C (Figures 7 and 9). The average cost is 
the total cost C divided by the arrival rate A: 

C =C/"A (17) 

Although total costs (Figures 6 and 8) always in­
crease with A, the average cost (i.e., the total 
system cost per served ship) decreases with A up 
to higher values of A than are encountered in 
current port practice. Thus in case D (Figure 9) the 

cost per ship C continues to decrease up to arrival 
rates of approximately 0.1 ship per hour (= 2.4 ships 
per day= 72 ships per month). The most cost-effec­
tive arrival rate per berth would be even higher in 
multiple-berth terminals. 

The assumption of exponential service times may 
also exaggerate somewhat the queueing delays and 
lead to a slight underestimate of the optimal ships 
to berth ratio. Figures 6 through 9 also show, as 
expected, that the optimal number of cranes n* in­
creases as the arrival rate increases. For the real­
istic case o, the optimal combination, in terms of 
total system cost per ship served, is approximately 
0.1 ship per hour (16.8 ships per week) and 4 cranes 
at the one-berth terminal. This represents more 
intensive berth use than the four ships per week 
limit suggested by Boyer <il and involves more 
cranes per berth than are currently provided at most 
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terminals. The assumption that container transfer 
operations can proceed 24 hours per day 365 days per 
year is implicit in the results obtained from 
Boyer's guidelines (,2), and much current practice 
Wl')l_~lf".1 ::1nro~,... mn,..n ,...,.,~~,-.."""~h1,.. .f.f: +-h...,+- .,.,..,..,,..,..p.&...f,.._ .... ,....,......., 

truly unrealistic. 

CONCL!TSIONS 

The results presented here indicate that the total 
system cost per ship (or per container, or per ton) 
served could be decreased by increasing the number 
of cranes pet ble!1Ll1 dllll ble!Llh use (e.y., by building 
fewer berths for a given ship arrival rate) con­
siderably beyond present levels. These results are 
especially sensitive to institutional factors such 
as the minimum duration of labor shifts and the 
possibility of working around the clock. The effects 
of other parameters on the optimal number of cranes, 

-··-·-- ___ .,__ ---
01011..,;;;11t \.,,._,01..Q .... QII 

analyzed with the model developed here. 
With appropriate modifications, this model could 

also be used to examine multiple-berth terminals 
with variable-length berths, improved crane inter­
ference functions and service time distributions, 
storage yard operation, and the possibility of 
having labor gangs work on more than one ship per 
shift. 
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Dial-a-Ride and Bus Transit Services: 

A Mode-Choice Analysis 

MARCIA C. WILDS and WAYNE K. TALLEY 

ABSTRACT 

Because of the anticipated reduction in 
federal assistance funds, mass transit car­
riers in some localities are considering 
replacing or supplementing mass transit 
services with less costly paratransit ser­
vices. In planning the addition of para­
transit services, transit planners should be 
aware of those factors that affect an in­
dividual's choice of mass transit or para­
transit services. A logit analysis of the 
factors that affect individuals' choice of 
bus transit or dial-a-ride paratransit ser­
vices is presented. It is concluded that 
passenger perception of the reliability of 
dial-a-ride and bus transit and the accessi­
bility of bus transit are primary factors 
that affect this decision. 

Government assistance funds to the o.s. mass transit 
industry have, in recent years, allowed the industry 
to reverse the postwar trend of declining ridership. 
Federal transit assistance funds, however, a re 
scheduled to be drastically cut by the Reaqan ad­
ministration. Federal transit capital assistance 
funds in 1982-1985, for example, are expected to be 
$4 billion less than what was recomme.nded by the 
Carter administration, and federal transit operating 
assistance funds are expected to be reduced sub­
stantially until they are finally eliminated after 
the 1985 fiscal year (},p.7). Transit carriers sug­
gest that these budget cuts are "the rebirth of the 
vicious cycle that put private transit operators out 
of business twenty-five years ago--where you raise 
your fares and cut your services to lower costs and 
then end up carrying fewer riders" (l,P•6). 

With cutbacks in government assistance funds, 
mass transit carriers will be forced to increase 
fares to maintain service. In addition, some mass 
transit carriers are considering replacing their 
mass transit services on marginal routes with less 
costly paratransit services. Mass transit service is 
a fixed-route, scheduled, passenger service as pro­
vided by bus, heavy rail, and light rail systems. 
Paratransit services may be nonscheduled or vari­
able-route passenger services (3,p.319). 

A paratransit service that has been proposed as a 
replacement for mass transit service in relatively 
low-density areas and as a feeder service to mass 
transit's fixed-route systems is dial-a-ride (4-6). 
Dial-a-ride paratransit includes shared-ride -tixi 
and demand-responsive bus services. '!'he customary 
method of hailing this service is by telephone. 
Dial-a-ride service may be provided on immediate 
request, or passengers may be required to make re­
quests at least a few hours before their desired 
trip time. The dispatcher of a dial-a-ride system 
then dispatches vehicles to collect and distribute 
passengers from and to their requested origin-desti-

nation points. Door-to-door service is provided 
(i.e., passengers are picked up at their homes and 
delivered to the door of their final destinations). 
For shared-ride taxi service, the trend has been for 
a publicly owned mass transit carrier to contract 
with a local taxicab operator to provide the ser­
vice. The publicly owned mass transit carriers, in 
turn, are eligible for federal capital and operating 
assistance funds. 

In planning whether to replace mass transit ser­
vice with dial-a-ride service, transit planners 
should be aware of the factors that affect the like­
lihood of passengers switching from mass transit to 
dial-a-ride services. The purpose of this paper is 
to investigate such factors. Specifically, those 
factors that affect individuals' choice of fixed­
route bus transit or dial-a-ride services will be 
investigated. Previous mode-choice studies have been 
concerned primarily with automobile and mass transit 
services (]-10) i hence, little attention has been 
devoted to mode choice between mass transit and 
paratransit services. One exception is a study by 
Gordon, Williams, and Theobald (11), which concluded 
that dial-a-ride had a chance ~ beinq implemented 
in East Los Angeles, because it offered greater 
comfort and security than do conventional mass tran­
sit services. 

THE MODEL 

Assume the utility function Udj of the jth indi­
vidual usinq dial-a-ride transit service for a given 
trip may be expressed as 

where 

(1) 

price of a given dial-a-ride trip for the 
jth individual, 
travel time of a given dial-a-ride trip 
for the jth individual, 
perception of the noncrowdedness of a 
given dial-a-ride trip for the jth 
individual, and 
perception of the reliability of a given 
dial-a-ride trip for the jth individual. 

~imi~ar~y, assume the utility function ubj of the 
Jth 1nd1vidual using fixed-route bus transit service 
for a given trip may be expressed as 

where 

price of a given bus transit trip for the 
jt:h individual, 
travel time of a given bus transit trip 
for the jth individuali 
perception of the noncrowdedness of a 
given bus transit trip for the jth 
individuali 

(2) 
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perception of the reliability of a given 
bus transit trip for the jth individual: and 
bus transit accessibility, or distance 
from home to the nearest bus stop, for the 
jLl1 .irnJ.i.v.i.Uudl. 

Furthe r, assume that the relative p robabi lity (P, / 
1-;Pjl that the jth individual will choose dia1-l­
r 1de r ather than bus· transit for a given trip may be 
expressed as 

(3) 

where 

Pj probability that the jth individual will 
choose dial-a-ride rather than bus transit 
service for a given trip and 

1-Pj probability that the jth individual will 
choose bus transit rather than dial-a-ride 
service for a given trip. 

Taking the natural log of Eq11ation 1 ann rewriting 
give 

(4a) 

or 

ln (Pj/1-Pj) 

(4b) 

where eo = ao - Yo• 
Equation 4b is an example of a logit statistical 

model whose parameters will be estimated to investi­
gate passenger choice of dial-a-ride or fixed-route 
bus transit services. The dependent variable , ln!Pj/ 
1-Pj), has been re ferred to in the Ltera ture as 
the logit variable and for Equation 4b may be in­
terpreted as the log of the odds ratio that the jth 
individual will choose dial-a-ride rather than bus 
transi t for a g iven trip. The signs of the Pdj - Pbj 
and Taj - 'l'b j coefficients in Equation 4b are ex­
p ected to be negative, because inc,::eases in the 
price and travel time of dial-a-ride relative to 
those of bus transit are expected to decrease the 
odds of an individual choosing dial-a-ride rather 
than bus transit. The expected sign cf the Caj 
coefficient is positive, because an improvement in 
dial-a-ride noncrowdedness is expected to increase 
the odds of an individual choosing dial-a-ride. 
Conversely, the sign of the Cbj coefficient (i.e., 
-e 41 is expected to be negat1ve, because an im­
provement in bus transit noncrowdedness is expected 
to decrease the odds of an individual choosing dial­
a-rinP rathP.r than bus transit. Similarly, the signs 
of the dial-a-ride reliability coefficient (e5) and 
the bus transit reliability coefficient c-e6l are ex­
pected to be positive and negative, respectively. Fi­
nally, the expected sign of the Abj coefficient 
(i.e., -e7) is positive, because, as distance 
from home to the bus stop increases, the odds of 
selecting dial-a-ride increase. 

EMPIRICAL RESULTS 

'!'he data for this study were extracted from the 1977 
TELTRAN Impact Study (12) conducted by the Institute 
for Social Research of the University of Michigan 
and the Ann Arbor Transportation Authority. The data 
___ ..__ ·- ·-.t::----&. ·--
""UIII..Q.1.11 .I.LI.LULIIIC11..LVII 

Arbor residents and their perceptions and evalua-
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tions of the available transit alternatives includ­
ing dial-a-ride and bus transit. 

The travel time variable (Tjl measures the 
total travel time (i.e., it may include in-transit, 
waiting, walking, and transter times tor a given 
trip) • Because the total or aggregated travel ·time 
only was available in the data set, individual time 
components could not be considered in the following 
mode-choice analysis. If an observation for the 'l'j 
variable was missing, an est imate was made by cal­
culating the average mile-per-hour by bus and dial­
a-ride using the harmonic mean. '!'he use of the har­
mon ic mean is appropria.te for measures involving 
speed (lJ). A travel time estimate was then computed 
by dividing the passenger's distance from home to 
work (or home to shopping areal by the average mile­
per-hour for the given transportation service. 
Travel time is measured in minutes. Furthermore, 
because the price of bus transit and dial-a-ride for 
a given passenger trip is the same in the data set, 
Lhe pci.~t:: vai.--iable ,rj, w.1.J..1. a.1.wc:lyts ut:: ;t;t:1.v a11u 

therefore will not be considered in these estima­
tions. The Cbj and Ca· var iables are dummy variables 
that consider the r elat ive noncrowdedness of bus and 
dial-a-ride trips, respectively, for the jth indi­
vidual. Individuals in the data set were asked to 
indicate their perception of the noncrowdedness of a 
bus or dial-a-ride vehicle by using a rating scale 
from zero to five (i.e., a zero was to be assigned 
i.f= ~h.a. bn"" ,... .. A.;.,,,_.,,_,..;,M...,. ua.h.;,.., ..... "'~C! no,u::i.r r,rf"\t.Jrlorl 

and a five if it was always crowded). 'l'his rating 
scale was transferred to a dummy-variable format by 
assigning a one to Cbj or Cdj• denot ing noncrowded­
ness, if the rating was be tween zero and two and as­
signing a zero to Cbj or Cdj• denoting crowdedness, 
if the rating was between three and five. '!'his trans­
formation format was used to give equal weight to 
the response categories of the rating scale (i.e., 
the response categories from zero to two are three 
in number and the response categories from three to 
five are three in number). 

The Rbj and Rai var iables are dummy va riables that 
consider the r elat ive reliability of bus a nd dial-a-
ride services. Individuals in the data set were asked 
to indicate their perception of the reliability of 
bus and dial-a-ride services by using a rating scale 
from zero to five (i.e., a zero was to be assigned 
if the bus or dial-a-ride service was perceived to 
be reliable and a five if it was perceived to be un­
reliable) = 'I'his rating scale was transfe:rrea to a 
dummy-variable format by assigning a one to l.lbj or 
Raj• denoting reliability , if the rating was be­
t\ieen :i:e,:o and two and assig ning a zero to Rbj or 
Raj• denoting unreliability, if the rating was be­
tween three and fi ve . Bus accessibility (llbjl is 
the distance (measured in miles} from the home of 
the jth individual to the nearest bus stop; An 
accessibility variable for dial-a-ride service was 
not considered, because this service is perfectly 
accessible (i.e., dial-a-ride vehicles pick up 
passengers at their homes). 

Estimations of two forms of logit Equation 4b, 
based on a sample of 28 work trips (using dial-a­
r ide and bus transit services), are given in '!'able 
1. (~he shorter form of Equation 4b is l n(P j/1-Pjl a 

e5Rdj - a6Rbi - a711bj·l A sample of 28 work trips was 
constructed from t he data set by deleting all work 
trips where observations on the explanatory vari­
ables ( except the travel time variable) were miss­
ing. The computer package SHAZAM (14 l was used to 
obtain the logit estimates. As state~reviously, the 
variable Pj is deleted, because the price of bus 
and dial-a-ride services for a given trip is iden­
tical. For Equation 4b in Table 1, the variables 
P'Qj a~d ~bj ....... ._ sig~ifi~ant !based nn t:.\"':'-t-;~ii1A~ 

tests) at the 0.10 level; the var iables Tj, Cdj• and 

;;; 
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TABLE 1 Logit Estimation for Work Trips 

Explanatory 
Variable 

Constant 

Ti 

Cbj 

Cdj 

Rbj 

Rdj 

Abj 

LRS 
AOP 

Logit Coefficient 

Equation 4b 

-6.75 
(-1.55) 

-.098 
(-1.13) 

2.94 
(.737) 

4.83 
(1.15) 

-6.98 
(-1.31) 

3.63 
( 1.49) 

.186 
(1.67) 

14.85 
89% 

Shorter Form 

-2.02 
(-1.81) 

-2.78 
(-1.83) 

2.58 
( 1.69) 

.085 
(2.07) 

9.69 
86% 

Note: t-coefFicients are shown in parentheses, LRS = likelihood 
ratio statistic, and AOP = accuracy of prediction. 

Rbj are significant at the O. 20 level. All coef­
ficients of Equation 4b, except that of the variable 
Cbj, have the expected sign; however, Cbj is insig­
nificant at the 0.20 level of significance. The sign 
of the Tj coefficient indicates that as travel 
time of dial-a-ride increases relative to that of 
bus transit, the odds of an individual choosing 
dial-a-ride ( relative to bus transit) decrease. The 
positive sign of the Caj coefficient indicates 
that the odds of an individual selecting dial-a-ride 
increase as dial-a-ride noncrowdedness improves. The 
negative sign of the Rbj coefficient indicates that 
as bus reliability increases , the odds of choosing 
dial-a-ride decrease. Conversely, when the relia­
bility of dial-a-ride increases, the odds of choos­
ing dial-a-ride increase, because the Raj coeffi­
cient is positive. Finally, the positive sign of the 
Abj coefficient indicates, as expected, ·tha.t as 
the distance from home to bus stop increa ses, the 
odds of selecting dial-a-ride increase. Based on the 
likelihood ratio test (2,P•l23), Equation 4b is 
significant at the 0.025 level. Furthermore, this 
equation correctly predicted 89 percent of the 
choices (i.e., dial-a-ride and bus transit choices) 
actually made by the sample. 

Although the Tj variable is significant at a 
rather low level, the size of its coefficient is 
reasonable compared to similarly estimated coeffi­
cients of other studies. For example, Train (15, 
p.12) in a logit estimation (considering automobile, 
bus, and carpool as alternatives) found coefficients 
of -0.064, -0.026, -0.069, and -0.054 for automobile 
on-vehicle time, transit on-vehicle time, walk time, 
and transfer wait time, respectively (time was mea­
sured in minutes). In a logit estimation in a later 
study, Train (16,p.7), in considering automobile, 
bus, heavy rail:--and carpool as alternatives, found 
coefficients of -0.047, -0.019, -0.086, and -0.048 
for automobile on-vehicle time, transit on-vehicle 
time, walk time, and transfer wait time, respec­
tively (time was measured in minutes). 

One plausible explanation of why the travel time 
variable was not significant at a relatively low 
level of significance is the lack of sufficient 
variation in the data set between the travel times 
of dial-a-ride and bus transit services for qiven 
passenger trips. This is reasonable because the 
justification offered by transit management for 
replacing bus transit service with dial-a-ride ser­
vice is often that cost is reduced rather than that 
travel time of passenger service is reduced. For 
example, dial-a-ride service is often provided with 
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nonunion labor, which is less costly than the labor 
used to provide bus transit service. 

In addition to the specification of Equation 4b, 
other specifications (i.e., considering various 
combinations of explanatory variables) of the logit 
model for work trips were considered. The specifica­
tion that gave the best results in terms of improved 
levels of significance is the specification repre­
sented by the second equation in Table 1. All coef­
ficients of this equation have the expected signs. 
The Raj variable is significant at the 0.10 level 
of signific-ance; the Rbj variable is significant 
at the O. 05 level of siqnificance; and the Abj 
variable is siqnif icant at the 0.025 level of sig­
nificance. Based on the likelihood ratio test, the 
second equation is significant at the O. 025 level. 
Also, the equation correctly predicted 86 percent of 
the choices actually made by the sample. 

In addition to work trips, dial-a-ride and bus 
shopping trips were considered. A log it estimation 
using a sample of 54 shopping trips in which all 
explanatory variables are significant at 0.30 or 
lower is given in Table 2. All coefficients have the 
expected sign. The va riables Abj and Rbj are 
significant at the 0.10 level; Raj is s i gnificant 
at the 0.20 level; and Tj is s ign i fican t only at 
the 0.30 level of significance. Based on the likeli­
hood ratio test, the logit equation is significant 
at the 0.20 level. The equation correctly predicted 
76 percent of the dial-a-ride and bus transit 
choices actually made by the sample. 

TABLE 2 Logit Estimation for Shopping Trips 

Explanatory Logit 
Variables Coefficients 

Constant -1.20 
(-1.59) 

Ti -.0113 
(-.623) 

Rbj -1.03 
(-1.43) 

Rdi .7 51 
(1.07) 

Abj .034 
(1.59) 

LRS 6.29 
AOP 76% 
Note: t-coefficients are shown in parentheses, LRS = likelihood 
ratio statistic, and AOP = accuracy of prediction. 

POLICY IMPLICATIONS 

Because cutbacks in federal assistance funds to the 
u.s. mass transit industry are anticipated, some 
mass transit carriers are considering replacing mass 
transit services on marginal routes with less costly 
paratransit services. The paratransit service, dial­
a-r ide in particular, is being considered as a re­
placement for or a supplemental service to mass 
transit services in relatively low-density areas. 
Based on empirical results, transit planners should 
be especially concerned with passenger perception of 
the reliability of dial-a-ride and bus transit ser­
vices and the accessibility of bus transit in devel­
oping dial-a-ride and bus transit services. Of the 
number of explanatory variables considered in ex­
plaining choice of dial-a-ride or bus transit ser­
vices, these variables were consist~ntly significant 
at relatively low levels of significance for both 
work and shopping trips. Specifically, the results 
indicate that improvement in passenger perception of 
the reliability of dial-a-ride service will increase 
the odds of an individual choosing dial-a-ride. Al-
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ternat i vely, it may be stated that individuals wil l 
be more likely to switch to dial-a-r i de from bus 
transit service as the i r perception of the rel i a­
bility of dial-a-ride serv i ce improves. This result 
~a p a. r t-~,.. 11 1:=1r1~, ! !!'J!;"") ! t:"~!"1 t- : h,:i,t""'==-nq,:i, nnP ("'!nn~P.l'.'TI in 

replacing bus transit service in a particular area 
with dial-a-ride service in whether former mas s 
transit riders will be willing to switch to dial-a­
ride. If bus transit and dial-a-ride are allowed to 
compete in a particular area (i.e., both services 
are available), these results indicate that improve­
ments in the reliabil i ty and accessibility of bus 
service will decrease the odds of an individual 
choosinQ dial-a-ride. 
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Export Transportation Issues 
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ABSTRACT 

The U.S. seapor t industry is sensitive to 
the ways economic forces are reflected in 
government policy at all levels. Possible 
changes in exports and the balance of trade, 
demographic shifts, and implications of 
government policy all present challenges to 
the seaport industry. Planning to meet the 
challenges in both the short and the long 
term is discussed, and the ways the ports of 
Long Beach and Los Angeles , California , are 
facing these challenges are described in 
detail. 
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TT .s. seaports have been widely recoqnized as the 
pivotal point in the land-sea export process. Some 
current strategic issues that affect u.s. ports and 
two major southern California ports are discussed. 
The President in the State of the Union address 
noted: 

One out of every five jobs in our country 
depends on trade, ••• So, I will propose a 
broader strategy in the field of interna­
tional trade--one that increases the open­
ness of our trading system and is fairer to 
America's farmers and workers in the world 
marketplace •••• we must strengthen the 
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organization of our trade agencies and make 
changes in our domestic laws and interna­
tional trade policy to promote free trade 
and the increased flow of American goods, 
services, and investments •••• Our trade 
position can also be improved by making our 
port system mote efficient. Better, more 
active harbors translate into stable jobs in 
our coal fields, railroads, trucking in­
dustry and ports. After two years of debate, 
it's time for us to get together and enact a 
port modernization bill. Tax policy, reg­
ulatory practices and government programs 
all need constant reevaluation in terms of 
our competitiveness. 
role, and a stake, 
(.!.,part I,p.A). 

Every American has a 
in international trade 

Addressing the importance of the nation's balance 
of trade position, Martin Feldstein, Chairman, Coun­
cil of Economic Advisors stated: 

'l'he position of the United States as an 
exporter and importer of goods in the world 
economy is now undergoing a dramatic change. 
For a quarter of a century after the second 
world War, the United States exported more 
goods each year to the rest of the world 
than we imported from other countries. Many 
experts now forecast that the trade deficit 
for 1983 will rise to the unprecedented 
level of $75 billion, about twice last 
year's level; and three times the level of 
1981. A trade deficit of $75 billion would 
represent some 2.5 percent of total GNP 
<I,P-588). 

Although the export transpertation system is not 
the cause of the nation's trade imbalance, it may be 
a contributing cost factor for its product competi­
tiveness. Given the importance of international 
trade to the U.S. economy and the role that inter­
governmental export transportation policy may have, 
there is a distinct and clear federal strategic 
policy interest. State and local governments are 
beginning to share this concern. 

U.S. PORT FACILITIES 

The U.S. port industry is undergoing rapid change. 
Because it serves as a lightning rod for much of the 
world and the u.s. economy, it is quite sensitive to 
how economic forces are translated into specific 
public policy at the national, regional, state, and 
local levels of government. 

As the lead transportation institution point-of­
contact for responding to trade needs, the port 
industry is particularly subject to political and 
economic, urban and environmental constraints. 
Often, for their own survival, ports are forced to 
anticipate long-range demands and needs with very 
fast short-term responses and implementation 
schemes. Because of the crisis nature of much 
governmental response, ports are forced to respond 
in this mode. Consider the coal export terminal 
situation, for example. 'l'he demand for coal grew 
quite quickly within a few years and the govern­
mental system was not prepared to respond as fast. 
Ports in the meantime attempted to develop facil­
ities and found themselves first in the middle of a 
long morass of administrative regulations, and then 
in an economic recession. The combination slowed 
many projects. As it turned out, the cumbersome 
process was, by ace ident, heal thy because it pre­
vented many ports from investing in capital-inten-
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sive plans and projects. Most were able to put them 
"on hold" before losing their initial investment due 
to economic slowdown and disappearance of the coal 
market. This illustrates the whipsaw effect of the 
short- and long-term interrelationships. 

The U.S. port industry is diverse. There are many 
different components and organizational forms. Rela­
tionships with public and private agencies vary too. 
A summary report from the u.s. Department of Trans­
portation noted that 189 commercial seaports (ex­
cluding those on the Great Lakes) have a tremendous 
influence on the national economy (ll• In 1980 these 
189 u.s. ports 

1. 
trade, 

2. 

Handled more than 2 billion short tons of 

Added $5. 5 billion from customs fees to the 
treasury, 

3. Contributed more than $35 billion to the 
gross national product, 

4. Added more than $1. 5 billion to the balance­
of-payment accounts, 

5. Generated $66 billion in direct and indirect 
income from gross sales and services to users, 

6. Provided directly and indirectly 1 million 
jobs generating $23 billion in personal income, 

7. Generated federal income taxes of $10 billion 
and state and local taxes of $5 billion, and 

8. Invested more than $5 billion from 1946 to 
1980 in capital facilities and anticipated an addi­
tional $5 billion through 1990. 

Inland ports anticipated a $4. B billion investment 
through 1990. Several other aspects of the u.s. port 
system should be noted: 

1. Of the berths in the nation, 42.2 percent are 
in port city population zones of 500,000 or more; 

2. Of the berths in the nation, 28.6 percent are 
in port city population zones of 100,000 to 499,999; 

3. The physical condition of the ports is ac­
ceptable--58 percent of the national average is 
•good" and 29 percent of the national average is 
n fair"; 

4. Between 1970 and 1976 the industry invested 
$138,689,000 in federally mandated environmental 
protection (70 percent): employee health and safety 
(11 percent), and cargo security (19 percent): and 

5. Between 1970 and 1976 the industry incurred 
$55,121,000 in operating costs for environmental 
protection (22 percent), employee health and safety 
(11 percent), and cargo security (67 percent). 

It is not surprising that most of the capacity is 
in already developed urban areas. What is of poten­
tial concern is that, should these facilities re­
quire upgrading, modernization, or expansion, there 
simply may not be sufficient land surface area. Some 
ports have had to create new acreage from their 
dredge material. Another aspect of this is the po­
tential expansion of freight movement to and from 
the harbors through densely populated areas. More 
and more conflicts with competing public purpose 
policies are bound to occur. At some point, local 
jurisdictions may face the hard decision: Should our 
port remain at its current level of activity with 
its known impacts, or should it be allowed to in­
crease activity significantly and have possibly 
commensurate urban impacts? 

In 1981 the ports transported 888,444,000 net 
tons valued at $319,255,000,000. The leading tonnage 
was handled by New Orleans; however, the highest 
cargo value was through New York. The 1982 year 
presented a "dismal picture.• The national total 
dropped to 787,138,500 tons (4,p.5). 

The coastal and inland ports of the United States 
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represent a major economic and transportation activ­
ity. Their role and influence, collectively, are 
tremendous. Yet, politically, the governmental sys­
~am 1"'DC!~n~Cl! i~ ~ f!~'J!"'?n~~a W~'f; whi,:,h in !'~rt, 

represents the nature of the port and transportation 
industry. Even on key issues that cut across the 
lifeblood of port activities (e.g., the capacity of 
their facilities to handle large-size vessels and 
channel and harbor dredging) disagreement exists. 
The free enterprise attitude and the realities of 
competitive pricing directly affect port income 
sources. Pressures from local and state agencies or 
privl'ltP npPrM·nrR tn r11iRP or lowPr c:hargP.S illus­
trate the difficulty. Reaching a common position, 
which is good for the whole industry, on such mat­
ters is a complex process. 

PORTS AND TRADE 

Export trade couLa oe consioerably larger than cur­
rent levels. An opportunity exists and the United 
States is in a position to realize that potential. 
But until national policies and world economic di­
rections are charted, ports may remain cautious. 
strategic port planners and transportation companies 
prefer to be prudent. Commitments for large new 
export projects have been suspended or cancelled 
until more confidence exists about the future of 
such projects= In any case.: t.h~ ~xport potential 
exists, if the United States sells what the world 
wants to buy not what the United States produces. 
Export sales are dependent on meeting a well-defined 
market need and satisfying it. They should not be 
driven by the reverse, that is, selling excess pro­
duction designed for domestic market consumption. 
The switch in philosophy is basic and has not yet 
occurred. Port operators know the strategic planning 
difference. The evidence is that U.S. industry still 
does not. 

Merchandise trade has shown a consistent deficit 
of more than $40 billion since 1977. The 1983 trade 
deficit was $69.39 billion with more than $100 bil­
lion anticipated in 1984 (5,p.7). Agricultural trade 
was showing a healthy surplus through 1981 but has 
declined with the world recession. The trade com­
position of the 1981 balances illustrates that the 
country has positive positions for capital goods, 
food and beverages, and industrial supplies. 

Overall, th~ u.s. shara cf world e~pcrts hag 
declined from 15.4 percent in 1970 to 13.0 percent 
in 1981. Since 1980 almost all merchandise cate­
gories have worsened. The data demonstrate the 
severe degree to which U.S. industry and agriculture 
have been affected by the world recession and the 
loss of American trade leadership. Many factors 
account for these problems; however, a new one is 
now in pl11y. ThP dollar has grown stronger--so much 
so that foreign buyers cannot afford to purchase in 
dollars. Yet, stronger dollars encourage American 
purchasing abroad and thus more imports. Some of­
ficials believe that the dollar must weaken. The 
situation is "temporary• (6). 

Nevertheless, demand is there. The United Na­
tions' 1979 projections for the world population are 
between 5.8 billion and 6.5 billion people by the 
year 2000 (7,p.l). Almost 52 percent of the growth 
will be in 1-;ss-developed countries. 

Even with the huge potential world need it is 
quite difficult to identify demand for u.s. products 
by the year 2000. If the nation actively markets 
export opportunities, its share may be much larger 
than it is at present. 

By 1990 cargo exports for the nation are pro­
jected at 421,80u,uuu long tons compareo with 
285,558,000 long tons in 1980. This represents a 47 
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percent increase (},p.44). To meet the combined 
export and import cargo growth, the equivalent of 
247 new port facilities will be needed by 1990, 
including 27 additional breakbulk handling facil­
ities, 25 additional other bulk berths, 22 new 
petroleum berths, 6 new liquefied natural gas (LNG) 
facilities, and 19 new berths for handling other 
liquid bulk cargoes. The most urgent requirements 
for added container handling capacity in the 1980-
1990 forecast period are expected to be concentrated 
in ports of the South Pacific, North Pacific, and 
North Atlantic coastal regions. The greatest need by 
1990 for new or expanded breakbulk facilities is 
expected to occur in port areas on the Atlantic and 
Gulf coasts. It is anticipated that ports in the 
Gulf and the Great Lakes regions will experience the 
greatest need for added grain-handling factlitl~• in 
1985-1990. The most significant need by 1990 for new 
and expanded dry bulk-handling facilities is ex­
pected to be experienced in the Gulf and Great Lakes 
region ports. 

During the 1980s, no significant changes are 
anticipated in cargo handling or shipping technology 
that would influence seaport terminal capabilities. 
Present trends toward increased ship size are ex­
pected to continue. 

Ports are already responding to the anticipated 
need for additional facilities. 'But the plans and 
projects in many locations have been slowed, as 
;1111C!' .. r::11•.arl hy •h.a c~ .. .,,:a .. ;,.,." nF l"ln::111 .avpnrt-a. !n 

1981 coal exports were at an all-time high of 110 
million tons. By 1982 they had dropped to 105 mil­
lion tons and the rate of decline was increasing in 
1983. On the other hand, most ports have excess 
coal-handling capacity now (_!!). Just this one ex­
perience is enough to make policy makers and 
planners cautious. 

In trying to take into account all the un­
certainties discussed here, one additional factor 
must be added. The productive capacity and popula­
tion centers of the United States are shifting to 
the sunbelt sections of the country. Should this 
trend continue, port capacity may be •out-of-sync" 
with locations of production and seaport shipment 
abroad. Pacific Rim trade potential, for example, 
initially may be more easily served by ports on the 
West Coast. Gulf and eastern ports may lose export 
business in some cargoes because it may become 
cheaper and faster to ship by rail, pipeline, or 
tcuck to the West Coast t:nan through the Panama 
Canal or around South America or Africa. Similarly, 
should African and Middle Eastern trade grow, East 
and Gulf Coast ports might experience the same 
advantage. 

STRATEGIC POLICY ISSUES 

How sensitive is the export transportation system to 
changes in the external operating environment, the 
u.s. economy, and the world economy? Is the domestic 
and export transportation system structured for a 
different set of underlying assumptions than may be 
operating now and will be operating in the future? 
The systems' predicament is becoming profound. There 
are serious implications for management throughout 
government and for the port and land transportation 
industries that are concerned about export transpor­
tation viability. The restructuring may also provide 
opportunities. 

Some of the external shifts now developing are 

1. The domestic transportation system is pred­
icated on an industrial structure designed for heavy 
industry and rnanui:acture a.nO f1ai:;.u.La.l L'='::>uuL\.,,;e Qjj~ 

agricultural production and distribution. 
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2. That structure relied heavily on railroa~ 
transport and physical labor. 

3. For exports and imports the system relied on 
a generally balanced two-way flow. 

4. The international trade system was co­
mingled with an extensive domestic transport in­
frastructure of railroads, highways, barges, and 
pipelines. 

5. Based on international trade flows and do­
mestic population shifts, the demand for this trans­
portation infrastructure has shifted. 

6. The older parts of the system, Northeast and 
Midwest, reflected the industrialized snowbelt of 
the country. 

7. The newer parts reflected the growth in the 
sunbelt, South, Southwest, and Northwest, and relied 
more on a new extensive highway system than on rail­
roads, except for long intercity distances. 

8. The newer port facilities were also con­
structed in the growing South, Southwest, and North­
west. 

show that the great­
to the Pacific Rim 
or Africa (though 

9. Subsequent trade flows 
est growth has been in exports 
and not Latin America, Europe, 
needs exist). 

10. Ports exporting industrialized goods and 
commodities will be hurt by the failure or disinte-
gration of these industries. 

There are certainly many other factors involved in 
this cycle, but the external forces operating ap­
pear to suggest this direction. 

An early warning system might well indicate that 
our transport system may be located in the wrong 
places, has outdated technology and high costs, and 
is greatly subject to one-way flows with empty vehi­
cles or containers returning to their point of 
origin. For some, this may seem like a roller 
coaster with many cyclical ups and downs happening 
unpredictably. Others may see these patterns and 
begin to suggest that it is no longer a roller 
coaster, it is in reality a long-term radical 
change. The process by which our transport system 
moves from older assumptions to the newer, only 
partly understood, assumptions will be a wrenching 
and difficult one. Ports and the land transport 
system for export will not be exempt from this and 
will experience many of these disconcerting effects. 

SOUTHERN CALIFORNIA PORTS 

For the ports of Long Beach and Los Angeles, four 
special issues of concern are presented. 

Larger ship sizes provide a potential economy of 
scale that is hard to resist. Few ports in the na­
tion are able to handle drafts of more than 51 ft. 
Most that can are on the Pacific Coast. Dredging is 
essential to maintain existing depths and capability 
to handle larger ships approaching the 200,000 to 
250,000 ton range. Long Beach already has depths of 
up to 70 ft, due in large part to oil extraction and 
subsurface subsidence. Los Angeles is dredging now 
to 51 ft with federal and port funds. Permitting and 
fund delays increased the project cost almost three 
times from 1975 to 1979. Though first proposed in 
1965, actual work did not begin until 1980. Though 
not reassuring, such time spans conform to national 
averages. A good part of the delay is the u.s. Army 
Corps of Engineers' staged process, which requires 
going back to Congress each t i me for permission and 
funding to proceed to the next stage. Proposals to 
speed up the process will help, but lack of funding 
will hurt. It appears that if ports wish to dredge 
they will have to share the cost burden, and these 
monies will come from user fees, cooperative fund-
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ing, taxes, and so forth. Another factor that slowed 
the Los Angeles port dredging was the veto of plans 
by several agencies. Only after exasperat i ng nego­
tiations and technical disagreements was it possible 
to agree on how to handle several critical environ­
mental issues. The result of this facility-oriented 
bottleneck is that if ports cannot handle the larger 
ships, or if they must charge for dredging costs, 
they will be less competitive with ports not so 
affected. 

Coal exports look promising for the national econ­
omy. The United States has vast deposits that are 
attractive to foreign buyers. However, the process 
of extracting, processing, and transporting coal 
r equires new facility constr uc tion and thus large 
f i na nc ial commitments. Owne rs and ope.r.a t o r s are 
hesitant to venture forward without long-term pur­
chase agreements. Ports, particularly Long Beach and 
Los Angeles, have quickly moved toward package coal 
exports. Five western states have coal that may come 
through southern California. Bottlenecks are mine­
site impacts, railroad transport, regional air qual­
ity, harbor land space, local railroad and street 
crossings, and state and local permits. One-hundred­
car trains , for example, must pass over as ma ny as 
322 stree t-level crossings on one route between 
Ogden, Utah, and the ports. About 179 of the cross­
ings are in urban southern California. Furthermore, 
federal policy is changing on channel deepening, 
coal production and leasing, protection of western 
coal reser ves , and railroad versus coal-slurry pipe­
line competition. 

Grain and related crops account for almost 90 per­
cent of U.S. agricultural exports. In recent years 
cyclic or seasonal demand caused stress on the 
transport system from farm to ship. Fewer rail 
rights-of-way near the farm, deteriorating state and 
local roads and bridges, and railroad consolidation 
and abandonment are of grave concern. Farmers have 
little choice in how they transport their product 
and at what cost. As world demand grows again, these 
facilities will be severely overloaded, insufficient 
rail cars will be available, and traffic jams will 
occur at key port rail yards. Very possibly there 
will be competition for rail and port facilities if 
coal, grain, and containers move at the same time. 

Containers 

Container freight is rapidly replacing breakbulk 
freight in many sectors. For southern California, 
traffic has grown at an a nnua l rate of 1 84 percent 
(1976-1980) and is predict ed to increase by 300 
perc ent for the decade (1990). To handle the growt h, 
both ports have j o i ned with Southern Pacific Trans­
portation Company to construct and operate a joint 
Intermodal Container Transfer Facility closer to the 
port c omplex. Current separat e fac ili t ies are up t o 
25 mile s t o t he nor t h, near central Los Angeles . 
Pr inc ipal bottlenecks occu r at the e x isting highway , 
r~il , transfer , and port complex syste m for loading, 
carrying , un l o ad ing , and storing c ontainers . To the 
e xtent t ha t e xport cargo greatly inc reases, larger 
and longer t railers may be desira ble f r om the opera­
t ors ' po i nt of view but not nece ssa r Uy from the 
point of view of highway facility operators and 
other highway users. 
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