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Life-Cycle Concept: A Practical Application to 

Transportation Planning 

JAMES E. CHICOINE and DANIEL K. BOYLE 

ABSTRACT 

The usefulness of t he family life-cycle con­
cept in trip-generation procedures is ex­
amined. A life-cycle classification scheme 
is constructed after consideration of impor­
tant components a nd data availability. The 
Automatic Interaction Detector program is 
used to determine which variables are impor­
tant in af£ecting the numher of trips taken 
by a household. These variables are then 
calculated in light of published census 
tract information . The stages in the classi­
fication scheme are designed to be compat­
ible with census categories, t_hus ensuting 
the usefulness of the scheme. •rrip-genera­
tion tables based on stage i n the life cycle 
and vehicle owne rsh i.p ace developed by usinq 
data from the 1973 Niagara Frontier Trans­
portation Committee home-interviP.w. survey. 
These tables are compared with trip-gene ra­
tion tables based on household size and 
vehicle ownership . Analysis of variance is 
used to compare the life-cycle-based scheme 
and the household-size-based scheme. The ap­
plicability and replicability of the life­
cycle-based trip-generation tables are a).so 
tested by using data from the 1974 Roch­
ester, New York, home-interview survey. Re­
sults indicate that the life-cycle-based 
trip-generation procedure produces .accurate 
results and has several advantages over 
other pi;ocedures. l\n example of an applica­
tion at the town level in Albany County is 
brief ly described . 

One of the most profound recent changes in American 
society has been the rapid evolution of alternative 
living styles and family tV{les. The proportion of 
single-head and single-person households bas nearly 
doubled in the past decade a l one, and the average 
sixe of the family has fallen sharply . These trends, 
well established in the literature of demographics 
and confirmed in the 1980 census, are 1.ikely to have 
widespread and far-reaching effects on family activ­
ity patterns and travel, and therefor'! it is incum­
bent on transportation pianners to quantify and 
understand them. 

In this paper the usefulness of. the family life­
cycle concept in the trip-generation phase of trans­
~ortation planning is evaluated. The concept of life 
cycle as used in this paper refers to hou sehold 
structure or composition. Different !'ltructures are 
reflected in life-cycle stages , and a household 
passes through various stages as it evolves. Al­
though not all houe,eholds take the same path through 
these various stages, the concept has the ability to 
take into account structural changes in families and 
households more accurately than traditional vari­
ables (i.e., nllmber of persons in a household, in­
come), and this ability could possibly lead to bet-

ter trip-generation models. Many researchers have 
examined the usefulness of the family life-cycle 
concept and have generally found it to be an impor­
tant factor in explaining travel behavior (l-9). 
However, recent papers have cast doubts on its-uie­
fulness (10-12), and the issue deserves further ex­
amination:- -

The practical applications of the life-cycle con­
cept to trip-generation procedures are stressed in 
this paper. The primacy purpose here is to demon­
strate that a useful life-cycle classification 
scheme can be developed and applied in trip-genera­
tion tables, where only readily available tract­
level census data are required as input. A stream­
lined life-cycle classification scheme using readily 
available data is desirable for its practicality and 
usefulness. Because of the wide availability of pub-
1 ished census information, development of a classi­
fication scheme is focused on the identification of 
stages that are compatible with census household 
categories. In this way trip-generation tables based 
on these life-cycle stages are easy to use, because 
of the ready availability of published tract-level 
census data. 

Rather than establish stages of a life-cycle 
classification scheme based on a priori notions, the 
data in this paper rely on a computerized exi:>lana­
tory data analysis program known as the Automatic 
Interaction Detector {I\ID) to determine which life­
cycle variables influence the number of household 
trips and how these variables should he arranged in 
a classification scheme. An examination of AID re­
sults can indicate which variables are important in 
explaining the variation of the dependent variable, 
and thus can provide insight into which variables 
should be considered as components of a life-cycle 
classification scheme. Once these ideal components 
of a classification scheme are identified, they are 
evaluated in light of available census tract in­
formation. 

Data from the 1973 Niagara Frontier Transporta­
tion Committee (NFTC) home-interview survey in the 
Buffalo, New York, region are used in developing the 
life-cycle classification scheme and the trip-gener­
ation tables. Trip rates are developed for - home­
based work, home-based nonwork, non-home-based, and 
total trips; the primary focus of this paper is on 
total trips. The 1974 Gene~•ee Transportation Council 
(GTC) home-interview survey in the Rochester, New 

York, region is used as a check on the life-cycle 
classification and trip rates developed from the 
NFTC data. Although use of GTC data i,,, not a final 
test of replicability of the results, it provides a 
preliminary screening process to help iudge the ac­
curacy of the life-cycle-based procedure. 'l'he trip­
generation tables based on life-cycle classification 
are tested for significance by using analysis of 
variance (ANOVA) • Significance levels are then com­
pared with those of trip-generation tables based on 
household size. 

It should be noted that cross-classification 
tables based on income and automobile ownership are 
currently in favor for use in trip qeneration ( 13) • 
Although automobile ownership is considered in the 
trip-generation tables (as described later in the 
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paper) , two prob.lems preclude consideration of in­
come here. The first is that trip- generation tables 
based on income require constant updating to account 
for inflation. The consumer p , ic-=: ind"C:A is often 
used for this purpose, but an index more sensitive 
to changes in transportation costs may be more ap­
propriate. The second problem is that th s paper is 
based on data gathered i n home-interview surveys, 
which have high nonresponse rates for income ques­
tions (more ,than 35 percent in both surveys used 
here). Consequently, no comparisons of results from 
life-cycle-based and income-base<'! classifications 
are possible. 

AID l'\ND I DEl'.L COMPONENTS 

As mentioned previously, there has been a consider­
able amount of research addressing the family life­
cycle concept, and most researchers have found it to 
be an i mportant factor in explaining travel behavior 
( 1-9) . A consensus has not yet emerged concerning 
the-components of a family life-cycle classification 
scheme . In this paper potential components o f a 
classification scheme are examined along with other 
demoqrnphic variables by using the I\ID program. AID 
is a sequential search procedure that divides the 
data set into subgroups through a number of binary 
splits based on the ability o .f the independent vari­
ables to account for the variation of a dependent 
variable (14). Fr om the series of binary spliti:,, a 
"tree" withvar i ou s branches can be developed. In 
r.ontrast to statistical methods such as multiple re­
gression, the use of AID does not require assump­
tions concerning such factors as linearity. 

The 1973 NFTC (Buffalo) and 1974 GTC {'Rochester) 
tr-avel surveys were used in the AID analysis. The 
analysis w.::is done at the household level, and f our 
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dependent variables were used: total number of 
trips, home-based work trips, home-based nonwork 
tr ips , and non-horn -based trips. Inde1?endent vari­
a" e!'l i ""lude all demographic and structural var i­
ables available or readily synthesized from the 
exis ting data. Figure 1 shows how to read ·· an AID 
tree and also lists the independent variables. 

Figure 2 shows the AIO tree for overall trips in 
the NE'TC region. The box in the far le.ft is the 
starting point (leve.l OJ for the /\ID analysis; it 
contains all 1,963 households that average 7.9 trips 
per day. The first s-plitting variable is 11ehicle 
owner11hip, ThP t-np box on level 1 represents mul­
tiple-vehicle households , and these 774 households 
average 11. 56 trips per day. In the bottom box on 
level 1 are the l, 189 households with zero or one 
vehicle; they average 5.56 trips per day. This par­
titioning of the data set into two groups according 
to level of vehicle ownership accounts for 17.5 per­
cent of the total variation in household tdps. l\n 
additional. l percent is accounted for by splittinq 
the multivehicle households into two groups based on 
occupation of the household head. The coe·fficient o f 
determination (R 2

) for the entire tree is 0.401. 
The uppermost box in the right-band side contains 
eiqht white collar multivehicle households with six 
or seven children, these households a11erage nearly 
29 daily tcips. The lowest bo1< in the tree contains 
310 households with no vehicle: these households 
average fewer than two daily trips. 

Interpreting an AID tree is more an art than a 
science. It certainly appears that vehicle ownership 
h s a strong effec on tr ave heh,.vior. Household 
size, vehicle availability, and age of oldest chil~ 
each accounts for at least 2 percent of the total 
variation in household trips. Occupation and number 
of child.r.en appear less important. A .complete set of 

Variable that Split 

i' 
Vehicles/Household 2-9<11(---The Variable's Value 

7.03 ~-- ------- Tr:J.p Rate (mean) 

229 4E-- ------ Number of Cases 

9.1% ~- -------- Percenl:'age of Total 

5.3% ~--Percent of th• Dependent's Variance Explained by the Split 

INDEPENDENT VARIABLES USED IN AID: 

Age of household head 

Age of oldest child 
Employment status of head 
Presence of spouse 
Employment status of spouse 
NulObe.r o f children 
Number in household 
Occupation of head 
~umber of vehicles 
Income 
Vehicles per licensed driver 
Education 
Race 
Presence of relatives (other than spouse 

or child) 
Presence of nan-relatives 
Location 

free 10 year groupings (under 25, 35-34, etc., 
to over 65 

free None, 1-5, 6-10, 11-15, 16-20, 21+ 
free Various 
free Present, not 
free various 
Monotone Actual.number 
Monotone Actual number 
free various 
Monotone Actual number 
Monotone Various groupings in data set 
Monotone Actual number 
Free various 
free White, black, other 

free Present, not 
free Present, not 
free Urban, suburban, rural 

Note: Free variabfos may break in any fashltm. monotonc vadablcsarc ordered and mus1 brc:ik following that order (i e, a splil or two childr en and 0-1 o r;;:,, 2 children 
ls not possible). Sec report by U~otik and .!oh'Jlcsmoll U4) for more details. 

FIGURE 1 Directory to AID trees. 
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CENSUS DATA AND A FAMILY LIFE-CYCLB 
CLASSIFICATION SCHEME 

3 

l\IO trees for both regions and for all trip purposes 
is contained in a r eport by Boyle and Chicoine (12.); 
the results in terms of important variables are s um­
marized i n Table 1. Vehicle ownership , household 
she, and presence and age of children eme rge fr om 
the AID analysis as important factors that affect 
the number of household trips. The importance of 
vehicle ownership indicates t hat it should be taken 
into account i n developing trip-generation tables. 
Consequently , these will be cross-classif !cation 
tables ba.sed on (a) stage in the life cycle and 
vehicle owners hi p and (b) household size and veh i cle 
ownership . In t erms of ideal components of a family 
life-cycle classification s cbeme, consideration 
should be given to the presence and ages o f ch ildren. 

A ma jor purpose of t his paper is to develop a clas­
sification scheme using as input publil'hed tract­
level census data. The availability of s uch data 
ensures the widest poeo.sible use of the s cheme in 
trip-generation procedures . Thus published 1980 cen­
sus inf ormation was e xami ned (16) and appropriate 
household categories $ough t for ~se i n constructing 
a family life-cycle classif ication. With the AID 
find i ngs in mind, a breakdown of households by pres­
e nce and age.s of childr en wa$ particularly sought, 
without particular success . Several alternate clas­
sification schemes were drawn up; details may be 

TABLE 1 Important Variables by Trip Type 

Trip Type 

All trips 

Home-based work trips 

Home-based nonwork trips 

Non-home-based trips 

Variable 

Number of vehicles 
Vehicles per licensed driver 
Number of persons 
Number of children 
Age of oldest child 
Employment status of spouse 
Employment status of head 
Age of oldest child 
Number of persons 
Number of persons 
Age of oldest child 
Vehicles per licensed driver 
Location 
Number of vehicles 
Employment status of head 
Employment status of spouse 
Age or head 
Occupation of head 

Categories Indicated by AID Analysis 

0, I, ;,,2 
0-0 .5, ;,, I ;or 0, ;,,0.3 
0-3 , ;,,4 
0-1 , ;>2 
None or 1-5, ;,, 6 
Full-t.ime or pnrt-time, not employed, or no spouse 
FuU-time or pun-time, uot employed 
None or 1-20, >21 ;or no ne or 1-15 ,;,, 16 
1·2, :> 3;or 1,>2 
1-3, ;,,4 
11-20, none or 1-10 or ;>21; or none or 1-5, ;>6 
0, ;:. 0.3 
Urban-rural, suburban ; or urban, suburban- outer ring 
0, I, >2 
Full-time, pilrl-J lme, or umimployed 
Fu lt.tlmc, part-time, or unomployed 
17-54, > 55; or 17-44,;,, 45 
Cntcgories unclear 
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found elsewhere (15). After some consideration, the 
following census-~mpatible family life-cycle clas­
sification scheme was selected: 

1. Singe-person households, 
2. Households of unrelated persons without 

children, 
3. Families with children younger than 18 years 

old, and 
4. Families without children or families with 

the youngest child older than 18 years old. 

Censua information did not include the age of the 
oldest child, and so the presence of children is a 
major component of th i s life-cyc l e classification 
scheme. tt should be noted that this classification 
does not differentiate between single-parent and 
two-parent households. AID res ults indicated tha t 
the presence of a spouse is not a s ignificant ele­
ment in determining the number of household trips. 

DEVELOPMENT AND ANALYSIS OF TRIP-GENERATION TABLES 

Trip-genera·tion tables are prepared by using data 
from the NF'l'C survey. Two sets of tables are devel­
oped: the first is based on stage in the life cycle 
and vehicle ownership, and the second is based on 
household size and vehicle ownership. Mean trip 
rate, standard deviation, and numbe r o.f observations 
are presented in each cell. The tr ip- genaration 
tables for overall trips in the NFTC region are 
given in Table 2. Detailed tables by trip purpose 
may be found elsewhere (15). Table 4, discussed 

TABLE 2 Trip Ratee, All Tripe, NFTC 

Life 
Cycle VEHtCLE OWNERSHIP 
Stage 0 l 2 3+ 

1 !t 0.9 3.3 3.3 3.0 

• 1.4 2.5 2.5 

n 144 105 6 1 

2 lt 2.2 5.2 8.1 18.6 

• 2.5 5.1 5.7 10.6 

n 17 16 16 5 

3 i 3.6 9.4 13.0 16.0 

8 4.1 6.9 7.8 7.8 

n 69 396 359 Rl 

4 i 1.4 5.2 8.3 10.8 

• 2.1 4.1 5.1 5.3 

n 79 362 228 78 

Welch Statistic: F-Value 137.46 
Tail Probability 0.0000 
Degrees of Freedom 14,105 

i • mean trip rate 
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later in this paper, gives trip rates for all trip 
purposes and for both classification schemes in both 
NFTC and GTC regions. 

With number of household trips as the dependent 
var:iable, a two-way ANOVA was run by using vehicle 
ownership and either ·the life-cycle or the house­
hold-size classification as the two independent 
variables. Because examination of the data indicated 
unequal variances, the Welch e.tatistic was used to 
determine F-values and tail probabilities. The Welch 
statistic was chosen because it is approximately 
distributed as an F-statistic and does not as-sume 
equality of variances (17, 18) • Although tail poasi­
bilities a re directly cc,m~able, F-values are not 
because their level of significance is based on the 
degrees of freedom . Therefore, F-values resulting 
from the ANOVAs are examined in general terms . 

The data in Table'- also give the results of the 
ANOVAs. For overa.11 household trips, the F-values 
are comparable, although slightly higher for the 
family-size-based classification. Standard devia­
tions are similar for both schemes. These findings 
also apply to other trip tyoes (see Table 4 and the 
report by Ugolik and McDe·rmott (15) l. There is no 
indication that a significant improvement is ob­
tained by use o f one s cheme instead of the other. 
Thus either classification scheme may be considered 
valid as an analytical tool J;"or use in examining 
differences in travel behavior. 

APPLICATION OF TRIP RATES TO GTC REGION 

Another method of comparing the two classification 

Houuhold VERlCLE OWRERSHIP 
She. 0 l 2 3 

l 0.9 3.3 3.3 3.0 

1.4 2.5 2.5 

144 105 6 l 

2 1.4 4.9 6.9 8.2 

2.1 4.2 3.7 5.4 

82 315 136 13 

3 3.3 7.4 9.1 10.6 

2.6 5.4 5.4 5.5 

35 151 144 43 

4+ 3.4 9.8 13.8 15.4 

4.6 7.1 7.8 7.5 

48 306 323 108 

Welch Sta tis tic: F-Value H6.bj 
Tail Probability 0.0000 
Degrees of Freedom 14,182 

e • the standard deviation of the mean rate 
n • number of households 

Life Cycle Stages (1) Single person houeeholda 
(2) Households of unrelated persons without children 
(3) Families with children under 16 years old 
(4) Families with no children or with youngest child 

at least 18 years old 
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schemes is to apply each to a different data set and 
compare the results. The data set from the GTC home­
interview survey was used to do this. The number of 
GTC households in each cell is given in Table 3 . 
Trip rates from Table 2 were applied to these house­
hold distributions , and the resulting numbers of 
trips in all cells were summed to obtain total cal­
culated GTC trips for each class.i ficati on scheme . 
These are compared with the actual number of GTC 
trips: 

1. Actual number of GTC trips (sample only) = 
18,9201 

2. Calculated number of GTC trips using life­
cycle-based method= 18,739; and 

3. Calculated number of GTC trips using house­
hold-size-based method= 18,246. 

Although one application certainly is not conclu­
sive, it is interesting that use of the lif e-cycle­
based trip table produced a total number of trips 
within 1 percent of the actual number, whereas use 
of the household-size-based trip tabl.e produced a 
total number of tr tps 3. 5 percent less than the 
actual number. 

TABLE 3 Distribution of GTC Households by Cell 

Vehicle Ow nership 

0 2 ;;, 3 

Stage in life cycle 
1 281 259 18 2 
2 32 36 38 12 
3 126 365 47 4 11 9 
4 81 341 245 84 

Hou seho!d size 
I 281 259 18 2 
2 118 347 194 23 
3 46 123 170 48 
;;,4 75 272 393 144 

No to: Ll(c-eyclc Sf:t;e,.r a~ I = slnJlo•Pf:no n hou5eholds, l ::i. houacholds 
of unrdutad persoru \\i tho ut chhdre!n, 3 • fo 1ntU~ wl lh children yo ur,ger 
th:rn 18 yeo.rs ohl, .and 4 a (amlUe! wllh no children or w Uh youni,eif 
chUd 11 1 INtll 18 ye:urs old . Torn I 11um be_r or GTt Ju.1 11,eholda; :- '1.S I J, 

COMPARISON OF NFTC AND GTC TRIP RATES 

The f i nal test of ·the life-cycle-based trip- genera­
tion tables also concern s their applicabil.ity to 
other areas. If the trip rate s coul<'I be applied- to 
several different data sets where t he actual number 
of trips is ~nown, this would indicate whether ue e 
of these trip rates produced consi s t,rntly accurate 
results . Because Only one other data set is used 
here, variations in household distribution among 
cells may mask di·fferences in trip rates. 11. better 
way of testing the accuracy of the trip-generation 
tables is to derive a set of tables fcom the GTC 
data and compare the trip rates in each cell between 
the two regions. This can serve as a preliminary 
test of whether the life-cycle-based trip rates are 
replicable. For this test, all t.rip types are con­
sidered [see report by Ugolik and McDermott (15) for 
detailed data]. -

Tbe data in Table 4 present the t.rip-generation 
tables by classification scheme , by region , and by 
type of tri_p. For the life-cycle-based tables, trip 
rates in each cell were examined for differences be­
tween the two regions . Those cells with greater than 
a 10 percent difference were tested to determine 
whether the difference was statistically signifi­
cant . Only 6 cells (out of 52) were found to have 
trip rates different at a significance level of 0.05 
in the two regions: 

1. Total trips, stage 1 (single person), no 
vehiclei 

2. Total trips, stage 4 (families without chil­
dren), no vehicle; 

3. Home-based nonwork trips, stage 1 (single 
person), one vehicle; 
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4. Home-based work trips, stage 3 (families with 
children), no vehicle; 

S. Rome-based work trips, stage 4 (families 
without children), no vehicle (trip rates also dif­
ferent at a significance level of 0,01); and 

6. Non-home-based trips, stage 4 (families with­
out children), three or more vehicles. 

The NFTC trip rates are generally replicable 
using GTC data, Although the results cannot be used 
to proclaim the replicability of the life-cycle­
based trip rates , these preliminary indications are 
promising. 

Related to the concerns of accuracy and replica­
bility is the issue of the stability of trip rates 
over time, One study of differences between the 
results of home-interview surveys conducted in the 
N'PTC region (1962 and 1973), and the GTC region 
(1963 and 1974) indicates that trip rates tend to be 
stable over time, at least for an 11-year period 
(!!). The question of the stability of trip rates in 
the post-energy-crises era remains to be answered . 

TRAVEL PROJECTIONS: ALBANY COUNTY 

An interesting application of the life-cycle-based 
trip-generation procedure was carried out by using 
town-level data in Albany County. Projections of 
1990 town households, broken down by life-cycle 
stage, were made by using 1970 and 1980 data and 
~revious New York State Department of Transportation 
forecasts (201. The life-cycl e-based trip-generation 
procedure was then used to forecast the number of 
trips generated in 1990 in each town under two sce­
narios. The first scenario held the number of house­
holds in each town constant at the 1980 l evel , thus 
measuring solely the effects of changes in household 
structure . The second scenario allowed the number of 
households to grow to the l evels forecast for each 
town, thus measuring the actual number of trips ex­
pected in 1990. Results indicate that the number o f 
trips shows an 11 percent increase in 1990 over 
1980, with a 13 percent growth in number of house­
holds. When the number of households is held con­
stant, changes in household structure produce a 2,3 
percent decrease in the number of trips in 1990 com­
pared with 1980. These results suggest that, if 
present trends continue, changes in household struc­
ture will dampen the increase in travel expected 
with an increase in number of households. 

CONCLUSIONS 

The concept of family life cycle has been used to 
construct trip-generation tables based on a life­
cycle classification scheme developed in this paper . 
The stages in the classification scheme are devel­
oped in such a way as to require only published 
tract-level census data as input. I mportant compo­
nents of a life-cycle classification scheme were not 
assumed a priori, but were determined through use of 
the AID proqram. Results from AID were evaluated in 
light of available census information , J.eading to a 
scheme in which the presence of children is empha­
sized more than ages of children. By designing 
life-cycle stages to be compatible with census 
categories, the practical usefulness of these life­
cycle-based trip--qeneration tables has been ensured. 
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TABLE 4 Trip Rates 

LIFE CYCLE CLASSIFICATION FAMILY SIZE CLASSIFICATION 

BUFFALO (1973) ROCHESTER (1974) BUFFALO (1973) ROCHESTER (1974) 

TOTAL TRIPS 

VEHICLES/HOUSEHOLD VEHICLES/HOUSEHOLD 

0 l 2 3+ 0 l 3+ 0 l 3+ 0 1 3+ 

1 ,9 3,3 1,1 3.2 l ,9 3.3 1.1 5.3* 

LIFE 2 2,2* 5,2* 
cYCLE 

8,1* 

13.0 

8.3 

3.0 7 -~ 

5.3* 

9, 1 14.A* FAMILY 2 1.4 4.9 
SIZE 

6.9 8.2* 2.0 

3.2 

5.5 

7.2 

6.8 8,9* 

9.6 10.6 3 3,6 

4 1.4 

ANOVA 

9.4 

5.2 

WELCH STATISTIC 
F-VALUE 
TAlL-PROBABILtTY 

16,0 2,8 9.2 13.0 16,5 

10.8 2.2 5.6 

137. 46 
0.0000 

7, 6 11. 6 

144.97 
0.0000 

3 3.3 7.4 9.1 10.6 

4+ 3.4 9.8 13 , 8 15. 4 

146.65 
0.0000 

3.0 

3.4 10.1 13.8 16.7 

156. 63 
0 .. 0000 

UOME-BASED NON-WORK TRIPS 

1 .5 

3 1.9 

4 -~ 
ANOVA 

1.6 

5.7 

2.9 

WELCH STATISTIC 
F-VALUE 
TAl.L-PR08All ILUY 

7.9 

4.0 

• 6 1. 3 

1. 5 3. 7 

9.2 1.8 5.6 

5.2 1.1 3.0 

90.05 
0.0000 

2.8* 

4.7 6.4* 

7.9 10.1 

3.6 4.6 

96.33 
0 . 0000 

l 

2 

.5 1.6 

.9 2. 8 

3 1.8 3.9 

4+ 1.6 6.1 

.6 1. 3 

2. 9 

5.2 

8.3 

3.8* 1.0 2.9 

5.3 

8.6 

95.12 
0.0000 

1.6 3.9 

2.4 6.3 

2. s* 

3.0 3.2* 

4.9 4.8 

8.5 ._. 

101.95 
o.oo 

HOME-BASED WORK TRIPS 

-· * .3 

2 

3 1. 2 

.5 

ANOVA 

, 8 

1. 8 

1. 3 

WELCH STATISTIC 
F-VALUE 
TAIL-PR08A8Il,ITY 

2.0• 

2.4 

2.4 

3. 7 

3. 3 

72.35 
0 . 0000 

.4 .9 

.9 2. 3 

. 8 1.9 

.9 1.4 

,ti 

2.2 

2. 5 

2.4 

3.3 

3.8 

73.08 
0 . 0000 

l ,J .8 

.4 1.1 

3 1.4 1.8 

'•+ 1.1 l. 9 

2.2 

2.0 

2.6 

2.s* 

2.7 

3.9 

80.47 
0 . 0000 

n 
• 7 . 4 

.8 l.4 

1.1 1.7 

.8 2.0 

.6 

2.l 2,7* 

2.6 3.3 

2.6 3.8 

75.21 
0 . 0000 

NON-HOME BASED TRIPS 

1 

4 

ANOVA 

,2 

.6 

.1 

.9 

2.0 

1.0 

WELCH STATISTIC 
F-VALUE 
TAIL-PROBAIIILITY 

2.5* 

2.7 

2.0 

3.3 

2.3 

37 .90 
0.0000 

.2 1.0 

. 5 1. 8 

.2 1. 7 

. 2 1. 2 

1. 5* 

2. 2 

2.7 

1. 7 

3. 2 

3.3 

37 .02 
0.0000 

Empty cells or cell count very small (under 10)' 

* • Cell Size ~ 30 

Life Cycle Stages 

(1) Single person households 
(2) Non-related person households without children 
(3) Families with children under 18 years old 

. 2 .9 

. 2 l. l 

.1 1. 8 

'•+ . 8 1. 9 

1. 8 

2.0 

2.9 

2.7 

3.0 

39.60 
0.0000 

.2 1.0 

. 2 1.2 

.4 1.6 

.2 1. 8 

L 8* 

1.7 3.1* 

2.1 2.8 

2.7 3.5 

36.-l-3 
o. 0000 

(4) Families with no children or families with youngest child over 18 years old 

The explanatory power, accuracy, and replicabil­
ity of the life-cycle-based trip-generation tables 
were tested by various means. ANOVA showed that the 
life-cycle-based scheme is comparable in terms of 
F-values to a scheme based on household size (with 
vehicle ownership being a second independent vari­
able for both schemes). When applied to data from 
the GTC region, the life-cycle-based trip-generation 
table produced a more accurate number of total trips 
than did the household-size-based trip-generation 
table. Life-cycle-based trip rates were also shown 
to be replicable using GTC data. 

The advantage of a life-cycle-based trip-genera­
tion procedure over regression models lies in its 
simplicity and its ability to handle non-numeric 
values. It is preferable to a procedure based on 
family size because it explicitly addresses family 
structure and thus takes intrahousehold interactions 
into account. Finally, a life-cycle-based procedure 
uses readily available data; an income-based pro­
cedure is vulnerable to high nonresponse rates if a 
noncensus data source is used, and such a scheme 
must be constantly adjusted to account for the ef­
fects of inflation. 

• 
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It is anticipated that er itigues of. this paper 
will focus on the difficulty in forecasting house­
hold structure, the usef·ulness of the census tract 
as the basic areai unit for travel analysis, and the 
justification for changing established trip-genera­
tion procedures. Each of these points deserves to be 
addressed. First, the question of the -pattern of 
family structure in the future needs further inves­
tigation and cooperation with demographers and 
sociologists so that accurate means to forecast 
household structure can be developed or put into 
more widespread use. Related to this, the sensitiv­
ity of the life-cycle-based procedure to the projec­
tions of future household and family structure needs 
to be investigated. Second, as noted previously, use 
of the census tract a.s the basic areal unit of 
analysis ensures the availability of the necessary 
data. 

Finally, although it has been demonstrated in 
this paper that use of the family life-cycle concept 
in trip generation is practical and produces ac­
curate results, the main justification for this 
procedure is based on theoretical considerations. 
The premise behind this investigation is that the 
family life-cycle concept holds the potential to im­
prove the trip-generation process by increasing its 
sensitivity to household structure. Consequently, 
this analytical tool should improve the abi Hty of 
the transportation analyst to account directly for 
underlying factors that influence travel behavior. 
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Automobile Occupancy, Vehicle Trips, and Trip Purpose: 

Some Forecasting Problems 

ERIC G. OHSTROM and PETER R. STOPHER 

11.BSTRACT 

The problems with estimating automobile oc­
cupancy by trip purpose for use in travel 
forecasting and in the policy decisions that 
frequently follow from forecasts are de­
scribed. Investigations of data and develop­
ment of log it models of mode choice reveal 
that the occupants of multioccupant automo­
biles frequently have disparate trip pur­
poses, even within the restricted trip-pur­
pose definitions usually encountered in 
practical transportation planning. These 
disparate purposes mean that, although occu­
pants can be classified by trip purpose, the 
automobile vehicle cannot be defined as 
being used for a single trip purpose, as is 
necessary to compute accurately the automo­
bile occupancy for a purpose and to convert 
automobile-person trips by purpose to auto­
mobile-vehicle trips for assignment or auto­
mobile vehicles to the highway network. This 
has serious repercussions on a variety of 
contemporary policy decisions. The problems 
are discussed, and some alternative proced­
ures that can be used as a compromise compu­
tation of vehicle occupancy by purpose are 
given. The problams ~nd solution~ are demon-
strated in the context of a case study. 

Automobile occupancy plays a number of roles in 
practical transportation planning. First, it is used 
as a statistic to verify the correctness of col­
lected data and the validation of forecasting 
models. In both cases it is usually used as a pur­
p ose-specific measure. Second , it is used to conve rt 
automobile-person trips ( t he product of standard 
modeling procedures) to automobile-vehicle trips for 
assignment of vehicles to the highway network. This 
is again purpose specific, except in the case of 
estimating 24-hr assignments (!). A. peak-hour or 
peak-period assignment use,; pnrpORP-specific occu­
pancy in building a peak trip table from different 
proportions of trips by each of the purposes. Final­
ly, automobile occupancy is an important component 
in policy decisions concerni ng high-occupancy ve­
hicles (HOVs), where the forecasts of a utomo bile 
trips in such vehicles is of critical importance. 
Aga in, occupa ncy is generally req u ired to be purpose 
s pecific, p artic ularly because most HOV facilities 
will ope rate only during peak periods (2,3). 

Before the general introduction of- multimodal 
logit models of mode choice in pr ac t ical transpor ta­
t ion pla nning, occupancies by purpos e were esti mate d 
outside t he standard modeling stream and were i nt ro­
duced for the conversion of automobile-person trips 
to automobile-vehicle trips. HOV policies were not 
of much interest at that time, and automobile occu­
pancy wa s not an issue in model or data valida tion. 
Us ually, occupancy by purpose was o btained from 
roadside interviews, with t he drive r ' s t r i p purpose 
defining the vehicle trip purpose. 

The introduction and expanding use of the logi t 
moda-choica model with varyin~ levels of automobile 
occupa ncy or the use of an automobile driver and 
au t omobile passenger split in t he automobile alter­
natives has revealed hitherto unrecognized problems 
and issues in the use of purpose-specific automobile 
occupancy. Briefly, the issues explored by this 
paper are that 

1. Automobile occupancy by purpose cannot be es­
timated from modal-split models that specify occu­
pancy levels by purpose, and these models cannot be 
validated by use of automobile occupancy; 

2. Standard measurement procedures for automo­
bile occupancy do not estimate occupancy by purpose, 
and it is not clear if this can be estimated by any 
current methods; and 

3. Use of automobile occupancy by purpose for 
any of the uses previously described must involve 
some approximation, for which currently there are 
neither empirical nor theoretical rules available to 
guide the practitioner. 

In this paper these problems are described in 
more detail, the additional common problem of mea­
surement of automobile occupancy is explored, and 
the problems with a case study from Honolulu, Hawaii 
(!), are discussed. Some suggested ad hoc procedures 
are outlined, although no final solutions to the 
problems are offered. It is hoped ~hat the pcot.l .. ms 
discussed in this paper will serve to alert practi­
tioners to inherent problems in working with pur­
pose-spec i fic a ut omobile occupancies , will ass ist in 
dis couraging t he p rac tic e o f using a ut omobile occu­
pancy by purpose t o valida t e d a t a a nd models , and 
wU..l encou rag e r ese arch t o deal with t his problem 
more effectively than is done by the ad hoc proce­
dures outlined here. 

OUTLINE OF PROBLEMS 

The problems that arise can be defined most clearly 
by consid e r i ng the t wo alte rnative automobile- occu­
pancy mode l spec ifications mos t commonl y us ed for 
l egit mode-choice models . I n the first mode l speci­
fication, the automobile mode is defined as the sub­
mode of drive-alone automobile, two-occupant auto­
mobile, and three-or-more-occupant automobile (5-7); 
per s o n t rips in e ach s ubmode are d ivided by- the 
average o ccupancy f o r the s ubmode (1, 2 , and about 
3. 3, r espec tively) to de rive au t omobil e - vehicle 
trips. The second specification defines the two sub­
modes of automobile driver and automobile passenger 
(.§.,2_), in which automobile-vehicle trips are set 
equal to the number of automobile drivers, and the 
number of automobile passengers plays no role in the 
assignment. Before developing these descriptions 
further, however, some discussion of trip purposes 
is necessary. 

Trip Purpose 

In most practical applications, trip generation and 
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trip distribution use six to eight trip purposes, 
whereas modal-split and highway and transit assign­
ments use three or four purposes . In the Ronolulu 
case study (4), a s in a number of other transporta­
tion studies-:- trip generation and trip distribution 
each use six trip purposes for resident travel: 

1. Home-based work, 
2. Home-based school, 
3. Home-based shopping, 
4. Home-based social-recreational, 
5. Home-based other, and 
6, Nonhome based. 

After trip distribution, the six purposes are aggre­
gated to four by forming a new home-based other 
category [sometimes referred to as modal-split other 
(MSO) to distinguish it fiom the category 5 trip 
purpose] by combining purposes 3-5 . 

Of particular concern in the issue of automobile 
occupancy and trip purpose is the treatment of 
serve-passenger trips. In common with conventional 
procedures, the 1982 modeling in Honolulu treated 
home-based serve-passenger trips as home-based other 
trips, whereas non-home-based trips with a serve­
passenger origin or destination were classified as 
non-home-based trips. 

Definition of Principal Issues 

Bearing in mind the definitions of trip purpose, the 
problems associated with the automobile-occupancy 
models can be described. 

Multioccupancy Reporting Error 

The reporting of automobile occupancy for multioccu­
pant automobiles may exhibit one or more of several 
systematic and random errors in the recording of the 
actual occupancy of the veh icle: 

1. Sampling error, resulting in driver and pas­
senger bias, 

2. Automobile drivers differing from automobile 
passengers in report ing occupancy, 

3. Occupants improper1y include or exclude them­
selves (depending on the wording of the question) in 
determining the occupancy, and 

4. Children younger than 5 yearA are generally 
included in the occupancy response , although no 
travel information is usually collected for this age 
group (e.g., this results in four person trips using 
a five-occupant automobile) . 

These errors are critical to the correct analysis 
and application of these data to automobile-occu­
pancy models. 

Automobile Occupancy by Trip Purpose 

Automobile occupancy by trip purpose is frequently 
derived by cross-tabu1ating person trips by automo­
bile occupancy and trip purpose. However, multioccu­
pant vehicles with two or more trip purposes will 
necessarily include an unknown number of trips of 
other purposes in the occupancy response . In effect, 
this will lead to varying levels of double counting, 
as is discuss~d later in the case study. 

Model Specification Mixtures 

The two model specifications previously discussed 
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may be used for different trip purposes. However, 
this leads to additional error in converting person 
trips to automobile-vehicle trips for multioccupant , 
multipurpose vehicles. Consider the common case of a 
two-passenger vehicle with a serve-passenger driver 
taking a student from home to school: a home-based 
other and a home-based school trip. I.f home-based 
other trips are mode1ed with a driver and passenger 
model, the driver yields 1.0 automobile-vehicle 
trips. If home-based school uses the occupancy 
model, the passenger converts to O.S automobile 
trips, yielding l. 5 automobile-vehicle trips where 
only 1 . 0 actually occurred. 

SOLUTIONS 

The fol.lowing case study gives techniques to quanti­
fy the multioccupancy reporting errors and to adjust 
the data accordingly. As mentioned previously , these 
adjustment procedures are ad hoc and somewhat arbi­
trary, but they represent the state of the art for 
this problem. 

For multioccupant, multipurpose automobile trips, 
it would appear that the first potential solution 
might be to restrict calibration data to those auto­
mobile trips where all occupants are traveling for 
the same purpose . Two problems arise here. First, 
the purposes of otner automobile occupants are not 
collected in contemporary surveys, a nd their collec­
tion may prove to be cumbersome and difficult. Sec­
ond, although such a stratagem may solve the problem 
of calibrating the automobile submodes correctly and 
would allow automobile occupancy to be estimated by 
mode-choice purpose for the calibration data, it 
does not soive the basic issue o f ca.lculating occu­
pancy by purpose for mltltioccupant, mu1t:lpurpose 
automobiles , nor does it solve the forecasting prob­
lems. Instead, it excludes them and replaces them 
with a loss of trips and information. 

Therefore, alternative compromises to provide 
feasible solutions ·for practical transporta tion 
planning a re proposed, which offer less overall er­
ror at the expense of varying levels of error by 
purpo1:1e . The compromises can be illustrated by con­
s idering two common situations in multioccupant, 
multipurpose automobile trips: 

1. The driver is performing a serve-passenger 
trip (either home based or nonhome based) with a 
passenger(s) traveling to work or school; the driver 
will be classified as making either a home-based 
other or a non-home-based trip ana the passenger(s) 
will be classified as making either a home-based 
work or home-based school trip; a.nd 

2. One occupant of the automobile is traveling 
to work or school, while another occupant is travel­
ing to the same destination for a nonwork, nonschool 
purpose. 

1n both cases the use of occupancy by purpose 
will double count automobile trips, thereby obscur­
i ng the estimation of au·tomobile occupancy by trip 
purpose . Three alternative compromisP.s are defined. 
First , it could be assumed that all dou.ble counting 
occurs with at least one occupant traveling for work 
or school, so that estimated doubLe counting is de­
ducted from work and school purposes only. This 
solution will tend to understate the volume of auto­
mobile-vehicle trips for work and school a nd wHl 
most affect peak-hour assignments. Second, all 
double-counte~ automobile vehicles could be deducted 
from the home-baserl other and non-home-based trips . 
This is equivalent to assuming that every a utomobile 
user performing a serve-passenger trip has the same 
purpose as his passengers. If peak-hour assignments 
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or policies concerning HOV lanes and carpooling are 
of primary concern, then this option, even though it 
overstates the number of vehicles affected, will be 
the best option. 

Third, and arbitrarily, half of the double count 
for home-based work trips can be deducted from each 
of the home-based work trips and the two nonwork, 
nonschool purposes: and half of the double count for 
home-based school can be deducted from itself and 
the other half deducted from the two nonwork, non­
school trips. This is difficult to justify because 
the fraction of deauction is purely arbitrary. Yet 
1 t may also be iuL .. rp retable as the lc.iot biaagd of 
the three compromise solutions. 

CASE STUDY 

The problems and solutions described in the preced­
ing sections are demonstcated much more clearly with 
the case study, which illustrates all the problems 
previously mentioned. Furthermore, the home-based 
work (Ill3W) and home-based school (HBS) models were 
originally developed as multioccupant models, where­
as the home-based other (HBO) and non-home-based 
(NHB) models were of the driver-passenger type, 
thereby demonstrating the pitfalls of this inconsis­
tent treatment of the automobile mode. Two other 
items are of interest in the case study. First, evi­
dence was uncovered that the reporting of automobile 
occupancy appears to be subj ect to a large r eporting 
error, which serves to obscure the computation of 
corrections for double counting; and second, there 
was an initial incorrect assumption made about aver­
age occupancy for the 3-or-more-occupant automo­
biles, the effect of which turns out to be small 
compared with the effects of double counting. 

The case study is for Honolulu, for which data 
were collected in the fall of 1981. The data were 
c~,,c~~o~ hy mo~n~ n~ a 24-hr tr~vP.l diary in a pro­
cedure described in a paper by Ohstrom et al. else­
where in this Record. 

Reporting Automobile Occupancy and Purpose 

An analysis of the survey data clearly indicates 
that the problematical mixed-purpose trips occur 
frequently, even though trip purposes of other auto­
mobile occupants were not requested. The results ob­
tained from the survey data are given in Table 1. 
The last two categories show that there are a number 
of people who are engaged in serve-passenger trips, 
whereas the first two categories show an imbalance 
between car drivers and car passengers within the 
purposes. However, this latter issue of an l mua l ance 
is not conclusive evidence on its own. First, a 
question arises as to whether the small s ample data 
produce a balance between automobile ddvers and 
automobile passengers, which implies that for every 
two-occupant automobile driver there should be a 
two-occupant passenger, for every three-occupant 
driver there should be two three-occupant passen-

TABLE 1 Drivers, Passengers, and Occupancy from Honolulu 
Survey Data 

Serve Passenger 

Home Nonhom e 
Mode Occupancy HBW HBS Based Based 

Automobile driver 2 225 79 426 39 1 
Automobile passenger 2 205 158 
Automobile driver ;;;,3 71 93 315 285 
Automobile passenger ;;;,3 74 374 
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gers: and so forth. This is far from what is found 
in the data, which indicate that there are far too 
few passengers or too many drivers at each occupancy 
level (Table 2). 

Six reasons can be advanced for this: 

1. The sample contains more drivers than passen­
gers, thus representing a bias between passengers 
and drivers, 

2. Many of the drivers misread the occupancy 
question and counted themselves as well (i.e., re­
porting one too many o~~upants): 

3. The extra passengers are under 5 years old, 
who arc oon:ectly rgported c,R or.cupants, but for 
whom there are no trip logs, thus producing no pas­
senger reports: 

4. Automobile passengers reported occupancy in­
correctly: 

5. There is a higher probability of forgetting 
to report an automobile-passenge~ trip than an auto­
mobile-driver trip; the 100 missing trip logs from 
the households that provided responses to the mail 
survey were from people making predominantly automo­
bile-passenger t rips: and 

6. Automobile passengers misread the survey 
question and marked themselves down as automobile 
drivers in some cases. 

TABLE 2 Drivers and Passengers by Reported Occupancy Level 

Occupants 

2 3 4 5 6-10 ;;;,11 

Driver 6,001 2,422 867 359 124 78 4 
Passenger 1 1,374 700 484 231 141 19 - -
Total 6,002 3,796 1,567 843 355 219 23 

Probably, part of the answer is to be found in 
each of these six r~;,sons. It is unlikely that any 
one reason is solely responsible, or that any one 
has no effect. For example, that 6,001 drivers re­
ported zero other occupants indicates that most 
drivers probably reported occupancy correctly. (If 
this question was consistently misread, there would 
be zero one-occupant automobiles.) That the question 
was misread sometimes is apparent because there is 
one automobi le passenger who reported zero other oc­
cupa nts . S imilarly, if all th a utomobile drivers 
wru:e shifted to one lower occupancy, there would be 
serious imbalances in the opposite direction. Iden­
tical arguments can be made for automobile passen­
gers. 

The discrepancy is also not likely to be due en­
tirely to children younger t han 5 years old. If this 
were the s;a,uo, Lhe re would be 3 1 288 trips by chil­
dren younger than 5 years old as automobile. passen­
gers. Assuming that half of the surveyed households 
with two or more people in them have one child 
younger than 5 years old (which would appear to be 
an overestimate) , then the survey househol ds would 
have not more than 624 children younger than 5 years 
old. This would mean that these youngsters each make 
5,27 trips per day compared with an average person­
trip rate of 2.83 trips. Alternatively, every house­
hold with more than one person would have to have 
one child younger than 5 years old in the household 
to average the trip rate of all people older than 5 
years old: this is equally unlikely. 

Similar arguments apply to the 100 missing trip 
logs. These would have to have contained more than 
32 automobile-passenger trips each to compensate for 
the missing automobile passengers. Assuming an aver­
age of 4 automobile- passenger trips per missing log 
would account f or o nly 400 of t he s hortfall of auto-
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mobile-passenger trips. Finally, a.lthough there is 
some evidence that respondents in the sample have a 
sl.ightly higher income than the average, and that 
there were s ome intentional biases on household 
si2e, it appears unlikely that the sample could be 
biased to the extent that less than half of the 
automobile passengers that would be expected were 
found in the sample (3,854 sampled automobile-driver 
trips, where the number of passenger trips by occu­
pancy would lead to the expectation of 1,965 trips) • 
This would represent a large bias, and nothing else 
in the data supports such a supposition. 

Given this, the sample should be adjusted so that 
it behaves consistently with the use of the model 
outputs. The models are used to estimate automobile 
use by occupancy, and every two-occupant automobile 
trip is assumed to generate 0. 5 automobile- vehicle 
trips, while every three-or-more-occupant automobile 
trip generates 1/3.7 automobile-vehicle trips for 
HBW trips and 1/4.2 automobile-vehicle trips for HBS 
trips, as found empirically in these data. 

Referring back to Table 2, there are 3,796 auto­
mobile trips with two occupants. •rhese would be 
assumed to be split evenly between drivers and pas­
sengers, giving 1,898 of each. Thi s generates a 
multiplier of 0.784 for two-occupant automobile 
drivers and 1. 381 for two-occupant automobile pas­
sengers . By a similar process, 837 automobile 
drivers would have been estimated from the three-or­
more-occupant categories out o f 3,007 automobile 
trips, leaving 2,170 automobile passengers; but 
1,432 dr.ivers and 1,575 passengers were observed. 
Therefore, correction multipliers of O. 584 for auto­
mobile drivers and 1.378 for automobile passengers 
can be deduced. These figures yield an all-purposes 
average occupancy of 3. 59 for the three-or-more-oc­
cupant automobiles . 

The raw survey data indicate that there are Bl 7 
automobile drivers making serve-passenger trips with 
two occupants in the car. Factoring this, as indi­
cated in the preceding paragraph, yields a total .of 
641 automobile-driver, two- 0ccupant, serve-passenger 
t rips. The data i ndicate that 15.06 percent of auto­
mobile passengers in two-occupant automobiles were 
mak.ing HBW trips, and 11. 61 percent were making HBS 
trips. Assuming that the drivers making serve-pas­
senger trips are distributed across all purposes in 
the same proportions as the automobile passengers, 
then 15. 06 percent ( 97) HBW automobile passengers 
and 11.61 percent (74) RBS automobile passengers are 
being driven by serve-passenger drivers. ln the HBW 
data there are 443 automobile trips with two 
occupants, By using the procedure applied to model 
forecasts, this would generate an estimate of 222 
automobile-vehicle trips. But 97 of these automo­
bile-vehicle trips are already counted in the MSC 
(HBO for modal split) and Nf!B purposes for automo­
bile drivers. Therefore, only 125 automobile-vehicle 
trips from the 443 automobile-person trips should be 
counted to avoid double counting. 'this yields a fac­
tor of l/3. 54 instead o f 1/2 for the two-occupant 
automobile-person trips to convert them to automo­
bile-vehicle trips. This is a 43 . 6 percent reduction 
in the automobile-veh.icle trips from those estimated 
without correction. Similarly, the school trips pro­
duced an observation of 241 automobile-person trips 
with two occupants, which would produce an estimate 
of 121 automobile- person trips . However, 74 of these 
are already counted in MSO and NElB trips, Therefore, 
the conversion factor from automobile-person trips 
to automobile-vehicle trips for two-occupant RBS 
automobile trips is (121 - 74)/241, or 1/5.13. 

An identical procedure should be applied to the 
three-or-more-occupant automobile trips. The reader 
can readily confirm that this produces conversion 
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factors to automobile-vehicle trips of 1/5, 69 for 
HBW and 1/13.24 £or HBS trips. 

The next question is to determine the effect of 
this on the estimates 0£ automobile-vehicle trips 
obtained for the 159 zones and 1985 data (Table 3). 
The original estimate of automobile-vehicle trips 
for these person trips was 421,112. Applying the new 
conversion factors yields an estimate of 393,338 
automobile-vehicle trips. This shows a double count­
ing of 27,774 automobile-vehicle trips, or 6,6 per­
cent of the automobile-vehicle trips previously 
estimated for H.BW trips. Results for the RBS trips 
are given in Tab.le 4 and indicate a reduction of 
22,394 automobile-vehic.le trips, or 24.6 percent of 
the original estimate. 

TABLE 3 Changes in Automobile-Vehicle Trip Estimation 
fler Correction (Hm ) 

Original New 
Automobile-Occupancy Category Person Vehicle Vehicle 

Estimated one-occ upant trips 356,837 356,837 356,83 7 
Estimated two-occupant trips 104,312 52,156 29,466 
Estimated three-or-more-occu pant trips 40,027 ~ ~ 
Total 501 ,176 421,112 393,338 

TABLE 4 Changes in Automobile-Vehicle Trip Estimation 
fler Correction (HBS) 

Origi nal New 
Automobile-Occupancy Category Person Vehicle Vehicle 

Estimated one-occupant trips 58,571 58,571 58,571 
Estimated two--0ccupant trips 29,470 14,735 5,745 
Estimate d three-or-more-occupant trips 58,9 18 17,854 4 ,450 

Total 146,959 91 ,1 60 68,766 

In total, there were 1,880,090 estimated automo­
bile-vehicle tr i ps for 1985, which these conversion 
factors would reduce to 1,829,901, a reduction of 
2.67 percent of the original estimate. There were 
2,414,755 automobile-person trips in the 1985 esti­
mates, which yielded an average automobile occupancy 
of 1. 28. The revised automobile-vehicle trips in­
creases this to 1.32 persons per automobile. 

The initial use of an average occupancy for 
th,ree-or-more-occupant vehicles of 3. 3, corrected 
subsequently to 3. 7 for trBW and 4. 2 for trBS trips, 
contributed about 10 percent to the change noted in 
these figures. Thus, although it is important to use 
a correct average occupancy for the highest occu­
pancy grouping, the effects of an incorrect value 
are small.compared with the problem of double count­
ing, 

It is reasonable to assume that the number of 
double-counted automobiles will be a function of the 
volume of RBW and RBS trips. Therefore, the correct 
procedure must always be to initially estimate the 
double count from these trips. However, there has to 
be some inconsistency in determin.ing occupancy by 
purpose and in attributing automobile-vehicle trips 
to purposes because of the mix.ture of purposes 
represented in any multioccupant automobile . There 
are three alternatives that could be used with some 
justification from this analysis . 

Alternative 1: Reduction of work and School Trips 

Automobile-vehicle trips are reduced solely in the 
HBW and HBS purposes. Therefore, the conversion fac­
tors defined earlier in this paper are used to com-
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pute vehicle trips from person trips, The conversion 
factors are given in the following table (the re­
sults are summarized in Table 5): 

Purpos e and Occupancy 
HBW 

Two occupants 
Three or more occupants 

HBS 
Two occupants 
Three or more occupants 

Alte rnat i ve 2: Reduc tion of Nonwor k, 
Nons chool Trips 

1/3,54 
1/5,69 

1/5,13 
1/13.24 

The additional automobile-vehicle trips are deducted 
from MSO and NHB instead of from HBW and HBS, after 
first cal culating the double count from the HBW and 
HBS trips . This involves c alc ula ting the fraction of 
automobile-person trips for each of two occupants 
and three or more occupants that represent double­
counted automobile-vehicle trips, If there were no 
double counting, then two-occupant vehicle trips 
would be obtained by using a conversion of O. 5 on 
automobile-person trips, The difference between this 
and the revised conversion factor of 1/3,54 for HBW 
is 0.2175, Thus there is a double count of 0,2175 
times the 104,312 two-occupant automobile trips. In 
similar fashion, the factors that represent double 
counted automobile-vehicle trips for each occupancy 
of each purpose can be calculated, as noted in the 
following table: 

Purpos e and Occupancy 
HBW 

Two occupants 
Three or more occupants 

HBS 
Two occupants 
Three or more occupants 

0.2175 
0,0945 

0.3051 
0,1626 

In the sample data, 64,68 percent of the automobile­
driver, serve-passenger, multioccupant trips were 
home based and 35.32 percent were nonhome based, 
Therefore, after summing the total double-counted 
automobile-vehicle trips, 64,68 percent are deducted 
from MSO trips and 35.32 percent are deducted from 
NHB trips, 

Applying this to the 1985 regional trip esti­
mates, 45,042 automobile-vehicle trips are double 
counted, Deducting these from the MSO and NHB auto­
mobile-driver trips, by using the percentages given 
in the preceeding paragraph, reduces the number of 
automobile-driver trips (and therefore the number of 
automobile-vehicle trips) to 960,782 for MSO and to 
361,982 for NHB, By using the corrected average oc­
cupancies for three or more occupants for HBW and 
HBS trips, new estimates of 419,814 vehicle trips 
for HBW and 87,342 for HBS are obtained. 

Alternative 3: Reduction from All Trip Purposes 

Although much less easy to justify, there is the 
proposition to deduct one-half of the double counts 
from each purpose. The double co.unt for two-occupant 
BBW trips is 22,688 vehicle trips, of which 11,344 
would then be deducted from the RBW trips and 11,344 
from MSO and NHB trips together. Similarly, 1,891 
vehicle trips would be deducted from HBW three-or­
more-occupant automobile trips, 4,496 from HBS two­
occupant trips, and 4,790 from HBS three-or-more-oc­
cupant trips. A total of 14,567 and 7,954 trips 
would be deducted from MSO and NRB trips, respec­
tively, for a total of 22,521 trips. 
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It is instructive to see the effects of these 
alternatives against both the original estimates 
with no correction for double counting and the cor­
rection to a more correct average occupancy. These 
results are summarized in Table 5. It is also in­
teresting to note the automobile oc cupancies by pur­
pose that r e sult from these various al ternatives 
(Table 6) • The results i n Table 6 show some marked 
variations in automobile occupancy by purpose, 
Again, this serves to underline the problem of com­
puting automobile occupancy by purpose. 

TABLE 5 Comparison of Original Results and Alternative Solutions 

Uncorrected 
Purpose Corrected Alternative 
and Oc- Person Vehicle Occu-
cupancy Trips Trips pancy 2 3 

HBW I 356 ,837 356,837 356 ,837 356,837 356,837 356 ,837 
HBW2 104,312 52,156 52,156 29,467 52,156 40,812 
HBW;, 3 40,027 12,129 10,818 7 ,035 10,818 8,927 
HBSI 58,571 58 ,571 58,571 58,571 58,571 58,571 
HBS2 29,470 14,735 14,735 5,745 14,735 10,239 
HBS;, 3 58 ,918 17 ,854 14,028 4,450 14,028 9,238 
MSO d 989 ,915 989 ,915 989,915 98 9 ,915 960,782 975,348 
MSOp 314,454 314,454 314,454 314,454 314,454 314,454 
NHB d 377 ,891 377,891 377,891 377 ,891 361,982 369,937 
NHBp 84 ,360 84,360 84,360 84,360 84,360 84 ,360 

TABLE6 Vehicle Occupancy by Trip Purpose for Alternatives 

Vehicle Occupancy: 
Alternative Uncorrected Three or More 

Purpose Model Occupancy Correction 2 3 

HBW l.19 1,19 1.27 1.19 1.23 
HBS l.61 l.68 2.14 l.68 l.88 
HBO 1.32 1.32 1.32 1.33 1.32 
NHB 1.22 1.22 1.22 1.23 l.32 

As a final note, the overall magnitude of the 
changes noted in thi s paper are of a similar order 
of magnitude to many of the other errors in the 
forecasting process. Nevertheless, it is worthwhile 
to seek a correction for at least four reasons. 
First, much of the existing error in forecasting 
models cannot currently be removed. Simply because 
the errors noted here appear no greater than those 
errors is no argument for ignoring correction and 
the possible improvement in accuracy to be obtained 
from improved method s to estimate automobile occu­
pancy. Second, i t is important to discern the inap­
propriateness of using automobile occupancy to 
assess the validity of data and models. Failure of 
data or models to reproduce observed automobile 
occupancy by purpose provides no information on va­
lidity. Third, when HOV lanes are of policy concern, 
the magni.tude of the errors is large, proportion­
ately, Depending on the method used, ROV l ane vol­
umes may range up to 100 percent greater with one 
method than with another. Fourth, the errors in 
automobile occupancy could be reduced by redefining 
some of the questions customarily asked in transpor­
tation surveys. In particular, attention should be 
given to determining whether or not a survey instru­
ment design can be created that will both remove 
current potentials f or misreporting or mismeasuring 
automobil.e occupancy, and permit data to be obtained 
on the purposes of all occupants in a multioccupant 
vehicle, With respect to the measurement problem, it 
is worth noting, anecdotall y, that various designs 
of questions used by the authors that specify "in­
cluding yourself" and various other terms designed 
t o s pecify unambiguous ly how t o c oun t have a ll met 
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with relatively similar rates of failure. Appar­
ently, most people just do not bother to read the 
question properly and therefore are uninfluenced by 
any qualifiers on occupancy. 

CONCLUSIONS 

Two final comments are in order. Fi rst, one automo­
bile-occupancy model specification should be applied 
across all trip purposes, with the occupancy model 
offer ing better information relative to current 
transportation plannihg issues. One model specifica­
tion will simplify some of the problems in dealing 
with the multioccupant, multipurpose automobile. 
However, the analysis will still be necessary to ad­
just the der iv at ion of automobile occupancy by trip 
purpose for use in calculating automobile-vehicle 
trips and for estimating the effects of HOV policies 
and similar issues. 

Second, if policies relating to carpooling , HOV 
lanes, and similar concerns are to be examined, then 
alternative 2 should be used, which will provide a 
correct estimate of the number of three-or-more-oc­
cupant automobiles that are being used to work and 
to school, primarily in the peak period, use of 
alternative l would result in ignoring a number of 
three-or-more-occupant automobiles because they are 
included i n the MSO and NHB trips but are not expli­
cit as to occupancy. When automobile occupancy by 
period or purpose is not critical, then alternative 
l (which is simpler) is probably the best procedure 
to use. Seyond t his, the alternative procedures are 
a matter of the preference of the analyst. Of 
course, there is a danger that these various methods 
can be used to justify alternative strategies, and 
great care must be ta.ken to select an alternative 
that is objectively justifiable and not subjectively 
convenient. 
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Successful Administration of a Mailed 24-Hour 

Travel Diary: A Case Study 
ERIC G. OHSTROM, JOAN B. OHSTROM, and PETER R. STOPHER 

ABSTRACT 

Recent transportation survey research has 
shown that successful travel diaries can be 
constructed, and that these diaries can col­
lect information on travel by individuals 
for a period of 24 hr or more. The success­
ful diaries are comparatively expensive sur­
vey instruments and have been described pri­
marily in terms of use in conjunction with a 
personal visit by an interviewer. The inter­
viewer may collect some information at the 
time of the visit, but be plays an essential 
role in explaining the use of the diary. 
This interviewer visit has made the diary an 
expensive survey instrument. A case study of 
the administration of a travel diary survey 
conducted through a combination of telephone 
contact and mail-out, mail-back procedures 
is described. In the description of this 
case study it is shown that the diary can be 
administered successfully by this means, 
that the results obtained are of a high 
quality, and that a response rate signifi­
cantly h igher than that associated with most 
mail surveys can be obtained. A number of 
details of the administration methods used, 
which are believed to have contributed to 
the aucca~s cf the instrument, are nis­
cussed, The procedure described produced a 
usable response rate of 58,5 percent of the 
mail sample of households, from which it was 
possible subsequently to calibrate new trip­
generation and modal-split models. Some of 
the results obtained, including the higher 
trip rates for non-home-based trips, are de­
scribed. It is suggested that refinements to 
the instrument and procedures could generate 
yet higher response rates. 

Several papers have appeared recently extolling the 
virtues of a travel diary for use in collecting a 
24-hr record of household members• travel (l-4). 
These travel diaries provide a means to have indi­
viduals record details about their travel and ac­
tivities for a day in the future, rather than rely­
ing on recall. Brog et al. ( 1) and Stopher and 
Sheskin (11 claim that the data obtained are more 
complete than the data collected by the traditional 
recall surveys used for the past three decades in 
transportation planning activities, However, most 
transportation surveys that use the diary have made 
use of a face-to-face encounter between a survey 
person and one or more members of the household to 
administer the travel diaries (5). 

Because of the need for careful design of the 
diary (i.e., the use of various devices such as 
color-keying, indented cuts, and special bind.ings) , 
the diary is a comparatively expensive survey in­
strument, In versions that these authors have used 
in the United States, costs have varied between 
about $0. 75 and $1. 25 per diary. Given an average 

requirement of more than three diaries per house­
hold, the instrument alone can cost between $2,25 
and $1.00 per houaehold. Tn annitlon, many of the 
diaries will be returned spoiled or empty but unus­
able, or just not returned, thus increasing the cost 
per household for completed, usable diaries. It is a 
conservative estimate that the instrument cost alone 
for each completed household is approximately $10. 
If this cost is added to the cost of the labor-in­
tensive activity of sending out survey personnel to 
deliver and explain the use of the diaries, and pos­
sibly also to retrieve completed diaries, the survey 
unit costs increase considerably. In a 1980 survey 
of this type in Michigan, Stopher and Sheskin (2) 
estimated the total per household cost ( includi~g 
data reduction) at approximately $125. 

There has been a slow acceptance of the diary for 
urban area data collection. Some early efforts re­
ported low response rates, which may have been a 
contributory factor to this slow acceptance. The 
cost of the diary procedure may also have much to do 
with this. However, the estimated travel-diary sur­
vey costs in excess of $100 must be set in the con­
text of the cost of conventional home-interview sur­
veys that cost anywhere from about $80 to more than 
$500 per household, dependihg on design, length of 
interview , response rates, and many other factors. 
Furthermore, more efficient sampling methods other 
than simple random sampling have been applied suc­
cessfully, thereby increasing the efficiency of the 
survey personnel. Recent research ( 6, 71 !las 1nai­
c ated that large samples, on the order-of 2 percent 
or more of regional households, are quite unneces­
sary for urban area updates, and that samples of 
considerably less than 5,000 households produce data 
of more than sufficient accuracy for virtually every 
transportation planning need, These characteristics 
have made the diary a practicable instrument, even 
at a cost of more than $100 per household. However, 
it is clear that, if the cost can be reduced, the 
procedure becomes more accessible to many urban 
areas a nd may offer a relatively low-cost method to 
update decades-old data or collect data needed for 
new types of models and forecasti ng procedures. 

I n this paper the use of the 24-hr travel diary 
is describ~q. ThA ~iary used a combination of tele­
phone and mail contacts that produced a high re­
sponse rate, appears to have generated data that may 
be more complete than that obtained from more con­
ventional methods, and that cost substantially less 
than $50 per completed household. The telephone con­
tact provided an extremely effective means of random 
sampling, without the need to seek out and correct 
some form of household sampling frame. 

As is usual in a survey effort of this nature, 
the procedures evolved as the survey proceeded. 
Rather than a chronology of developments of the 
technique, the procedure is described in the form in 
which it was administered. A detailed and extensive 
pilot survey was conducted but is not described 
herein. Without this pilot survey, many of the suc­
cessful elements of the final design would not have 
been developed and implemented, Not all elements 
were tested in the pilot survey, but those that were 
not tested were introduced into the main survey to 
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cor rect problems e ncountered in the pilot sur ve·y. In 
t h i s respect, the pilot su.rvey was not only ind is­
pensable to a good final s urvey, but succeeded in 
all of the primary areas that pilo t s urveys are de­
s i gned to handle (.!!.) • One detraction from the case 
s tudy is that the survey was not designed as a com­
parative exercise among alternative methods or in­
struments. Therefore , the success of the instrument 
and its administration must be based primarily on 
response rates , nonresponse b iases , and measures of 
the quality of t he data obtained. 

DESIGN 

The sample was designed to be selected i n a two­
phase process . The first phase was a simple random 
sample of telephone numbers generated by random-dig­
i t dialing . From the households contac ted by tele­
p hone, the second-phase sample was selected on t he 
basis of household size and automobile availability . 
Before the survey , ce.rtain combinations of these two 
variables were identified that should have encom­
passed more than 75 percent of households and more 
t han 80 percent of daily regional tril? making . The 
house holds contacted in the second-phase sample were 
a sked to complete travel diaries . 

sur·vey Instruments 

The first-phase sample was given a 5-min telephone 
interview that established household size, automo­
bile availability and ownership, number of workers 
in the household, number of adults, type of housing, 
and numbers of trips made by bus and car for each of 
work and nonwork purposes by the contacted respon­
dent on the survey day. During the telephone inter­
view the i nte rv i ewer identified whether the house­
hold was eligible for the diary survey. (This was 
done by giving each interviewer a laminated selec­
tion grid that showed household size and automobile 
ownership. The interviewer first placed a penny on 
the column heading for the household size, and then 
moved the penny down the column to the appropriate 
value of the automobile availability. If the cell 
had an X in i t, the household was not selected for 
the travel-diary surveyi otherwise, it was . ) If the 
household was eligible, the interviewer described 
the diary survey briefly and requested the address 
to which to send the diary materials . The contac ted 
respondent was informed of the day to be used to 
complete the diaries. 

The second-phase sample received a mail package 
that contained several items. First, there were the 
correct number of travel diaries (for all members of 
the household who were at least 5 years old), on the 
outside of each of which a sticker was attached in­
dicating the day of the week on which the diary was 
to be filled out. The travel diary included not only 
a diary section as described by Stopher and Sheskin 
( 2), but it also included a small booklet requesting 
d;tails about the respondent (age, gender, relation­
ship to other household members, education, driver's 
license status, and so forth) and details about one 
of the trips selected from the diary. These details 
included travel time components and cost for the 
trip selected, and equivalent data on up to two 
alternative travel modes for making that trip. 

In addition to the diary, there was a one-page 
survey form asking for certain character i stics of 
the household. These details included the same 
vehicle availability and ownership questions used in 
the telephone survey, parking ava i labil i ty and cost 
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at home , military or civilian status (because of the 
large number of military households on Oahu) , house­
hold size , a nd income . The pac kage also contained 
two signs i ndicating t he travel-diary day , an enve­
lope f o r c o llecting together and returning the sur­
vey forms (p.readdressed a nd printed wit,h a reply­
paid postage license) , and a cover letter from the 
director of t he metropolitan planning organization 
(MPO) indicating the purpose of the survey , t he im­
portance of the household's response , a nd a tele­
phone number to use for questions about the survey . 

The entire package was mailed out in a large 
white e nvelope. Computer-generated address labels 
were fixed to the envelopes, using ·the contacted 
respond.ant ' s name , if given to the telephone i n ter­
v iewer . Postage stamps rather than metered or pre­
paid bulk mail wei:e used for mailing , and the.se 
stamps i ncluded some attractive commemorative stamps 
(_2) • 

Contac t Procedui:e 

Households were contacted i n itially by telephone , 
and those households that were eligible were then 
mailed a package of s ur vey materials , as described 
in the preceding section . The travel-diary day was 
set as t "he same day o f t he week as t he day of the 
telephone c ontact , but 1 week later. This was done 
in the belief that it would help respondents remenr 
ber the dl:ly more easily , and because it would be 
less c omplicated for the telephone interviewers. The 
only exception to this procedure was for telephone 
interviews made on Saturday (no calling was done on 
Sundays) • The interes t was to obtain travel data 
from wee kdays , s o t hat Saturday interviews set the 
diary for the Wednesday or Thursday (10 to 11 days) 
followi ng the telephone interv iew. (Use of the 
Wednesday or Thursday immediately following would 
not have provided sufficient time f or t he mail pac k­
ages to arrive .) 

A telephone follow-up was used with all house­
holds , based on a c omputer listing of the names, ad­
dresses , a nd telephone numbers for each travel-d iary 
day . This contact was made on the evening before a 
ho usehold ' s travel-diar y day by using specially 
t.rained interviewers . The purposes o f this contact 
were to remind households o f the agreed-on t ravel­
d iary day , to ma ke sure t hat the su rvey package had 
been rec eived a nd opened , a nd t o a nswer a ny ques­
tions a bout t he survey. In t he few i nstances where a 
p ackage had not been received , the address was veri­
f ied and another package mailed with t he request 
t hat the travel-diary d ay be t he same weekday l week 
l ater . I f the pac kage had been received but not 
opened, t he person called was as ked t o get the pack­
age and open it , and t he interv iewer explained what 
was in t he package a nd how to use eac h item. 

If a mail pac kage had no t been retu r ne d by 4 days 
after t he travel-d iary day, a reminder postcard was 
sent , urging completion o n t he s ame weekday o f t h e 
week in whic h t he remi nder was received , Further 
f ollow-ups had been planned but were no t executed 
bec ause the response rate already ac hieved by these 
prior methods exceeded t he c lients ' e xpectations and 
requ irements . A limited f ollow- up and targeted re­
ma-iling was undertaken and is described late r i n t he 
paper . A "tha nk-you" letter a nd a c opy of t h e State 
Highway Map were sen t t o all hous e holds that re­
turned completed packages. 

Logistics 

The success of a multiple-contact survey of this 
type resides largely in an effect i ve logistical 
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design, The idea behind this is to make each respon­
dent believe that his or her response to the survey 
is so important that the survey administration knows 
on precisely which day he or she is to complete 
travel diaries and knows whether the survey has been 
completed a nd r e t u r ned, 

The p r ocedure f or ma iling out survey f orms in­
cluded a se r i e s o f s teps of checking, computer izing, 
packaging , a nd d ispa tching the forms . It is most 
eas i ly de scr i bed by co ns i dering a sp ec i£ic day ' s 
telephone i nte rviews, that is, the fi r s t Wednesday. 
Telephone i nterv i ews were underta ke n on Wednesday 
even i ng and were comvleteu uy about O; 30 p , m, on 
Thursday morning al l te l ephone int erv i ews , stil l in 
indiv i dua l i nterv iewer binders, were c hecked visual­
l y f o r completeness , c orrec t de s igna tions of the 
ho~1seholn by c ell o f t he trip-gene r at ion matrix, 
readability o f the address , a nd correct identifica­
tion o f mail- out s t atus . Speci fic e r r~rs we re no t ed 
and the interviewer was informed of these and in­
structed on correcting problems before the start of 
the evening's interviewing. During checking, the 
interviews were tabulated by household size and 
vehicle availability categories to determine the 
distribution of surveys obtained and particularly to 
determine where terminations were occurring, This 
lead, for example, to d iscover y that the e a rly days 
of the survey were experienc i ng an exceptionally 
high termi nation rate for one-person households, 
After sens i t i z i ng interviewers to this issue , the 
response of these households i mproved dramatically, 

Afte r checking, t he eligible inte rvi ews were 
sorted by number cf travel diaries to be 8ent out 
for the mail-out surveys, followed by ineligible 
households, and finally by terminations that were 
complete enough to keypunch. In this order, the 
interviews were then sequenced-numbered by using a 
numbering system beginning at 110001, where the 
first two digits designated the main interview sur­
vey. Bach n~-.:: da~·· s inter'!i~wing b~']an ,3~ the next 
hundred. Thus Wednesday, October 21 had interviews 
numbered 110001 through 110111. Thursday, October 22 
then commenced at 110201, A log was maintained show­
ing the beginning and ending number for each day and 
the assigned logging day a nd d a te for each, 

The sequence-numbered forms were turned over to 
the keypuncher who completed a second visual check, 
looking specifically for problems likely to be en­
countered in the direct keypunching process, Usually 
this check was carried out in the late afternoon, 
after the interviewers reported for the evening's 
interviewing, so that any questions could be di­
rected to the responsible interviewer. The complete 
answer set to the telephone interview was keypunched 
during the evening, checked for error s, a nd both a 
recontact listing and a set of :i.dd rcs s label11 were 
generated. 

For Wednesday evening's interviewing, the key­
punching was completed on Thursday evening and ad­
d r e s a labels we r e ava i lable by Friday .morning. The 
address labels included the sequence number of the 
household, the number of travel diaries to be 
mailed, and the diary day. On the morning that the 
address labels became available, the mail-out pack­
ages were assembl ed, This assembly included stamping 
the hous ehold number on each of the travel diaries, 
on the household-interview form, and on the return 
envelope. The package was made up for each household 
and mailed at a U.S. postal facility providing next­
day delivery s e rvi ce . Thus Wednesday• s i nterviews 
were process ed and mail surve ys we r e sen t by Friday 
a fternoon, with delive-r y probably occurring on 
Sa turday and Monday. Wi th the travel- diary day being 
t he- f o l lowi ng Wednesday, most house hol d s would r e­
c eive their survey packages about 3 days before the 
d i"ary day. Th is procedure was followed throughout 
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the survey period, except that interviews from Sat­
urday were de layed by l day beyond this schedule . 

'l'he telep hone r econtac ts were set up by using the 
c omputer listing prod nc~il whe n the te l ephone i nter­
v i ew was keypunc hed, a s noted earlie r. 'l'he hous ehold 
s e que nce numbers were transferr ed t o the recontac t 
interview s heets f o r each eveni ng ' s calls , The pro­
cedure was to work straight through the households 
in sequence o rdet , making one attempt at each num­
ber. If the household was contacted succe s sfully, 
the number was checked off on the computer listing, 
and the answer spaces were filled out on the recon­
tact form . When one pas s through the l ist was com­
pleted, t he i ntervie we r s returne d to the beginning 
of the l ist a nd r eattempted eac h of the unsuccessfu l 
initial contacts , This procedure was repeated a 
third time during the evening, after which recontact 
was concluded. Requests for a later call back were 
accommodated if the call back was to be within the 
t e l ephone-interviewi ng pe riod, or only a s hort time 
beyond t he e nd of it . 1n t his way some 75 to 80 pe t ­
cent o f al l mail-out households we re recontacted 
success f ully on the eveni ng of t hei r travel-d iary 
day. 

The telephone recontact als o r epresented a means 
of checking and verifying the computer 7.ed record of 
telephone numbers and addresses. Correct ions were 
keypunc hed o n the f o l lowi ng e ve n i ng and a d ua l set 
of labe l s produced from t he corre cted r ecords , to­
get her wlt b a n extra ma iling label f or t hose cases 
whe r e a rema i ling was t o be done . The dual set of 
l abels cons i s t ed o f t wo c ons ecutive l a bels for each 
householtl . The firs t bad the word "card" p rin en at 
the top right a nd the second ha d the word "thanks" 
printed there . These were used to mail and control 
the subsequent follow-up. 

As survey packages were received in the mail, 
each package was date-stamped, opened, and its con­
tents examined, The travel diaries were opened to 
see if they had been fi-lle:d out, and the "11rrhc.r 

filled out was written on the outside of the return 
envelope in the space provided. The household survey 
form was checked to see if it was f illed out, and 
the app ropria te space was marked for this on the 
outside of t he envelope. Returns were sorted into 
numerical order during this process, and the number 
o f packages r e turned by day o f orig i na l s urvey (in­
d i c ated by the household numbe r) wa s recorded. This 
p rovided a profile of the returns by time from the 
original i nte rview, as discussed later i n this paper. 

For each survey day's responses, once the dual 
set of labels had been generated, a cross-check was 
made between returned packages and the labels. The 
labels showed both the household number and the num­
ber of travel diaries, while the return envelope now 
bore the number of returned, completed diaries. I:!! 
missing diaries were detected by this check, this 
was marked on the envelope, and, in the event that 
not more than one diary was missing, a thank-you was 
s e n t t o the household. If the survey p ackage was 
processed before mai l ing of t he reminde r pos tcard, 
then the label marked "card" was crossed through and 
that marked "thanks" was used to send the thank-you 
package, If the package was too incomplete for a 
thank-you, both labels were crossed through, 

On the day designated for postcard mailing, all 
the uncrossed "card" labels we re used on reminder 
post c a rds, After the reminders were sent, "thanks" 
l abe l s continued to be used to send out thank-you 
packages as complete returns were received, or were 
crossed through if an incomplete return was re­
ceived. This procedur e proved to be an effective way 
of ke ep i ng track o f returns a nd reminders , and only 
a f ew e rrors ( less tha n 10) were de tecte d in which 
an incorrect thank-you or reminder was sent. (One 
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household sent back an incorrectly sent thank-you 
package, with a note to say that they had not com­
pleted the survey forms and did not intend to, and 
therefore felt they should return the thank-you 
package.) 

RESULTS OF THE SURVEY 

Telephone Survey 

A total of 2,883 telephone interviews were con­
ducted, including 24 7 interviews of households that 
qualified for mailing but refused to give a mailing 
address. These are included in the 313 terminations 
in Table l, not i n the successful i nterviews . The 
rate of 65. 5 percent of i neligible numbers called 
for interview ls considered relatively low. Past 
telephone surveys have shown this rate to range 
between 75 and 85 percent. The lower rate in this 
survey is considered to be due to the sampling in 
proportion to numbers assigned by prefix (exchange) 
and to exclusion of the numbers outside the minimum 
and maximum currently assigned within each prefix. 

TABLE 1 Disposition of Telephone Calls Made 

Telephone Numbers Called 

Disposition 

Not in service 
Business 
Number changed to new listing• 
No answer 
Busy 
Recorderb 

Total ineligible 

Terminated 
Refused 
Unsuccessful request for call back 

Eligible nonresponses 
Successful interviews 

Total eliglllle 

No. 

4,599 
863 
380 

2,773 
l,060 

64 

9,739 

313 
1,364 

562 

2,239 
2,883 

5,122 

Note: Data are from Schimpeler-Conadino Associates, 

Percent 

30.9 
5.8 
2.6 

18.7 
7.l 
0.4 

65.5 

2. l 
9.2 
3.8 

IS.I 
19.4 

34.5 

aA U:le11h onc company rec orded message iniLJ'icating a new number assigned 
\\' l comndared equivalent to not-in -service M(l lus for numbers sel ected by 
lh-~ c:t1 rnp11 ler. 

bA recorder was considered equivalent to no answer and lried again. 

All interviewing was conducted in English, al­
though there are many Oahu residents whose native 
language is not English. Translation problems and 
t he expected difficulty of finding multilingual 
interviewers dictated a restriction to English. Of 
all telephone contacts, 191 households had la.nguage 
problems such that no telephone interview could be 
conducted. 'l'hese are included in the terminated 
calls in Table 1. If answers could be obtained, but 
it was apparent that the household members would be 
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unlikely to be a ble to deal with the written ques­
tionnaire, the interviewer was instructed to mark 
households otherwise eligible for a mailing as FLP 
( foreign language problem) and treat the household 
a·s ineligible. Only 5 such cases were encountered 
out of th.e 2,883 completed telephone interviews. 

If the interviewer was unable to get a single 
question answered by the selected res-pondent, this 
was designated a refusal. The vo.lume of refusals at 
1 ,364, or 26 . 6 percent of eligible numbers, is con­
sidered high, but general.ly does not reflect on the 
skill of t he interviewers. A call was considered to 
end in a termination if the interviewer succeeded in 
asking at least one question of the seJ.ected respon­
dent and obtained an answer. The low rate of termi­
nations, at 6.1 percent, is a reflection of the 
skill of the i nterviewer in obtaining responses once 
a respondent was contacted who could be persuaded to 
answer the first question. Furthermore, the number 
of respondents who terminated during the main ques­
tioning in this survey , as opposed to refusing to 
give an address for mailing, was only 66, or l.3 
percent. The unsuccessful requests for call back 
were those instances where contact was made with a 
house hold and the respondent requested a subsequent 
call back. Up to three attempts were made to recall 
the household, with each of these attempts being 
several days apart and with at least one on a week­
day and one on a Saturday. Of these, 562 remained as 
failures to make a further contact by the end of the 
calling period . 

Mail Survey 

Of the 2,883 interviews conducted, 2,595 were with 
households eligible for a mail survey, 2,348 of 
which provided an address and were sent survey 
forms. A total o f 1,485 mail forms were returned. 
1'he distribution of telephone and mail surveys by 
day of week is given in Table 2. The data show a 
fairly even distribution of survey effort by day of 
week, with only Thursday showing a significant drop 
below the other days, although this is compensated 
for in a higher eligibility rate and a higher re­
sponse rate. Overall, about 90 percent o f inter­
viewed households qualified for the mail survey, and 
this varied from a low of 87. 3 percent to a high of 
92.6 percent. Of interviewed households, 81.4 per­
cent were mailed s urveys, and this varied by day of 
week from 78. 0 to 83. 7 percent. An average of 51. 5 
percent of all households contacted (57.2 percent of 
all eligible households, and 63.3 percent of a ll 
households mailed surveys) responded to the mail 
survey, with a variation from 48. 5 to 55 . 2 percent 
by day of week. 

The data i n Tables 3-6 give the distributions of 
interviews by household size a nd vehicle availabil­
ity. The zeroes in Tables 4-6 are in those cells 
where no mail surveys were designed to be sent out. 
Only 7 of the 12 cells of the matrix were designed 

T !lLI~ 2 Distribution of Telephone and Mail-Back Surveys hy Day of 
Weck Called 

Eligible for Mail Sent Out Returned 

Day Interviews No. Percent0 No. Percent 3 No. Percenta 

Monday 430 3 98 92.6 360 83.7 229 53.3 
Tuesday 467 423 90,6 380 81.4 232 49.7 
Wednesday 519 453 87.3 405 78.0 256 49.3 
Thursday 382 350 91.6 312 81.6 207 54.2 
Friday 524 472 90.l 435 83.0 289 55.2 
Saturday 561 499 88.9 457 81.5 272 48.5 

Total 2,883 2,595 90.5 2,340 81.5 1,485 51.5 

Note: Data are from Schimpeler.Corradino Associates. 

a percentages are or interviews conducted. 
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TABLE 3 Distribution of Telephone Interviews Conducted 

Distribution by Persons per Household 

Vehicles per 2-3 

Household No. Percent No. Percent 

0 6 5 2.25 98 3.40 
I 188 6.52 588 20.40 
;;,2 24 0.83 653 22.65 

Total 277 9.60 1,339 46.45 

Note: Data are from Schimpeler-Corradino Associates. 

TABLE 4 Distribution of Interviews Eligible for Mailing 

Vehicles per Distribution by Persons per Household 

Household 2-3 4 ;;,5 Total 

0 0 97 0 0 97 
I 188 586 0 126 900 
;;,2 0 653 462 483 1,598 

Total 188 1,336 462 609 2,595 

Note: Data a re from Schimpeler-Corradino Associates. 

TABLE 5 Distribution of Interviews Mailed Out 

Vehicles per Distribution by Persons per Household 

Household 2-3 4 ;;,5 Total 

0 0 87 0 0 87 
I 165 527 0 114 806 
;;,2 0 583 422 451 1,456 -- --
Total 165 1,197 422 565 2,349 

N<, 10: U I are from Schimpeler-Corradino Associates. 

for mail out. From the data in Table 3 it can be 
seen that the omitted cells comprise 9.8 percent of 
the households interviewed by telephone. Primarily, 
the differences between Tables 4 and 5 are those 
households that refused to provide an acidress. In 
Table 6 the percentages of mail surveys returned in 
each cell are given, With the el<ception of the 
2- a nd 3-person households with no vehicles, the 
rates are quite similar and show an even response 
over the matrix. 

The high mail-back response to the survey is con­
sidered to have been achieved, at least in large 
measure, by the telephone recontact on the day be­
fore the travel-diary day for each household. :C.n 
general, the reaction to recontact was positive. 
Many respondents indicated that they were ready to 
complete the forms and had no questions. An almost 
equal number either had not opened the package but 
did so under the prompting of the interviewer, or 
had opaned it an~ had questions ~bout the materials, 
A number of those contacted indicated initially that 
they did not plan to respond , but some of those ap­
peared to be persuaded to do so by the interviewer. 
The remaining contacts generally indic.ated an as­
sortment of problems, most of which occui:red only 
once or twice in each evening and probably consti­
tuted not more than 1 to 2 percent of all mail outs, 
although a precise count was not maintained. 

4 ;;,5 Total 

No. Percent No. Percent No. Percent 

14 0.49 16 0.55 193 6.69 
164 
462 

640 

5.69 126 4.37 1,066 36.98 
16.02 485 16.82 1,624 56 .33 

22 .20 627 21.74 2,883 100.00 

1. Some contacteo households intlicatet.l they hod 
not received the survey package, even though the 
address was verified as correct. No action was taken 
on those, because it was assumed that the Post Of­
fice had delayed delivery or the person contacted 
had overlooked the arrival of the package or was un­
aware of it. 

2. Some contacted households indicated they had 
not received the survey and an error was found in 
the address. This error appeared to include the re­
spondent having given an i ncorrect or incomplete 
address, the telephone interviewer making an er ror 
i n transcribing the address, or a keypunch error in 
the address. These were corrected, and a new package 
was sent out. 

3. In some instances the telephone number called 
was of someone completely different from the name 
and address recorded. Whenever possible, tile name 
and address were then looked up in the telephone 
directory and the correct telephone number inserted, 

n many of thesa cases , howe ver, t he name ann ad­
dress were not listed. From a log kept that indi­
cated the section of a page of computer-generated 
telephone numbe.rs tbat an interviewer called each 
evening and from the interviewer number on the tele­
p hone-interview form , the telephone numbers called 
were searched, This search used a reverse directory 
to check a~ch marked number for th~ name and address 
in question. Through this process, about half of 
these oases were recovered and correct telephone 
numbers appended. Some of these instances were re­
covered more simply, because a comparison between 
computer listing and original interview showed a 
simple keypunching error. Also, a few instances re­
vealed a different name but the same address and 
subsequently were f ound to indicate a multifamily 
household. The remainde,: could not be traced and, 
for them, the telephone number on the computer rec­
ord was removed. 

The return profile for the mail-back survey is 
given in Table 7. Not unexpectedly, this prof ile 
shows that returns generally peaked two to three 
<lay~ a(Let the designated diary day, suggagtin9 that 
most respondents completed their trave l diaries on 
the designated day. After the tenth day from the 
interview ( thirteenth for Saturday, with its delayed 
diary days), the response declines quite rapidly, 
but there was a small increase around the fifteenth 
to sixteenth days following the postcard reminder 
and second diary day. There is, however, no way to 

TABLE6 Distribution of Interviews Returned 

Distribution by Persons per Household 

Vehicles per 2-3 4 ;;,5 

Household No, Percent No . Percen t No . Percent No. Percent Total 

0 0 41 47. t 0 0 41 
I I I 5 69.7 340 64.S 0 65 57.0 520 
;;,2 0 386 66 .2 266 63.0 272 60.3 924 

Total I 15 767 266 337 1,485 

Note: Dato are from Schimpeler·Corradino Associates. 
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TABLE 7 Return Profile for Mail-Back Surveys 

Days from Return Profile(%) by Day of Week of Interview 

Interview Monday Tuesday Wednesday Thursday Friday Saturday 

6 0.4 0.4 0 0.5 0.3 5.1 
7" 0.4 1.3 1.4 1.0 1.7 1.1 
8 15.7 10.3 0.4 11.6 1.7 8.4 
9 31.9 15.9 15.2 I I.I 19 .4 0.4 

10 7.9 25.0 17 .0 24.6 14.6 1.8b 
II 12.7 13 .4 14.4 5.8 17 .7 9.9b 
12 9.6 3.0 5.1 11.6 17.0 11.0 
13 1.3 6.5 6.1 10.6 2.4 18 .3 
14c 0.4 1.3 9.0 1.9 4.2 11.7 
15 3.5 7.8 2.2 4.8 4.9 3.3 
16 5.7 2.6 2.9 3.9 0 2.2 
17 1.7 2.6 5.8 0.5 2.8 I.Sb 
18 2.2 2.6 0.4 1.9 2.1 4.8b 
19 1.3 0 1.4 0.5 3.1 2.2 
20 0 0.9 I.I 3.4 2.1 1.5 
21" 0.4 0.4 0 .7 0.5 0.7 5.5 
22 1.3 0.4 0 0.5 0 0 
23 0.4 0.4 0.4 0.5 0 1.5 
24 0 0.9 1.8 0 0.7 I.Sb 
25 0.9 0.4 0 1.0 0.3 0.4b 

Other 2.2 3.9 5.1 3.9 6.3 7.7 
Note: Data are from Schimpeler-Corrodino Associates. 

aDiary day. 
bTrovel-diary days for Saturday interviews. 
'Diary day 2. 
d Diary day 3. 

define how many responses were received as a result 
of the reminder postcard. It appears to be in the 
range of 8 to 12 percent of all returns.~ small ad­
ditional s urge occurred after the third diary day, 
although the total volume of thi s was, as expected., 
small. Most of the rema i ning responses came from a 
targeted remailing of survey packages that occurred 
about 30 to 35 days after the original intefviews. 
The remailing was a targeted remailing sent to 
households in certain zip codes and categories of 
household s ize and vehicle availability tha t were 
considered to have a response rate that was signifi­
cantly below the general response rate. A total o f 
190 such mailings were sent out, of which 27 (14. 2 
percent) were returned. 

With respect to this tai;geted i:emailing , it is 
interesting to speculate that, if the original plan 
to send a remailing to all nonresponding households 
had been executed, an extrapolation of this response 
mi ght i ndicate the size of the final response that 
could have been achieved. A total of 863 remailing s 
could have been made, given the nonresponding total, 
and a 14 percent response from this would have added 
a furthe r 121 responses that might have been ob­
tained , leading to an increase o f 5 .2 per~ent i n the 
response rate for households receiving mail surveys. 
Such a reminder process s hould have achieved a finai 
response rate o f 67.S percent. It is a lso reasonable 
to suppose t .hat the targeted households for this re­
mailing were inclined to be more nonresponsive than 
the average, so that it may also be speculated that 
this represents the low end of t ·he potential re­
sponse achievable. 

Follow-up for Missing Data 

Included in all o f the response figures are all 
packages received by mail. Of these, 24 packages 
proved to be outright refusals, with the forms re­
turned blank, which teduced the i:esponse total to 
l,461 and the response rate by 1.6 percent. In addi­
tion, 37 of the 2,338 packages mailed were returned 
by the Post Office as undeliverable a nd no coi:rect 
address was found from reverse directories, recon­
tact telephone call.s, or all other means available. 
These also are considered to constitute refusals, in 
that probably an intentional wrong address was pro-

vided. However, these 37 were not i ncluded in any of 
the reported returns. The refusals that were mailed 
back are evenly distributed over the household types 
defined by the trip-production matrix. 

Subsequent ana lysis of the remaining returns 
revealed various elements of missing or conflicting 
data. 1t had been decided much earlier that a return 
would be considered complete if it was missing not 
more than one-third of the tr.ivel diaries that 
should be returned ( i .e., no travel diaries missing 
for households sent one or two1 one missing for 
households sent two through five ; and two missing 
for those sent six through nine) , and that critical 
questions on household size, vehicle availability, 
and household location had been answered on the 
mail-back forms. In those cases where the re.turned 
survey would be described as incomplete on this 
basis and, in addition, when any information was 
missing from the household survey form or any travel 
diaries were blank oi: missing, an attempt to com­
plete the data by telephone was undertaken, A second 
category of responses requiring follow-up was iden­
tified I this was when critical data provided in the 
t elephone interview differed from the data provided 
in the mail-back survey. Resolution of such con­
£ licts was considered to warrant a telephone call. 
In many i nstances the conflicts wei:e found to have 
arisen because of changes in the household between 
the original telephone interview and the travel-dia­
ry day, or because of an error in the in,formation 
given to the teleph_one interviewer. 

This follow-up procedure was reasonably success­
ful in completing otherwise incomplete surveys and 
resolving confl.icts, and it was relatively inexpen­
sive at $2.00 per household. However, 90 responses 
were classified as too incomplete to be usable, re­
ducing the fi nal usable sample to 1, 370 observa­
tions. The distribution of these complete surveys by 
the two primary categorization variables is given in 
Table 8. 

USEFULNESS OF RESULTS 

The data produced by this survey have been used sub­
sequently to develop new models of trip generation 
and modal split for long-range regional ti:ansporta-
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TABLE 8 Distribution of Usable Surveys by Household 
Size and Vehicle Availability 

Vehicles per Distribution by Persons per Household 

Household 2-3 4 ;;.5 

0 5 33 0 2 
I 116 31 0 6 56 
;;.2 l 356 237 249 --
Total 122 699 243 307 
Note: Data are from Schimpeler-Corradino Associa tes. 

Total 

40 
488 
843 

1,371 

tion planning in Oahu. The data could be used, uuL 
have not been, for recalibrating the tr ip-length 
distributions for the gravity model. As a brief sum­
mary of the results obtained from the data, it can 
be noted that cross-classification models of trip 
prod~1ction were produced for six purposes, and esti-
111ates of tdp rates by households were produced that 
compared favorably with rates from other recent 
studies, For example, the weighted average person 
trip rate for Oahu was determined to be 3.08 motor­
ized trips per day, compared with rates of 2.80 
(1980) and 2.46 (1965) in southeast Michigan, 3.00 
(1977) and l. 66 (1962) in Baltimore, and l. 57 ( 1977) 
in San Juan. Earl ie studies in Oahu had also in i­
cated a tendency for households on the island to 
show a higher trip-making rate than households on 
the mainland. It is also speculated that the travel­
diary approach is moce successful in obtaining a 
reasonably complete report of trip making. 

Similarly, logit models of mode choice were cali­
brated for f our purposes--home-based wo,k, hofne­
based school, home-based other, and nonhome based-­
with calibration data sets of 458, 329, 361, and 277 
for the four purposes , respectively. Satisfactory 
model s were obtained i n each case, with coefficients 
that were withi n the expected ranges, t-scores that 
exceeded the 99 percent significance level, ancl 
sat:.isfaCtoa::~ chi- s~uca.:a Y:id :-:ho-2.q,..!at~ At.:~ti..stics . 
For the selected models, the chi-square foe home­
based work was 355.3, with 9 degrees of freedom 
(df)1 for home-based school it was 134.1, with 8 df; 
for home-based other it was 34.0, with 6 df1 and for 
non-home-based trips the chi-square was 113. 8, also 
with 6 df. These all indicate reasonable fits to the 
data, and indicate that the data collected were 
clearly adequate for the job. 

CONCLUSIONS 

The case study reported in this paper demonstrates a 
procedure by which an intensive survey, based on 
travel diaries, was administered by telephone a nd 
mail and achieved a 50 percent savinq in the survey 
cost per completed return, compared with the use of 
personal interviewers. The final resu.lt of this sur­
vey was the achievement of a mail-back response of 
1,370 usable household returns, which represented a 
58.5 percent response rate for the mail-back portion 
of the survey. Because the survey describe.d here was 
conducted very much as a pioneering effort, it is 
considered that this response rate should be able to 
be improved further in subsequent refinements of the 
procedure. 

The survey used some duplicate questioning so 
that it is also possible to deduce the nonresponse 
biases of the mail-back survey. This has not been 
explored in this paper, but it is an important ele­
ment of the validity and value of a survey of this 
type. 
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The data produced have been used subsequently to 
develop new models of trip generation and modal 
split for long- ra nge r egional transportation plan­
ning on Oahu. The data could be used, but have not 
been, for recalibrating the trip-length distxlbu­
tions for the gravity model. 
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Analysis of Geographical and Temporal Variation in 

Vehicle Classification Count Statistics 
DAVID L. GREENE, PATRICIA S. HU, and GLENN F. ROBERTS 

ABSTRACT 

The problem of estimating highway travel by 
vehicle type using available traffic vehicle 
classification count data is discusse•L The 
data are analyzed by using techniques of 
discrete multivariate analysis. It is deter­
mined that vehicle type relative frequency 
distributions vary importantly across re­
gions, highway systems, seasons, day of 
week, and time of day, but that interactions 
among these factors, which would complicate 
estimation of travel, are not of great 
importance. ·rhe only important two-way in­
teractions involve highway system type; 
the.refore it is possible to derive unbiased 
estimates of vehicle travel by vehicle type 
and highway system even from a nonrandom 
sample of classification count observations, 
provided that total travel by system is 
known. Some exploratory disaggregate vehicle 
·tra,vel estimates are presenter!. 

The quantities of travel by type of vehicle anti type 
of highway sv-stem are funriamental transportation 
data. Such information is important for analysis and 
forecasting of travel and energy use and for deter­
mining exposure rates in studies of highway safety. 
Vehicle survey data are useful for estimating travel 
by vehicle type, but not by highway system (l,ll. In 
order to obtain travel estimates rlisaggregateri in 
both dimensions, vehicle classiHcation count sta­
tistics are needed, Classification count data con­
sist of hourly counts of vehicles by type that are 
recorderi at a particular location on the highway 
system network. Determining disaggregate travel by 
vehicle and highway type is thus a problem of infer­
ring vehicle miles from vehicle t:ounts. 

If there were a sufficiently large, well-iiesigned 
random sample of traffic counts, deriving unbiased 
estimates of vehicle travel would be, in principle, 
a rather simple exercise. Unfortunately, while 
there is a great volume of classification count 
data, none has been collected according to a sta­
tistically designed sampling plan . The problem is 
then one of removing, to the greatest extent pos­
sible, the bias inherent in the existing sample. To 
do this effectively, the variation in vehicle type 
distributions across time and space must be under­
stood. If temporal and spatial r.limensions affect 
the distribution of vehicle types independently , 
t ·hen sample bias can be corrected by a simple re­
weighting of the data. 

This paper is divided into three parts. In the 
f i-rst part a probabilistic model of vehicle type 
relutive frequencies, which helps to clarify the re­
lationship between vehicle miles and vehicle counts 
by vehicle type, is presented. Second, the three ma­
jor sources of vehicle classification data are de­
scribed, and t ·he results of an analysis of the 
structure of classification count data using loq-

linear models are presented. The implications for 
using available d.ata to estimate disaggr,egate 
vehicle travel are discussed. Finally, several pre­
liminary estimates of travel by 13 vehicle types and 
10 highway system classes are presented and dis­
cussed. In the concluding section the interpretation 
of these estimates is discussed and important areas 
for further research are recommended. 

STATISTICAL MODEL OF VEHICLE TYPE COUNTS AND TRAVEL 

Traffic counts do not represent vehicle travel but 
rather represent density at a point on a road. Thus 
a set of assumptions must be specified by which 
vehicle travel estimates can be derived from vehicle 
count data. It is shown that if a functional class 
can be divided into homogeneous systems, then an 
unbiased estimate of vehicle type relative frequen­
cies can be obtained as a weighted average of the 
estimated system relative frequencies. This result 
will be used in the section Exploratory Disaggregate 
Estimates of Vehicle Travel to estimate relative 
frequencies and travel by vehicle type for func­
tional highway classes. The systems used will be 
regional functional classes classified by season, 
day of week, and time of day . The analysis of the 
variability of vehicle type relative frequencies 
across these systems in the next section will show 
that a particularly simple weighting scheme can be 
used that permit.a weights for temporal dimensions to 
be constant across systems. That the systems defined 
may in fact not be homogeneous is a persistent prob­
lem that can only be solved by improved random 
sampling strategies. 

Assume that a functional highway class (see Table 
l) is divided into segments that are sufficiently 
small and homogeneous that vehicle miles on the seg­
ment are equal to its length times a traf'fic count 
taken anywhere on the segment. The segment then 
forms the basic unit of analysis because there is 
nothing to be gained by subdividing it. 

A collection of segments with identical (in prac­
tice, similar) traffic densities and vehicle type 
distributions are called a system in this paper. 
Clearly, a given functional highway class (e . g . , ur­
ban Interstate) may be made up of several different 
systems. In fact, the same strip of road can be 
considered to belong to different systems , depending 
on the time of day or season of the year. In this 
sense a functional class has no under.Lying param­
eters of its own to be estimated, but rather is 
merely a sum of individual systems. Because the goal 
is to make inferences about vehicle miles of travel 
on functional highway classes, these will be derived 
from weighted averages of inferences about the sys­
tems that compose it . In particular, for the pur­
poses of this study, the interest is in inferring 
the distribution of vehicle miles by vehicle type 
for each functional class. 

Assume that an observer, standing at a roadside 
recording vehicle counts for a fixed time period 
such as an hour, is observing a random process. In 
particular, if N total counts are recorded during 
the period , assume that the probability of observing 
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TABLE I Variables and Categories 

Variable 

Quarter 

Region 

Road type 

Day 

Time of day 

Vehicle type 

Number 

4 

4 

10 

2 

5 

13 

Category 

1st 
2nd 
3rd 
4th 
Northwest 
South 
North Central 
West 
Interstate, rural 
Other principal arterials, rural 
Minor arterials, rural 
Major collectors, rural 
Minor collectors, rural 
Interstate, urban 
Other freeways, urban 
Other principal arterials, urban 
Minor arterials, urban 
Collectors, urban 
Weekday 
Weekend 
5:00-9:00 a.m. 
9 :00 a.m.-3 :00 p.m. 
3:00-7:00 p.m. 
7:00-11 :OO p.m. 
11 :00 p.m.-5 :00 a.m. 
Standard and compact cars 
Subcompact cars 
Motorcycles 
Buses 
Pickups, panels, and other two-axle, four-

tire trucks 
Two-axle, six-tire single-uni! tmc~s 
Two-or-more-axle single-u nit lrucks 
Three-axle combination trucks 
Four-a xle tractor-semicombinations 
Other four-axle combinations 
Three-axle tractor, two-axle semi combina­

tions 
Other five-axle combinations 
Six-or-more-axle combinations 

C1 vehicles of type 1, c2 ot type 2, up to Cm 
of type mis given by the multinomial distribution, 

(I) 

The Pk' s are the probabilities of observing a ve­
hicle of type k in a sample of one, or alterna­
tively, the rel.ative frequencies of type k vehi cles 
in the total population of vehicles traveling the 
given s ystem. Also, 'tis required that 

m 

In general, the total number of counts recorded 
in an hour will itself be a random v.ariable. Assume 
that the number of counts observed will follow a 
Poisson distribution. The Poisson is widely used 
both in traffic engineering and elsewhere to repre­
sent random arrivals (ll: 

PX(N) = e-" · (XN/N !) (2) 

The Poisson distribution has expected value (mean) 
and variance both equal to A, Compounding the 
Poisson and multinomial disti:ibutions in this WflY 
results in a distribution in which aach of the 
vehicle type counts is distributed Poisson with 
parameter Ak ~ PkA (!l, 

(3) 
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From this model some useful i:esults concerning esti­
mators of system traffic densities and vehicle fi:e­
quencies can readily be de rived . 

Maximum likelihood ,;,1c1t;imators of >. and Pk can 
be obtained by taking derivatives of the log likeli­
hood function, 

m 
Max log(P) = 2: [-:>..pk + Ck log(Apk) -log(Ck !)] 

~ ,Pk,k k=i 
(4) 

setting them equal to zero and solving for A and pk: 

m m 
olog(P)/iJ;!.. = - 2: Pk + (1/X) 2: Ck 

k=i k=l 

Setting these equal to zero, and because 

m 
2: Pk = 1, 

k=l 

then 

(5) 

(6) 

The unbiasedness of these estimators can be shown by 
taking expected values: 

m m m 
E(i) = 2: E(Ck) = ~ Xpk = X 2: Pk = X (7) 

k = l k=l k = l 

In general, however, the actual A will not b e known 

in order to be a ble to estimate Pk• and instead~ 
will have to be used. By using an approximation from 
M~~-1 o> ,.1_ l<\l it can easilv be shown that their 
quotient is u~biased at least up to a second-oi:der 
Taylor series approximation, 

(8) 

This result follows from showing that 

(The full pi:oof is available on request from the 
authors.) 

These estima.tors are appropriate for estimating 
the .paumeters ot a system m,,nposed of es::icntiall'/ 
homogeneous road segments. If a random sample of 
segments is t.;iken from the same system, then these 
estimatoi:s can be used to obtain maximum likel.ihood, 
unbiased estimates of the system parameters . A func­
tional road class i n a given region and time period 
will most likely be composed of several systems . In 
a sense, it has no underlying parameteca of its own 
but , rather, is mei:ely a summation of indiviilual 
systems . In particular , it is cleat that the rela­
tive vehicle mile fi:eguencies (fkl foe vehicle 
types k = 1, •• , , m are just the weighted averages 
of those of all systems in the class: 

(9) 

Systems are indexed by i = l, , •• , S, Ti to repre­
sent total vehicle miles of travel on system i, ano 

ii 

• . 
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ri is the proportion of total functional class 
travel occurring on system i. 

Unfortunately, the actual travel on a system is 
not generally known. However, it is known that on a 
segment j travel is 

where R, is the segment length and X is the sys­
tem average traffic count rate. For the system, 

Ti "' Ai ~ Qii 
j 

(11) 

If Etij is known, the maKimum likelihood, un­
biased estimator of >. can be used to estimate Ti 
(this estimator will also be unbiased), Then fk can 
be straightforwardly estimated by substituting Equa­
tion 11 into Equation 9. 

Suppose that N samples (a sample being, for ex­
ample, a 1-hr vehicle count on a segment) are taken 
from different systems, where ni is the number of 
samples from system i. To obtain an unbiased esti­
mate of the true weighted average for the functional 
class, it follows from Equation 9 that parameter 
estimates from each sample must be weighted in pro­
portion to total vehicle miles from each system. 
This is readily done by using counts and system 
mileage as demonstrated in Equation 11. The impor­
tant result here is that to obtain an unbiased esti­
mate of the vehicle type distribution, it is only 
necessary to have traffic c:ounts and system lengths. 

STRUCTURE OF VEHICLE CLASSIFICATION COUNT DATA 

Four data bases were supplied by FHWA. One data 
base contains estimates of total vehicle miles of 
travel (VMT) by state and highway class (correspond­
ing to FHWA, table VM-2). The remaining three data 
bases contain vehicle type count records from ( a) 
the Highway Performance Monitoring System (HPMS) 
case study (_&) , (bl various truck weight study (Tl~S) 
counts, and (C) various traffic counts conducted by 
states for their own purposes. 

The TWS and HPMS data are both large data bases 
of equivalent size. The HPMS contains 27,070 usable 
hourly records and the TWS contains 32,650 such rec­
ords. The distribution of these records by func­
tional class, however, is extremely different. The 
HPMS cases are divided about equally: 13,246 rural 
and 13,824 urban, The TWS, on the other hand, is 
heavily biased toward rural roads, with 27,158 rural 
cases and only 5,492 urban ones. Geographically, 
the TWS used for this study is more comprehensive, 
with data from 22 states, with at least 1 in each of 
the 9 census regions. Because it is a case study, 
the HPMS includes data from only four states and one 
planning region: Arkansas, Iowa, Minnesota, Wash­
ington, and the Delaware Valley. In terms of traffic 
counts, the two data bases are roughly equal in 
size, with each having just more than 10 million 
counts. 

The chief problem with vehicle count data is that 
it has not generally been gathered in accordance 
with statistical sampling procedures designed to 
produce comprehensive coverage for the entire United 
States. Instead, counts have been taken for dif.fer­
ent purposes and at different times under varying 
conditions. In short, what has been produced is a 
nonrandom sample. Most techniques of statistical in­
rerence are designed to be applied to a random 
sample. The challenge in working with a nonrandom 
sample lies in discovering ways to eliminate the 
bias inherent in the sample (e.g., weekdays may be 
oversampled relative to weekends, or daytime hours 
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oversampled relative to nighttime hours). One aspect 
of the sample bias that cannot be corrected within 
the scope of this project is the choice of traffic 
count observation locations on the road network. I n 
terms of theory offerer! in this paper, this is to 
say that the authors may not be able to work with 
homoqeneous s ystems . From the vlewt>oint of this 
analysis, the c!loic:e o ·f t .raffic count locations must 
be assumed to be representative of or a random 
sample within a particular functional c lass ana 
region. 

Each data base was reorqanizeil int:o a table o f 
tota.l count freque ncies classHiea by quarter, <lay, 
time , region, .functional cla.ss, antl vehicle type. 
The categories of each variable useil are aiven in 
Table l. Thus the cell labeletl spring, weekday, 9:00 
a.m.-3:00 p .m., region 4, rural I nterstate, motor­
cycles, would contain the sum of all motorcy<:le 
counts from all observations havinq those at.tributes 
i n the data base in question, Certain vehicle cate­
gories were combined so that no variable had more 
than 10 categories, a requirement of the statistical 
software that was used. The result is a six-dimen­
sional table with a total of 16,000 cells, many o .f 
which are empty for any given "lata base. I n terms 
of the theory, each cell is considered to be a homo­
geneous system. 

The technique of discrete multivariate analysis 
using loq-linear models is used to analyze tables of 
frequency data cross-classified by categorical vari­
ables . Consider a three-way table of traffic counts 
by vehicle type (V) , functional highway class (Cl , 
and region (R). The lower case letters i, · , k are 
used to index the levels {or categories) of the 
variables V, c, R; a nd I, J , K are the numher of 
levels in each category . Let fijk be the observed 
frequency (count) in cell i, j , k of the table (ma­
trix ) • Loq-linear mo<lel i ng assumes that the loga­
rithm of the expected cell count (E{Eijkl = Fijkl is 
a linear function of certain parameters associated 
with indivi<lual e1:fects of each variable ann inter­
actions of variables. If the variable symbols are 
used as superscripts and the var iable indices are 
usea as subscripts to indicate the level of each 
variable, the model can be written as 

(12) 

The A's are usually called effects and the super­
script identifies to which variable or interaction 
of variables the effect pertains . 'In Equation 12, 
Av, >.c, ).Rare the main effects of variables v, C, R, 
i n which ).vc, ).vn, ).CR are their two-way interaction 
and >. VCR is their three-way interaction. Clear­
ly, tbe table of frequency counts contains only IJK 
cells, whereas Equation 12 specifies {l + I + J + K 
+ IJ + IK + JK + IJK) parameters. To eliminate this 
parameter redundancy, the following constraints are 
imposed: 

~ ;1.t =O, E;>..f =O, ~ ;>..f =O 
i l k 

~;,..De=}; ;,..;,{c= ~ ;.-t,,R = .. . = ~Aff<R =O 
j j i k 

~ Ai]kCR = E ADkCR = ~Ai]kCR = 0 
j j k 

(13) 

With the constraints of Equation 13, the model 
(Equation 12) has eKactly as many parameters as 
there are cells in the table. If all parameters 
were estimated, the model would fit the table ex­
actly. The model (Equation 12) is termed the satu­
rated model because it includes all possible ef­
fects. In general, all effects are not statistically 
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significant, and thus the identification of a log­
linear model consists of determining which effects 
are needed, and which A terms are superfluous. 

Generally, only hierarchical models are con­
sidered. In a hierarchical model, a higher-order 
interaction effect is included only if all lower­
order effects involving the var i ables in the higher­
order effects are also included. Thus if AVR is in­
cluded, AV and AR must also be included. When only 
hierarchical models are considererl, each model can 
be described as a minimal set of higher-order ef­
fects. For example, specifying the hierarchical 
model (VC, CRJ is equivalent to the model (8, v, 
C, R, VC, CR). In this fitted model, the marginal 
sums associated with v , C, R, VC, CR, and the table 
total will exactly equal those of the original 
table. Thus in the hierarchical model including the 
parameter VR is equivalent to exaotly fitting the 
IxK marginal table formed by summing over j (the 
levels of the variable C). 

Log-linear models are useful for understanding 
the relationships between variables in a table and 
for estlmating a table of expected frequency counts 
using a fitted model. What needs to be known are 
the important relationships among functional hig hway 
class (C), season (Ql, day of week (D) , region (RI, 
and time of day (Tl, and a.lso the distribution o f 
traffic count-S by vehicle type (V). The procenure 
consists of estimating a new table that fits a sub­
set of the siK-way table margins and measuring the 
degree to which it fits the original table. The 
degree of fit is measured by means of the likelihood 
ratio x• statistic, 

which is asymptotically distributed as 
degrees of freedom equal to the number 

(14) 

x• with 
of cells 

~i~~= the ~umb~r of~ rAmPterR to be estimated. 
In order to test the significance of a particular 

parameter (e.g., ;i.A8 ) in the model (Equation 
12) , the difference in x 2 is compu_ted between the 
hierarchical model that includes this term, 

and the model that includes all the same terms ex­
cept ;i.AB, 

(16) 

The difference in the two models' x2 is also dis­
tributed x1 with degrees of freedom equal to the 
difference in degrees of tceecfom or Lhe two modelc 
[here ( I-1) (J-1) l. By testing Equation 15 versus 
Equation 16, it is actually a test of whether A anrl 
B influence cell counts independently or whether 
they interact in determining cell counts. 

Log-linear analysis allows simultaneous interac­
tion of all variables. In some cases it is reason ­
able to consir3er .one variable a dependent variable 
that is affected by the other variables but does not 
influence them. In the present case vehicle type 
should be considered the dependent variable (e.g., 
vehicle type does not influence the number of counts 
on weekends versus weekdays, cat·her the rever·se) • 
When one variable is considered the dependent vari­
able and all others are independent variables, the 
joint marginal of the independent variables mQst 
always be fitted. In the six-way traffic count table 
the CDTQR margin must always be fitted . Given this, 
the interest is in testing hypotheses about only 
those terms involving v. 
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I n general, t he technique of log-linear model 
analysis is applied to a random samt)le of data. When 
the data have not been collected by means of a 
simple random sample, it is necessary to fit addi­
tional marginals to control for th« (act that the 
sample size (marginal sums) in some combinations o f 
categories has been determined exogenously. In the 
case of the traffic count data, the only factor that 
is in fact random is the number of counts by vehicle 
type for a g lven observation. Everything else has 
been d,etecmined by the peculiarities of the tcaf£ic 
count sample frame. This requires th.at the COTQR 
ma.rgin be fitted exactly. Fortunately, this is the 
same requirement imposed wheu V is considered tho 
dependent variable. 

The analysis of the traffic count data proceeds 
by adding terms to the null model (CDTQR) to form 
success vely more complex models involving V. I\ 
stepwise procedure of the 8MDP4F statistical soft­
ware package was used. Each of the three traffic 
count data bases (BPMS, TWS, and state data) wer.e 
analyzed separately. Because of the extremely large 
sample sl2es of these data bases (on the order of 5 
to io million counts) , every conceivable effect is 
significant at commonly used significance levels 
(e.g., 0.05, 0 . 01) . The reason for this is that, in 
a very large sample, even he most trivial differ­
ences can be detected with great accuracy. To 
determine which parameters are important and which 
are trivia.l , some other measure is needed. Goodman 
(l) has suggested a guasi-R 2 (coeff cient of mul­
tiple determination) based on the perce.ntage reduc­
tion in x • brought about by introducing an addi­
tiohal parameter. In the present case he interest 
is in percentage reductions in x2 over the null 
model (CDTQR, V) brought about by adding inter-action 
teems involving V. 

Because only hierarchical models are considered, 
a shorthand notation is used in which only the high­
est-order terms are mentioned. For example, the fol­
lowing two ar~ aqui~alent: 

CDTQR, VCT, VCR 

and 

C, D, T, Q, R, CD, CT, CQ, CR, OT, DQ, DR, TQ, TR, 
QR, CDT, CDQ, CDR, CTQ, CTR, CQR, DTQ, DTR, 
DQR, TQR, CDTQ, CTQR, CDQR, DTQR, CDTR, 
CDTQR, VCT, VC, VT, VCR, VR, V. 

A limitation of the BMDP software (!) is that no 
more than 10 categories can be defined for a single 
variable. It was therefore necessary to combine 
three vehicle type categories. Single-unit truck 
counts, except pickups and so forth, were combined 
into one class, as were all four-axle combinatio1 s 
and five-axle combinations. 

The stepwise procedure begins with the basic 
(null) model CDTQR, V and adds terms. Results for 
the BPMS data ace given in Table 2. The individual 
effect of each variable on the vehicle type distri­
bution is captured by the two-way interactions with 
V. Region and road class appear to be the most im­
portant influences. Day and time effects ace only 
about one-third as potent and the quarter effect is 
almost negligible. When all the two-way effects are 
included in the model, the percentage of x• ac­
counted for increases to 83. Interestingly, this is 
almost exactly equal to the sum of x• reductions 
the individual e-f·fects (84), an indication that 
interactions of higher order may not be important. 

Examination of x 2 reduction due to three factor 
interactions indicates that only the class-region 
interaction reduces x• by more than 1 percent. 

ii -
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TABLE 2 Stepwise Analysis of HPMS Traffic Count Data 

Degrees 
of Likelihood-

Mod el Freedom ratio x2 Quasi-R2 

CDTQR,V 9, 171 1,41 7,160 0.0 

Individual Two-Way In teractions 

CDTQR,VC 9,054 1,01 8,124 0.28 
CDT QR, VD 9,162 1,288,042 0.09 
CDT QR,VT 9, 135 J ,281, 126 0.10 
CDTQR, Y.Q_ 9 ,1 44 1,370,291 0.03 
CDTQR,~ 9,153 93 1,127 0.34 
CDTQR, VC, VD, VT, VQ, VR 8,964 245,229 0.83 

Individual Three-Way Interactions 

CDTQR, VT, VQ, VR, VCD 8,865 239,917 0.83 
CDTQR,VD,VQ,VR,VCT 8,598 227,79 1 0.8 4 
CDTQR,VD, VT,VR,VCQ 8,676 231 ,348 0.8 4 
CDTQR, VD, VT, VQ, VCR 8,838 182,694 0.87 
CDTQR,VC,VQ,VR,VDT 8,928 229,811 0.84 
CDTQR, VC, VT, VR, VDQ 8,937 242,053 0.83 
CDTQR, VC, VT,VQ,VDR 8,946 229,074 0.8 4 
CDTQR, VC, VD, VR, VTQ 8,856 239,964 0.83 
CDTQR, VC, VD, VQ, VTR 8,892 237 ,322 0.83 
CDTQ R, VC, VD, VT, VQR 8,910 237,410 0.83 

These results suggest that spatial variation in 
traffic distributions dominates temporal variation. 
Simple two- way region a nd road class i nteractions 
with ve hicle type reduce x 2 by 34 and 28 percen t , 
respectively. The effect of seaso n o nly r educes x 2 

by 3 percent . This sugge sts that f o r the HPMS data 
base, at least , little would be lost by ignoring the 
seasonal variation in vehicle type relative frequen­
cies (not total counts, because these have been ac­
counted for by the CDTQR terms) • The results also 
suggest that each factor, class, day, time, region, 
and road clas s can be considered approximately in­
dependent of t he othe rs in its effect on vehicle 
type relative frequency. 

Because HPMS includes only five states covering 
four regions, the importance of region might be ex­
pected to be greater than in the other data sets 
where each regional effect is the average of several 
possibly di'fferent states Second, the HPMS has by 
far the most complete coverage across all other 
variables. Th i s is simply a result of the fact that 
the HPMS i s a systematic data-gathe ring program. The 
sampling system ensured good coverage by day of 
week, s eason, t i me of day, and road c lass . The other 
data sets are not systematic a nd generally have 
large gaps (e.g., weekends at night are sparsely 
sampled) • In brief, it should be expected that the 
variable region in the HPMS data base is in fact 
representing particular states. On the other hand, 
variables such as time or day in the other data sets 
could possibly be assumed for particular states that 
reported data for odd times while others did not. 

Log-linear model analyses of the TWS counts are 
summarized i n Table 3. The general pattern is simi­
lar to that pf the HPMS. Functional highway syste m 
class is the most important s i ngle factor . Region 
and time of day are cons iderably less important, and 
nay of week and quarter are almost negligible. The 
VC term alone accounts for a 31 percent reduction i n 
x 2 • All two-way interactions account for 74 per­
cent as compared with 83 percent in the HPMS. Inter­
actions are somewhat more important. The road class­
region interaction and qua rter-region interaction 
appear to be most important. Includ i ng both reduces 
the lack of fit by 92 percent. 

The state data base analysis results show strong 
s i milarity to that of the HPMS (Table 4) • Road 
class and reg i on appear to be the most influential 
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TABLE 3 Stepwise Analysis of TWS Traffic Count Data 

Degrees 
o f Likelihood-

Model Freedom rat io x2 Quasi-R2 

CDTQR, V 3,330 870,986 0.0 

In dividual Two-Way Interactions 

CDTQR,VC 3,224 60 1,158 0.3 1 
CDTQR, VD 3,321 868,682 0.003 
CDTQR,VT 3,29 4 690,654 0.21 
CDTQR, Y..Q 3,303 825,040 0.05 
CDTQR, YR 3,303 710, 485 0.18 
CDTQR,VC,VD,VT,VQ,VR 3,125 227,259 0.7 4 

Indivi dual Thr ee-Way Interactions 

CDTQ R, VT, VQ, YR, L_Q_ 3,070 224,809 0.7 4 
DTQR, VD , VQ, VR , Y.._ 2,802 208,984 0.76 

CDTQR , VD,V'f, VR, VCQ 2,968 203,739 0.77 
CDT Q.R , VD, VT, VQ, VCR 2,915 151,177 0.83 
COTQR. VC. VQ , Vil , VDT 3.089 226,411 0.7 4 

DTQR, V , VT, VR , VDQ 3,106 225, l 76 0,74 
' DTQR, V , VT , VQ , VDR 3,107 223,694 0.7 4 
OTQR, VC, VD, VR, Y!Q._ 3,017 224,779 0.74 
DTQR, V , VD , VQ , VT R 3,017 219 ,974 0.75 

· OTQR, VC, VD, VT, VQ.& 3,035 140,305 0.84 
CDT QR, VD , VT, VQR, VCR 2,825 74,329 0.92 

TABLE 4 Stepwise Analysis of State Traffic Count Data 

Degrees 
of Likelihood-

Model Fr eedo m ratio x2 Quasi-R2 

CDTQR, V 3,942 1,25 1,697 0.0 

Indivi dual Two-Way Interactions 

CDTQR, VC 3,799 751,830 0.40 
CDTQR,VD 3,933 J ,226,458 0.02 
CDTQR,VT 3,906 1, 138,397 0.09 
CDTQR,Y..Q 3,915 I, 186,096 0.05 
CDTQR, YR 3,856 844,404 0.33 
CDTQR,VC,VD,VT,VQ,VR 3,64 1 258,141 0.79 

Individual Three-Way Interactions 

CDTQR, VT, VQ, VR, V 0 3,595 252,306 0_80 
CDTQR, VD, VQ, VR , Vt'T 3,278 163,581 0.87 
CDTQR, VO, VT, YR, y.m_ 3,395 220,831 0.82 
CDTQR, VO, VT, VQ, y__g_ 3,406 222,79 1 0.82 
CDTQR, VC, VQ, VR , YQI. 3,605 255,681 0.80 
CDTQR, VC, VT, VR, VDQ 3,615 256,210 0.80 
CDTQR, V , VT, VQ, VD R 3,624 253,473 0.80 
CDTQR, ·V , VD, YR, VTQ_ 3,533 247 ,105 0.80 
CDTQR, VC, VO , VQ VT R 3,531 233,086 0.8 1 
CDTQR, VCR, VTR,VD, VQ 3,3 10 205,838 0.84 

f actors . Time o f nay is conside rably less impor tant , 
and day o f wee k anri quarter are again almost neql i­
g i ble . Two-way road class a nd regio n interactions 
with veh i c l e t ype r educe x• by 40 and 33 percent , 
respectively. Incl uding all two-way i nteractions 
accounts for 79 percen t of renuction in x• . The 
road class-time interaction with vehicle type re­
duce s 1( 1 by 87 -pe r cent . Th is suggests t hat road 
class and time o f day depe nn on each other in thei r 
e f fect on vehicle type relative frequencies . 

EXPLORATORY DISAGGREGATE ESTI"\ATES OF 
VEHICLE TRAVEL 

The results of the log-linear a nalysis imply a 
simple basic structure to t r aefic count nata . The 
d i stribution of ve h icle t r affic among ve hicle types 
doe s varv across time a nd space. Bu t the only i mpor­
tant i n te r ac tio n eff;ects are two-way effec ts that 
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include highway class . In terms ot the theory, this 
means that the effect of time of day does not vary 
across s ystems within a hiqhway cla ss. Theret o r e , 
to de11e lop estim.:tcs o f tra""'' by .tvoe of veh l.cle 
disaggregated by hiqhway class, the remaining dimen­
s i ons can be weighted independently. Thls res ult 
was used to produce some . xperimental e s timates of 
disaqqregate regional travel. These estimates are 
experimental because biases not control led in th l s 
analysis (e.g., network location) can, and probably 
do, still influence the results. It shoul!i also be 
noted that the authors did not have complete covAr­
age oc etat"s in this ou1nplo. 

The estimation process consists of t~o compo­
nents : (a ) we iqht:Lnq and r:olla-psinq categories anrl 
combinlng data bases, and (bl using the tinal pro­
cesserl data to estimate travel. To appreciate the 
role 01: preprocessing and weiqhting in the estima­
tion process, it is llseful to begin with a oesc r i.p­
tion of the second and final step. l\ssumino ~.hat 
there is either a random sample or that the vehicle 
classification count data are weighte<l to co.rrect 
f or s ample bias, the estimation of disagqC"egate ve­
hicle travel is relatively straightforwaril. T.et c 
represent tratfic counts that are indexed by i " 1 , 
2, ..• , I for ve hicle tY?es; j = , 2 , .•. , J for 
r egions; and k = l, 2, ••. , K for highway F.unctional 
class. J\11 other dimensions (e.g., time o.f: day, day 
of w~e k, season) have been eliminated in the weight­
ing and dimP.nsion collapsing ,:,rocP.ss . The absence 
of a subscript will be used to signify t ha t counts 
have been summed over ·that •Hmensi.on. For exa.mole , 

which is the total count for all vehicles in region 
j on functional class k. From the Cljk and Cjk• 
the relative frequencies a.re computed for each ve­
hicle ty~~ , regi~~. -=!!'Yl fnn~tional class, whi.ch is 
represented by fijk• 

Recall that if there is a random sample or if the 
bias in the sample has been eliminated through 
weighting, then the vehicle miles by each vehicle 
typP. i should be proportional to fijk for all 
i " 1, 2, ..• , I , Th ' s of course applies only to the 
appropriate region and road system. Given this fact, 
and the fact that 

1 fiik = Icc1jklcjk> 
i i 

the fi'k can be used Lo distribute total VMT, 0n ~ 
given iunctional class in a particular reqion, among 
the various types of vehicles. Le.t Tik denote 
travel in region j on functional class k; ~hen 

is the estimate of disaggregate vehicle travel. If 
summed across vehicle types, the analyst wiJ.l qet 
back the total vehicle travel in region j, func­
tional class k, with which he began: 

L Tijk = Tjk L fijk = Tjk' l. 
i i 

The key assumption made is that once the three­
dimensional array of traffic counts Ciik is ar­
rived l;lt, any bi.as in the data has ali:eady been 
removed. In general, this will not be true unless 
there is a reasonably wel.1-desiqned sample to begin 
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with. Bias in the sample may arise from three prin­
cipal sources, only one of which can be corrected: 

l. Location bias, which results from collecting 
counts on an atypical location un the road net•,:crk ~ 

2, Time-space bias, which results from a nonran­
dom allocation of observations over time, across 
functional classes, across regions, and even across 
states within a regioni and 

3. Missing data for any category, especially 
states or highway classes. 

Only the second kind of bias can be mitigated. This 
can be done by the weighting of categories lu ad­
vance. 

·rhe weighting process is best illustrated by ex­
ample. Suppose that the dimensions and categories 
given in Ta ble 1 are used. Statistica.l ana yses of 
the t hree major vehicle classification count data 
bases indicated that vehicle type frequency distri­
butions vary across all these dimensions and cate­
gories. For example, for any given day of week, sea­
son, region, and functional class the distribution 
of traffic by vehicle type will be different at 
d if ferent times of the aay. There·fore if there are 
twice as many daytime as nighttime observations, the 
final estima P. of total travel. by vehic l e type will 
be biased toward the daytime pattern. It was also 
noted ·that the vehicle type frequency distribution 
varies jointly by functional class and time of day 
and by functional class and region. Because the 
final estimates will be by functional class and re­
gion, this does not complicate matters. To get un­
b.iased estimates, the weights of observa tions by 
time, day, and season need only to be corrected 
independently . 

suppose that half of the obse.rvations (records, 
not counts) were taken on weekends and hal·f on week­
days. This represents sa!l\ple bias because a uniform 
distribution over time would give 2/7 on weekends 
and 5/7 on weekdays. To correct this bias a welght 
of 2 for weekends and 5 for weekdays can be speci­
fied. Because it is known in advance what the dis­
tribution of samples over time in an unbiased sample 
should look like , it is simple to weight categories 
of temporal dimensions. 

Unfortunately, by weighting the sample observa­
tions , there is a trade-off of a reduction in bias 
for a loss in efficiency. To see this , imagine that 
there were 10 5 weekday observations i n the data 
but only 10 weekend observations. By using a 5: 2 
weighting, the bias is reduced in theory but the 
variance (decrease in reliability) of the estimate 
is greatly increased. The reason is that while 
there is a great deal of information about weekday 
travel, nQxt n nothing is known about weekend 
travel, and yet the data are used as if the analyst 
had 0.4 x 10 5 weekend observations . In practice, 
caution should be exercised when weighting 
observations when the input data are extremely 
maldistributed. In such cases it may be better not 
to try to correct for sample bias at all. 

In the same way that categories of a dimension 
can be weighted and summed , data from different data 
sets can also be assigned weights and combined. The 
weights may reflect the analyst ' s conf ioence in a 
pa.rticular data set or simply the actual number o'f 
observations in each . This allows several data sets 
to be processed ( categor ie,s weighted and d i111ensions 
collapsed) individually, combined at any desired 
point, and then further processed as a combined set. 

Three sets of disaggregate vehicle travel esti­
mates by region and functional class were produced 
based on 1980 VMT by state and functional class. 
[Note that these data are from he Fffi'l"A, U.S . De-
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par\;ment o .f Trans portation (1982) • Used were tables 
of "Vehicle miles of travel classified by state and 
functional class hi9hway category" for 1980 and 
1981, ta.ble VM-1, "Annual Vehicle Miles of Travel 
and Related Data--1981," and three traffic count 
data tapes supplied by Paul Svercl of Highway Plan­
ning, Highway Statistics Branch.] The first two 
sets are based on the traffic count data from the 
TWS and HPMS data bases. The state data base was 
not used because inconsistencies in its method of 
vehicle classification could not be resolved. For 
each state, tr a ffic counts are given a weight pro­
portional to total state WIT. I n general, thi s 
changed the results l i ttle in comparison with counts 
net weighted by state. Finally, a combined set of 
estimates was produced based on the state VMT­
weighted data from both data sets. Observations for 
a given region from the HPMS and TWS data were given 
equal weight, even though the TWS always represented 
more s tates . 

The estimates based on weighted traffic counts 
are given in Tables 5-7. Vehicle categories have 
been combined to reduce the size of the tables and 
also because four vehicle types--large cars; small 
cars; two-axle, four-tire trucks; and 3S-2 semi­
trailers (18 wheelers)--account for virtually all 
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the vehicle travel. Some vehicle categories never 
achieve as much as l percent of total travel in any 
region. 

Some general patterns of. vehicle travel hold up 
across regions and data bases. For example, combina­
tions or semitrailers are always most prevalent on 
rural Interstates and are less common the lower the 
order of the road system. Also, the distribution of 
total regional travel among vehicle types varies im­
portantly, but not drastically, across regions and 
d a ta bases. For e xample, the West and South always 
show the most sing le-unit trucks, mostly two-axle, 
four-tire (pickup) trucks. Finally, it appears from 
these data that combination trucks may account for a 
greater percentage of total vehicle miles than pre­
viously thought, poss ibly by as much as a factor of 
2 (it should be noted that the tables do not include 
local roads, which account for 14 percent of the 
1980 VMT). This holds for both the HPMS and TWS data 
bases. In 1980, the FHWA estimated that 3. 7 percent 
of total U.S. highway miles were by combination 
trucks. The explora tory estimates from this research 
are considerably higher. 

The travel estimates represented in these tables 
represent direct empirical estimates based on the 
available data. Because of problems with these data, 

TABLE 5 Estimates of VMT by Highway Category and Vehicle Type (1981), HPMS Data Only 

Vehicle Type 

Trucks 

Cars and Motorcycles Buses Single Unit Combination 

Road Type VMT (109 ) Percent VMT (109 ) Percent VMT (109 ) Percent VMT (109 ) Percent 

Rural Interstate 70. 1 59 ,3 0.4 0.3 24.5 20.7 23.2 19.6 
Rural arterial I 33.! 59.7 0.9 0.4 70.0 31.4 18.9 8.5 
Rural other 79.4 56.I I.I 0.7 51.8 36.6 9.4 6.6 
Urban Interstate 109.4 68.2 0.4 0.2 33.9 21.1 16.7 10.4 
Urban other 385.6 74.4 2.0 0.4 l.!11.. 22.7 12 .9 2.5 

Total 777.6 67.0 4.8 0.4 297 .9 25.7 81.l 6.9 

TABLE 6 Estimates of VMT by Highway Category and Vehicle Type (1981), TWS Data Only 

Vehicle Type 

Trucks 

Cars and Motorcycles Buses Singe Unit Combination 

Road Type VMT (109 ) Percent VMT (109 ) Percen t VMT (109 ) Percent VMT (109 ) Percent 

Rural Interstate 77.7 57.6 0.4 0.3 26.7 19.8 30. 1 22.3 
Rural arterial 177.9 67.8 0.5 0.2 60.6 23.1 23.3 8.9 
Rural other I 10.7 70.1 0.6 0.4 34.8 22.0 I 1.9 7.5 
Urban Interstate 117.8 73.4 0.3 0.2 26.4 16.5 15.9 9.9 
Urban other 355.7 76.l Q,2_ 0.2 96.6 20.7 14.0 3.0 

Total 839.8 71.0 2.7 0.2 245.1 20.7 95.2 8. 1 

TABLE7 Estimates of VMT by Region and Vehicle Type (1981 ), HPMS and TWS Data Combined 

Vehicle Type 

Trucks 

Cars and Motorcycles Buses Single Unit Combination 

Region VMT (I 09 ) Percent VMT (109 ) Percent VMT (109 ) Percent VMT (I 09 ) Percent 

Northeast 132.9 79.2 0.9 0.5 23.7 14.1 10.3 6.1 
South 286.6 63.7 1.4 0.3 118.0 26.2 43 .8 9.7 
North 242.3 72.5 LO 0.3 66.7 20.0 24.1 7.2 
West 147.0 66.6 0 .6 0.3 63.2 28.6 10.0 4.5 

Total 808.8 67 .0 3.9 0.3 271.6 23.2 88.2 7.5 
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it is not possible to quantify the accuracy of these 
estimates with any precision. Three of the four re­
gions are missing data for one road type. The 
Northeast and South ar.az !!'!sAing mi,nor rural collec­
tor data, and the West is missing data for other 
urban expressways. In addition, not all states are 
represented, and there are good reasons to believe 
that routes high in truck traffic were oversampled. 

CONCLUSIONS 

Vehicle classification count data are th~ AOle 
source of information on vehicle travel by type of 
vehicle, highway system class, and geographical 
area. Although a great deal of classification count 
data has been collected, it has not been collected 
according to statistically unbiased sampling proce­
dures, and this presents serious problems for esti­
mation of vehicle travel. Discrete multivariate 
analysis of the classification count data has re­
vealed a simple structure to the variation in ve­
hicle type distributions across time and space. 
Vehicle type relative frequencies vary by region, 
highway system, day of week, time of day, and sea­
son. There are also important interactions between 
highway class and region, and highway class and 
time. Vehicle type relative frequencies vary most 
across the geographical dimensions (regions and 
highway systems) , although temporal variations are 
also important. The combination of all main effects 
and two two-way interaction effects accounts for 
about 90 percent of the variation ( as measured by 
reduction in x 2 ) in vehicle type relative frequen­
cies in three different vehicle classification count 
data bases. 

This result implies that sample bias in classifi­
cation count data along these five dimensions can be 
corrected relatively easily if vehicle travel by 
highway i;;l ass and region, as well as by vehicle 
type , is being estimated. This can be done by ap­
propciately weighting observations according to the 
time-space distribution of the road network. Region 
and functional highway system were the only geo­
graphic dimensions used in this analysis. Because 
it is not necessary to aggregate over these dimen­
sions, there is no need to develop weights for them. 
Weights could easily have been computed, however, 
based on highway system mileage by region. 

An important geographfo factor not controlled in 
this analysis is the particular location of the 
traffic count on the given highway class. In prin­
ciple, to obtain unbiased estimates of vehicle type 
reJ.ative frequencies, locations for observing clas­
sification counts should be randomly distributed on 
the hiyhway system. This i~ the most important un­
known factor in estimating vehicle travel £rom 
available classification count data. Another impor­
tant issue d;serving further attention is the fact 
that although weighting factors can remove sample 
bias, they also tend to increase the variance of es­
timators, especially when the sample is extremely 
maldistributed. 

Experimental estimates of disaggregate vehicle 
travel by 4 census regions and 10 FHWA highway sys-
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tern classes were derived by using data from the HPMS 
and TWS data bases. The estimates suggest a much 
higher evel of combination truck travel than offi­
cial FHW!>. estimates. Because of the way the data 
were collected , there ls tt':asor. to b~lie~e ~ at t he 
classification count estimates may be biased by a 
selection of locations on the highway network with 
above-average levels of truck traffic. ~his question 
deserves further attention . 

The ability to estimate highway travel by veh icle 
type is limited by (a) a lack of comparable data for 
all states, (b) the gross spatial a nd temporal 
biases of existing traffic classification count 
samples , and (c) the unknown uias due to oho ice of 
observation location on the network. Some of the 
problems caused by a and b can be ameliorated and to 
some extent quantified by further analysis. The 
problem of locational biaG and the final resolution 
of other data problems can ultimately be solved only 
by the use of statistically valid sampling tech­
niques. 
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Trip Chains and Activity Sequences: 

Test of Temporal Stability 

LIDIA P. KOSTYNIUK and RYUICHI KITAMURA 

ABSTRACT 

A s tudy o f the t e mporal stabiUty of ur ban 
travel patt.erns is r eported . Daily trip rec­
o rds o f i ndiv iduals f r om s ou t heast Mich igan , 
o b t ained f rom orig i n- dest ination s urve y data 
sets o f 1965 a nd 1 980 , are c ompa r ed a nd a na­
l yzed f o r tempor a l cha nges . I n addit i o n to 
the traditional i ndic a tor s of travel p a t­
ter ns suc h as tr ip rates , trip durat i ons , 
and t rave l time budgets , t he d i str ibution of 
trips within trip chai ns , t he sequenc i ng a nd 
linkages o f activ ities , and the time-of- day 
dependency o f o u t - of-home activity pa r tici­
pa t ion are c o nsidered in t he a nalysis . A 
s e r ies of hypo t hese s a bout the temporal s ta­
bility o f these i ndicators are tes t e d by 
usi ng log-linea r models of c ont ingency table 
a na lysis . The results i ndic ate tha t , gen­
erall y , t hese aspects o f t rave l pa tterns are 
not s table over time. Rowever , temporal sta­
b ili ty is ide n tified i n t he l inkages a nd 
seque nc i ng o f act i v i t ies a nd i n t he time- of­
day depende nc ies o f the decis i on t o re t urn 
home . 

The patterns of person movement in an urban area are 
the result of the travel behavior of a large number 
of individuals. Travel choices of an individual 
arise from a fundamental set of activity choices 
that represent the individual's needs and desires. 
These choices are at the same time subject to a set 
of spatial and temporal constraints attributable to 
the individual's obligations and commitments, tech­
nologies and authorities available to him, and 
interpersonal linkages (1-5). The c ho ices also re­
flect the interdependent n ature of h is activity par ­
ticipation decisions. An i ndiv idual ' s curren t deci ­
sion is influenced by previous as well as future 
decisions (.§.). 

From this viewpoint, it is logical to character­
ize the environment of an individual in which his 
activity and travel choices are made in terms of 
activity-related variables in addition to the tradi­
tional transportation network and land use variables 
(e.g., the amount of time allocated to a set of 
activities required for the maintenance of a house­
hold varies, depending on the technologies available 
to it). The available technologies may also induce 
substitutions between out-of-home and in-home ac­
tivities. These factors undoubtedly affect the type 
of activities the individual pursues, the amount of 
time allocated for the activities, the locations 
where they are pursued, and hence the activity and 
travel pattern over time and space. 

The process of forecasting future travel patterns 
is based on the a ssumpt i on that there is stability 
in t he relations h ips t ha t quantify trip making. 
Models of t hese r e lations hips are developed from 
cross-sectio nal t ravel da ta and credibly reproduce 
the travel patterns from which they were derived. 

However, the models are generally not based on 
theory about the motivation of trip making and are 
not causal in the formal sense. They are descriptive 
and may be confounded by the environment in which 
they were developed. 

In the 30 years since the introduction of travel 
forecasting models, many changes have oc curred in 
the ac t ivity and travel env ironme nts of urban resi­
dents of the United States. The freeway and highway 
networks have been · expa nded and most u r ba n areas 
have become decent ral ized . The number of people 
licensed to drive has inc reased continuously, as has 
the number of vehicles owned by households. Many 
labor-saving appliances and home enter t ainment de­
vices have been introduced into households. Socio­
demographic changes include the decreasing size of 
the households, the steady increase of single parent 
households, and the incireasing participation of 
women in the labor force. 

In light of these changes it is reasonable to ex­
pect that changes in travel behavior have also oc­
curred during this time period. The viewpoint of 
"organizationalism" (7) may be taken, and it may be 
argued that it is not the environment that influ­
ences an individual's behavior, but it is the indi­
vidual who chooses and modifies his environment. 
Never the less, it cannot be denied that the impacts 
of the changes have, in many cases, expanded tre­
mendously the range of choices available to the in­
dividual, and also have eliminated some of the 
choices that were once available. In any event, the 
changes that have been observed in the past 30 years 
point to the need for reviewing the interrelation­
ship between the travel environment and behavior . 
The first question that must be addressed is: Are 
there p roperties of trip making that have not 
changed over t i me , and if there are, are t he se the 
ones that are reflected in the forecasting procedure? 

The results of an ongoing investigation into the 
stability of activity and travel patte rns are sum­
marized herein. Emphases are placed here on those 
aspects of urban travel behavior that closely repre­
sent the d a ily ac t i v ity a nd trave l pa tte rn, but to 
which relatively littl e a ttention has been paid in 
the pas t . Specifically, examined in this s tudy are 
the s tabi lity in the way a given number of soj ourns 
are comb i ned into trip c ha i ns, s tabili t y in the 
linkages of act i v i ty t ypes in the daily pa t t ern, and 
stabil i ty in the t i me- o f-day dependencies o f activ­
ity choices. The objective of the study is to infer, 
on the basis of statistical observations made on 
survey data, whether there is some regularity in the 
way a given set of activities is pursued and in the 
way trips are organized over the 1-day period. 

APPROACH 

Most studies of temporal stability in travel pat­
t e rns (8- 18) focu s ed on t he stability o f travel 
f o recasting models, espec i a l ly tr ip genera tion and 
t rit) dist r ibution models (,!!.-10,W . A small number 
addressed the stability of limited aspects of travel 
patterns such as daily person trip rates, trip 
lengths, and travel budgets 111.-16). Several studies 
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claim stability of trip generation models at an ag­
gregate level (.!!_,]:!), whereas most studies cannot 
conclude that this kind of stability e><ists . some 
(]J!i arqus that it ie not the Be!'"rate components of 
trip making such as the number of trips or length of 
tclps that remain stable over time, but rather a 
time budget fot travel. They show that at least a t 
the aggregate level travel time per ,travel.er does 
appear to be stable. Others (161 found teml.)o ral dif­
ferences in trip rates and~ trip lengths in two 
cities in western New York State, and claim that , 
although there is some empirical support for a 
trovol budgGt at ~hP household level, there was no 
evidence of such a budget at the individual level. 
There is evidence for temporal stability in the work 
trip (12), especially in the work trip of males (_!1). 

In their previous efforts (19,20), the authors 
have examined temporal stabilities in various indi­
cators of individuals' daily travel patterns, par ­
ticularly the validity of the assumption that travel 
behavior of population subgrou~s remains stable over 
time, The results indicated that tile subgroups de­
fined in terms of the traditional variables--car 
ownership and household size--do not exhibit stabil­
ity in their behavior I and also that the life cycle 
comb ned with car ownership yields a set of sub­
groups with relatively stable behavior. The latter 
result is perhaps because the life- cycle variable is 
most strongly correlated with the patterns and con­
sttaints of the daily activity and travel (].,l,!-.E,l. 
Overall, it appears that trip making by only _some 
speci.fic subgroups of the population or for very 
limited trip (>ucposes has been shown to have tem­
poral stability. The state of the knowledge on the 
temporal stability of travel behavior and patterns 
can be best characted2ed as inconclusive { further 
discussions on previous studies can be found else­
where ( 20) J , 

The c:onflicting findings as to the stability of 
the traditional indicators of travel patterns, such 
as the number of trips, trip length, and daily 
travel time budget, suggest that assuming such sta­
bility is at best groundless. The use of models 
based on such assumptions in stability analysis may 
limit the scope of the investigation rather than aid 
it, Accordingly, an a-pproach with minimal assump­
tions as to the stability or variability of ti;avel 
behavior is selected for empirical examination of 
this study. 

The statistical tool chosen for the temporal sta­
bility analysis of this study is the- log-linear 
model of multidimensional classification analysis 
(24). The log-linear model uses observations orqa­
nized into a multiway frequency table according to a 
set of categorical variables. The analysis does not 
assume any relation about the ef£i,cL of each vari­
able, and if a nonlinea.r relationship exists , the 
model will depict it as such. Furthermore, the model 
is capable of representing interaction effects o·f 
a.rbitrary order, and it is extremely effective in 
tr vel behavior analysis where many variables in the 
survey data are discrete (e.g., number of trips) or 
categorical (e.g., sex and occupation), 

Stability in behavior is tested by f i Uing a log­
linear model that represents a given behavioral 
hypothesis. Application of the model to hypothesis 
testing is described elsewhere (19), The flexibility 
in specifying the log-linear moael with higher-order 
interaction effects allows comprehensive investiga­
tion of the nature of the stabi. lity in trave.l be­
haviot, One focus of the examination of this study 
is on the relative magnitude of the variation in 
travel patterns over time compared with the cross­
sectional variations due to mode usage and work par­
ticipation. 1\nother interesting aspect to be exam-
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ined is the stability in activity scheduling over 
the 1-day period. It is the intention of this study 
t o conduct an extensive explorative analysis of the 
behavior through statistical examination of alterna­
tive behavioral hypoth~sis and to infer t,,.hc c:t-:1:hi 1 -
ity that may exist in travel behavior. 

SAMPLE 

The results of two origin-destination surveys in 
southei:1.Sl Michigan are uood in this; st,_,ny. The first 
survey, which was a conventional large-scale home­
interview survey, was conducted in 1965, and the 
second was conducted in 1980. The latter used a 
1-day trip diary to collect trip records; its sample 
size is much smaller than that of the 1965 survey. A 
detailed comparison of these two surveys was made by 
the authors (20). This comparison indicates that it 
is reasonableto assume that the trip records ob­
tained in both data sets are comparable in accuracy. 

The same set of screening criteria was applied to 
both the 1965 and 1980 data files. This process 
eliminated from the sample of this study those in­
dividuals whose trip records were incomplete or in­
consistent, whose paths on the survey day did not 
originate and terminate at home, who made trips out­
side the study area, and who were less than 18 years 
old. The sample of this study is thus strictly con­
trolled and is very different than those used in 
other stability analyses. This would cause a problem 
if predicting areawide demand was the study objec­
tive. The use of controlled samples simplifies the 
design of data tabulations and makes the interpreta­
tion of their results more straightforward. The 
screening process resulted in in a sample of 218,284 
trip records of 53,928 individuals from the 1965 
file, and 8,248 trip records of 2,351 individuals 
from the l98U ti~e. 

Individuals who did not make a trip on the survey 
day are not analyzed in this study because the 
original 1965 file does not contain records of such 
individuals, 1\ccordingly, all averages are taken per 
tripmaker rather than per person. The tripmaker in 
this study is defined as an adult individual who, 
according to the trip records, made at least two 
trips on the survey day. This will not affect the 
analysis here if the probability that an individual 
will take a trip on a given day has not changed be­
tween 1965 and 1980. This appears to be a reasonable 
assumption for employed individuals' weekday travel 
patterns. If any difference exists in the probabil­
ity, it is believed that the difference resulted in 
the underestimation in this study of the changes 
between the two time points. This possible bias in 
the result due to the limitation in the data sets 
must be kept in mind in interpreting the results of 
this study, 

The individuals are classified into two groups 
according to the presence or absence of work trips 
in their activity schedules; those who made work 
trips on the survey day will be referred to as 
workers and the others will be called nonworkers. 
The individuals also are classified by a set of con­
ditions collectively termed "mode usage." The "car 
users" include those individuals who held a driver's 
license, who had at least one car available to the 
household, and who made all trips by car (either as 
driver or passenger) or on foot, Those who did not 
satisfy all these conditions are referred to as 
"other" individuals. The type of out-of-home activ­
ity is defined in this study in terms of trip pur­
pose categories. 

ii 
ii, 
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TEMPORAL CHANGES IN OVERALL TRAVEL PATTERl'il 
INDICATORS 

In this section the changes in traditional travel 
pattern indicators, such as trip rates and trip 
durations that are found between the 1965 and 1980 
samples, are summarized, The ilata in Table l give 
the chanqes in the number of trips, number of so­
journs, number of trip chains, and average number of 
sojourns per chain for four sample subgroups defined 
by mode usage and work participation. Overall, the 
number of trips made by a tripmaker decreaserl by 
15.1 percent in 1980. Similar changes can be found 
for the number of sojourns and chains. It is notable 
that the declines are in general larger in the car­
user subgroups, whereas the other mode user sub­
groups exhibit smaller changes. The other workers 
show small (and statistically not significant) in­
creases in the indicators of mobility examiner'l in 
this table. The rlata indicate that no stabilities 
exist in these basic indicators, and also that the 
temporal changes did not take place uniformly across 
the four subgroups. 

The data in Table 2 give the mean number of trips 
made for respective out-of-home activity types. 
Quite notable are the decreases in 1980 of shopping, 
social-recreation, and serve-passenger activities 
that can be found irrespective of work participation 
or mode usage (the only exception is the slightly 
increased rate of serving passengers by the other 
mode group). The decline in shopping may be at­
tributable to the decreased state of economy that 
the area was undergoing in 1980. The decrease in so­
cial-recreational activity may be an indication of 
the substitution of in-home activities for out-of-
home activities 
sets and other 

in 1980 as a result of television 
home-entertainment appliances. The 
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decreaser'l rate of serve-passenger trips is perhaps 
due to the increased fraction of individuals with 
driver's licenses and also to increased car owner­
ship, Other notable changes include increased school 
activity across the subgroups, anrl the increase in 
eating meals out of home, especially by nonworkers. 
Although the data show a slight decrease in work 
trips, the average number of work trips per employed 
person remained unchanged at 1.24. 

The rapid decentralization that took place in the 
Detroit metropolitan area after 1965 is reflected in 
the general increase in the mean trip time (Table 
3) • This increase, however, is by no means uniform 
across the sample subgroups or trip types. For ex­
ample, the data indicate that some types of trips 
show decreases in average duration. The home-to-work 
trips show a slight decrease, regardless of mode 
usage, and the non-home-based 'trips show relatively 
small differences between the two data sets, except 
for the nonworkers with other mode usage, who show a 
43, 2 percent increase. The temporal differences in 
the mean trip time vary widely from an increase of 
35.8 percent to a decrease by 0.5 percent, depending 
on work participation and mode usage. 

The variation across the sample subgroups is 
quite notable and is in fact statistically more sig­
nificant than the variations over time. The mean 
total travel time per tripmaker (mean time budget) 
again varies widely across subgroups ann over time 
from 60.48 to 87,07 min . The mean time budget is 
more stable between 1965 and 1980 than the number of 
trips, sojourns, or trip chains among the car user 
subgroups (Table 1) • This, however, cannot be con­
cluded for the other nonworker subgroup. The assump­
tion of stability in trip rates or travel time bud­
gets is not supported by these comparisons. 

TABLE I Average Number of ·t,·ips, ojourns, Chains, and Sojourns per 
Chain per Tripmnker: 1965 Versus 1980 

Mode 
Usage 

Car 
Users 

Work 
Partioipation 

Nonworkers 

Workers 

Others Nonworkers 

Workers 

Total Total 

No. of Trips 
No. of Sojourns 
No. of Chains 
Sojourns/Chain 

Sample Size 

No. of Trips 
No. of Sojourns 
No. of Chains 
Sojourns/Chain 

Sample Size 

No. of Trips 
No. of Sojourns 
No. of Chains 
Sojourns/Chain 

Sample She 

No. of Trips 
No. of Sojourns 
No. of Chains 
Sojourns/Chain 

Sample Size 

No. of Trips 
No, of Sojourns 
No. of Chains 
Sojourns/Chain 

Sample Size 

--~ Subgroup Mean -----
1965* 1980 JChange 

4.51 
2,85 
1.66 
1. 72 

16,121 

11.20 
2 .67 
1. 54 
1. 74 

27,578 

2,96 
1. 77 
1.19 
1.49 

5,299 

2 ,85 
1.63 
1,21 
1, 35 

4,390 

4.05 
2.54 
1. 51 
1.66 

53,928 

3,70 
2.28 
1.41 
1 . 62 

620 

3,54 
2. 19 
1.35 
1.62 

1,099 

2.84 
1.63 
1.21 
1.35 

318 

2.95 
1. 70 
1 .25 
1.36 

184 

3.44 
2. 10 
1.34 
1.56 

2,221 

-18.0 
-19.9 
-14.8 
-6.1 

-15,7 
-17,9 
-11.9 
-6.8 

-4.2 
-8.0 

1 ,6 
-9.5 

3.7 
4.2 
3.1 
1 .o 

-15.1 
-17.5 
-11, 1 
-7, 1 

•The 1965 file does not contain records of walk trips. In order to make 
the comparison more direct, the walk trips in the 1980 file are excluded 
from this tabulation. 
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TAGLE 2 Average umber of 'ojo11rns by Activity Type, 
Work l'arli ipation, and Mode sage: 1965 Versus 1980 

Dy Work Participation 
Workers---- --- Nonworkers --

1965 1980 1965 1980 

Work 
School 
Eat Meal 
Personal Business 
Shopping 
Social-Recreation 
Serve Passengers 

Total 

Sample Size 

By Mode Usage 

1. 34 
0.02 
0.12 
0.23 
0.27 
0.24 
0.28 

2.51 

32,508 

1. 24 
0.07 
0.13 
0.23 
0.19 
0. 14 
0.13 

2.12 

1,283 

0.06 
0.08 
0.54 
o.86 
0.59 
0.45 

2.58 

21,420 

0.23 
0.13 
0.50 
0.64 
o. 35 
0.20 

2.06 

938 

--- Car Users --- -----Others----
1965 1980 1965 1980 

Work 
School 
Eat Meal 
Personal Business 
Shopping 
Social-Recreation 
Serve Passengers 

Total 

Sample Size 

Total 

Work 
School 
Eat Meal 

0.88 
0. 04 
0.12 
0.36 
0.54 
0,39 
o.42 

2. 74 

43,699 

Personal Business 
Shopping 
Social-Recreation 
Serve Passengers 

Total 

Sample Size 

0.81 
0.11 
0.15 
0.34 
0.40 
0.23 
0.19 

2 . 22 

1,719 

1965 

0.81 
0.04 
0.11 
0.35 
0,51 
0. 38 
0. 35 

2.54 

53,928 

0.52 
0.04 
0.05 
0.31 
0.39 
o. 35 
0.05 

1. 71 

10,229 

1980 

0.72 
0.14 
0.13 
0.34 
0.38 
0.23 
0.16 

2.10 

2,221 

Note: Excludes sojourns made by walk tripe. 
The averages are per tripmaker. 

0.40 
0.24 
0.06 
0,35 
0.32 
0.22 
0.07 

1.66 

502 

CHANGES IN TRIP-CHAINING BEHAVIOR 

The data in Table l indicated that, overall, the 
average number of sojourns per trip chain has de­
creased in 1980 together with the number of sojourns 
and the number of trip chains. The aggregate tabula­
tion result, however, is misleading, as the detailed 
examination in this section of the tendency in 
chaining trips shows. The distribution of individ­
uals by the number of sojourns and ,:,hains made on 
the survey day is given in Table 4. The overall 
changes documented in Table l are also presented 
here as the differences between 1965 and 1980 in the 
marginal distributions of the number of sojourns and 
chains for both nonworkers and workers. 

Further inspection of the data in Table 4 indi­
cates that, in spite of the decreased average number 
of sojourns per trip chain, the individuals with a 
large number of sojourns pursued them in fewer trip 
chains in 1980. For example, 30 percent of the non­
workers who made six or more sojourns combined them 
into four or more trip chains in 1965. This percent­
age decreased to 5 percent in 1980, whereas the per­
centage of nonworkers who combined six or more so­
journs into one or two trip chains increased to 72.5 
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TABLE 3 Average Trip Duration and Total Travel Time per 
Tripmaker 

Mode Work Average Duration (min) 
Um~go Participation Trip Type 1965 1980 :CChange 

Car Non\if'orkers 
Users 

Workers 

Othera Nonworkers 

Workers 

Total Total 

To Home 
Home to Other 
Non-Home Based 

Weigbted Avg. 

14 .3 
14.2 
14 .4 

17.1 
17.0 
15. 7 

111 .3 16. 7 

19,4 
19,7 
9.3 

17,0 

Total Travel Time 64. 4 61. 6 -4. 3 

To Home 
Home to Work 
Home to Other 
Non-Home Based 

Weighted Avg. 

21.4 
24 .6 
13.ll 
17 .1 

22.8 
24.3 
16.1 
18.5 

19.8 21.4 

6.4 
-1.2 
20,3 
8.1 

8.3 

Total Travel Time 83.2 75,9 -8.8 

To Home 
Home to Other 
Non-Home Based 

Weighted Avg. 

21.2 
20.6 
18.7 

?R.1 
27.2 
26.8 

20.4 27.8 

l5,6 
32.4 
43,2 

35.8 

Total Travel Time 60.5 78.0 29.0 

To Home 31.9 31,9 o.o 
Home to Work 33,8 32.4 -4.3 
Home to Other 15,5 23.~ 51.1 
Non-Home Baaed 24.1 22,3 -7,5 

-----------------~--------~--------------Weighted Avg. 29.8 29.6 -0,5 

Total Travel Time 84.7 87.1 2.8 

Weighted Avg. 18.6 21,3 14.5 

Total Travel Time 75.5 73, 1 -3, 1 

Note: Excludes walk tripe . 

from 43.4 percent, A similar tendency can also be 
found ~mong workers . <;iv~n that four or more so­
journs are pursued, the individuals in the 1980 
sample con·solidated them into fewer trip chains, 
Presumably, after the two energy crises, people are 
more concerned with energy and trip costs, and they 
plan and schedule daily out-of-home activities more 
conscientiously in 1980 than in 1965. 

Statistical examination of the nature of tbe ap­
parent instability in tdp chaining ie carried out 
by applying the log- linear model while considering 
mode usage and work participation as contributing 
factors. 'the results are summarized in Table 5. 'rhe 
hypothesis testing of this study examines the sig­
ni£icance of interaction terms of the log-linear 
model and infers the magnitudes of the effects of 
the year and the other- factocs on the stability. The 
first model of Table 5 does not inc!ude any inte aa­
tion terms and represents the null hypothesis that 
all factors are independent. Therefore, model las­
sumes that the distributions of the number of so­
journs (SI , chains (Cl , mode usage (M.l , and work 
participation (W) do not vary with year (Y) i that 
is, across the two surveys. The large chi-square 
value indicates that the model does not fit the ob­
servation and the hypothesis is rejected. 

Model _2 represents the null hypothesis that the 
distribution of work participation and mode usage 
has changed between 1965 and 1980 (i.e., t.he inter­
action effect invol.ving the three factors (WHY) is 
significant), but the distributions of tha number of 
chains and sojourns and their combinations have not 

ii 
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TABLE 4 Distribution of Individuals by Number of Sojourns and Number 
of Chains: 1965 Versus 1980 

No. of -------------No.of Chains---------------
Work Trip Year Sojourns 1 2 3 2.4 Total 

Non11orkers 1965 1 100.0 100.0 [39 . 8) 
2 57,2 42.8 100.0 [22.8) 
3 43,9 39,6 16.5 100.0 [14 . 5) 
4 28.2 42.3 22.2 7,4 100 . 0 [B,7) 
5 21.4 39,9 25 . 1 13,5 100.0 [5.4) 

2.6 12,7 30.6 26,7 30.0 100.0 [8 . 9) 
--.. ---------------·----·------------·- ---------------
Total 63.9 24.0 8.0 4.0 100.0 [100 . 0) --... ------------------ ------ -----,------------·--------------

1980 1 100.0 100.0 [48. 2) 
2 51.4 48.6 100.0 [23,5) 
3 45, 1 31,0 23,9 100.0 [13 , 6) 
4 37,0 34.2 20.5 8.2 100.0 [7 , 0) 
5 40.0 20 . 0 35.0 5.0 100.0 [3 , 8) 

2.6 22 .5 50 .0 22.5 5.0 100.0 [3,8) 

------------------------------------------------------Total 71.4 20.7 6.9 1.0 100.0 [100.0] 

Workers 1965 1 100.0 100.0 [41.6) 
2 33 , 4 66.6 100.0 [23.0) 
3 41. 8 41.8 16 . 4 100 . 0 [ 14 ,3) 
4 27.2 53 . 8 15.0 3,9 100.0 [8 . 1 J 
5 27 .1 47,3 19 . 2 6.4 100.0 [5 . 1) 

2.6 27,4 41,7 20.1 10.9 100.0 [7 , 9) 
---------------------------------------------------
Total 61.0 31.3 6.1 1. 5 100.0 [100 . 0) 

--------------------------------·--------------------------
1980 1 100.0 100 . 0 [48.7] 

2 39,4 60 . 6 100.0 [20 . 6) 
3 48.0 34, 1 17,9 100.0 [13.7) 
4 34,3 48 . 0 14 . 7 2.9 100.0 [7.8] 
5 44.2 42,3 9.6 3,8 100.0 [4.0) 

2.6 48.6 38 . 6 10.0 2.9 100.0 [5.4) 
------------------- ----------------------------

Total 70,4 24 . 6 4.5 0.5 100 . 0 [100 . 0) 

[ ]: Percentage of the row total to t he grand total 

T BLE 5 Testing the Variations in Chain-Sojourn Combinations by Year, Work 
Participation, and Mode U8age 

Model Hypothesis Tested x2 df a 

1. c,s,W,M,Y All factors are independent 7944.6 132 .0000 

2. cs, I/MY WORK and MODE depend on YEAR, but 5186.0 119 .0000 
CHAIN and SOJOURN remained unchanged 

3, CS,CWMY,SWMY Distributions of CHAIN and SOJOURN 509,8 63 .0000 
changed, but not their combinations (CS) 

4. CSW,CWMY,Sl/MY CS combination varies by WORK, but not 93,8 54 .0006 
by MODE or YEAR 

5, CSH,CWMY,SWMY CS combination varies by MODE, but not 485.5 54 .0000 
by WORK or YEAR 

6. CSY,Cl!MY,Sl/MY CS combination varies by YEAR, but not 478.8 54 .0000 
by WORK or MODE 

7, CSWM,CWMY,SWMY CS combination varies by WORK and MODE, 67.5 36 .0011 
but not by YEAR 

8. CSMY,Cl!MY,SWHY CS combination varies by MODE and YEAR, 441.8 36 .0000 
but not by WORK 

9, CSWY,CWMY,SWMY CS combination varies by WORK and YEAR, 50.7 36 .0526 
but not by MODE 

CHAIN (C) = No, of chains (1, 2, 3, 2.4). 
SOJOURN (S) =No.of sojourns (1, 2, 3, 4, 5, 2.6). 
,YEAR (Y) : Year (1965, 1980). 
HODS (Ml Mode usage (car only, others). 
WORR (II)= Work participation (worker, nonworker) . 
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changed, The significant chl-square value in the 
t able i s not su rprising i n light of t he differences 
in the average number of chains, sojourns, and so­
journs per chain found i n 'l'able 1. 

Model 3 assumes that the expected cell f.requen­
c les of the multiway table vary depemHnq on mode 
usage , work participation, as well as year, but 
1:.hese three factors affect only t.he marginal t'listri­
butions of the number of chains and sojourns; the 
interaction effects that influence the expecten fre­
quencies of respecti ve chain-sojourn combinations , 
9i11en the 111arqinal distributions, are not affected 
by the three factors. In other words, model 3 elimi­
nates the hypothesis of the stability in the mar­
ginal distributions of the number of chains and so­
journs (C an WMY interact, so C1'1MY is significant; 
similarly, SWMY is assumed to be slgnlflcant), but 
assumes that their combinations are unaffected by 
work participation, mode usage, or year. This hy­
p othesis is again rejected. 

Mo:<lels 4-6 assume that chain-sojourn r.ombination 
patterns dif-fer depending on, respectively, work 
participation, mode usage, a nd year. CSM, CS19 , a nd 
CSY repr esent the three-way i ntecacti.on te rms. The 
small chi-square value of model 4, which assumes 
that chain-sojourn combinations <le{)end on worlt par­
ticipation, is quite notable. The r sutt indicates 
that models 1-3 showed poor fits because the effect 
of work participation on chain-sojourn combinations 
was not represented in thern, Inclusion of the year 
ef.fect i nto the model (mode l 6 wi.th CSY) , on t he 
other hann, does not s how a ny remarkable improve­
ment. The ef·Eect of the added work participation can 
be evaluatetl by taking the a ifference in the ch.i­
square values between m<J'iel 3 (with CS) a nd moi:lel 4 
(w·ith CSW) . The result is a chi-square value of: 
509.77 - 93.60 = 415.97, with 9 rlegrees of freenom 
(df), a highly sig nificant result. The difference 
between model 3 and model 6, on the other hand , in­
dicates that tne year effect L; ur.lv m;:n:; t ~::11~,, 2i~­
nif icant (509,77 - 476.82 = 30,95, with d1: = 9), 
Thus it can be concluded that the year difference 
does affect the chain-soj ourn combination i;,atte i; ns, 
but the effect is much less substantial compared 
with that of work participation. 

It is evident from the tabulation that the mar­
ginal distribut ions of the number of 11ojourns and 
the number of chains sicj"nificantly differ between 
1965 and 1980. The changes have occurred interac­
tively with work pa.rticipation and mode usage, as 
the importance of effects CW!-1)' and S19MY in Table 5 
ind icates . The statistical. examination o f this 
section further indicates that, given the differ­
ences in their margina.l distributions, combinations 
of the number of sojou.rns and cbaine de-pend not s o 
much on the year aeon work partici{)ation. Tbe last 
model (model 9), which includes an interaction term 
of chain-sojourn combination, work participation, 
and year (CSWY), captures the differences between 
the two time points discussed at the beginning of 
this section and is not significantly different from 
the observation, However, the majority of the varia­
tion in the observation is already ex-plained by 
model 4, and the addition of the year effect in 
model 9 provides a significant but marginal improve­
ment to the goodness of fit. The patterns of complex 
daily travel involving multiple sojourn chains re­
mained relatively stable between thE:. two time 
points. In fact, variations with i n the year across 
the sample subgroups are more s ubstantial than the 
variations across the surveys. 

STABILITY IN ACTIVITY SEQUENCING AND LINKAGES 

It seems logical to assume that there exist some 
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patterns in the way a set of activities to be pur­
sued on a given day are organized into an activity 
and travel schedule, Previous studies showed that 
activities with less flexibilities tend to be pur­
sued earlier in the day (25) and also earlier in a 
trip chain before more flexible activities (26), 
Figure l shows the temporal stability of the ten­
dency in sequencing activities in a trip chain, 
Similar tendencies were observed in data sets from 
several urban areas (26), The trip to serve passen­
gers, which is often subject to tight interpersonal 
constraints (],27), tends to be pursued before other 
11ctivities by both workers and nonworkers, work and 
school activities that follow serve-passenger trips 
are in general accompanied with rigidly fixed sched­
ules. More discretionary and flexible activities 
such as social-recreation tend to be pursued last in 
the chain. While Figure l shows some differences 
among the significant sequenc inq relations in 196 5 
a nd those in 1980, they are caused by the small size 
of the 1980 sample, There exists no evidence that 
the way i ndividuals schedule their daily activities 
have changed between 1965 and 1980. 

WORKERS 

NONWORKERS 

Significant in: 1965---: 1965 and 1980-

rSCR: sem passenger 

SHOP: shopping 

SCHl : school 

SREC: social-racrealion 

8SNS: personal business 

MUl: eal meal 

FIGURE 1 Hierarchy in activity sequencing in trip 
chains. 

The patterns of out-of-home activity linkages 
also remained unchanged between 1965 and 1980, The 
data in Table 6 indicate this by presenting salient 
flows in activity transition matrices, The salient 
flow is defined in this study as the cell of a tran­
s it ion matrix whose observed frequency is signifi­
cantly larger than the expected frequency. The chi­
square value corresponding to Cl = 0. 05 (df = 1) is 
used as the criterion of significance. A transition 
matrix is developed by organizing into the matrix 
form the observed frequencies of transitions from 
one activity type to another, Only directly linked 
activities are analyzed in this table, 

Most of the diagonal cells are significant, which 
indicates that the same types of activit ies tend to 
be pursued successively. The work-to-eating-meal and 

;;; 
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TABLE 6 Salient Flows in Activity Transitions by Year 

Origin Activity 

Nonworkers 2 School 
3 Eat Meal 
4 Personal Business 
5 Shopping 
6 Social-Recreation 
7 Serve Passengers 

------------ Destination Activity----------­
Tmp. Prm. 

2 3 4 5 6 7Home Home 

1:1 0 Ci 0 
0 0 0 

D Ci Ci 
0 0 

0 0 Ci 
D 0 Ci 

------------------------------------------------~-----------------------------Workers 1 Work 
2 School 
3 Eat Heal 
4 Personal Business 
5 Shopping 
6 Social-Recreation 
7 Serve Passengers 

0:Salient in the 1965 sample. 
0 :Salient in the 1980 sample. 

0 
D 

0 

0:Sal ient in both 1965 and 1980 samples. 

Cl 

0 Ci 1:1 
0 

0 
0 D 0 

D 0 0 0 
a Cl 

0 0 0 

Tmp. Home: Temporary return to home 
Prm. Home: Permanent return to home 
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eating-meal-to-work transitions salient in both 1965 
and 1980 represent typical activity linkages in 
workern' daily activity schedules and can be found 
in analyses of other data sets (28). It is quite 
notable that the salient flows of the 1980 matrix 
form a subset of the 1965 flows. This is again be­
cause of the much smaller size of the 1980 sample. 
The only exception to this is the serve-passengers-

to-shoppi ng transition by the worker s salient in 
1980. This is perhaps a result of the increased 
participati on of women in the la.bor force , who t end 
to pursue these activities more frequently than the 
male counterpart (21, 29). 

The quantitative""similarity in the activity tran­
sition between 1965 and 1980 can be seen by the data 
in Table 7, which give the transition matrices by 

TABLE 7 Transition Matrices of 1965 and 1980 by Work Participation 

NONIIOIW!llll 

------------------ Destination Activity --·-----·---·----
Prm . 

Year Origin Activity 2 3 4 5 6 7 8 Home Total 
------·-------·------·--------------------------------------------------------------
1965 2 School .028 .037 .088 • 145 .092 .052 • 153 .405 1.00 

3 Eat Meal .012 .011 .074 .134 .185 .086 .098 .400 1.00 
4 Personal Business .004 .021 • 145 • 182 .085 .045 .208 .310 1.00 
5 Shopping .001 .012 .051 • 190 .072 .039 .210 .429 1.00 
6 Social-Recreation .002 .025 .042 .102 .151 , 056 .132 .490 1.00 
7 Serve Passengers • 009 .014 .06 3 .106 .076 .158 .322 .252 1.00 
8 Home ,013 .032 .181 .273 .247 .254 1.00 
------------------------------------------------ -----------------------------
Total .006 .020 .090 , 170 .122 .098 , 173 .320 1.00 __ _____ .,. ______________________________________________ .. ___________________ .. _______ .,. ____ 

1980 2 School .036 .022 .032 . 058 .047 .018 .252 ,536 L 00 
3 Eat Meal .008 . 016 .062 • 117 .094 .055 .187 .461 1.00 
4 Personal Business .012 . 039 .120 • 153 .054 . 025 .159 .437 1.00 
5 Shopping .007 .032 .065 .16 9 . 054 ,017 ,172 .484 1.00 
6 Social-Recreation .005 . 040 • 069 .079 .098 .045 .117 . 548 1.00 
7 Serve Passengers .026 .015 .077 .077 .092 .092 .265 .357 1. 00 
8 Home .110 .072 .159 .267 .233 • 159 1.00 
----------------------- --------------------------·----------- -----------------.. ---
Total . 028 .037 .088 . 145 .092 .052 • 152 .405 1.00 

-----------------------------·----------··---------------... ----------------------·-·-
WORKERS 
-------... ·--------------------------... ----------------------------·------.... ---·-·--
1965 Work .151 , 003 ,056 ,050 .037 .029 .041 .212 .422 1. 00 

2 School • 135 .010 .029 , 035 .042 .059 . 045 .253 .403 1.00 
3 Eat Meal .559 .003 . 004 . 040 .039 .079 .045 . 046 • 185 1.00 
4 Personal Business .178 .002 .028 .104 .090 .051 .037 .214 .295 1. 00 
5 Shopping .042 .001 .019 ,037 • 126 .054 .025 .223 .472 1.00 
6 Social Recreation , 054 .003 .034 .028 .046 . 126 .052 . 096 .562 1. DO 
7 Serve Passenger .252 .004 .020 . 033 .042 .044 .151 .203 .250 1. 00 
8 Home .192 .015 .037 . 146 .2115 .230 • 137 1.00 
-------·---------------------------------------·-------------------------·---
Total .168 .005 .04 0 .064 .084 .077 .066 • 162 , 334 1. 00 

-h----------------------------------------·-----------------------------------------------
1980 1 Work ,093 .008 .069 . 062 .041 .020 .030 .182 .495 1.00 

2 School .186 .010 .029 . 000 .049 .039 .020 .294 .373 1.00 
3 Eat Meal ,497 .016 .011 • 021 . 048 .048 .021 .079 .259 1.00 
4 Personal Business .168 . 007 . 040 • 141 .111 ,037 .024 .145 , 327 1.00 
5 Shopping .110 .004 . 034 • 046 .129 • 046 .015 • 114 ,502 1.00 
6 Sooial-Recreation .049 .005 . 022 .038 .030 .082 • 044 .077 .621 1. 00 
7 Serve Passengers .264 .031 .012 .049 .055 ,031 .055 .166 ,337 1. 00 
8 Home .227 .080 . 080 .184 .171 .190 .067 1.00 -- ... ·- -------------------------... -------------------------------------·---
Total .152 .019 .055 . 079 .075 .053 .035 , 139 ,394 1.00 

--·-------------------------·---·-·-·--------------------------------.. -------·---------... -
Note: Prm. Home s permanent return to home. 
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year and by work participation (nonworkers and 
workers cannot be analyzed together here because, by 
definition, the nonworkers' transition probabilities 
to work are zero) • The intensity of activity link­
ages is now represented by transition probabilities. 
The larger probabilities of permanently returning 
home and the smaller probabilities of temporarily 
returning home in 1980 show the decreased number of 
sojourns and chains in the latter survey. Decreased 
probabilities of transitions involving social-rec­
reation travel in 1980 are also notable. 

The ~tahility of the transition matrices is again 
examined by applying the log-linear model. The re­
sults are summarized in Table 8. The four factors 
considered in the analysis--activity at origin (Ol, 
activity at destination (DJ , mode usage (Ml , and 
year (Y)--are by no means independent for both non­
workers and workers (model ll • Introduction of the 
interaction term, which involves the activity at 
origin and activity at destination (OD) in models 2 
and 3, represents the hypothesis that the d istribu­
tions of activities at origin and destination are 
unaffected by the other factors and also that there 
exists a unique linkage intensity between each pair 
of activity types, and its intensity does not depend 
on the mode usage or year. Model 4 relaxes this 
hypothesis by allowing the marginal distribution of 
activities at origin and destination to vary, de­
pending on the other two factors. These hypotheses 
are rejected. 

Model 5, where the activity linkages are assumed 
to vary by mode usage but not by year, shows a rela­
tively good fit, but it is significantly different 
from the observation for the workers Ix' = 198.6, 
df = 108, the probability (a) that the model rep­
resents the population from which the observations 
were obtained is less than 0.00005]. The result in­
dicates a better fit of the model to the nonworkers' 
activity transitions (x 2 = 130.0, df "' 80, a 
0.0004). This result is ratner counterintuitive be­
cause workers presumably have less flexibility as to 
their daily activity scheduling because of the rigid 
work schedule; therefore, changes of lesser magni­
tude in their daily activity patterns would be ex­
pected. It may be the case that workers are in gen­
eral more mobile and their travel patterns tend to 
vary with the environment more than do the patterns 
of nonworkers. 

Model 6 assumes that activity linkages are depen-
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dent on the year but not on the mode usage. This 
model exhibits poorer fits than model 5, especially 
for workers. Again, the variations in the transition 
matrix over time are less in their magnitudes than 
the cross-sectional variations across sample sub­
groups. The results of models 5 and 6 for workers 
together suggest tha the changes in the activity 
linkage patterns cannot be explained by either mode 
usage or year, but their combined eff~cts are impor­
tant. It implies that the behavior of the two mode 
usage subgroups of workers changed differently be­
tween 1965 and 1980 . This result is consistent with 
the earlier finding (l!ll ~hat travel behavior of the 
respective car ownership subgroups has changed be­
tween the two time points. 

STABILITY IN TIME-OF-DAY DEPENDENCY OF 
ACTIVITY CHOICE 

The time-of-day dependencies of activity patterns 
arise from physiological requirements (e.g . , sleep­
ing), ins.titutional elements (e.g., business and 
work hours) , and perhaps purely habitual choices of 
the individuals (e.g., 3 o'clock tea). The institu­
tional elements are broadly defined here to include 
factors that affect the supply o pp rtunities for 
activities (e.g ., television show). The time-of-day 
dependencies of activities are naturally affected by 
t.hese factors. The ti.me-of-day dependencies of out­
of-home activities are affected by additional fac­
tors, including the substitution of in-home and out­
of-home activities (3,30). 

Figure 2 sho'ils ti;;- activity patterns cf non­
workers and worke.rs over the 1-day period by pre­
senting the distribution of activity occurrence 
times by activity tY1?es for 1965 and 1980. Only 
those ac.tivity types with a sufficient number of 
observations are presented in the figure. The dis­
tribu·tions· clearly show the tendency mentioned 
;:,a.rliar, i n that ectiv!t:i "" of a more obligatory 
nature with less .flexibility are pursued first ear­
lier in the day. This can be seen most clearly in 
the workers• distributions. Naturally, work activity 
typically oomme.nces in the morning, and the figure 
shows a sharp peak around 8:00 a.m. The frequency of 
personal business increases in the a·fternoon after 
3:00 p.m., with peaks between 3:00 and 6:00 p.m. 
Compared with personal business, shopping activity 
is less frequently engaged in during the morning 

TABLE 8 Testing the Variation in Activity Linkages by Year and Mode Usage 

--- Nonworkers ---- ----- Workers 
Model Hypotbes1s Tested x2 df a x2 df 

1. O, D, M, Y All factors are independent. 13656.9 

2. OD, M, y Activity linkages (OD), MODE, 6653.5 
and YEAR are independent. 

3. OD, MY MODE varies over YEAR, but not 6286.8 
the distributions of ORIGIN, 
DESTINATION, and OD linkages. 

II. OD, OMY, DMY Distributions of ORIGIN and 260.9 
DESTINATION activities vary 
depending on MODE and YEAR, 
not OD linkages. 

5. ODH, OMY, DHY OD linkages vary by MODE, but 130.0 
not by YEAR. 

6. ODY, OHr, DHr OD linkages vary by YEAR, but 180.0 
not by MODE. 

ORIGIN (0) = Origin aot1vity categories; see Table 6. 
DESTINATION (D) = Destination activity categories. 
YEAR (Y) = Year (1965, 1980). 
MODE (M) = Mode usage (oar only, others). 

200 .0000 22268.9 262 

160 . 0000 5036.3 208 

159 .0000 4975.5 207 

120 .0000 1089. 7 162 

80 .0004 198.6 108 

80 .0000 947.0 108 

a 

.0000 

.0000 

.0000 

.0000 

.0000 

.0000 
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period, and the peaks after 6:00 p.m. are sharper . 
Social-recreation is the last activity to be pur­
sued, with a small probability of engagement until 
3 :00 p.m. and sharp concentrations between 6:00 and 
9:00 p.m. Although less pronounced, similar tenden­
cies can be found from the distributions of non­
workers. The rather irregular patterns of serve-pas­
senger activity reflect the typical time periods 
when chauffeuring of workers and children takes 
place. 

There are certain differences between the 1965 
and 1980 distributions. In general, the figure indi­
cates that out-of-home activity engagement during 
the evening period has declined in 1980, This is 
most noticeable for social-recreation trips: The 
sharp peak of the nonworkers' distribution in 1965 
has completely disappeared in 1980, the workers' 
1980 peak is 1 hr earlier than in 1965, and the 
workers' engagement in this activity after 9:00 p.m. 
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has declined markedly in 1980. It is not possible t o 
identify the reasons for this change from the sta­
tistical analyses of the survey results. However, it 
appears logical to conjecture that the ohan.ge is at 
least in part caused by the substitution of out-of­
home activities by in-home activities as a result of 
widespread ownership of the television set and other 
entertainment devices in 1980, 

The stability in the time-of-day dependencies in 
activity engagement is statistically examined by 
using the log-linear model. Only non-home-based 
choices , where the origin location is outside the 
home base, are analyzed here, and activities are 
represented by simplified activity type classifica­
tion, Three categories are used for the analysis of 
nonworkers' patterns: out-of-home activity, return­
ing home temporarily, and returning borne permanent­
ly . The last category implies that the out-of-home 
activity schedule of the day is completed, The 
analysis of the workers used four categories con­
sisting o f the three activities just mentioned and 
work activity. The results are summarized in Table 9. 

Models 8 and 9 show good fits to the observation • 
Model 8 assumes that activity choice by time of day 
(CT combination) depends on the mode usage but not 
on the year, whereas the distributions of activity 
choices (C) and their occurrences over the time of 
day (T) vary by mode and year. Tbe good £it implies 
that the activity choice given the time of day when 
it is made has not changed between 1965 and 1980. 
The marginal distributions of the choices and their 
occurrence times, however, did vary and resulted in 
the overall differences in the out-of-home activity 
engagement, as seen in Figure 2. It may well be the 
case that t.be time-of-day dependencies of activity 
choice have not changed if all activities, including 
the in-home activities, are taken into account. The 
apparent changes in the out-of-home activity and 
travel patterns discussed in this pa-per may be at­
tributable to this substitution effect. 

CONCLUSIONS 

Travel patterns are not stable over time. Changes 
can be found i n many aspects of the travel behavior 
reported in the survey results. A few aspects of the 
behavior that were found in this study to possess 
temporal stability include the patterns in linking 
and sequencing activities. In both the 1965 and the 
1980 data sets, individuals were found to pursue 
less-flexible activities before flexible activities 
and also to pursue activities o-f the same type suc­
cessively. Time-of-day dependencies of activity 
c hoice also showed certain similarities, which indi­
cates that obligatory and less-flexible activities 
tend to be pursued earlier in the day. These quali­
tative similarities, however, do not i111PlY that the 
relationships that quantify these tendencies re­
mained unchanged. For example, the transition prob­
abilities among activity types are not stable over 
time even after the differences in the distribution 
of activity types between the two time points are 
taken into consideration. The way a given number of 
sojourns are organized into trip chains also showed 
clear differences, which suggests that the inrlivid­
uals in the 1980 sample organized a larger number of 
sojourns into a fewer number of trip chains when 
they pursued many sojourns. 

Some log-linear models involving the time factor 
were concluded to fit the observations well and in­
dicated that the probability of certain behavior, 
given a particular condition, is stable over time. 
For example, the probability of returning home or 
pursuing additional out-of-home activities given the 
time of dsy was found to be stable over time. One 
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TABLE 9 Testing the Variations in Non-Home-Based Activity Choice by Time of Day and 
Mode Usage 

---- Nnnworkers ---- -----Workers-----
Model Hypothesis Tested X2 df a X2 df a 

1. C, T, M, r All factors are independent. 14010.0 183 .0000 48835.2 250 .0000 

2- CT, M, Y CHOICE-TIME (CT) combinations, 2754.3 151 .0000 33111.0 202 .0000 
MODE, and YEAR are independent. 

3. CT, MY MODE varies over YEAR, but the 2489. 2 150 .0000 3270.2 201 .0000 
distributions of CHOICE and TIME 
and CT combination do not depend 
on HODE or Yli:AR. 

4 • CT, CMY, TMY Distributions of CHOICE and YEAR 203.9 96 .0000 486.7 144 .0000 
vary by MODE and YEAR, but not 
CT combinations. 

5. CTM, MY Distributions of CHOICE and YEAR 439,6 100 .0000 645.7 134 .0000 
and CT combinations vary by MODE, 
but not by YEAR. 

6. CTM, CMY Distribution of CHOICE varies by 371. 0 96 ,0000 577.4 128 .0000 
MODE and YEAR, in addition to 
the variations in Model 5. 

7. CTM, TMY Distribution of TIME varies by 189,8 68 .0000 317.7 102 .0000 
MODE and YEAR, in addition to 
the variations in Model 5. 

8. CTM, CMY, TMY CT combinations vary by MODE, 63,9 64 .4789 94.4 96 .5266 
but not by YEAR. 

9. CTM, CHY, TY CT combinations vary by MODE, 104.3 80 .0355 128.3 112 .1387 
but not by YEAR; Distribution 
of TIME does not depend on YEAR. 

10. CTM, THY, CY CT combinations vary by MODE, but 811 . 2 00 .012Q H~.o 99 .0129 
not by YEAR; Distribution of 
CHOICE does not depend on YEAR. 

11. CTY, CMY, TMY CT combinations vary by YEAR, but 164.3 64 .0000 
not by MODE. 

431.6 96 .0000 

CHOICE (C) = Non-home-based activity choice (out-of-home activity, return home temporarily, 
return home permanently) for nonworkers; (work, out-of-home activity, return 
home temporar11y, return hum1:1 p~i'tudncotl.y) fv1 wc:-ker-e. 

TIME (T) 
YEAR (Y) 
MODE (M) 

Time of day (-8 am, 8-9 am, ••• , 10-11 pm, 11 pm-). 
Year (1965, 1980). 
Mode Usage (car only, others). 

conjecture that can be developed from the study re­
sults is that the way an individual develops his 
daily activity schedul e is stable, but the outcome 
of the process (i.e., t he out-of-home ac tivity a nd 
travel pattern) varies, depending on the travel 
environment as the input to the scheduling process. 

The sharp decline of the out-of-home social-rec­
reational act ivities in the e vening per iod observed 
in the 1980 sample also suggests that an unstable 
travel pattern may result from a stabl.e ac t i v ity 
patte rn because of t he subs ti tutiun be Lween i n- home 
and out-of- home activities. The qualitati ve s imi­
larities in activity scheduling and sequencing also 
sugges t that what the individuals do may not have 
changed very much over time , but how and where they 
do it--the concern of transportation planners--have. 
More extensive analysis that involves not only ac­
tivity and travel patterns , the individual' s attri ­
butes, and network and land use var iables, but also 
more comprehensive representation of the travel 
environment, is a future task. 
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Comparative Analysis of the Transferability of 

Disaggregate i\.utomobile-Ownership and 
Mode-Choice Models 

ERIC I. PAS and FRANK S. KOPPELMAN 

ABSTRACT 

In this paper the study of model transfer­
ability is extended to n isagq reqate models 
of automobile-ownership level. Models of 
automobile ownership and mode to work are 
estim.ated and transferred among sectors of a 
metropolitan regton. The transfer effective­
ness of these models is evaluateil by using 
previously developed disaggregate ann aggre­
gate measures of model transfer effective­
ness. The automobile-ownership models are 
found to have a high degree of transfer ef­
fectiveness in this context, higher than the 
transfer effectiveness of mode-choice models 
in the same context. It is concluded that 
previous findings about the effectiveness of 
model transfer, based on studies of mode­
choice models, can be extended to automo­
bile-ownership models. 

The application of travel demand models estimated on 
observed dat-a for preciici::.ion c,f onclitior:~l fu.tl.!re 
behavior in the same or other context is commonly 
undertaken as part of the transportation systems 
analysis process (}). The a9plication of a model in 
a context other than that in which it was originally 
estimated is described as model transfer. Model 
transfer is likely to be effective in predicting be­
havior in the application context if the transferred 
model will contain useful information about the be­
havioral phenomenon o f interest in the application 
context. Models that contain such useful informa­
tion are d.escribed as transferable. Model -transfer­
ability is necessarily conrHtional on similarity of 
the underlying behavioral process in the estimation 
and application oontexts and the adequacy of the 
model to represent that behavior (2). A number of. 
studies of transferability of ~isa°qgre~ate tcliv~l 
choice models have been undertaken in recent years. 
Most of these studies consider mode choice (1-1>, 
whereas some examine frequency choice (6,7). 

The goal of this study is to extend the analysis 
of the transferability of travel choice models to 
the related choice of automobile ownership. The 
transferability of automobile-ownership choice 
models is analyzed and the transferability of these 
models is compared to that of mode-choice models. 
These analyses were undertaken in the context of an 
artificial transfer situation created by dividing 
the Washington, D.C., region into three geographi­
cally distinct sectors. These sectors are distinctly 
d iffe.rent in terms of the demoqraphic characteris­
tics of their populations, such as houiiehold size, 
household income, and automobile ownership, and with 
respect to travel time and cost to the central 
business district (C8D) by both car and bus transit 
(1). 

Automobile-ownership and mode-choice models are 
estimated for each sector, and the transfer effec­
tiveness of each model to the other two sectors is 
examined. This analysis was undertaken within a 
single urbanized area to reduce the confounding e(­

fect of differences in variable definition, measure­
ment of level-of-service variables, and sampling 
procedures between metropolitan areas. Previous 
studies of the transferability of disaggregate mode­
choice models suggest that the results of intra-area 
transfer studies are indicative of inter-area trans­
fer effectiveness. 

MODEL STRUCTURE AND ESTIMATION 

Models of. Travel and Related Choices 

Travel behavior is commonly analyzed in the four 
steps cmbod icd in the rarl · tlonal aggre,;iate urban 
transportation model system: trip generation, trip 
distribution, modal split, and network assignment 
l!...!!.,11 • The compatable choices for disaggregate 
analysis are tri.p fl:equency (whether or no·t to make 
a trip), destination, mode, and path choice. An im­
portant issue in travel analysis revolves around the 
Rtruc ure of these choices and the models that rep­
resent them. 

Charles River Associates (!.Q.,ll) derived a se­
quential formulation of the choice process and ap­
plied it to estimation of choices of shopping tcip 
frequency, mode, destination, and time of day. Ben­
Akiva (12) argued that certain of these choices are 
behaviorally joint and that they should be repre­
sented by a joint or simultaneous choice model. He 
also demonstrated that sequential model estimations 
may be quite different from t.hose obtained by esti­
mation of the corresponding simultaneous model. 
However, the differences in parameter estimates re­
ported were not statistically significant at any 
reasonable level, and the goodness-of-fit measures 
for the simultaneous and sequent i.al models were es­
sentially Lhe s1:1me. Ocn- 7\kiva .ind LP.rman (131 ex­
tended the individu<tl choice structure to form a 
hierarchical model of travel and travel-related 
choices. In this hierarchy mobility choices, in­
cluding residential location, automobile ownership 
level, and breadwinner mode chotce to work, are 
assumed to be made jointly. Decisions on trip fre­
quency, destination, and mode for nonwork tr i.ps are 
assumed to be made jointly but conr3itional on the 
higher-level mobility choices. 

The discussion of choice model structure is basen 
on behavioral conjecture about the sequence of' the 
(unobserved) decision process employed by the trip­
maker. More recently, McFadden (.!_il suggested an 
alternative theoretical basis for mathematically 
structuring multidimensional choice models. Spe­
cifically, he formally derived the nested logit 
model that takes account of similarity among alter­
natives with respect to excluded variables. In this 
structure , the mathematical foi-m of the cboioe mor!el 
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represents an interdependence among a subset of al­
ternatives due to the sharing of common unobserved 
attributes rather than a sequential dependence among 
choices, This theoretical approach leads to a simi­
lar mathematical form of the choice model as that 
obtained based on choice sequence, 

Choice of Automobile Ownershio and Mode to work 

These concepts were applied to the choice of automo­
bile-ownership level and breadwinner mode to work, 
In this paper the COl!IPOnent models of a sequential 
choice model, with mode choice conditional on auto­
mobile ownership, are examined. Excluded as con­
ceptually unreasonable were mutual independence of. 
these choices and the sequential model with automo­
bile ownership conditional on mode choice to work. 
In a previous paper (15) the authors estimate and 
evaluate the joint choice model of automobile owner­
ship and mode to work, and compare transferability 
of the joint and sequential model structures. The 
utility of a joint automobile ownership/mode to work 
alternative is defined by 

UA,M = V A,M + fA,M (!) 

where 

UA,M utility of automobile ownership A and 
mode M, 

VA,M systematic portion of that utility, and 
EA,M unobservea stochastic portion of that 

utility. 

A sequential model of the choice of automobile 
ownership and mode to work can be developed by as­
suming that the stochastic component of utility in 
Equation l can be additively separated, The nested 
logit model is obta ined under the assumption that 

(2) 

where £AM is tha·t portion of the stochastic 
utility that jointly varies over automobile owner­
ship and mode and is Gumbel distributed with param­
eter A-•, and £A is that portion of the sto­
chastic utility that varies only over automobile 
ownership and is distributed such that the sum 
EM+ £AM is Gumbel distributed with param­
eter l, 

In this case the conditional mode and marginal 
automobile-ownership choice models are of the form 

and 

P(A) = exp (VA+ Xr A)/'E, exp (VA'+ Xf A' ) 
A' 

where 

P(M/A) = probability of choosing mode M condi­
tional on automobile ownership A, 

P (A) .. marginal p robability of choosing 
automobile ownership A, 

VA that portion of observed utility that 
is strictly related to automobile­
ownership level, 

VM that portion of observed utility that 
is strictly related to mode, 

(3) 

(4) 

VAM = remaining portion of observed utility 
that is determined jointy by automo­
bile ownership and mode, 

A measure of dissimilarity between pairs 
of mode alternatives conditional on 
automobile ownership, and 

4l 

expected value of choosing the best mode 
given automobile ownership A, 

The mathematical definition of rA is given by 

The estimation procedures for 
model structure are well developed 
mented in the literature (]1,1:1,~l, 
cedure is to 

(5) 

the sequential 
and are docu­
The basic pro-

l, Estimate the conditional portion of the model 
described in Equation 3 (note that A cannot be es­
timated, but ratios of ~/A can be estimated, 
where a is a parameter in the utility function), 

2, Compute the expected value of the set of con­
ditional alternatives by using Equation 5, and 

3, Estimate the marginal choice model as repre­
sented in Equation 4. 

The estimation process is based on maximum like­
lihood procedures in steps 1 and 3, 

RESEARCH DESIGN 

Data and Model Specification 

The data used were collected by the washinqton Coun­
cil of Governments in 1968 as part of a general ef­
fort to develop models of travel demand and trans­
port system operations. A portion of these data was 
used , which descrtbes breadwinners who made a work 
trip from their residence to work place in the CBD. 
(Note that breadwinners are defined as the household 
member working in the highest job category.) The 
data set includes a total of 2,654 persons and in­
cludes characteristics of the individual and house­
hold I level-of-service data for the work trip by 
drive alone, shared ride, and transit; and the mode 
chosen. 

Previous studies of disilgqregate choice models 
employed data from the Washington, o.c., data set. 
In particular, Lerman and Ben-Akiva (17) used these 
data to estimate joint choice mo<iele of automobile 
owners.hip ( zero, one, two care) and mode to work 
(car, transit). The specifications used in the pre­
sent research are based on t his previous work. The 
specification of a joint choice model is selected 
initially and compatible specifications are devel­
opea for the conditional and marginal choice models, 

The choices of interest in this study are automo­
bile-ownership level and b,readwinner mode to work. 

,The alternatives for automobile ownership are de­
fined as zero, one, or two or more cars. The alter­
natives for mode to work include drive alone, shared 
ride, and transit. Two assumptions are made a.bout 
the availability of particular alternatives. First , 
it is assumed that a household with no licensed 
drivers cannot c hoose to own an automobile. Second, 
if the work tripmaker does not have a driver's li­
cense, he is assumed not to be able to choose the 
drive-alone alternative, 

There are no other assumed restrictions on alter­
native availability, The data set includes only in­
dividuals living in areas served by transit. Thus 
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the transit alternative is available to everyone, 
Shared ride is assumed to be available to everyone, 
It is not assumed that the level of household income 
Places any test ic~ion o~ the ma~imum number of cars 
owned or available to the household. 

Next, the utility function for each alternative 
is formula.ted. It is expected that the jo'nt choice 
of automobile ownership and mode choice to work will 
be influenced by tbe level-of-service charactcris­
t ics of the work trip by ride alone, shared ride, 
and transit; the differential travel capabilities of 
the household with different levels of automobile 
ownership , and tha sr.ici opconomic characteristics of 
the individual and hou.sehold. 

The general specification at3opted by Lerman and 
Ben-Aldva (.!1) was followed , but modified to account 
for dHferences in alternatives (three mode-choice 
alternatives were included in this resea rch) ann 
limitations in the data available to the authors. 
First , transJ?Ortation level-of-service variables 
were included. These are in-vehicle and out-of -ve­
hicle travel time and out-of-pocket travel cost. 
Second, housing attributes are represented in terms 
of whether the residence is a single-family house. 
This characteristic is selected to take account of 
t he ava lab lity of parking space, and this variable 
is associated with the two-or-more-automobile owner­
ship alterhative. Third, three socioeconomic vari­
ables were included. Household income is used to 
modify the importance of out-of-pocket travel costs. 
Number of licensed drivers is U$ed to mor.li fy the 
utility of different level.a of automobile ownership 
( t.he 11tili ty of owning i.ncteased numbers of vehicles 
increases with the number of drivers in the house­
hold). An indication that an individual is a govern­
ment worker is used to represent the effect of work 
place incentives on the value of the s hared-ride 
mode. Finally, the aver~qe effect of excluded vari­
ables is represented by constants for different 
a utomobil.e-ownecahip levels and different mode 
choices. 

These specifications exclut3e two variables used 
by Lerman and llen-Akiva ( 171 : automobile-ownership 
costs and accessibility to"" nonwork locations for 
households with and without automobiles. The Wash­
ington data set does not include information on 
automobile-owners hip costs. It was preferred to ex­
clude this var iable rather than include a fixed 
average annual cost per vehicle that is invariant 
across households. 'l'he accessibility measure used 
by Lerman and Ben-Akiva (17) represents the value of 
increased automobile own~ship in improving house­
hold access to the opportunities othe t than work in 
the spa ti.al environment. Although this is a useful 
var iable, the data necessary to formulate it were 
not available to thG authorR. 

A. description of each variable included in the 
specifications of the automobile-ownership and mo<'le­
c hoie-e models is presented in Table l. The gen­
eralized price variable (Equation 5) is included to 
capture the effect of modal utilities on automobile­
ownership choice. 

Analysis of Model Transferability 

An artificial environment was createil for transfer­
ability analysis by dividing the washin9ton area in­
to three geoqraphi.cally ili.sti.nct sectors, as shown 
ln Figure 1. That is, the opportuni. ty to examine 
transferability was created in a situation where 
there are no differences in variable definitions, 
data-collection methods, and characteristics of the 
metropolitan area environment. ThP.se advantaqes are 
important in developing an understanding ot: trans­
ferability. It is recognized that the i .ssue of 
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TABLE 1 pecification of Conditiorwl Mode and Marginal 
Automobile-Ownersl1ip Choice Models 

Explanatory 
Variable 

DUMA and 
DUMSR 

DUMlCAR 
and 
OUM2CAR 

CDA and 
CSR 

GWSR 

STRDUM 

IDLIC 

TTT 

OVTTD 

OPTClNC 

GENPRICE 

Description of Variable 

Dummy variables, specific to 
tlrl\'c-alone nntl sha·rcd-rid e 
alternatives 

Dummy variables, specific to 
the one- and two-car alterna­
tives 

Number of cars, drive-alone 
and shared-ride interaction 
variables 

Dummy variable that indicates 
if the breadwinner is a govern· 
ment worker; specific to the 
shared-ride alternatives 

Dummy vorfoble that indicates 
whether the household resides 
in a single-family structure; 
specific to the one- and two­
car alternatives 

The inverse of the number of 
driver's licenses in the house­
hold for the one-car alterna­
tives; twice the inverse of the 
number of driver's licenses 
for the two-car alternatives 

Round trip total travel time 
(min) 

Round trip out-of-vehicle 
travel time (min) divided by 
one-way distance (miles) 

Round trip out-of-pocket 
travel cost ( cents) divided 
by annual household income 
(SOOOs) 

Gen eralized price of mode of 
travel for a given level of 
automobile ownership 

Condi­
t10nai 
Mode­
Choice 
Model 

X 

X 

X 

X 

X 

X 

Marginal 
AuiOuiO­
bile-Owner­
ship Choice 
Model 

X 

X 

X 

X 

Note: An X indkates that the explan atory variable is included in the particular model. 

FIGURE 1 Estimation sectors in Washington region. 

intraregional transferability is less of a concern 
than that of interregional transferability. However, 
earlier studies i ndicate that intraregional transfer 
results are indicative of interregional transfer 
effectiveness ( 18, 19) • The marginal a.utomobile­
ownership and conditiona l mode-choice modes were 
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estimated for each of these three sectors, and the 
transferability of each model to the other two 
sectors was examined, 

The transferability of the different models was 
evaluated in terms of the ability of the transferred 
model to describe the observed behavior in the ap­
plication context. This is accomplished by e xamining 
the accuracy of disaggregate and aggregate predic­
t ions us i ng the transferred model in the application 
context in absolute terms and relative to the pre­
dictive accuracy of the corresponding locally esti­
mated model. The speci fie measures to be used and 
their properties are developed in earlier work (3), 
A summary description of these measures is presented 
here, The disaggregate transferability measures 
(Table 2) are based on the likelihood that the data 
observed in the application environment were gen­
erated by the choice process described by the trans­
ferred model. The transfer likelihood ratio index 
is analogous to the conventional likelihood ratio 
index or rho-square measure (1.Q.). It compares the 
log likelihood of the transferred model to the loq 
likelihood of a base (equally likely or market­
shares) model. The transfer index compares the pre­
diction effectiveness of the transferred model over 
the base model relative to the prediction effective­
ness of a locally estimated model. 

The aggregate measures of transferability (Table 
3) evaluate the ability of the model to replicate 
observed choice frequenc i es in prediction for aggre­
gate groups, using the explicit enumeration aggrega­
tion procedure (211. This ls done by measuring the 
difference be·tween the observed and predicted number 
of individuals selecting each alternative in each 
aggregate group. Specifically, the root-mean­
square-error (RMSE) measure is used to represent the 
expected relative or proportional error in a typical 
aggregate prediction (22), and the relative aggre­
gate transfer error isthe ratio of transfer and 
local RMSE. 

The d isaggregate and aggregate transfer test sta­
tistics developed by Kop·pelman and Wilmot (ll are 

TABLE 2 Disaggregate Indices of Transferability 

Measure 

Transfer likelihood 
rutio index, 

Definition 

Pf (/3j) = 1 - [LL; (~j)/ LL; (BASE)) 
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not reported here because these statistics were 
found to be less use ful in the analysis of transfer­
ability than the index measures previously dis­
cussed. The transfer test statistics are reported 
in Koppelman and Pas ( 15) • 

EMPIRICAL RESULTS 

Estimation Results 

Models of mode choice conditional on automobile 
ownership and of marq inal automobile-ownership 
choice are estimated for each of the three sectors 
by using the specifications previously described. 
The estimation results are given in Tables 4 and 5, 
respectively, These models are all significant at 
high levels relative to both the equally likely and 
market-share base models and account for a reason­
able proportion of the behavioral variation in the 
data. Note that the marginal automobile-choice 
mOdels have substantially higher likelihood ratio 
index (rho-square) values than the mode-choice 
models, despite the limited specification of the 
automobile-ownership mOdel. 

All the parameters in the conditional mode-choice 
models are highly significant (p < 0.01), except 
those associa ted with out-of-pocket travel cost and 
out-of-vehicle travel time. All the parameters in 
the marginal automobile-ownership choice models are 
statistically significant (p < 0.01), except the 
parameter of the inclusive price of travel mode in 
the automobile-ownership model for sector 2. Thus, 
from a statistical pe r spective, the models are ex­
tremely satisfactory. Furthermore , all parameter 
estimates that are statistically different from zero 
have acceptable signs, The parameters for the gen­
eralized price of mode of travel in the automobile­
ownership models are expected to be between zero and 
one. Although the parameters obtained in two sectors 
are greater than one, they are not significantly 
different from one. 

Description 

pf(/JJ) 

Transfer index, 
TI; (/JJ) 

where Ll.; <JJ;) Is the log likelihood that lhe behavior ob· 
served in context i wos gcn<!.ralcd by the mod11l ~timatcd 
in con tox! j (with paromutcrs/J1) 

Tl; Cft1)= [LL; <JJi) - LJ..i (DASEJJ/[LL; (/l1)- Ll..i (BA ·)) 

This index is similar in form to the commonly used rho-square measure pro· 
posed by McFadden /20); the index is bounded by one; the base model 
may be an equal-shares or market-shares model 

This i ndex measures the prcd icTivu curacy or the trnnsferrud modcl rc1u­
tivc to a loci!lly developed m<>dcl: the index has on upper limit of unity; 
the b~se m<>dol mny bu on cquol-~hnrcs <>rm, rkct-shares model; the truns• 
rcr index 1s reJotcd t<> the transfer likclihood ratio indeit by 

TABLE 3 Aggregate Indices of Transferability 

Measure 

Root-mean-square 
error (RMSE) 

Definition 

RMSE; (~j) =( ~ Nm,REMi,/ ~ Nmi)\IJ 
m,z n1,2 

where REMm, is the relative error measure in prediction 
alternative min group z; i.e., 

REMmz = (Nmz - Nm,)/Nmz 

where Nm, is the numher of persons in group z predicted 
to choose alternative m, and Nmz is the number of per 
sons in group z observed to choose alternative m. 

Relative aggregate RATE; (~j) = RMSE; (lii)/RMSE1 (~;) 
transfer error (RATE) 

Description 

This index measures the averaga relative error in prediction weighted by th e 
size of the prediction element 

This index mcflsures the aggregate error of the transferred model relative to 
the local model 
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TABLE 4 Estimation Results: Conditional Mode-Choice Model 

Estimated Parameter Values (t statistics) 
Variable Sector i Sector 2 Sector 3 

OlJIOA -2.71 ( 7 .31) -1.79 ( 4.81) - 3.19 ( 7.26) 

DUMSR -2.35 (10.91) -1.87 ( 9.63) -2.36 ( 7.78i 

CDA 1,.67 ( 8.35) 1.57 ( 7.35) 2.08 ( 8.45) 

CSR 1.20 ( 7 .72) 1.33 { 9.23) 1.43 ( '6.75) 

GWSR .77 ( 5.01) .48 ( 3.33) .60 ( 3.77) 

m - .038 ( 6.06) - .018 ( 3.63) - .021 ( 3.114) 

ovno .78 ( .13) - .052 ( .88) - .096 ( 1 .23) 
OPTCINC .19 ( 1.44) .0018{ .17) .014 ( .84) 

Number of Cases 944 961' 746 

N1111ber of 
Observations 2648 2582 2165 

Log L1kelfhood 
At Zero -962. 5 -933.7 -790.0 
At Market Share -904.4 -899.7 -771 .6 
At Convergence -778.0 -812.6 -690.5 

Likelihood Ratio 
Statistic 

Zero Base 368.9 242.3 198.9 
Market Share Base 252.8 174.2 162.2 

Likeliho~d Ratio 
Index (p ) 

Zero Base • i 92 .130 .126 

Market Share Base .140 .097 .105 

•Thoro \Wro threo CHH '" 1he data sot In which tho t'101.11"At,0Jd roportad' having zero 
drlvfl'n ond ..,1,0 rapot cod hl\ving ono aor avnlleble , OliJCtU.JIG 1heso cat.a., .salected a non­
faoslbJo attomn1lvo, th&-,. ware omhUld hom the a.no lv tr•. 

TABLE 5 Estimation Results: Marginal Automohiie-Ownership 
Model 

Estimated Parameter Values (t statistics) 
Variable Sector 1 Sector 2 Sector 3 

DUMl CAR 4.46 ( 8.83) 4.79 ( 9.01) 6.24 ( 7 .83) 
DUM2CAR 4.50 ( 4.72) 5.59 ( 5.44) 5.47 ( 3.31) 
STRDUM 1.DO ( 4,.96) .92 ( 5.12) 1.19 ( 5.63) 
IDLIC -4-.60 (10.73) -4.23 (11 . 57) -5.64 ( 8.95) 
GEN PRICE 1.32 { 3.92) .4-0 ( 1.16) 1.79 ( 3 .02) 

( 0. 95)' ( 1.74)1 ( 1. 33) 0 

N1111ber of Casas 855 832 718 
Number of 2565 2496 2154 

Observations 

Log Likelihood 

At Zero -939.3 -914.0 -788.8 
At Market Share -781.1 -776.6 -577 .4 
At Convergence -596.6 -622.6 -426.6 

Likelihood Ratio 
Statistic 

Zero Base 685.4 582.9 724.3 
Market Shares Base 369.0 308.0 301.6 

Likeliho2d Ratio 
Index (p ) 

Zero Base .365 .319 .459 

Market Share Base .236 .198 .261 

8T-stetistics for the generalized price varleble ere formulett11d egainst the null hypotheses 
of '1 := 0 and '1 • 1.0. 
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Transferability Analysis 

The transferability of the conditional mode and mar­
ginal automobile-ownership choice models is examined 
through use of the measures previously outlined, 
The transferability of the estimated models is eval­
uated in terms of parameter transferability, dis­
aggregate prediction accuracy, and aggregate pre­
diction accuracy. Examination of the hYt?othesis that 
the estimated model parameters describe the popula­
tion behavior in the application context (15) re­
jects the transferability of the alternative---;peci­
fic constants in both the automobile-ownership and 
mode-choice models. Thus in this paper partial, 
rather than full, model transfer is considered. That 
is, the transferability analysis result s that follow 
are based on models in which the alternative speci­
fic constants are adjusted to match the aggregate 
choice shares in the application context. 

Disaggregate Transferability Prediction Indices 

The ability of the conditional mode and marginal 
a utomobile-owner s hi p choice models estimated in each 
sector to predict the disaggregate behavior observed 
in each o-f the other sectors is examined by use of 
the transfer likelihood ratio i ndex and the trans­
ferability index evaluated against a market-share 
reference. These results are given in Tabl es 6 and 
7 for each sector pair and with pooled values across 
all transfe r s (19) • The transfer rho-square mea­
sures h ighlight~two i nteres t i ng facets of this 
analysis. Fi rst, i.t i s obser ved that the rho-square. 
values are highest f or transfers into c ontexts that 
have high rho-square values for locally estimated 
models. For example, t he automobile-ownership mooel 
p rovides the best fit to the sector 3 l'.lata, and t he 
transfer rho-square measures a re higher for trans­
fers into sector 3 than into sectors l and 2. Sec­
ond, it is observed that the transfer rho-square 
measures for the marginal automobile-ciaoic.; modal 
are consistently higher than those for the condi­
tional mode-choice model, despite the apparently 
limited specification used for automobile ownership. 

The trans fer indices reported for the dif"ferent 
models across sector pairs are generally quite high 
(greater than 0.86 in every case). The transfer 
indices for the marginal automobile-choice model are 
generally higher (four of six cases) than t or the 
condi tional mode-choice model. The pattern of. 
transfer indices among sector pairs (which ,Urec­
t ional pairs have h.igher or lower transferability) 
varies between the two models. However, it appear s 
that high transferability index values are obtained 
for transfer into sectors with a high local rho­
square for the r.orrespondinq model. That is, i t ap­
pears that model transferability measured by the 
transfer index is best in contexts in which be havior 
can be most effectively described by the particular 
modeJ. spec if ica t ion. 

overall, the disaggregate transferability predic­
tion indices indicate that both conditional mode­
choice and marginal automobile-ownership models are 
highly transferable between secto:r pairs. These re­
sults also indicate that transferability is general­
ly higher for transfer into sectors that have high 
local rho-square values, 

Aggregate Transfer Prediction Indices 

RMSE is used to summarize the aggregate predict i on 
error in both local and transfer prediction, and the 
relative values of RMSE are used to describe the 
degree to which transferred models increase aqgre-

• 
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TABLE 6 Disaggregate Transferability Prediction Indices: Conditional 
Mode-Choice Model 

z 
c:, 

= ... ... 
< 
:E -... .,, ... 

P R E D I C T I N G 

Sector 1 Sector 2 

Sector l .140 (1 .00) .083 (0.86) 

Sector 2 .130 (0.93) .097 (1 .00) 

Sector 3 .133 (0.95) .092 (0.95) 

-
Composite Measures• 

Transfer Likelihood Ratio Index~ .106 

Transfer Index• .93 

0 N 

Sector 3 

.097 (0.92) 

.100 (0.95) 

.105 (1.00) 

Note: The base for computation of the transfer likelihood ratio index and the transfer index measures reported 
here is the market-shares model. 
8 Composite measures are weighted averages of the corresponding measures across multiple transfers (19). 

TABLE 7 Disaggregate Transferability Prediction Indices: Marginal 
Automobile-Ownership Choice Model 

z 

= 

= ... ... 
< 
:a: -... .,, ... 

P R E D I C T I N G 

Sector l Sector 2 

Sector l .236 (1 .00) .186 (0.94) 

Sector 2 .228 (0.97) .198 (1.00) 

Sector 3 .230 (0.98) .168 (0.86) 

Composite Measures" 

Transfer Likelihood Ratio Index u .216 

Transfer Index.• • 94 

0 N 

Sector 3 

.258 (0.99) 

.246 (.094) 

.261 (1.00) 

Note: The base for computation of the transfer likelihood ratio index and the transfer index measures reported 
hu111 Is the mar,Cot-1h1ro1 ~odol , 
8 Composite measures are weighted averages of the corresponding measures across multiple transfers (19). 
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gate prediction error over that produced by the lo­
cally estimated model. The aggregate prediction 
groups employed in this study are the traffic 
analyses dis~ricts identified in the study area. 
Sectors 1 and 3 contain 16 districts and sector 2 
contains 19 districts. 

age 22 and 24 percent for the conditional mode­
choice and marginal automobile-ownership choice 
models, respectively. 

It is interesting to observe that the best ( low­
est) measures of RMSE for local prediction occur in 
those sectors for which the locally estimated model 
had the best (highest) rho-square values in Tables 4 
and 5. These results suggest a reasonable level of 
consistency between these different measures. 

RMSE and the relative aggregate transfer error 
for the mode to work and automobile-ownership choice 
models are given in Tables 8 and 9. The RMSEs aver-
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TABLE 8 Aggregate Transferability Prediction Indices: Conditional Mode­
Oioice Model 

P R E O I C T I N G 0 N 

S111:tor l Sector 2 Sector 3 

Sector l .186(1.00) .241 (1.08) .219 (1.01) 
z 
Q 

= ... S111:tor 2 .202 (l .09) .222 (l .OO) .227 (1 .04) .... 
C 

z -.... 
"' .197 (1.06) .224 (1.01) .219 (1 .00) ... Sector 3 

Composite Transfer Measures• 

Transfer Root Mean Square Error~ .219 

Relative Aggregate Transfer Error• 1 .05 

•eomposite measures are weighted averages of the corresponding measures across multiple transfers (19). 

TABLE 9 Aggregate Transferability Prediction Indices: Marginal 
Automobile-Ownership Choice Model 

P R E O I C T I N G 0 N 

S111:tor 1 Sector 2 Sector 3 

Sector I .245 (1.00) .248 (1 .01) .171 (1 .04) 
z 
Q 

= ... Sector 2 .281 (1.15) .246 (1.00) .205 (1.24) .... 
C 

z -.... 
"' ... Sec:tor 3 .238 (0.97) .250 (1 .02) .165 (1.00) 

Composite Transfer Measures• 

Transfer Root Mean Square Error • .237 

Relative Aggregate Transfer Error• 1 .00 

•eomposite measures are weighted averages of the corresponding measures across multiple transfers (19). 

The relative aggregate transfer errors are low 
for all model transfers. They are less than 1.1, ex­
cept for two transfers of the marginal automobile­
ownership model. Further, the pooled values f.or 
this measure (1. 05, 1. 00) indicate a small increase 
in aggregate prediction error attributable to model 
transfer. 

These results suggest that the use of disaggre­
gate models for aggregate prediction is quite satis~ 
factory. More important, for the purpose of this 
study, the increased error in aggregate prediction 
associated with use of transferred models is rela­
tively small. 

Overall, both the absolute and relative aggregate 
prediction measures indicate that transferred disag­
gregate choice models are effective in predicting 
aggregate choice shares. 

DISCUSSION AND CONCLUSIONS 

The mode and automobile-ownership choice models es­
timated in each sector are statistically significant 
and account for a reasonable proportion of the vari­
ation in the observed choices. An interesting fea­
ture of the estimation results is that the automo-

ii -. 
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bile-ownership models have substantially better 
1 ikelihood ratio index ( rho-square) values than the 
mode-choice models, despite the somewhat limited 
specification of the automobile-ownership model. 
Specifically, the rho-square values for the automo­
bile-ownership models are generally twice as large 
as for the mode-choice models. This observation 
raises the question of whether the better fit of the 
automobile-ownership model has any impact on the 
relative transferability of the automobile-ownership 
and mode-choice models. This question is addressed 
in the following paragraphs, where the discussion 
centers on the transferability of models in which 
the alternative specific constants are adjusted to 
match the aggregate choice shares in the application 
environment. 

The disaggregate transferability results are 
evaluated in absolute terms by the transfer likeli­
hood ratio index and in relative terms by the trans­
fer index. The transfer likelihood ratio index 
values for both the automobile-ownership and mode­
choice models are in the same magnitude range as for 
the corresponding locally estimated models. That is, 
( a) the transferability for both sets of models is 
good and (b) the transferred automobile-ownership 
models are roughly twice as effective as the mode­
choice models. On the other hand, the transfer index 
results indicate that, relative to locally estimated 
models, the mode-choice and automobile-ownership 
choice models are equally transferable. The result 
that improved fit of a model in the estimation en­
vironment appears to lead to improved transferabil­
ity in absolute but not relative terms parallels the 
results reported by Koppelman and Wilmot ( 23) in 
connection with the impact of improved specification 
on model transferability. 

The disaggregate transferability analyses also 
indicate that transferability is generally higher 
for transfer into sectors that have high local rho­
square values. For example, the automobile-ownership 
model fits the observed data in sector 3 better than 
in the other two sectors. The transfer rho-square 
values reported in Table 7 indicate that the automo­
bile-ownership model is more transferable into sec­
tor 3 than into sectors 1 and 2, 

These results all indicate that model transfers 
are most effective when the transferred model is one 
that would be highly satisfactory if it were esti­
mated in the application environment. Unfortunately, 
the only way to obtain this information is to esti­
mate the corresponding model in the application en­
vironment, which eliminates the need for model 
transfer. However, the comparative results of the 
transferability of mode-choice and automobile-owner­
ship models indicate that if there is evidence to 
suggest that models of particular choice behaviors 
are generally satisfactory, it is reasonable to in­
fer that such models could be transferred effec­
tively. 

The aggregate transfer prediction analyses show 
little discrimination between the transferability of 
mode-choice and automobile-ownership models. These 
results do indicate, however, that the increased er­
ror in aggregate prediction associated with the use 
of transferred models is small (less than 10 percent 
in 10 of 12 transfers reported) • Thus transferred 
disaggregate mode and automobile-ownership choice 
models appear to be able to predict aggregate shares 
satisfactorily, both in absolute terms and relative 
to locally estimated models. 

The transferability analyses reported in this 
paper provide no clear indication of which sector 
pairs provide better estimation transfer contexts 
for transfer of disaggregate choice models in Wash­
ington, D.C. This result is not surprising, given 
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that model transfer appears to depend on the fit of 
a locally estimated model in the application con­
text, and the fact that the mode-choice model pro­
vides the best estimation goodness-of-fit in sector 
1, whereas the automobile-ownership model provides 
the best estimation goodness-of-fit in sector 3. 

The study reported in this paper leads to two 
basic conclusions. First, it is concluded that the 
findings of earlier research concerning the trans­
ferability of disaggregate mode-choice models can be 
extended to automobile-ownership choice models, Both 
automobile-ownership and mode-choice models exhibit 
a high degree of transferability at the disaggregate 
and aggregate levels in the intraurban transfer 
situations examined in this study. 

The second basic conclusion reached in this study 
is that model transfer is more effective in those 
choice situations where behavior can be explained 
better by the mathematical model used to describe 
choice behavior. That is, if a given choice behavior 
can, in general, be well represented by a model, 
transfer of that model will generally be satis­
factory. Although this conclusion is consistent 
with prior expectations, it is valuable that such 
expectations be confirmed empirically. Further, this 
study indicates that automobile-ownership level 
choice is predicted well by a relatively simple dis­
aggregate choice model specification. 
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Travel Regular .tie and Their Interpretations: 
A Discussion Paper 

JANUSZ SUPERNAK 

ABSTRACT 

The regularities in travel behavior analyses 
a r e exam ined in th i s paper, Reason s are in­
v estiga t e d for diffe r e nt i n t erpre t a t i ons of 
travel regularities caused by (1) dif.fer­
ences in basic assumptions, model spec ifica­
tion, and selection of analysis unit, (bl 
differences in selection and evaluation of 
empirical material, and (cl differences in 
data used. Criteria for evaluation of. mean­
ingfulness and applicability of trave l regu­
larities are proposed. Travel-time budget 
analyses and studies of travel behavior of 
homogeneous groups of persons are compared 
as aLternat i ve approaches to investigate 

differences in travel regularities and di­
versity of their interpretations. 

Detecting regularities and establishing relation­
ships in any analyzed phenomenon, process, or be­
havior is always an important and interesting part 
of any research effort. Discovering regularitie s is 
normally a first sign of understanding the analyzed 
problem. Often these regularities have useful ap­
plications. In human travel behavior, regularities 
confirmed by several studies from different metro­
politan areas can constitute a basis for geographi­
cally transf.erable models and can be used in travel 
demand forecasts and policy analyses. 



Supernak 

In travel behavior analysis, as in other fields 
of research, there are several ways to analyze dif­
ferent regularities and many ways to interpret them. 
This diversity in travel regularities and their in­
terpretations does not necessarily mean that any one 
version must be wrong. However, in many cases where 
the research conclusions are divergent, it is nat­
ural to ask why, What methodological differences 
are responsible for different regularities? Are 
these regularities meaningful, consistent, or useful 
in practical applications? Although the final judg­
ment about quality of different regularities and 
respective research approaches will never be fully 
objective, evaluation using these criteria would be 
in order. 

There are several reasons potentially responsible 
for different interpretations of regularities in 
travel behavior analyses: (al conceptual differences 
(different approaches, analysis units, unit strati­
fications, model specifications, and so forth) i (bl 
differences in selection, presentation, evaluation, 
and interpretation of empirical findingsi and (c) 
overall quality of the data used ( i. e,, its com­
pleteness, adequacy, accuracy, compatibility). 

An attempt is made to address some of the issues 
in this paper, The content, form, and scope of this 
paper were prompted by the comments of Zahavi (.!) 
printed with the author's article "Travel-Time Bud­
get: A Critique" published in Transportation Re­
search Record 879 (.£) • At that time there was no 
opportunity to respond in an author's closing state­
ment. However, because Zahavi raised many important 
issues, both on the subject of travel-time budgets 
and on the broader questions of interpreting differ­
ences among researchers' analyses of data, many of 
his comments and other works (1,3) are used as the 
basis for this paper. Over seve~al years, Zahavi has 
contributed many innovative ideas in the study of 
travel budgets, but possibly just as significant are 
the important methodological issues that have been 
generated by his research. Tonay it may be neither 
important nor appropriate to debate the validity or 
nonvalidity of the concept of travel-time budgets. 
Although this article is not intennen as a response 
to the late Zahavi' s comments on travel-time bud­
gets, it does refer to them in an effort to illus­
trate the issues and questions he raised in the 
field of travel behavior analysis. 

ANALYSIS OF HUMAN TRAVEL BEHAVIOR: CONCEPTUAL 
DIFFERENCES 

Background 

The concept of stability of a travel-time budget is 
well-known to a majority of researchers in the field 
and does not need to be introduced in detail in this 
paper. A good summary of Zahavi's work is given 
elsewhere: "Analysis of Zahavi's work on the subject 
revealed the evolution of the concept, from an over­
all average daily travel time for vehicles, to aver­
age values per traveler systematically influenced by 
socioeconomic factors, to a final relationship with 
the average speed of the transportation system" ( 4) • 
This last version is given in a report by zahavi: 
"The mean daily TT-budget per travel is an inverse 
function of speed, decreasing as speed increases, to 
an asymptote of about 1.1 hours per day" (3,p.IV). 
Full details of the concept are given in -several 
reports (l,l,il, 

The author's critique of travel-time concepts in 
general (not specifically Zahavi's work) presented 
in TRR 879 ( 2) (a) questioned the meaningfulness and 
applicability of travel-time conceptsi (bl postu-
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lated some methodological improvements in travel­
time budget studiesi (cl found trip rates of homo­
geneous groups of persons more stable than the 
respective travel budgetsi and (d) revealed regular­
ities in several travel characteristics of these 
groups, with a potential for geographic transfer­
ability of outside-the-home activity budgets of 
homogeneous groups of persons. Details are given in 
that paper (~) , 

Regularities: Behavior of an Individual 
or a Group? 

Any regularity in travel behavior refers to either 
the entire population (of persons or travelers) or 
to some clearly specified subgroups of the popula­
tion. In any disaggregate approach where, for ex­
ample, individual i is used as the analysis unit, 
the implied assumptions should be that the results 
can be generalized over a larger group of persons 
represented by individual i. Also, whichever period 
is used as an analyzed time duration (e.g., a day), 
the behavior expressed by such characteristics as 
trip rates, travel-time budget, and so forth, should 
not be expected to be identical each and every day. 
For example, a travel-time budget of 60 min means 
that the average daily travel time of an average 
representative of an analyzed group (G) is 1 hr. 

Averaging travel characteristics in order to gen­
eralize the travel behavior of the population under 
study encounters some problems represented by the 
following questions: Because the human population 
is heterogeneous, should the average behavior of the 
entire population or rather its more homogeneous 
subpopulations be described? What is the geographic 
and temporal stability of travel characteristics if 
it is known that the population structure is subject 
to significant changes in both space and time? How 
will changes in the population structure influence 
the validity of certain transportation policies that 
may apply differently to different population sub­
groups? 

Heterogeneity of the Population a nd 
Importance of its Proper Stratification 

It is interesting to note that, for any heteroge­
neous population under stu~y (human population is 
certainly just this with respect to outside-the-home 
activities and travel patterns), meaningful regular­
ities can be found only af.ter meaningful, crucial 
variations are found. For example, more is known 
about dogs than about mammals as a whole, and more 
about bulldogs than about dogs as a whole. The dif­
ferences among biological species were the reasons 
for stratifying them into more homogeneous groups 
whose average physical outlooks, behaviors, and so 
forth, could already be found to be quite regular. 
Any analysis based on an average traveler (i.e., a 
person who just happened to travel during the survey 
day by motorized modes) fails to recognize crucial 
variations within heterogeneous groupsi thus by 
averaging over unidentifiable units, the analysis 
fails to discover really meaningful regularities, 

Acknowledging an existence of a high heterogene­
ity of the population (persons or travelers) with 
respect to its travel behavior (employed husbands 
versus housewives, or groups between the ages of. 20 
to 30 versus 70 to 80) implies certain methodologi­
cal consequences. If travel behavior is predomi­
nantly differentiated by aqe and employment status, 
these variables should be the primary candidates for 
consideration in any analysis of travel patterns. 
They should also be a basis for meaningful stratifi-
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cation of a heterogeneous population into more homo­
geneous subpopulations, 

Why should the analyst care about a proper strat­
ification of the population in any stuily of travel 
behavior? The reasons are as follows: 

1. The analyst wants to iilentify groups of dis­
tinctly different travel behaviors that could be 
caused by differences in objective needs for travel­
ing, options available, and travel constraints; 

2. The analyst wants to assure a proper repre­
sentation of each group while designing, for ex­
ample, cross- sectional or longitudinal surveys of 
travel behavior; 

3. The analyst would like to capture dynamic 
changes in representations of each qroup, and their 
consequences on the population treated as a whole 1 

anil 
4, The analyst is interested in identifying dif­

ferences among groups in reaction to relevant out­
side changes, both natural (e.g., the changing 
energy situation) and imposed (policies), 

What criteria should be followed for a proper 
stratification of the population due to an analyzeil 
issue? Theoretically, the desired criterion could 
be formulated as a formal minimization of the with­
in-group variance for each group, In analyses of 
trip rates it could be formally done by stratifying 
qcoups Uue to the it number of daily trips: those 
with zero, one, two, and so on. 'l'hus thP- within­
group variance would be zero, and the total varia­
tion would be explained by the between-group vari­
ance. However, this grouping would be quite useless 
because the groups could not be iilentified, 

Therefore, a much more complicated formula is re­
quired: stratification into homogeneous groups has 
to result from some kind of multivariate analysis, 
This shoulil reduce the within-group variance to the 
extent possible, and result in a relatively small 
number of homogeneous groups that are relevant to 
the analyzed issue, easy to .identify, and whose 
populations will be relatively easy to predict. 

An excellent guide for creating homogeneous 
groups can be found in two reports (2,!l. It has to 
be noted that any arbitrary stratifications, one-ili­
mensional or multidimensional, may appear ineffec­
tive or even totally irrelevant, anil that "segmenta­
tion along an irrelevant dimension will result in 
inaccurate prediction results" (§) • 

The Significance of Homogeneity of 
Groups of Persons 

The importance of homogeneity of groups of similar 
travel behavior can be ilemonstrated by at least two 
points. 

1. Homogeneous groups should have smaller vari­
ability than the population as a whole; this can re­
duce the desired size of the travel survey if a 
stratified sampling scheme is chosen, 

2, Homogeneity of the groups shoulil reduce the 
divergence of results between different survey tech­
niques (e.g., more units anil shorter observation 
time versus fewer units ana longer observation time 
for travel behavior). This may be crucial in justi­
fying, for example, a 1-day transportation survey 
procedure from which judgments about an average 
daily behavior are made, 

Homogeneity of the groups iloes not denote even 
distri hilt: i.Or'!!;~ QIJi t:e Oft~n C'O~fi:ici~n.ts n-f ,,::::i.r; :i.""' 0 

of observations of either trip rates or travel buil-
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gets will still remain relatively high, There are 
some reasons for this: 

1, Including zeros to represent nontravelers and 
low numbers for nonvehicular trips increases the 
tail part of data and results in higher variances; 

2, A short observation period (normally 1 day) 
is responsible for a large number of zero observa­
tions if travel is regular but sporadic [a simple 
numerical example in a previous paper (~) shows that 
coefficient of variance can drop dramatically if the 
observation period i~creasesl; and 

3, The coefficient of variance is not always an 
absolute measure of variability in data. 

Transferability of Travel Characteristics 

i~ tLansL~LdUility cne primary cri~erion for the 
evaluation of meaningfulness and applicability of 
regularities? Some authors appear to suggest that 
the answer to this question is yes. Zahavi writes 
that "the primary test for different approaches is 
whether or not the model is transferable in both 
space between cities and in time in one city" CJ:l. 

Note that the transferability criterion is a de­
manding one and clearly it is quite risky. If models 
are expected to be fully transferable in both space 
and time, then any single empirical test that proves 
against transferability could jeopardize the final 
conclusions, even if all previous tests supporteil 
the notion of transferability. 

The problem of transferability appears to be more 
complex than the preceding quote from iahavi (ll 
miqht suggest. First, it is clear that some trav-;l 
characteristics should not be expected to be spa­
tially transferable, For example, average daily 
travel times to and from work vary widely amonq 
cities because of their different distributions of 
residential areas and work places, and differences 
in sizes, shapes, types of industry, transportation 
infrastructures, anil so forth. Thus it would be un­
reasonable to expect the obligatory part of travel­
time budget ('.t'°bll to be transferable. The overall 
travel-time budget (Tl could be transferable, but 
this would impose a regulatory role on the discre­
tionary part of the travel-time budget (Tdisc) be­
cause T = Tobl + Tdisc, a notion that was ques­
tioned in a previous paper (~I • Second, it is not 
clear whether the spatial transferability is a pre­
requisite for the temporal transferability: some 
authors disagree with this notion. On the other 
hand, the existence of geographic tranRf~rability in 
some characteristics may not imply meaningfulness of 
this single regularity. This issue will be discussed 
in more ilP.tail later in the paper. 

Therefore, the following criteria for evaluating 
the meaningfulness of regularities can be proposed: 

1, The subsets of the population to which regu­
larities are applicable should be clearly specified, 

2. Regularities should be adaptable for another 
urban environment [an absolute transferability 
(e.g., trip rate Ni = canst) may be possible but 
is not strictly required), 

3, Regularity should provide a logical and con­
sistent explanation (at least signs of relationships 
should always be the same), 

4. Regularity should properly illustrate major 
trends observed in analyzed phenomenon or behavior, 
and 

5~ Regularity (or set of r~gu!arities) ehnnin h.a. 

easily applicable, 

--
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Problem of Partial Regularities 

The concept of stability of the travel-time budget 
per traveler (TT/TR) is examined. In order to reli­
ably estimate the amount of traveling in the system 
[total travel time (T) or distance (D) in this con­
cept], it is not enough to confirm transferability 
of the daily travel time per traveler (TT/TR) or the 
relationship TT/TR as a function of speed V, 

TT/TR= b + (a/V) (a, b = constants) (!) 

In order to obtain the estimation of T, at least two 
more relationships have to be transferable: (a) 
percentage of traveling households ( sHHl as a 
function of household characteristics, and (b) aver­
age number of travelers per household (TR/HH) as a 
function of household characteristics. Thus 

T = (L/HS) · /lHH · (TR/HH) · (TT/TR) (2) 

where Lis the population size and HS is the average 
household size. 

Thus the concept of stability of the travel-time 
budget requires simultaneous transferability of 
regularities in all three characteristics: TT/TR, 
sHH, and TR/HH. [In the entire UMOT interaction 
process (}), stability of the daily household expen­
diture on travel (M) as a share (Cl of household in­
come (I) has to be assumed, i.e., M = C(I/HH).] The 
temporal stability of the travel-time budget per 
traveler (TT/TR), even if fully confirmed, will be 
useless if at least one of the other relationships 
previously mentioned appears nontransferable. It is 
worth noting that these relationships are virtually 
ignored in the travel-time budget literature, even 
though they deserve the same attention as does the 
TT/TR relationship. 

Analysis Unit Controversy : Person Versus 
Household 

The analysis units used in the stability of the 
activity budget concept versus the travel-time bud­
get concept are examined. In the first case, the 
unit is an average representative of homogeneous 
group i, whereas in the second case it is a motor­
ized traveler that is representative of an average 
traveling household H. Averaging over unidentified 
household members has one important disadvantage: it 
ignores the high heterogeneity of the family. 

The household versus person (or traveler) contro­
versy was commented on in some works (2,9,10). Here, 
only the main points are presented to ;xplain why an 
individual level of data aggregation was chosen for 
the analysis made in a previous paper (l). 

1. An individual is the only true travel deci­
sion maker i travel choices of an average household 
member ( or traveler) have v·irtually no interpreta­
tion. 

2. A reasonably small number of homogeneous 
groups (categories) can be created only at the in­
dividual level. Applying the unit "an average rep­
resentative of a homogeneous group of households" is 
virtually impossible or at least impractical; it 
would require hundreds of different types of house­
holds, and yet a vast majority of these units will 
have to remain highly heterogeneous. 

3. References to a person's household environ­
ment can be introduced at this level if needed. The 
need can be disclosed by peforming a multivariate 
analysis of significance of the variables. In some 
cases household-oriented variables can be individ­
ualized [e.g., car availability (11)]. Household 
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references can take the form of a hybrid approach 
(12), but the bottom line is that effective strati­
fications of the population need not follow a per­
son's family affiliations (l,2,13). A family (in a 
transportation sense) is one of the most heteroge­
neous sets of three, four, or five persons one can 
think of (J.) • 

4. The effect of household size is not unobserv­
able at the person level of data aggregation. More­
over, the individual approach addresses another 
important issue: it identifies the person who con­
stitutes the additional family member. The daily 
travel time per person drops sharply with family 
size not because of any magic power of the household 
size variable, but because family members number l 
and number 5 are, as a rule, very different people 
(e.g., employed father versus his preschool child). 
In a person approach family members will belong to 
different homogeneous groups and possess different 
travel characteristics. If multivariate analysis 
reveals that the household-size variable is needed 
at the person level, it can be introduced into the 
model (e.g., by distinguishing housewives from fami­
lies with children from housewives without chil­
dren). Finally, the interactions and trade-offs 
among family members are difficult to describe at 
any level, even at the family level. On the other 
hand, some effect of these trade-offs can be ob­
served at the person level (i.e., employed husbands 
spend less time on family shopping than their non­
employed wives). 

Controversy: Person Versus Traveler 

The discussion about the analysis unit in travel 
budget studies is well documented in the literature 
(l:,l,_i,_!1). The majority of researchers base their 
calculations on all persons, independently of 
whether they traveled or not during the survey day. 

If the concept of traveler is applied, then an 
arbitrary 1-day observation period will become the 
reference point. Theoretically, however, any time 
period can be chosen to define the traveler. Travel 
surveys today are not necessarily based on 1-day 
data: the observation period can be 1 month, l 
week, 2 days, l day, or peak period. For each of 
these periods both the definition of traveler and 
the percentage of nontravelers will be different, 
Over longer periods of time virtually everyone be­
comes a traveler, 

There are several consequences of this choice of 
the analysis unit. 

1. The concept of traveler has no clear refer­
ence to the frequency of traveling i it treats some­
one traveling every day in the same way as someone 
traveling once a week (if he happened to travel dur­
ing the survey day), 

2. The consequence of l is that regularities per 
traveler may contradict those of per person, with a 
potential for confusion and misinterpretation of re­
sulting relationships. This point can be illustrated 
by a (simplified) numerical example. Three groups of 
American television watchers are investigated: group 
A consists of people who regularly watch daily news 
and practically nothing else, Group B watches only 
"60 Minutes," a popular weekly news magazine pro­
gram·, Group C watches only main sport events such 
as the Super Bowl in football and final play-offs in 
basketball. These results are summarized in Table 
1. Which group watches more television: A, B, or C? 
Group C watches the most on a daily basis if they 
watch (the importance of "if" is crucial), The order 
is reversed if how much time the representatives of 
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TABLE 1 Example of Television Watching Time 
Budgets for Groups A, B, and C 

Yearly per person 
Daily per watcher• 

Television Watching Time Budget (Ju) 

Group A 

183.0 
0.5 

Group B 

52.0 
1.0 

Group C 

12.0 
3.0 

aWatcher (similar to the definition of traveler) is the person who watches 
television during a given day. 

these groups devote to watching television over 
longer periods of time (e.g., a year) is analyzed. 

3. Ignoring nonmotorizea travel appears to be a 
more serious problem than indicated by Zahavi (ll: 
"It should be noted at this stage that walking, as a 
---"'- ---- r,_ ----"' L- L_ - ___ ,.,, ------L.!-- -~ •------"11 
muut::, wa::, I.UUUU '-U Ut:: Cl t:illlC1.L.L l,J.LVl-;'Ul.'-.1.VII UL LLClVt::L 

in Baltimore: walking comprised only 3-12 percent of 
the total travel time of the above travelers belong­
ing to high- and low-income households, respec­
tively. As for distance, the proportions were only 
1-5 percent, respectively." First, these proportions 
are much higher in other cities and, especially, in 
city centers. Second, the concept of motorized modes 
also excludes cycling, an important way of traveling 
in several countries in J!;urope and Asia~ For ei<­
ample, Brog and Erl (..!2) report that the importance 
of bicycle as a mode of travel in West Germany is 
growing. Finally, the decision to exclude nonmotor­
ized modes is difficult to accept on conceptual 
grounds. The time spent on traveling by nonmotorized 
modes has to be taken, as in the case of travel by 
motorized modes, from the total budget of disposable 
time. If the proportion of nonmotorized modes is 
indeed only marginal, why not include these trips 
into travel-buoget considerations? Gunn (14) warns 
that "it is dangerous to assume that trends and re­
lationships based on travel by mechanized modes 
alone can be given any general behavioral interpre­
tation.• 

By using regularities that are valid "per homo­
geneous group of persons," the analyst can (a) 
easily generalize this regularity over any longer 
period of time, (bl capture temporal trade-offs many 
persons make for their activities (e.g., to do more 
traveling during one day in order to have more time 
left for within-home activities the next day), and 
(c) substitute a series of partial regularities to 
illustrate travel behavior (e.g., TT/TR, sHH, 
and TR/HH) by a single regularity per person. 
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DIFFERENCES IN INTERPRETATIONS OF EMPIRICAL 
FINDINGS 

Exampl es of ~egularities 

To illustrate some points mentioned previously, some 
examples of regularities discussed by Zahavi (!l and 
Supernak (2) are examined in more detail. Figures 
1-3 and Table 2 (2) represent a sample of regulari­
ties relating to behavior of homogeneous groups of 
persons, whereas Figures 4-9 and Table 3 represent a 
sample of regularities referring to the travel-time 
budget concept, 

The interpretation of results shown in Figures 
1-9 and Tables 2 and 3 will be made according to the 
proposed criteria for evaluation of the meaningful­
ness of regularities (see section on transferabil­
ity). 

Regularities: App ic tio n for Speci('c 
Population Groups 

Regularities presented in Figures 1-3 (2) apply to 
clearly specified segments (categories) of the popu­
lation. All regularities appear to be category 
specific: differences between categories in all 
characteristics analyzed are significant, thus sup­
porting the relevance of the stratification of the 
popL.1 l ation int:o eight groups due to aqe, ernploym~nt 
status, and automobile availability, Regularities 
presented in Figure 4 ( 1) also apply to a specific 
population subgroup: average traveler representative 
of traveling household H, 

In either approach a major problem is the ability 
to predict the representation of either (al popula­
tion of a given person category or (b) the popula­
tion of travelers. In the first case, prediction of 
person categories is based on projection of age and 
employment, as well as on the forecast of the auto­
mobile availability made separately for employed and 
nonemployed persons, The desired level of automobile 
availability was found to depend primarily on popu­
lation density (111. 

The ability to predict population of travelers 
depends on the consistency of the relationships 
shown in Figures 5 and 6, 

Adaptability of Regularities into Another Urban 
Environment 

The adaptability of regularities into another urban 
environment was tested for trip rates within Balti­
more and for traveler trip rates between Baltimore 

TABLE 2 Basic Travel Characteristics of Person Categories 1-8 in Baltimore (2) 

N; T; (min) I; (min) 
<>; '}fonuav /Jr"lk 

No. Cateaory Description (%) (%) (%) Mean SD Mean SD Mean SD 

I Peraon < 18 yean old 18.1 14.8 48.8 2.98 2.10 51.6 36.9 17.3 10.9 
2 Employed, 18-65 yean old, car never available 9.1 9.9 26 .7 2.50 1.72 62.7 42.6 25.1 17.8 
3 Employed, 18-65 yean old, car sometimes available 13.5 6.3 8.5 3.17 1.91 63.8 38.8 20.1 13.5 
4 Employed, 18-65 yean old, car always available 18.5 4.3 4.8 3.48 2.00 69.8 38. 1 20.0 12.8 
s Nonemployed, 18-65 yean old, car never available 17.4 50.6 51.2 1.33 1.73 22.8 35.9 16.7 !6.5 
6 Nonemployed, 18-65 yean old, cu sometimes available 6.8 25.2 16.5 2.55 2.22 40.6 38.9 15.9 10.8 
7 Nonemployed, 18-65 years old, car always available 6.4 18.1 4.7 2.99 2.36 44.1 37.2 14.8 10.4 
8 Peraons > 65 years old 10.3 35.2 27.2 1.48 1.65 22.8 34.8 15.4 16.3 
Entire 100.0 20.5 22.4 2.59 2.10 48.3 41.8 18.7 14.3 

population 
..... LO ••-11. 

Not•: ci.,= ,. .. nnta,e UI lh• umple, ..,.re .... :;.= percentaae of nontravcleu (non1r:11-"c:lct = l}C'f~nn makin1 no trip during the survey t.lay), ~r·· .. = ~rc~n111i: of walkin1 trip,, 
I • dlUy trip rat•, T1 = lime 1penl on travelln1 durin1 the day, and lj = 1'l'cn1gs: lrir du ration. 

--
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FIGURE 2 Hourly trip histograms for person categories 1-8 in Baltimore (2). 
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FIGURE 3 Basic modal splits for person categories 
1-8 in Baltimore (2). 

and Minneapolis with reasonable success. Trip rates 
appeared to be geographically more stable than re­
spective travel-time budgets for person categories. 
The claim of any universal geographic transferabil­
ity of mobility characteristics of homogeneous 
groups of persons (Ni= const) can not be made 
yet, and it is not likely to occur. The condition of 
adaptability of regularity will be satisfied if the 
relationship Ni = f (city characteristics) appears 
consistent and transferable. More compatible data 
sets are needed to perform the necessary tests. 

~s for the concept of travel-time budget, Figures 
4-6 (!> provide satisfactory evidence of stability 
and transferability of all three relationships cru­
cial to the success of the concept (see Equation 3 
presented later): (a) regularity of travel-time bud­
gets per motorized traveler distribution (Figure 4) 1 
(b) regularity of relationship explaining the per­
centage of traveling household (Figure 5) ; and (cl 
regularity of relationship explaining the percentage 
of travelers per household (Figure 6). Four cities, 

,,, ... ... 
_, 20 ... 
a; 
~ .... 

e e 

l.JM':,H J t4G TOU 
I 

~O l(!U 

MLL TFt-tt•ELf.~ : --- ----------

,., 

l I 11[ TF M 11 ELfF· IIJ 1, 

FIGURE 4 Travel time per traveler distribution: all 
travelers in four cities (1). 
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Baltimore and Washington, D.C., in the United States 
and London and Reading in the United Kingdom, were 
selected for these transferability tests. Travel­
time frequency distributions appear to be "transfer­
able among the four cities when accounting for 
travel speed" (.!) (see Figure 4). 

The ability to generalize findings shown in Fig­
ure 4 over a larger number of cities from several 
countries around the world can be tested by analyz­
ing data provided in several papers ( 2, 3, 16) • If 
daily travel-time means were to he ranked in in­
creasing order, the picture would look like Figure 
7. Four cities analyzed by Zahavi (1) happened to be 
"neighbors" in this large spectrum -of different re­
sults. Conclusions about transferability of the 
travel-time frequency wi, 11 h,we t;o be q1_11~stionel'.I if 
some other cities were selected for this comparison 
(e.g., No. 1, 3, 11, and 14). 

The relationship presented in Figure 5 also 
creates some problems when generalized over popula­
tions in other cities. In many cities around the 
world there are more carless households than those 
with cars. It is not likely that in these countries 
only one-third of carless households will travel by 
motorized modes during an average 24-hr period, con­
sidering that a vast majority of carless households 

Transportation Research Record 987 

I CITIES IN WEST!RN 
COUNTRIES 

~ CITIES IN DIVHDPIN& 
CDUNTRIIS 

!Min.I 

zn 
111 

Ill 

lU 
Ill 

111 
II 

II 

u 
u 
I 

I emu a~AlYIID IN r 1 1 

J_.____._____.,_'-'._..__._.,_,._.._,,...__ 
Z 3 4 5 I I I I 11 11 IZ U 14 

FIGURE 7 Mean daily travel times for selected locations. 

has at least one employed member who has to work 
every working ~~Y ~ 

The relationship shown in Figure 6 explains the 
number of travelers per traveling household by 
household size. Figure l shows th11t there 11re sig­
nificant differences in percentages of nontravelers 
among different household members. Therefore, the 
number of employed family members and the number of 
students should be seen as a primary explanatory 
variable to estimate the number of travelers per 
household. In Table 3 a sample of results of the re­
lationship Trav/HH = a + b1 (HH size) + b2 (cars/HH} 
is presented for i>.merican and West German cities. 
The results appear nontransferable and inconsistent. 

Consistency of Regularities 

The regularities in travel behavior should be logi­
cal (i.e., signs of relationships should be as ex­
pected and consistent). For example, Figures 1-3 
show that if the percentage of employed persons 
increases, there is more travel in general, by car, 
and during rush hours, as expected. More of these 
regularities are presented elsewhere (10,11). One 
of them is the increasing role of the automobile in 
areas of low population density. 

11.nother example verifies the postulated inverse 
relationship between daily travel time per traveler 
and speed. The best relationships for distance per 
traveler versus door-to-door speed for Munich, West 
Germany, were found by Zahavi (],p,138) as follows: 

Dist/Traveler= -7.184 + 1.738 (Speed), for carless households (3) 

Dist/Traveler = --0.739 + 1.173 (Speed), for car owning households (4) 

For north and south corridors of Washington these 
relationships are, respectively, as follows (2,,p.35): 

Dist/Traveler= 1.841 - 1.002 (Speed) 

Dist/Traveler= -1 .639 + 1.277 (Speed) 

(5) 

(6) 

TABLE 3 Travelers per Household by Household Size and Car Ownership 

City Year a bl b2 

Washington, DC 1955 0.917 0.192 0.471 
(3 .23) (3.79) 

Washington, DC 1968 0.643 0.231 0.503 
(4 .50) (7.62) 

Twin Cities 1958 0.024 0.325 0.870 
(5.28) (5. 74) 

Nurenburg 1975 0.205 0.547 0.275 
(14 .05) /'l t::"'7\ 

\.J •UI / 

-
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The relationships cited do not appear consistent. 
The values of coefficient estimates vary dramati­
cally, and even the signs of the relationships are 
divergent. For example, Equations 3, 4, and 6 indi­
cate that if speed increases, daily travel time per 
traveler increases, too (which is contrary to the 
postulated form of the relationship given by Equa­
tion l) whereas Equation 5 would support the oppo­
site conclusion. 

Regularities: Ability to Capture Major Trends 

Any regularity should properly illustrate major 
trends in the analyzed issue. This is a condition 
for a satisfactory forecasting ability of any model 
that is based on this regularity. For example, in 
several countries (including the United States), two 
trends have had a profound effect on the situation 
on the highways: (a) increasing female participation 
in the labor force and ( b) process of surbaniza­
tion. 

Figures 1-3 show the results of the first trend. 
There is more travel in general, by car, and during 
rush hours as a result of an increase in female em­
ployment. Also, it can be shown (11) that the trend 
of the population moving •into the suburbs consis­
tently causes an increasing need for higher automo­
bile availability and, consequently, an increase in 
automobile use. The person category approach also 
appears convenient to illustrate major demographic 
trends such as the increasing percentage of older 
people in the population. 

Figure 6, on the other hand, can illustrate the 
effect of shrinking household size on the number of 
travelers in a household, but cannot capture the ef­
fect of increasing female participation in the labor 
force. 

Applicability of Reg1llarities 

Both approaches discussed here--the one based on 
homogeneous categories of persons and the one based 
on average traveler--are easily applicable and re­
quire a limited amount of basic data. Both ap­
proaches directly refer to several modeling stages 
such as automobile ownership and availability, trip 
and travel generation, and modal split. 

The advantage of the person category approach is 
its consistency in using the same analysis unit 
through all modeling stages (11,12). 

Regularities: Alternative I nterpretations 

It is not uncommon that different researchers can 
make different interpretations of the same regular­
ity. For example, Figure 8 (1) can be interpreted 
to mean that "travelers at higher speed spend less 
daily time for more travel distance" (ll • Alterna­
tive interpretations could be that (a) longer travel 
distances, even in the aggregate, are normally 
traversed with higher door-to-door speeds (by using 
expressways more often or by increasing the fast 
in-vehicle time part of travel by public transporta­
tion), and, more importantly, that (bl travelers and 
their characteristics may be seen as irrelevant here 
because the relationship illustrates the operation 
of the transportation system rather than traveler 
behavior. 

Figure 9 (1) can be treated as an illustration of 
consistency or regularity. An alternative interpre­
tation could be that stratification by income ap­
pears irrelevant. It can be argued that six distri­
butions for six income groups are in fact equivalent 

~ 3(1 
..J ElML Tl MOl"E 

I: 

... 
20 "' ..J 

"' ::, 
(l ... ... 
' 10 
"' D £, ~, , It,( (H1E 
u 
:z: 0 E 1 ( HF S HH 
(l - E", HH ~l:E ... 

" 
L<I 

0 :; 1 (1 1 i:. 
[1(1t:,P-T (r-(1(11:aF 4:.PE EC• r,f H 

FIGURE 8 Distance per traveler versus speed (1). 

,.,.. 
.:. 

"' ..J 

JO l 11 ( ( 1JiE I 

! o...,.~..&.11,.LJ....._A-4_._~~ 

.:. ... 
u.. 
C• 

'3, 1) I tl( 1)f1t ::.: 

C•HJL'i lJ;''H 1,•EL Tlt1E T~1-,1ll[LEJ;" '1Itl 

20 

FIGURE 9 Travel time per traveler distributions by 
household income (1). 

55 

to a single distribution for the entire population. 
Thus Figure 9 can be treated as an example of an ir­
relevant stratification. Similarly, stratification 
by income, car ownership, and household size appears 
to be irrelevant for the distance per traveler rela­
tionship (Figure 8). If an irrelevant variable is 
left in the forecast model, it can lead to a wrong 
prediction because the true explanatory variables 
are more likely to be outside the model. 

Consequences of Differences in Interpretations of 
Travel Regularities 

Analysis of regularities is often associated with a 
testing of some more general concepts and theories. 
Specific interpretations of these regularities in­
fluence these concepts and may lead to conclusions 
that are different than those of other researchers 
and that are sometimes counterintuitive. Often the 
validity of a given interpretation can be tested by 
applying some boundary conditions. Sometimes a com­
mon sense, overall understanding of the field and 
experience can be quite useful evaluation tools, as 
well. 

A quote from Zahavi et al. (5,pp.78-79) is a good 
example: "Exercises carried out -with the UMOT travel 
process produced some results which appeared to be 
counterintuitive at first sight. For example, the 
scenario which provides a free transit system re­
sulted in an increase in travel distance by both 
transit and private modes.• This counterintuitive 
finding was recently criticized by Downes and Emmer­
son ( 17) • It could be interesting to analyze to 
what extent did the methodological issues discussed 
in this paper contribute to this result. 
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DATA INFLUENCE ON REGULARITIES AND THEIR 
INTERPRETATIONS 

The discussion about different interpretations of 

the overall quality of data is bad, the entire veri­
fication of the empirical findings becomes virtu ­
ally impossible or meaningless. The analyst would 
not know what was responsible for the lack of regu­
larities: an irregular original, a poor model, or 
just poor data. 

ni\ t 11 Quali y: What Rvquiremant11? 

There is an obvious interdependence among the design 
of the data-collection process, the gathering of 
daca, che data analysis, and tne presentation ot 
results. All can contribute to the overall quality 
of the data and to the validity of the interpreta­
tion. 

There are several elements useful for evaluation 
of data quality. The data sets should be accurate, 
complete, representative, flexible for different 
uses, and compatible. Data quality issues have been 
covered by several recent publications (18), and it 
will not be discussed here. Rather, the rlata com­
patibility issue, which is crucial for the validity 
o f t ransf erability t es t s, will be d iscussed. 

Data Co mpatibility: A Fundamental Requirement 

In order t o be compatible, data sets have to be con­
sistent in the following elements: subject subsys­
t em recor ds , object subsystem records , and travel 
proce ss records. 

Subject subsystem refers to an individual as a 
potential traveler and his relevant characteristics. 
The most common problems with data records about 
trave l ers are (al c omple teness of t he r ecord (a ll 
persons, not only travelers, and all relevant per­
sonal characteristics), (b) flexibility of the rec­
ord (avoiding prestratification according to age 
groups, for example), and (c) subjective versus ob­
jective perception, biases, errors, and so forth. 

The object subsystem should cover all land use 
charac ter i st i c s a nd trans portat ion infrastructure 
records. Uniform network coding, compatible ways to 
introduce parame t e rs of a given transportation svs­
tem, and uniform records of land use patterns (resi­
dential densities) are samples of data problems as­
sociated with the object subsystem. 

Trip records have to be given special attention. 
All modes , including walking, biking, a nd so forth, 
s hould be recorded. Clear definition of the trip, 
distinction between intracity and intercity travel, 
definition of the shortest trips, and so on should 
be made compatible. work-day travel and weekend 
travel should be separated. Uniform, or at least 
compatible, definitions of trip purposes should be 
made. These problems are only some examples of po­
tential discrepancies. 

Consequence s o f Dat a Ad j ustme nts 

The problem of data noncompatibility in travel de­
mand analyses is bot h serious and common , A c ompara­
tive analysis of trip patterns in Baltimore and the 
Twin Cities (2) is a typical example of difficulties 
with data c ompatibility. Data sets from these cities 
differed significantly because of both the records 
of traveler characteristics (e.g., different age 
brackets) and trip records (e.g., different defini­
tions ot tne shortest trips). Also, data records had 
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to be checked for errors (e.g., whether a trip­
chaining pattern was logical). Therefore, careful 
and systematic data adjustment had to be made to 
assure compatibility of both sets. Only after this 
t'i~C~o waO fl.ui ::ilat::U \,;VulU. Lia l:: Le:i:>ulLD [&:Um 

Baltimore and the Twin Cities be compared at all. 
One of the consequences of data adjustment is 

that the results based on the processed data should 
vary from the results based on raw data. The need 
for data adjustment was the reason why, for example, 
results of the Twin Ci ties travel-time budgets pre­
sented by Supernak (1) var i ed from some previous 
results cited by Zahavi (J:l. 

FINAL REFLECTION 

Final recommendations are not offered in this paper 
because it is intended as a discussion paper. Ex­
amples of a lte rnative a ppr oac hes , d if f e r ent resu l ts , 

P r.. ... u1 ~ .. .: _ .... ..., ............... 
ties have been presented. Also, insight into the 
reasons why these differences do happen was pro­
vided. Differences in interpretations of results do 
not necessarily prove anyone wrong: instead they il­
lustrate a healthy diversity of research approaches, 
assumptions, and conclus'ions. Different views are 
often helpful for better understanding the analyzed 
field. It is hoped that this paper wi 11 stimulate 
some more tho~ght s ;enn rti!=lf'!nRA i n n- It i s o ften 
through this process tha t p r og r e ss in any field is 
made. 
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Changes In Regional Travel Characteristics In the 
San Francisco Bay Area: 1960-1981 
HANNA P. H. KOLLO and CHARLES L. PURVIS 

ABSTRACT 

The results of updating a travel survey in 
the nine-r.ounty San Francisco Bay Area are 
reported. The trip-making characteristics 
from the 1965 home-interview survey are com­
pared with those from the 1981 telephone 
survey. The comparison is complemented with 
work trip modal shares from 1960, 1970, and 
1980 census journey-to-work ilata. The ob­
served changes in travel habits are traced 
to changes in demographic and economic char­
acteristics in the region. Household trip 
rates are summarized by trip purpose, mode 
uf travel, huusehuld size, auto111obile owner­
ship, income, and housing structure type. 
The significance of the changes in trip 
rates is assessed intuitively and verified 
by simple statistical tests. The comparative 
analysis indic;;ites that the total househola 

trip rates are stable over long periods of 
time. However, there are significant shifts 
in the frequency of trip making by trip pur­
pose: Households make f.ewer home-basea shop­
ping and personal business trips ana more 
non-home-based trips now relative to 1965. 
Although some trip rates by socieconomic 
stratifications are significantly ilif.f.erent 
in the two surveys, the overall effect on 
aggregate regional rates are temperea by 
shifts in the aistribution of householas by 
socioeconomic stratifications. Regional 
transit shares for work trips were found to 
be on the decline between 1960 and 1970, and 
were constant between 1970 and 1980. For 
those urban counties where significant tran­
sit service improvement took place between 
1970 and 1980, transit work trip shares in­
creased significantly. Public transportation 
appears to be absorbing more of the nonwork 
trip market now relative to 1965. 
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The purpose of this paper is to report an update of 
a travel survey and to investigate changes in trip 
characteristics since 1965 in the San Francisco Bay 
Area, This update was done in 1981 by using a rela­
tiveJ.y small-sample telephone survey of about 7,100 
households, The earlier home-interview survey was 
conducted in 1965 and consisted of about 30,000 
households, The survey results are corroborated by 
and complemented with 1960, 1970, and 1980 census 
journey-to-work data, The changes in travel char­
acteristics are traced to changes in demographic, 
economic, and car-ownership variables, 

Updating travel data for use in transportation 
planning has been a subject of much concern in the 
decades of the 1970s and the 1980s. In this era of 
fiscal constraints, planners and researchers have 
questioned the undertakinQ of large-scale home-in­
terview surveys similar to those of the 1950s and 
the 1960s, At the same time, an equally important 
concern has been the use of old travel data i.n trav­
el demand model development, travel forecasting, and 
in the day-to-day activities of metropolitan plan­
ning organizations (MPOs), 

The concept of small- sample surveys grew not only 
out of financial necessity, but it also had popular­
ity because of advances in the development of travel 
demand models. A new breed of models was in the re­
search stages and in limited application in the 
early 1970s (1-3), These disaggregate behavioral 
mcdcls Lequire - a- small sample of hou::n:~holds. tcio­
makers, and trip observations for their est lmation. 
In the San Francisco Bay Area it was found that 
their application in the traditional urban travel 
forecasting process requires aggregate validation 
(4,5), Furthermore, their transferability from one 
urban area to another hinges on a recent base year 
disaggregate and aggregate adaptation, where model 
coefficients are reestimated or adjusted to repli­
cate known or estimated trip patterns (6), 

The introduction of the · journey-to-;ork questions 
in the 1970 and the 1980 Census of Population and 
Housing provided a valuable complement to the re­
gional travel data bases in metropolitan areas. How­
ever, a gap still remained with regard to the need 
for updating nonwork travel data. It was with this 
realization that the San Francisco Bay Area Metro­
politan Transportation Commission (MTC) embarked on 
i ts 1981 small-sample survey ( 7) to complement the 
1980 Urban Transportation Planning Package (UTPP) 
data for wcrk trips and to updat~ tha 

The 1965 survey was expanded by IIITC in 1976 by 
using updated estimates of socioeconomic variables. 
The expansion was to total households by housing 
structure type and 290 zones. The sample included 
about 20,500 households and their weekday trips, 

The 1981 household travel survey was a telephone 
survey of 7,091 households selected disproportion­
ately throughout the region, About one-half of the 
surveyed households were residents of San Francisco 
County, at a sampling rate of 1.2 percent. The other 
eight counties had a sampling rate of 0,22 percent, 
Beyona this sample control total, householas were 
selected by using telephone directory-based random 
digit dialing in such a way that unlisted households 
could be selected, The weekday component of the 
sample was 6,209 households, This weekday sample was 
weighted to the 1980 census count of households by 
three household-size groups and 45 districts of 
residence. Trip expansion combined household weight­
ing with minor adjustment factors for missing trip 
data (8), 

An;-changes that are discerned from a comparative 
analysis of this type are bound to be colored by in­
herent biases in the data. These biases arise be­
cause of incompatible definitions. unrepresentative 
samples, different survey instruments and data-col-
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lection methods, data preparation approaches, and 
otherwise imprecise data base estimates, A special 
effort was made in the present analysis to prepare 
and report data that are as compatible as oossible. 
For the 1965 data, the files were reprocessed by 
using the same trip purpose and mode aggregations as 
those used in the 1981 survey. The research de­
scribed herein proceeded as though the data base is 
solid and representative, However, this may not be 
the case, and the readers are forewarned about such 
issues. 

A number of points should be kept in mind as the 
comparisons are made and generalizations are drawn. 
First, the 1981 survey had a carefully selected 
small sample, with a follow-up for nonresponse, In 
contrast, the 1965 sample was much larger but had 
ahnnt. 4S pert"lent nonresponse or incomple te i nter­
views , without any follow-up. Second, the 1981 sur­
vey preparation was more carefully conducted than 
the 1965 survey, Sample expansion used more behav­
ior a l stratifications, The 1981 nurvey had a be tte r 
census sample frame to expand to, relative to 1965. 
Third, the census journP.y-to- work data are hased on 
reported travel for the most frequent work trip lo­
cation and mode for the week before April 1 of the 
census year, Survey trips are the actual weekday 
trips made by the respondents. 

The regional travel patterns are, to a large ex­
tent, dependent on demographic and economic char-
acteristice. Thare fcre, gny investigation of changes 
in travel has t o t a ke i n t o consideration the change s 
over time in such variables as household size, 
househol d i ncome, employed persons per household, 
a nd car owne rship. Repor t e d he r e a r e r egional data 
summarized from Bureau of the Census t ap es and re­
ports, estimates of the Association of Bay Area 
Governments (ABAG), and f.rom household travel sur­
veys conducted in the region. These are used for 
interpreting changes in trip characteristics, The 
summary data place the changes in trip making into a 
demog rap h ic and economic context and shed some light 
on the possible biases r egarding representation of 
these variables in the surveys. 

The San Francisco Bay Area consists of nine coun­
ties surrounding the Bay. About 5 million people in 
some two million households live in this vast region 
of 4,5 million acres. About 2.5 million jobs provide 
employment opportunities for its residents (1), 

A summary of aggregate regional growth from 1960 
to ~~ou is given in Table l. Between 1960 and 1970 
the growth was 27 percent in total population, 32 
percent in the number of households, 31 percent in 
employed residents, 53 percent in total school en­
rollments (ages 3 to 34), 149 percent in college en­
rollments, and 27 percent in kindergarten a nd ele­
mentary school (grades l through 8) enrollments. The 
decade of the 1970s recorded a growth of 12 percent 
in tot1'.l population, ?.7 percent in the number of 
households, 36 percent in employed residents, 6 per­
cent in total school e nrollments, 81 percent in col­
lege enrollments, and -18 percent in kindergarten 
and elementary school enrollments, The decline over 
time in household s i ze is evident from the data in 
Ta ble 1, This is accompa nied by an i ncrea s e i n t he 
number of employed persons per household, income per 
household, drivers per household, and cars per 
household, These are important variables that in­
fluence regional travel in the aggregate and by ma r­
ket segment. 

CHANGES IN REGIONAL HOUSEHOLD TRIP RATES, 1965-1981 

A comparative analysis is undertaken here for trip 
rates by trip purp~e~r mode of tra,rel, and 
stratifications commonly used in travel analyses. 
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TABLE 1 Regional Demographic and Economic Characteristics, 1960-1980 

Variable 

Total population (OOOs) 
Population in households (OOOs) 
Households (OOOs) 
Employed residents (OOOs) 
School enrollment (OOOs) 
Total 
Kindergarten and grades 1-8 
High school 
College 

Mean household income($) 
Household size 
Employed persons per household 
Drivers per household 
Automobiles per household 
Automobile ownership(%) 

Households with no car 
Households with one car 
Households with two cars 
Households with three or more cars 

1960 
Census 

3,639 
3,515 
1,174 
1,433 

904 
616 
195 
93 

2.99 
1.22 

1.1 2 

20 
53 
24 

3 

3
BATSC = Bay Area Transportation Study Commission. 

1965 
(ABAG) 

4,216 
4,106 
1,387 
1,664 

9,353 
2.96 
1.20 

The definitions of trip purposes and modes follow 
the traditional terms, Home-basea work trips are 
those to and from work and work-related business, 
Home-based shop is a catchall category that includes 
shopping, personal business, and other trip pur­
poses. Person mode is the summation of vehicle 
driver, vehicle passenger, and transit passenger. 
Other mode incluiles motorcycle, mopea, and bicycle 
trips. 

It should be noted that data used in this paper 
are taken from an array of census reports, MTC re­
ports, and special tabulations. An MTC report ( 10) 
contains most of the 1981 survey data cited. The 
1965 data are in special tabulations recently com­
pleted by MTC staff. 

Before discussing the specifics of the compari­
son, the importance of household trip rates as prime 
determinants of total travel in transportation plan­
ning is stressed. Any changes in the rates from 
past surveys are of prime concern to transportation 
analysts. Such changes are not only important for 

1965 
BATSC 
Survey' 

4,331 
1,387 
1,697 

9,592 
3.12 
1.22 
l.67 
1.40 

14 
44 
34 
8 

1970 
Census 

4,62 8 
4,501 
1,553 
1,882 

1,380 
782 
326 
232 

11,251 
2.90 
1.21 

1. 33 

16 
44 
33 

7 

1980 
Census 

5,180 
5,059 
1,971 
2,555 

1,464 
642 
333 
419 

24,350 
2.57 
1.30 

1.68 

12 
36 
33 
19 

1980-1981 
Survey 

5,051 
1,970 
2,639 

26,517 
2.56 
1.34 
1.75 
1.70 

11 
35 
36 
18 

updating trip-generation models, but are also used 
in microanalyses in subarea anrl facility planning. 

Household Trip Rates by Purpose and Mode 

The comparison between 1965 and 1981 trip rates is 
given in Table 2 by trip purpose and mode. Overall, 
total trips per household rlecreased by about 1 per­
cent. This small change suggests that the effects of 
energy shortages in 1973 and 1979 on trip making 
have stabilized, By trip purpose, the change in trip 
rates ranges between -17 percent for home-based shop 
and +23 percent for non-home-based trips. Work trip 
rates increase by 2 percent, social-recreation trip 
rates increase by 7 percent, and school trips de­
crease by 13 percent. The increase in work trip 
rates is insignificant. The decrease in school 
trips is traced to drops in school enrollments for 
kindergarten and elementary school grades 1 through 
B. A comparison of the 1970 and 1980 census data on 

TABLE 2 Weekday Regional Trips per Household by Purpose and Mode, 1965 Versus 1981 

Mod e 

In-vehicle person 
1965 
1981 
Difference(%) 

Transit 
1965 
1981 
Difference (%) 

School bus 
1965 
1981 
Difference(%) 

Walk 
1965 
1981 
Difference (%) 

Other 
1965 
1981 
Difference(%) 

Total 
1965 
1981 
Difference(%) 

Home Based 

Work Shop 

1.518 2.307 
I.SS8 1.964 
3 -15 

0.220 0 .085 
0.206 0.085 
-6 0 

0.090 0.286 
0.076 0. 188 
-16 -34 

0.0 31 0.053 
0.050 U.03'/ 
6 1 -30 

1.858 2.732 
1.89 2.274 
2 -17 

Social-
Recreation 

0.915 
1.01 J 
10 

0.035 
0.044 
26 

0.177 
0 .143 
-19 

0.057 
U.063 
11 

1.184 
1.262 
7 

School 

0.295 
0.387 
31 

0.086 
0.126 
47 

0 .146 
0.089 
-39 

0 .51 4 
0.28 5 
-45 

0 .057 
0.065 
14 

1.097 
0.952 
-13 

Nonhome 
Based 

1.499 
1.894 
26 

0.060 
0.097 
62 

0.281 
0.303 
8 

0.065 
0.042 
-35 

1.906 
2.335 
23 

Total 

6.535 
6.814 
4 

0.486 
0.558 
15 

0.146 
0.089 
-39 

1.348 
0.995 
-26 

0.263 
0.257 
-2 

8.777 
8.713 
-I 
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school enrollments for these grades shows that the 
decrease in enrollments was about 18 percent. This 
is a symptom of the demographic changes in the 
household composition of the past decade. (See Table 
l for changes in household size and school enroll­
ments.) 

A significant change appears to have occurred in 
travel behavior between 1965 and 1981. Household 
members have switched their travel habits from home­
based shopping trips to non-home-based trips. This 
change is interpreted intuitively as a response to 
increases in travel costs and gasoline shortages of 
tne past decade. It appears that households have 
switched from their frequent home to shop and per­
sonal business activities to combining their chores 
into multileg tours, thus increasing the number of 
non-home-baaed tripo. 

By mode, the range of variation in trip rates is 
between -39 percent for school bus passengers anti 
+15 percent for transit passengers and vehicle 
drivers. Person trips increase 5 percent and walk 
trips decrease by 26 percent. The decrease in walk 
trips is universal over all trip purpose,;: although 
non-home-based walk trips increase by 8 percent, its 
share of total non-home-based trips drops from 15 to 
13 percent. The largest drop in walk trip rates is 
for school trips. This is caused by the drop in 
enrollments for kindergarten and elementary schools, 
as previously noted. It is reasonable to assume 
that walk to school is larg~ly a ii1atket io.t students 
in kindergarten through 8th grade, and therefore a 
ilrop in such enrollments will cause a ilrop in walk 
to school. The changes in the walk mode for other 
trip purposes appears to be symptomatic of more mul­
tileg tours where the walk mode cannot compete with 
other modes for such a diversified market of trip 
purposes. The substantial change in the school bus 
passenger mode is due to the passage of Proposition 
13 in California in 1978. This change in real prop­
erty taxation yielded major reductions in local 
government revenues, including school bus programs. 
The slack was taken by higher patronage for automo­
bile and public transportation. 

A number of studies (11-14) have addressed the 
stability of trip frequency, trip-generation models, 
and travel time characteristics. A few of these 
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studies (11,12) present trip rate data comparable 
with those"" reported here. Furthermore, their com­
parison is for a much earlier time span before the 
1973 and 1979 gasoline shortages. Seven U.S. cities 
studied by an ITE committee (11) show an average in­
crease from 6.5 to 7.7 persontrips per householrl. 
This 18 percent increase over an average period of. 
12. 4 years is in contrast to the results in this 
study of 5 percent (7.021 to 7.372) over a period of 
16 years. On the basis of this comparison it appears 
that the energy shortages of the 1970s have moder­
ated the increases in trip rates. 

Household Trip Rates by Household Size 

In travel forecasting, trips are sometimes generated 
by household size. Alternatively, some travel demand 
models incorporate average household size as an ex­
planatory variable in linear-regression models. The 
average effect of household size on trip making is 
assessed here by analyzing trips per household by 
household size (Table 3). Trips per person can also 
be computed, but the percentage change will be the 
same. 

For total trips, all household-size groups expe­
rience an increase in trips per household. However, 
the average household trip rate remains unchanged. 
This is because of. a major shift in the regional 
distribution of households bv household size, as 
shown in Table 3 , There is now a much larger propor­
tion of households in the one-person group, and much 
less in the five-or-more-person group. This is sup­
porter! not only by the two surveys but by the 1970 
and 1980 censuses as well. 

For work trips, the small household-size groups 
experience little change in trips per household. As 
household size increases, the change in trips per 
household increases. This is because larger house­
holds have a higher number of employed persons now 
as compared with 1965. 

For shopping trips, all households experience a 
drop in trips except for the one-person group. For 
the balance of the trip purposes, all household-size 
groups increase their trip making. However, the net 
effect on school trips is a reduction in the re­
gional trip rate. This is also due to changes in 

'1'.4.Dr T.' !J '\Veekdiiy Regional Trips per Household hy Household Size, 1965 Verttutt 1981 .1..1"-.U.l..l~..., 

Home Based 
Percentage 

Household of Social- Nonhome 
Size Households Work Shop Recreation School Based Total 

I person 
1965 15 0.883 0.903 0.523 0.060 0.966 3.335 
1981 26 0.889 0.966 0,622 0.086 1.390 3.953 
Difference(%) I 7 19 43 44 19 

2 persons 
1965 30 1.734 1.874 0.823 0.164 1.574 6.169 
1981 33 1.767 1.868 1.075 0.267 2.103 7.079 
Difference(%) 2 0 31 63 34 15 

3 persons 
1965 18 2.137 2.618 1.104 0.762 1.821 8.443 
1981 16 2.262 2.539 1.310 0.937 2.598 9.646 
Difference(%) 6 -3 19 23 43 14 

4 persons 
1965 17 2.193 3.666 1.479 1.613 2.358 11.309 
1981 15 2.646 3.612 1.896 2_087 3.293 13.533 
Difference (%) 21 -1 28 29 40 20 

;,,5 persons 
1965 20 2.273 4.796 2.083 3.220 2.849 15.222 
1981 10 3.183 4.585 2.506 3.729 3.715 17.717 
Difference(%) 40 -4 20 16 30 16 

All households 
1965 100 1.858 2.732 1.184 1.098 1.906 8.778 
1981 100 1.890 2.274 1.262 0.952 2.335 8.713 
Difference (%) 2 -17 7 -13 23 -1 

--
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the regional distribution of households by household 
size. 

Household Trip Rates by Automobile Ownership 

Automobile ownership is an important household char­
acteristic that determines mobility and trip making. 
A comparison of trips per household by automobile­
ownership group is given in Table 4. As can be seen, 
household trip rates increase as automobile owner­
ship increases. This is due, in part, to the high 
correlation between automobiles ownea and household 
size. The changes are minimal for total trips, ex­
cept for the one- and two-automobile households. 

For work trips there is a decrease in trips per 
household for the zero- and one-car owners. This is 
balanced by an increase for the four-or-more-automo­
bile group. These shifts can be interpreted as symp­
toms of the high unemployment in 1981 relative to 
1965 for the low automobile-ownership group, 

For shopping trips the reduction in the rates is 
in contrast to the increase in non-home-based rates, 
as noted earlier. This holds true for most automo­
bile-ownership groups. 

For social-recreation trips there are modest de­
creases in the trip rates for households who own 
cars, in contrast to the increase for those who do 
not own cars. The increase can be inferred from the 
increase in the number of persons in old or retired 
households who have more leisure time. This group 
also increased its transit share for social-recrea­
tion trips from 20 percent in 1965 to 27 percent in 
1981, 

School trip rates drop for the medium automobile­
ownership groups and rise for the high automobile­
ownership group. The reduction is due to a drop in 
walk and school bus passengers more than the automo­
bile modes. The increase in the high automobile­
ownership trip rate is due to increased college en­
rollments, which is related more to the automobile 
mode than other modes. 

Household Trip Rates by Housina Structure Type 

Housing structure type has been used in many travel 
demand analyses as a stratification for trip genera-
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tion. It is a surrogate variable for household 
size, income, and automobile ownership. With the 
changes occurring in household preferences, prompted 
by the high costs of housing, there are some gues­
t ions regarding the use of this variable in place of 
more behavioral variables that it purports to repre­
sent. The increase in apartment conversion to con­
dominiums and the introduction of townhouse develop­
ments have provided opportunities for a change in 
household composition of those families who choose 
to or are forced to occupy multifamily structures. 
Condominiums and townhouses are used nowadays by 
wealthy households and households of medium size. 
Their trip-making characteristics may not coincide 
with apartment dwellers. Therefore, an investigation 
of their trip characteristics is in order. 

The data in Table 5 give a comparison of 
household trip rates by housing structure type and 
the changes that have occurred. For condominiums and 
townhouses, the trip rates given are from the 1981 
survey only because they were not reported in the 
1965 survey. As can be seen, condominium and town­
house dwellers have higher total trip rates than 
apartment dwellers, lower rates than single-family 
dwellers, and rates close to duplex awellers. 

The change between 1965 and 1981 for single-fam­
ily structure type is small for total trips, Horne­
based work trip rates increase by 8 percent because 
of increases in employed persons per househoJ.d. 
Home-based shopping trip rates decrease and non­
home-based trip rates increase. Social-recreation 
trips increase and school trips decrease. All these 
changes are manifestations of the phenomena observed 
earlier. Apartment dwellers decrease their trip-mak­
ing rates for work and total trips more than any 
other housing structure type, The drop in work trips 
is attributed to higher unemployment in 1981 rela­
tive to 1965. The drop in social-recreation trips is 
a sign of the hard economic times the region is ex­
periencing. The increase in school trips is small 
and is attributed to larger households (with chil­
dren) shifting to apartment housing. 

Household Trip Rates by Income 

Household income continues to be a significant vari-

TABLE 4 Weekday Regional Trips per Household by Automobile Ownership, 1965 Versus 1981 

Home Based 
Percentage 

Automobile of Social- Nonhome 
Ownership Households Work Shop Recreation School Based Total 

No car 
1965 14 0,940 1.139 0.562 0.493 0.778 3.912 
1981 II 0.724 1.159 0.629 0.541 0.942 3.996 
Difference (%) -23 2 12 IO 21 2 

I car 
1965 44 1.669 2.430 1.022 0.891 1. 606 7.618 
1981 35 1.298 I. 738 0.974 0.577 1.71 3 6.301 
Difference (%) -22 -28 -5 -35 7 -17 

2 cars 
1965 34 2.233 3.452 1.469 1.488 2.471 11.113 
1981 36 2.211 2.661 1.412 1.062 2.754 10.101 
Difference(%) -I -23 -4 -29 11 -9 

3 cars 
1965 6 2.782 3.992 1.905 1.616 2.979 13.274 
1981 12 2.789 3.246 1.827 1.600 3.314 12.776 
Difference(%) 0 -19 -4 - I II -4 

;,4 cars 
1965 2 3.214 4.291 2.002 1.647 3.509 14.663 
1981 6 3.684 3.054 2.008 1.880 3.954 14.580 
Difference(%) 15 -29 0 14 13 -1 

All households 
1965 100 1.858 2.731 1.184 1.097 1.906 8_777 
1981 100 1.890 2.274 1.262 0.952 2.335 8.713 
Difference(%) 2 -17 7 -13 23 -1 
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TABLE 5 Weekday Trips per Household by Housing Structure Type, 1965 Versus 1981 

Home Based 
Percentage 

Ho\1~inQ: of 

Structu~e Type Households Work 

Single family 
1965 66 1.978 
1981 64 2.134 
Difference (%) 8 

Condominium or townhouse 
1965 0 NA 
1981 5 1.924 
Difference(%) NA 

Duplex 
1965 8 1.713 
1981 6 1.665 
Difference (%) -3 

Apartment 
1965 26 1.632 
1981 25 1.428 
Difference(%) -12 

All 
19b5 JUU l.85~ 
1981 100 1.890 
Difference(%) 2 

able in determining trip-making characteristics. 
Comparative trip rates between 1965 and 1981 are 
given in Table 6 by income group, The low, medium, 
and high g;oups are defined by $electing households 
from the two surveys to form approximately equal 
proportions based on the income distribution of 
households in the two surveys. 

The data indicate that total household trip rates 
have dropped by about 4 percent for the medium-in­
come group. For the high-income group total trip 
rates have increased by 3 percent. Work trips are 
down by 6 percent for the low-income group and are 
stable for the medium-income group. Work trips for 
the high-income group have increased by 11 percent, 
an indication of an increase in employed persons per 
household. Shopping trip rates are down significant­
ly for all groups, except for those households that 
refused to report their income. Social-recreation 
trip rates have not changed for the medium-income 
group, but have increased 7 and 10 percent for low 
and high income, respectively. School trip rates de­
creased across the board and non-home-based trip 
rates increased significantly. 

Sc:i.:!! !':v,l!tvHt,., 
Shop Recreation School Based Total 

3.257 1.353 1.380 2.164 10.131 
2.727 1.467 1.230 2.639 10.196 
-16 8 -11 22 1 

NA NA NA NA NA 
1.807 1.148 0.454 2.339 7.672 
NA NA NA NA NA 

2.068 0.930 0.778 1.377 6.866 
1.902 l.l 31 0.626 2.038 7.362 
-8 22 -20 48 7 

1.667 0.861 0.509 1.459 6.128 
1.411 0.809 0,521 1.667 
-15 -6 2 14 

2.731 1.184 1.097 1.906 
2.274 1.262 0.952 2.335 
-17 7 -13 23 

Statistical Tests of Significance for 
Change~ n Trip Rates 

5.835 
-5 

8,778 
8.713 
-I 

Difference~ r:u~tw~~n l965 and 1981 trip rates per 
household were assessed in the previous sections by 
inspecting the percentage changes by trip purpose 
and mode for the two surveys. Intuitive judgments 
and interpretations were made by analyzing the 
changes in demographic and economic variables over 
the same period of time. In contrast, the statisti­
cal measures associated with the trip rates are sum­
marized in Table 7 for selected trip purposes and 
modes. 

Sample means, standard deviations, and standard 
error of the means are calculated in Table 7. These 
sample descriptors are estimates of the true popula­
tion statistics. The standard error of the mean is 
the standard deviation of the sampling distribution 
of the mean trip rates. Confidence intervals around 
the means were established at the O. 05 level for a 
two-tailed test. Standard errors of the difference 
between means were estimated manually. At-statistic 
for the difference between sample means was con-

TABLE 6 Weekday Regional Trips per Household by Income, 1965 Versus 1981 

Home Based 

Income Social- Nonhome 
Group Work Shop Recreation School Based Total 

Low 
1965 1.067 2.003 0.895 0.713 1.248 5.925 
1981 1.004 1.829 0.958 0.677 1.524 5.992 
Difference(%) -6 -9 7 -5 22 1 

Medium 
1965 l .971 3.030 1.292 l.l 74 1.95 l 9.418 
1981 2.018 2.333 1.291 0,984 2.432 9.058 
Difference (%) 2 -23 0 -16 25 -4 

High 
)965 2.490 3.419 1.521 1.396 2.764 11.590 
1981 2.772 2.795 1.668 1.228 3.422 11.886 
Difference(%) II -18 IO -12 24 3 

Income not reported 
1965 1.633 1.913 0.753 0.960 1.145 6.403 
1981 1.594 2.022 1.030 0.869 1.692 7.207 
Difference(%) -2 6 37 -9 48 13 

All households 
1965 1.858 2.731 l.184 1.097 1.906 8.777 
1981 1.890 2.274 1.262 0.952 2.335 8.713 
njffprp,Mf"'P ( Of,., ) 2 -17 7 u 23 -i 
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TABLE 7 Statistical Analysis of Variation in Average Trip Rates, 1965 Versus 1981, Regional Weekday Trips by Purpose and 
Mode 

1965 Survey 1981 Survey Standard 
Error of 

Standard Standard Difference 
Market Market Standard Error of Standard Error of Between t- Significant 
Stratifier Segment Mean Deviation Mean Mean Deviation Mean Means Score Difference 

Trips per Household 

Trip HBW 1.858 l.774 0.012 1.890 1.876 0.024 0.026 1.23 no 
purpose HBSH 2.731 3.716 0.026 2.274 2.778 0.035 0.051 8.96 yes 

HBSR 1.184 2.445 0.017 1.262 2.034 0.026 0.034 2.28 yes 
HBSK 1.097 2.280 0.016 0.952 1.883 0.024 0.032 4.56 yes 
NHB 1.906 3.481 0.024 2.335 3.225 0.041 0.050 8.65 yes 

Trip Vehicle 4.534 4.549 0.032 5.231 4.765 0.060 0.067 10.46 yes 
mode driver 

In-vehicle 6.535 6.981 0.049 6.814 6.237 0.079 0.099 2.83 yes 
Transit 0.486 1.071 0.007 0.558 2.028 0.026 0.020 3.67 yes 
Person 7.021 6.942 0.048 7.372 6.223 0.079 0.098 3.57 yes 

Total 8.777 8.129 0.057 8.713 7.091 0.090 0.114 0.56 no 

Trips per Person 

Trip HBW 0.595 0.709 0,005 0.737 0.806 0.010 0.011 3.77 yes 
purpose HBSH 0.875 1.068 0.007 0.887 1.097 0.014 0.016 0.58 no 

HBSR 0,379 0.731 0.005 0.492 0.858 0.011 0.011 8.06 yes 
HBSK 0.351 0.480 0.003 0.371 0.481 0.006 0.007 16.82 yes 
NHB 0.610 1.212 0.008 0.911 1.506 0.019 0.019 11.80 yes 

Trip Vehicle 1.452 1.681 0.012 2.041 2.074 0.026 0.026 22 ,84 yes 
mode driver 

In-vehicle 2.092 2.074 0.014 2.658 2.369 0.030 0.031 18.20 yes 
Transit 0.156 0.461 0,003 0.218 0.858 0.011 0.008 7.40 yes 
Person 2.248 2.037 0.014 2.876 2.273 0,029 0.030 20.70 yes 

Total 2.810 2.172 0.015 3.399 2.531 0.032 0.033 13.98 yes 

Note: HBW = home-based work, HBSH = home-based shop, HBSR = home-based social-recreatfon, HBSK = home-based schoo1, and NHB = nonhome based. 

structed by using standard statistical formulas 
(.!2.) • This assumes random independent samples that 
have a normal sampling distribution of the mean trip 
rates. The judgment about the significance of the 
differences between 1965 and 1981 trip rates is 
based on the computed and tabled t-statistics. When 
the computed t-statistic is greater than 1.960 
(tablet-statistic at 0.05 level), the null hypothe­
sis that the two means are equal is rejected. There­
fore, the significant difference is labeled yes. If 
the computed t-statistic is less than 1. 960, the 
null hypothesis that the two means are equal is not 
rejected. Therefore, the significant difference is 
labeled no. 

The summary statistics of Table 7 suggest that 
total trips and home-based work trips per household 
from the two surveys are not significantly differ­
ent. The other trip purposes are. Trip rates per 
person are significantly different for all trip pur­
poses, except home-based shopping. This shows the 
effect of changes in household size on household 
trip rates. By mode, the trip rate per household and 
per person are significantly different for the 
drivers, the in-vehicle person, the transit, and the 
person mode. 

The comparison between the statistical test per­
formed here and the percentage changes reported 
earlier indicates that changes in total trip rates 
(by purpose or mode) of 5 percent and over can be 
considered significant. Changes of less than 5 per­
cent are insignificant. 

Note that assessing the significance of the dif­
ferences, statistically or intuitively, should be 
taken for what it is. The size of the sample by 
cell, the magnitude of the trip rate, and the pro­
portion of trips by a market segment should also be 
considered as judgments are made about the change 
and in the use of rates for forecasting. 

CHANGES IN AGGREGATE TRIP CHARACTERISTICS, 1960-1980 

Aggregate data are areawide estimates derived from 
expanded survey, expanded census, or 100 percent 
counts. Aggregate trip characteristics discussed in 
this section represent average regional weekday 
travel. Their value lies in understanding the over­
all composition of the travel market or in data fac­
toring. The data are referred to interchangeably as 
1980/1981 travel. This is because the 1981 survey 
is expanded to 1980 households and, therefore, it 
represents 1980 travel. The assumption is that the 
household trip-making characteristics did not change 
between 1980 and 1981. 

Distribution of Trips by Trip Purpose and Mode 

The data in Table 8 give the trip purpose shares by 
mode for the regional trips in the two surveys. Be­
tween 1965 and 1980 work trips hold their share of 
the market, social-recreation trips remain relative­
ly stable, school trips drop their share, and non­
home-based trips increase by the same amount that 
shopping trips decrease (5 percent). This shows 
similar signs of change as those observed earlier in 
the trip rate analysis. 

The trip purpose shares by mode fluctuate more 
than the total. The direction of shift between 
shopping and non-home-based trips is consistent 
across all modes. Another important change shown in 
Table 8 relates to public transportation. Of the 
total transit trips, work trip purpose share drops 
from 45 to 37 percent. 

The regional modal shares for work trips from 
1960 to 1981 are given in Table 9. Two estimates are 
shown for the 1965 and 1981 surveys. Home-based work 
(HBW) is the traditional definition. Home-based-work 
census-comparable (HWC) is an estimate that takes 



64 Transportation Research Record 987 

TABLE 8 Regional Trip Purpose Shares(%) by Mode of Travel, 1965 Versus 1981 

Home Based 

Mode of Social- Non home 
Travel Work Shop Recreation School Based Total 

In-vehicle person 
1965 23.2 35.3 14.0 4.5 22.9 JOO 
1981 22.9 28.8 14.8 5.7 27.8 100 

Transit 
1965 45.3 17.6 7.2 17.6 12.3 100 
198] 36.9 15.2 8.0 22.6 17.3 100 

Total 
1965 21.2 31. I 13.5 12.5 21.7 100 
1981 21.7 ?I\ l 14, 10.9 26.8 100 

TARLF. 9 R.P.gional Modal SharP.M (%) for Work Trip~, l %0 to l QRO 

1965 Survey J 981 Survey 
Mode of Travel 1960 1970 1980 
.. _ 11r __ , _ 
lU OV!l\. '1..,Cll:O,U:,, JlWC .lJ.DYY Ct: 11 su~ Ce11sus HW'C HBW 

Vehicle driver NA 68.4 69.2 70.9 71.3 72.0 73 .0 
Vehicle passeneer NA 12.6 12.4 8.9 9.4 9. 6 9.4 
In-vehicle person 73.4 81.0 8 l.6 79.8 80.7 8 1.6 82.4 
Transit 16.2 12.7 l l.9 l l.6 11.6 11. 7 10 .9 
Walk 8.2 5.0 4,8 5.9 4.5 4.2 4.0 
Other 2.3 l.3 l.6 2.8 3.2 2.5 2.6 

Note: The modal shares for total travelers for all columns equal 100 percent. 

into consideration the modal components used in the 
1980 census. The census shares are from data in pub­
lished reports (16-18). The data in Table 9 indicate 
that in-vehicle person share to work increased by 6 
percent from 1960 to 1970 and increased another 1 
percent by 1980. Transit shares were on the decline 
between 1960 and 1970, and remained stable between 
1970 and 1980. Walk trip shares continue to decline 
since 1960. This decrease is a sign of continued 
suburbanization in the region, where residences are 
increasingly farther from jobs for the walk mode to 
hold its own. 

In Table 10 the modal percentage shares by trip 
purpose from the two surveys are given. In-vehicle 
person trip share increases moderately for all trip 
purposes except school, which increases sharply. 
Transit work trip share shows a decline between 1965 
and 1981. Nonwork transit trip shares show an in­
crease by a moderate amount, except for school 
trips, where the share doubles. The moderate in­
crease in nonwork transit shares are understated be­
cause the decline between 1960 and 1970 of work trip 
transit share (shown in Table 9) probably applies to 

nonwork trips as well. This means that between 1970 
and 1980 nonwork trip transit shares increased more 
than indicated by the data in Table 10. Walk and 
other mode trip shares declined for all trip pur­
poses. 

Comparison of county transit shares (not reported 
here) indicates that, for total trips, all nine 
counties increased their transit share between 1965 
and 1980. For work trips, the urban counties that 
had improvementa in bus and rail service increased 
their transit share significantly. Taking all these 
statistics together (Tables 8-10), it is reasonable 
to assume that transit is now absorbing more of the 
nonwork trip market. 

Car Occupancy by Trip Purpose 

Car occupancy 
trends and for 
vehicle trips. 
cated by the 
models. 

is an important variable for assessing 
converting automobile-person trips to 
The use of such an average is predi­

absence of reliable car-occupancy 

TABLE 10 Regional Modal Shares (%) by Trip Purpose, 1965 Versus 1980/1981 

Mode of Travel 

In-vehicle person 
1965 
1981 

Transit 
1965 
1981 

School bus 
1965 
1981 

Walk and other 
1965 
1981 

Total 
1965 
1981 

Home Based 

Work Shop 

81.6 
82.4 

11.9 
10.9 

6.4 
6.7 

100.0 
100.0 

84.4 
86.4 

3.1 
3.7 

12.4 
9.9 

100.0 
100.0 

Social-
Recreation 

77.3 
80.1 

3.0 
3.5 

19.8 
16.3 

100.0 
100.0 

School 

26.9 
40.6 

7.8 
13.3 

13.3 
9.3 

52.0 
36.8 

100.0 
100.0 

Nonhome 
Based 

78.7 
81.1 

3.2 
4.1 

18.1 
14.8 

100.0 
100 0 

Total 

74.5 
78.2 

5,5 
6.4 

1.7 
1.0 

18.4 
14.4 

100.0 
inn n 
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The data in Table 11 give comparative regional 
occupancies by trip purpose from 1965 to 1981, They 
are computed from aggregate data for vehicle driver 
and vehicle passenger modes, Between 1970 and 1980 
work trip car occupancies remain constant, Compari­
son of 1965 and 1970 data suggests that work trip 
occupancies were on the decline during the 1960s. It 
is unfortunate that there are no data from the 1960 
census to verify this apparent declining trend, 

For nonwork trips the data show a decline in 
vehicle occupancies of 4 to 20 percent. The 20 per­
cent decline in school trip occupancy may be due to 
a decline in school enrollments for grades 1 through 
8, The students in these grades are a potential mar­
ket for carpooling (children driven) to school, 
Another factor here is the increase in college en­
rollments, a potential low car-occupancy group for 
school trips, 

TABLE 11 Comparative Regional Weekday Car 
Occupancies by Trip Purpose 

Trip Purpose 1965 1970 1980 

Home-based work 1.18 1.13 1.13 
Home-based shop 1.44 
Home-based social-
recreation 1.81 

Home-based school 2.78 
Nonhome based 1.45 
Total 1.44 

1981 

1.13 
1.24 

1.73 
2.23 
1.25 
1.30 

The decline in shopping and non-home-based car 
occupancies may be due to the combined effect of a 
decrease in household size and the making of fewer 
home-based trips in favor of more non-home-based 
trips, Obviously, because there were fewer household 
members during the 1970s relative to the 1960s, car 
occupancy for home-based shopping trips was lower, 
As more trips are combined into multileg tours, 
there is less of a chance for carrying passengers to 
the diversified activities conducted in non-home­
based locations, 

It should be pointed out that aggregate regional 
data do not necessarily reflect specific corridor or 
local highway car occupancies, Whereas the average 
occupancies may be stable or declining, major-corri­
dor occupancies are on the increase for peak commut­
ing periods in the San Francisco Bay Area. 

Reported Trip Duration by Trip Purpose and Mode 

In both the 1965 and the 1981 surveys, respondents 
were asked to record the times at the beginning and 
at the end of their trips, The resulting door-to­
door one-way trip times showed minor changes for 
total trip purposes or total modes, By purpose, work 
trips are longest and shopping trips are shortest, 
By mode, transit trips are longer in 1981 than in 
1965 by about 5 to 8 min for work, shop, school, and 
non-home-based trips, Social-recreation transit trip 
lengths are longer by about 14 min. This is an indi­
cation that residents of the region are using avail­
able transit to farther destinations relative to 
1965. 

The trip length frequency distributions by pur­
pose and mode were also compared and found to be 
quite similar. The distributions were not smooth, 
but had kinks at 5-min intervals for all trip pur­
poses. This is a well-known phenomena, where re­
spondents tend to report the times to the nearest 5 
min, Because of this, smooth network travel times 
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are used in most travel demand analyses instead of 
survey-reported travel times, 

The 1980 census data indicate that the averagP. 
regional home-to-work trip length is 24 min (18), 
The 1981 home-based work trip length was found t;;-be 
27 min, 13 percent higher than the census data. Be­
cause of the differences between sample sizes and 
definitions, the 1981 estimate may not be unreason­
able. 

SUMMARY AND CONCLUSIONS 

Updating large-scale, old home-interview travel sur­
veys with a small sample is worthwhile. It provides 
up-to-date information, comparative trip character­
istics for investigating changes over time, and 
valuable data sets for disaggregate model develop­
ment. 

Household trip rates were found to be constant 
for total weekday trips, However, a shift has oc­
curred between trip purposes: households made fewer 
home-based shopping and personal business trips and 
more non-home-based trips in 1981 relative to 1965. 
This is an indication that the frequent home-based 
trips are being combined into multileg tours, thus 
increasing the number of non-home-based trips. 

Household trip rates by socioeconomic stratifica­
tions have undergone some change. However, changes 
for the average regional household are much less due 
to shifts in the distribution of households by these 
stratifications. 

The work trip transit share for the region from 
the 1981 survey was the same as that reported in the 
1980 census journey-to-work data. This share de­
clined between 1960 and 1970, Between 1970 and 1980 
the regional transit share was constant, but in­
creased in those counties where transit service im­
provements were introduced. 

Between 1965 and 1981 transit shares for nonwork 
trips increased for every county. The statistics 
suggest that public transportation is now absorbing 
more of the nonwork travel market relative to 1965, 

Average regional car occupancies for work trips 
declined during the 1960s and remained stable in the 
1970s. For nonwork trips, average occupancies de­
clined between 1965 and 1981 because of changes in 
household size and combining of trips into multileg 
tours. 

Regional trip length frequency distributions re­
ported by the respondents in the two surveys were 
found to be grouped into 5-min intervals. The 
changes in regional trip lengths between 1965 and 
1981 were negligible. 
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An Update on Household-Reported Trip-Generation Rates 
JOANNA M. BRUNSO and DAVID T. HARTGEN 

ABSTRACT 

In this study person trip rates aetermined 
in a statewide telephone survey in New York 
State during January 1983 are reviewed. The 
results of the study indicated that the 
average adult in New York makes 2.8 one-way 
trips per day, ana lives 4.5 miles from work 
and 2. 2 miles from shopping. There were no 
significant differences in average trip 
rates between upstate and downstate New 
York, or between urban, suburban, small 
town, or rural areas of the state. Trip 
rates vary with income, employment status, 
sex, number of household vehicles, and pres­
ence of children. It was concluder! that 
trip-generation rates are largely transfer­
able between geographic areas, if demograph­
ic differences are accounted for, and that 
transportation planners can have confiilence 
in applying person trip rates from this and 
other surveys. 

In order to plan intelligently for transportation, 
transportation planners must anticipate changes in 
travel. Many cities are losing population, as are 
some established suburbs; others are growing rapidly 
CJ:>. Such changes can be more easily stuilieil if 
existing trip information from one region can be 
transferred to another region. But this presumes 
stable trip-generation rates over time--an untesten 
assumption. In the 12-year period between 1962 and 
1974, trip-generation rates for home-based New York 
State households were found to be largely stable 
(_~), both in the aggregate and for demoqraphic 
groups. Changes in travel observed in that period 
were accounted for almost entirely by changes in the 
number of households in each group and changes in 
the total magnitude of households. 

The results of a telephone survey conducted in 
New York State in 1983 are described in this paper. 
The purpose of the survey was to learn how residents 
of the state were conserving energy, but current in­
formation on trip rates for various activities was 
also obtained. The differences in trip rates by dif­
ferent demographic and geographic groups are re­
viewed for weekends and weekdays by trip purpose ana 
mode. Although the question of stability of trip 
rates over time was not thoroughly investigated, the 
relative stability of trip rates over place was es­
tablished, thereby substantiating previous studies 
that conclude that the primary determinants of trip 
rates are demographic, not geographic. 

BACKGROUND 

In the 1960s most urban areas (more than 50,000 pop­
ulation) conducted home-interview travel surveys in 
which data on trip-generation rates were collectea 
(_1); many of these surveys were updater! in the 
1970s. Trip-generation rates were generally ex­
pressed by zonal or cell (aggregated) data, either 
with cross-classified or regression models (_!) ana 
usually at the household level. As early as 1977, 
Dobson and McGarvey (.,?.) demonstrated the empirical 

equivalence of regression and cross-classification 
models of home-based travel. Recent work by Stopher 
and McDonald (_i) extends the analysis of variance 
(ANOVA) approach. A major compilation <..:Z.l compared 
home-based and non-home-based rates across different 
cities, within cells, by income level. Recent com­
parisons of rates from different areas (~,1) showed 
general stability over space and time within cells 
defined by income, automobile ownership, or family 
size. More recent studies (10) have identified dis­
crepancies between home-generated travel and non­
home-generated travel, which have not been resolved. 
Recent research has focused on the life cycle of the 
individual or household (11-15). The life cycle uses 
age ana employment statu~or-the household head ana 
spouse and the number of children. McDonalil and 
Stopher (16), however, found little empirical justi­
fication in the use of such variables. Person-level 
analyses (1,17) have recently been proposed. In ana­
lyzing the trip data, both points of view will be 
considered. 

METHODOLOGY 

A random sample telephone survey of 1,503 New York 
State residents 18 years of age or olner was con­
ducted between January 9 and February 2, 1983. Only 
one adult per househola was interviewed; thus the 
trip rates presented here are person trip rates. The 
sample was stratified so that men and women in each 
county were sampled in proportion to 1980 popula­
tion. The survey slightly underrepresented New York 
City, zero vehicle households, and low-income house­
holds (Table 1). However, it must be remembered that 
the survey excluded all those younger than 18 years 
of age as well as those who were institutionalizea 
or without household telephones. 

TABLE 1 Comparison of Survey Response with 1980 
Census 

Survey 
1980 Census 

No. Percent (%) 

Region 
New York City 600 40.0 43.9 
Long Island 223 14.8 14.8 
Westchester/Rockland 95 6.3 6.4 
Upstate 585 38.9 34.8 

Sex 
Male 642 42.7 47.5 
Female 861 57.3 52.5 

Vehicles per household 
0 274 18.2 38.1 
I 609 40.5 33.2 
2 418 27.8 21.3 
;,3 195 13.0 7.4 
NA 0.5 

Household size 
I 346 23.0 25.9 
2 417 27.7 29.1 
3-4 508 33.8 31.3 
;, 5 225 14.9 13.7 
Missing 7 0.5 

Income 
<$10,000 309 20.6 30.4 
$10,000-$]5,000 212 14.1 14.8 
$15,000-$25,000 353 23.5 25.4 
>$25,000 496 33.0 29.4 
Missing 133 8.8 
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DISTRIBUTION OF TRIPS/DAY 
i+o 

I I 111~1111 

30 

.. .., 
ll' .. 
"'2:0 ... 
0 .. 

10 

Number of Person Trips /Day 

FTGUR.R l Frr.qi1ency diRtrihution of tripR per day. 

PACTPllfDEBS 
N. Y JI. TralllportaUon Survey 

NEXT, WB WOULD LIKB TO ABK YOU ABOUT THB TRA VELDfG YOU DID Yl!STBRDA Y. 
Wl'llB IMTBllBIITl!D IN ANY TRIPS YOU TOOK YESTERDAY NO MATTER HOW SHORT 
OR LONQ, OR WHBTHBJl YOU WALKED OR RODB. THINK ABOUT YOUR ENTIRE DAY 
YBS'l'ERDAY AND ALL THI! SBPARATB TRIPS YOU MIGHT HA VE TAKEN. 

2A) DID YOU LEAVB YOUR HOME AT ALL Yl!STBRDAY? 
l=Yes (continue trip questions) 
2=No (go to next section) 

28) HOW MANY SBPARATB TRIPS DID YOU TAKB Yl!STBRDAY? 
(trips refers to ontr-way movements) "'P@"'cno~r""a-wr-

2C) FOR WHAT PURPOSES, DID YOU TAKE YOUR (1st, 2nd, 3rd, etc.) TRIP YESTERDAY? 

PURPOSE OF TRIP 

O=No Yesterday Trio 
!=Work/Work Related 
2=Shopoing/Household Business 
3=Social 
4=Recreational 
5=Clvic/Religious 
6=School 
7=Drop orr, Pick Up-Other(s) 
B=Other 
9=Missing 

2Di Ol'i THIB iist, iinci, ;Jra, etc.j TRIP, HOW DID YOO TRAVEL'! 

MODE OF TRIP 

O=No Yesterday Trip 
!=Walk 
2=Bicycle, Motorcycle, Moped 
3=Taxi 
4=Local or Commuter Bus 
5=Train 
&=Subway 
7=Car, Van, Light Truck 
B=Other 
9~Missin11: 

(IC travel is by [17] Car, Van, Li1tht Truck, Ask Question 2E.) 
2E) DID YOU TRAVELALONE, WITH FAMILY MEMBERS, OR WITH FRIENDS? 

TRIP I: 

TRIP 2: 

TRIP 3: 

TRIP 4: 

O=No Yesterday Trip 
!=Alone 
2=Pamlly Members 
3=Neighbors, Friends 
9=Mfsslng QQ[~QG 

TRIP CHART nL .. :rT, ~ - . • 24: 2.5~Q 
GuGG~ 
m .-:~G 

TRIP 5: n~ill 
l ~~~L~1 

FIGURE 2 Travel questions asked on New York State travel and energy survey. 
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The respondents were asked to recall "trips made 
yesterday." The survey takers were careful to point 
out that each trip was to be considered a one-way 
leg of a journey made outside the home, even if it 
was by walking. Although this type of survey may ap­
pear to be constrained by the recall of the respon­
dent and brevity of the survey telephone space, most 
home-interview surveys were also recalls, 

The number of person trips ranged from O to 6 5 
(Figure 1). A total of 10 persons making 20 or more 
trips per day were all found to be engaged in work 
duties: the person making 65 trips was a package 
del i veryman. One person making 13 tr i ps was a home­
maker making a series of personal business and shop­
ping trips. Because no respondent reported more than 
13 and less than 20 trips, it was decided to treat 
those 10 persons making more than 13 trips per day 
(0,6 percent) as outliers: this leaves a sample of 
1,493. Questions concerning trip rates are shown in 
Figure 2. The respondent was first asked to list the 
total number of one-way trips made the previous day 
(question 2B), For the first five of these, purpose, 

mode, and occupancy were also recorded. The total 
number of separate trips is used to determine the 
person trip rates. 

RESULTS 

Differenc es by Area 

For this survey, New York State was divided into 
downstate and upstate areas (Figure 3). The respon­
dents were also asked to describe the type of area 
in which they lived as big city, suburban, small 
town, or rural. The analysis indicates that adults 
in New York State average about 2. 8 one-way trips 
per day (Table 2) i there is no significant differ-

.. -..- , -.u 
I • 

I 
.·-- .-·.L·.-·.-. _J, • • • • L.-. 
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TABLE 2 Average Trips per Day by State Regio1111 

Sub- Small 
City urban Town Rural Total 

Upstate 
Avg trips 2.7 3.1 2.6 2.6 2.7 
Sample size 168 158 139 115 580 
Avg distance to work (miles) 2.6 3.8 3.9 5.5 3.8 
Avg distance to shop (miles) 1.5 3.6 3.2 5.8 3.0 

Downstate 
Avg trips 2.8 2.9 2.7 2.6 2.8 
Sample size 434 367 88 24 913 
Avg distance to work (miles) 4.1 6.1 5.5 5.6 5.0 
Avg distance to shop (miles) l.l 1.9 2. 1 3.8 1.6 

Statewide 
Avg trips 2.8 2.9 2.7 2.6 2.8 
Sample size 602 525 227 139 1,493 
Avg distance to work (miles) 3.7 5.4 4.6 5.6 4.5 
Avg distance to shop (miles) l.2 2.1 2.8 5.5 2.2 

ence in the mean number of person trips per day be­
tween upstate and downstate New York or between the 
various regions of the state. This number is slight­
ly higher in the suburbs, where respondents report 
an average of 3,1 trips upstate and 2.9 trips down­
state, but these numbers are not statistically sig­
nificant. This is also true for small towns (2. 7) 
and rural areas (2.6), both upstate and downstate, 
but again neither difference is significant. This 
finning is particularly important for New York State 
as a whole because it indicates that average person 
trip rates are largely similar throughout the state. 

Weekday and Weekend 

The average weekday trip rate of 3.0 trips per adult 

UpaUte s...,1e S1z•• 

Urban • 168 
Suburban • 158 

s-11 Tovn • 139 
Rural • 112 

Total • 580 

HEW YORK SJAII 
Dl"'RTMINT Of t1ANS,o111A110H Downstate Sample 

,·, ,.,, , . 
-1.,, ... ._..., .. 

• •• ,, .. om ... , 

O•··· ... ~· 

Urban 434 
Suburbon .. 367 

Small Town • 68 
Rural • 18 

Total • 913 

FIGURE 3 New York State map with survey sample sizes. 
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corresponds precisely with the 1973 Buffalo home-in­
terview survey and the 1974 Rochester survey of 3.0 
and 3.1 trips, respectively (Table 3). Both of these 
,..,.,,.. .... ,.... •• ,.. .,,,..,.,...., ,.......,,.,..,.:t,,,..+.,..A ,.....,.. ,..,,.,,.., .. ,.:a.,.,,.. ,......,,.,., --· .. -..r- .. .._ .. .._ _._. .. ._ ......... ____ --·· .. _._ ............ :r .... ._ ..... ,. 

There are significant differences in average 
weekday trips versus average weekend traffic (Table 
4) • This is particularly true for suburban areas. 
But 22 days of the survey occurred in January after 
holiday shopping and during a time not conducive to 
recreational travel; this could have lowered weekend 
trip rates. The greatest range of average trip rates 
is s hown in small t owns. Overall , Saturday, Sunday, 
.!Ind Mond.!ly hdV" Liu,! luw.,1,1l l1l1,1 1c1lt!1,1 IJt!l 1Jt!11,1u11, 
whereas Thursday and Friday trip rates are highest 
(Table 5). 

Demographic Effects 

'11hiei,. 1 :argoC!+- ;:::a,rcr.r;:u~.c:i, +-r;p r::a .. o i c::,: h" ru::1r.~nn,::: omplnuiei,.rl 

part-time (3.3 trips per day) and those in the 
highest income (3.4 trips per day). When these two 
factors are combined, the average trip rate is 3. 9 
trips. Homemakers and retired persons tend to travel 
the least--an average of 2.4 and 1. 7 person trips, 
respectively (Table 6). 

Men make more trips per day than 
categories of income and employment 

women in all 
(Table 7) • On 

average. ff1ales make 3.1 trip s pee Uav and L~ma.i.~=:s 

make 2.6 trips per day. Both male and female respon­
dents whose total household income is greater than 
$25,000 have similar trip rates: 3.4 for men and 3.3 

TABLE 3 Average Weekday Trips per Person 18 
Years of Age and Older 

Sample Total Avg Trips 
Survey Size Trips per Person 

1974, Rochester 4,861 15,138 3,1 
1973, Buffalo 4,197 12,592 3,0 
I 983, statewide 1,068 3,204 3,0 

TABLE 4 Average Trips per Day on Weekdays and Weekends by 
State Region 

Small 
City" Suburbs" Town Rural All" 

Weekday 
Avg trips 2.9 3.1 2.8 2.7 3.0 
Sample size 438 370 157 103 1,068 
SD 2.11 3.15 2.78 2.07 2.27 

Weekend 
Avg trips 2.5 2.3 2.4 2.4 2.4 
Sample size 164 155 70 36 425 
SD 2.05 2.35 2.36 1.76 2.06 

z 2. 1 I 5.6 4.6 

aSignificant difference for data in column. 

TABLE 5 Average Number of Trips per Day of Week 

Monday 1'11csday Wednesday 

Sample Sample Sample 
Trips Size Trips Size Trips Size 

Upstate 2.2 86 2.9 83 3.0 83 
Downstate 2.9 130 2.9 130 2.9 126 
City 2.7 91 3.0 76 2.8 91 
Suburban 2.9 73 2.9 80 3.3 65 
Small town 1.8 29 2.9 33 2.8 38 
R.u ra! 2.4 23- 2,7 2 4 3. ! 15 
Statewide 2.6 216 2.9 213 2.9 209 
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TABLE 6 Effect of Income and Employment Status on Average 
Trips per Person 

I 'T' • ..... • "T", •TT 1 11 T , , 
/"\.~~ .1.1.l_lJ;'I ,l)t::1 J:C:.l;'!UJl uy J.UL4.1 J..LUU.)VJ.J.U.LU .lll"-'V.lllV 

Employment $10,000- $15,000-
Status <$10,000 $ I 5,000 $20,000 >$25,000 

Employed 
full-time 2.9 2.8 3.3 3.4 

Employed 
part-time 2.8 2.7 3.3 3.9 

Unemployed 2.0 2.0" 3.1" 1.8" 
u,....m,,.'l'n .... 1,-.,. .. 1.8 0.7a 2.0 3.5 
Reli1eu 1.3 1.6' 2.5 J .2• 
Student 2.78 3.5" 2.4" 2.6" 
All 2.0 2.4 3.0 3.4 

R5arnple size <...'.3\J, 

TABLE 7 Effect of Gender on Trip Rates 

Income 
<$10,000 
$10,000 $15,000 
$15,000-$25,000 
>$25,000 

Employment status 
Employed full-time 
Employed part-time 
Unemployed 
Homemaker 
Retired 
Student 

Total 

Avg Trip Rate by 
Sex of Re.spondent 

Male Female 

2.2 1.9 
2.8 1 1 

L,L 

3.4 2.7 
3.4 3.3 

3.4 3.0 
3.3 3.2 
2.6 1.8 

2.4 
2.1 1.4 
1.3 3.0 

3.1 2.6 

Note: Sample sizes are 632 male and 861 female. 

All 

3,2 

3.3 
2.2 
2.4 
I. 7 
2.9 

for women. Men employed full-time and women employed 
part-time make the most trips--3. 4 and 3. 2, respec­
tively. Retired women (1.4), male students (1.3), 
and low-income women (1.9) make the fewest trips. 

The greater the number of vehicles there are per 
household, the higher the average person trip rate 
(Table 8) . The greatest average number of person 
trips (3.8) is made in households where there are 
three or more vehicles and two drivers per house­
hold. The fewest number of trips is made by house­
holds in which there are no vehicles and no licensed 
drivers. 

The number of children younger than 18 years old 
within one household has an increasing impact on 
person trip rates of the respondents. Persons in 
households with four or more children make 3.8 trips 
per day, those with one to three children make ap­
proximately 3. 0 trips per day, and those without 
children make an average of 2.6 trips per day (Table 
9). Households with four adults and no children 
younger than 18 make as many trips as households 

Thursdny l'riday Samrdoy Sunday 

Sample Sample Sample Sample 
Trips Size Trips Size Trips Size Trips Size 

3.3 75 3.2 87 2.9 72 2.0 94 
3.0 140 3.2 128 2.6 138 2.2 121 
3.1 92 3.1 88 2.9 82 2.1 82 
3.3 77 3.4 75 2.6 76 2.1 79 
3.4 28 3.0 29 2.4 33 2.3 37 
2.1 !S 3.3 23 3. ! 19 l.5 17 
3.1 215 3.2 215 2.7 210 2.1 215 
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TABLE 8 Effect of Vehicles per Household on Trip Rates 

Avg Trips by Vehicles Owned 

0 2 ;;,3 

Li censed drivers 
0 1.8 1.7" 
I 2.6 2.6 2.8 2.7 
2 3.0 2.9 3.2 3.8 
3 2.38 3.0 2.8 3.2 

Household size 
I 2.2 2.3 2.8 
2 2.3 2.5 3.2 2.9 
3 1.7 2.8 2.8 3.1 
4 2.7 2.9 3.5 3.4 
;;, 5 2. 3 3.2 2.8 3.7 

Statewide 2.2 2.7 3.1 3,3 

aSample size < 10. 

TABLE9 Effect of Household Size on Trip Rates 

Avg Trips per Respond ent by Adults Total 
Children per Household 
per Trips 
Household 2 3 4 ;;,5 (avg) 

0 2.4 2.7 2.5 3.7 2.7 2.6 
1 2.6 3.0 2.8 3.1 3 3.53 3.0 
2 2.4 33 3.1 2.4• 3. 1 
3 2. 73 3.0 2.93 3.0 
;,, 4 3.75 3 3.8" 3.5" 3.8 

Total sample 
size 419 699 214 96 54 

3Samp le size < 30, 

No Outlyel"e 

2 - .137 r 

INCOME > $15,000 

y - J. l .024 
n • 976 

P. TRIPS 
y • 2.8 BSS 

TSS " 
,046 

All 

l.8 
2.6 
3.1 
3.0 

2.4 
2. 7 
2.7 
3,3 
3.1 
2.8 

Sample 
Size 

909 
250 
198 

77 
48 
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with four or more children. Some of these householn 
members may in fact be dependents older than 18, but 
because complete household aata were not available, 
it was difficult to determine the composition of the 
household. However, the data in Table 9 tend to con­
firm the findings of Boyle and Chicoine (~) on the 
influence of children on trip rates. 

To determine what factors are most influential in 
effecting trips per day, the procedure known as 
Automatic Interaction Detector (II.ID) was used. AID 
is a statistical procedure that partitions data se­
quentially, ascending to the most important classi­
fications. Several of these analyses were done with 
various subsets of the independent variables. None 
of the coefficients of correlation exceeded O .13 7 
(Figure 4) , and it was not possible to demonstrate 
any effect of the life-cycle state on the number of. 
person trips. This supports the findings of McDonald 
and Stopher (16) regarding the strength of life-cy­
cle variables. However, it is possible that there 
was not enough household-level data within the sur­
vey for household interactions ana life cycles to 
show their influence on the trip rates. 

Figure 4 shows the influence of income, employ­
ment status, and distance from work as the primary 
determinants of the number of trips made. An income 
of less than Sl5,000 first divides the data set; the 
highest average trip rate (3.7) is attributed to the 
person who belongs to a household with one more 
licensed driver than vehicles, who lives less than 5 
miles from work, ana who is employed either full­
time or part-time. Household sizes of four or more 

also influence the respondent to make more trips (y = 
3.6). Also of interest in this analysis are factors 

WK DIST ,(, S MI. LD!!V < 1.0 

y - 37"6 - y - - 3 . 7 
n • 318 . 004 n • 294 

EIIPSTA • FULL L 
OR PART TIHF. I/O RK 

y = 3.4 ~ 
n = 694 

WK DIST > S MI, IOI SIZE > 4 
y = 3 :2 -- y • 3"";7 
n • 376 

\ hoe 
n • 145 

El{J'STA • NOT 

1\ 1/0PXING sn DIST < 10 ITT. IUI SIZE < J 
y • 2. S .-- y • i .5 y • 2"";9 
n = 282 

.001 
n ., 2(, 3 n • 231 

UC DRll' ~ 3 
INCOME .!. $10,000 y - ,.3 ..-1-- LDMV > 2.0 
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that do not appear in the data . Codes for New York 
State reg ions and the upstate and downstate split 
were available to determine the split, but neither 
factor was able to influence the split in any of the 
analyses, The split among city, suburban, small 
town, or rural occurs only for those persons living 
5 or more miles from work with three or more cars at 
their disposal, usually an indication of substantial 
income. Thus this analysis would appear to confirm 
that the determinants of travel are similar across 
the state, and that those variables that do influ­
ence travel are largely demographic. 

Analysis o f Trip Tables 

R,;,""""'" the purpo'ie of the survey was to develop 
trip rates useful for energy use calculations of 
specific types of activities, trip purposes were 
classified as destination purposes such as work, 
shop, social, recreation, civic, and so forth, 
rather than the more familiar terms used in modeling 
such as home-based work, work-based shop, and so on. 
Thus the rates developed are more easily compare<i 
with the National Personal Transportation Study 
(NPTS) analysis (19) rather than other trip-genera­
tion analyses, such as those by Stopher and McDonald 
(~). Only 4.4 percent of the sample made more than 
six trips [this is little more than that found by 

in their Stoph~:- and Sh~skin (.2) "--•--L'--L'-- -~ 
.&.UYICOl...L~QL..LUU V.L 

24-hr travel records). If it is assumed that the 

TABLE 10 Purposes of Trips by Day of Week 
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sixth trip for those making six trips was to return 
home, then the trip rates to specific destinations 
may be considered fairly representative. Only small 
differences are apparent between upstate and down­
state, but there are greater differences between 
days of the week, Most social and recreation activ­
ity occurs on weekends, most shopping and household 
business occurs on Friday and Saturday, and most 
travel occurs during the week (Table 10), 

The mode of travel for eight specific destina­
tions is given in Table 11. In this table "return 
home" is not allocated to the specific purposes, as 
is done in the NPTS study (1.21. This survey, taken 
during winter weather in January 1983, is reasonably 
close to the 1980 census figures for usual mode to 
work collected during April 1980, 

nidesharing data are given in Table 12. As dis­
cussed in other research ( 20) , there is a problem 
with defining ridesharing be-;;;use many people do not 
regard traveling with family or friends to be ride­
sharing. By avoiding the term carpooling or ride­
sharing, and instead asking whether the trip was 
made with family, friends, or neighbors, the degree 
of ridesharing is easier to determine. Sharing rides 
is the common mode for social, recreational, and 
religious trips (i.e., rides are most often shared 
with family). The greatest percentage of ridesharing 
with neighbors or friends occurs for social reasons, 
but this is still less than family ridesharing, 

..... ___ __ ....... _ ... - --
l'tt::Yt::.L LUt::..Lt::t:iti t J.. L cl~J:}t!i:U. S t :i.rie shar: ing i s i;ha t 
norm for nonwork travel. 

Percentage of Trips to Specific Destinations by Day of Week 

Monday Tuesday Wednesday Thursday Friday Saturday Sunday Total 

Work or work related 
llpstate. ,., 41 41 42 37 178 168 33 
Downstate 42 44 39 52 40 8" 15• 36 
Statewide 39 44 40 48 39 15 16 35 

Shop or household business 
Upstate .35 29 34 25 40 37 34 34 
Downstate 37 28 31 27 40 46 32 34 
Statewide 37 29 32 27 40 41 33 34 

Social-recreation 
Upstate 21 9• 18 178 16• 36 36 22 
Downstate 138 17 21 14• 16 40 38 22 
Statewide 16 14 20 15 16 37 37 22 

Other 
Upstate 9• 19• 8• 15• 7• 9• 13• II 
Downstate 8" 10• 8• 7• 4• 6. 15• 8 
Statewide 8 13 8 10 5 7 14 9 

Note: Sample used is only for those people making,i;;;: 6 trips per day, The percentages for all categories (upstate, downstate, and state­
wide) equal 100 percent. 
8 Sample size <JO. 

TABLE 11 Mode of Travel by Purpose 

Percentage of Trips by Mode 

Public Car 
Purpose Walk Bike Taxi Transit Only Total" Multimodalb 

Work 6.6 0.1 I. I 22.9 67.8 98.5 6. 1 
Shopping and personal business 21.0 0.1 0.5 8.3 70.0 99.9 0.9 
Social 13.5 3.0 I I.I 72.8 1.6 
Recreation 29.1 2.6 4. 2 62.4 99.9 1.7 
Civic and religious 12.9 7.4 79.6 99.9 
School 15.9 30.5 53.7 100.0 3.7 
Drop off 5.3 3.2 91.5 100.0 
Return home 13.9 0.01 1.3 16.3 67.8 99 .3 2.5 

1980 census for New York State, 
means of travel to work 8.6 +- 1.0 .... 27.1 63.3 

l\ - • • Lo1um nJ may no, aaa to lUU aue to rounamg or otner category. 
bExclo (f1,T,J walkl 11 g. 

--



Brunso and Hartgen 

TABLE 12 Ridesharing 

Trips by Automobile or Light Truck(%) 

Drive Drive 
with with 

Drive Family Neighbors, 
Alone Members Friends Rideshare 

Destination Purpose (I) (2) (3) (2,;;, 3) 

Work 74.9 10.5 14.6 25. l 
Shopping and household 

business 56.0 35. 7 8.3 44.0 
Social 33.7 37.0 29.3 66.3 
Recreational 39.7 42 .5 17.8 60.3 
Civic and religious 25.6 67.4 7.0 74.4 
School SJ.I 40.0 8.9 48.9 
Drop-off, pick-up, and 

other I 5.7 62.7 21. 7 84.4 
Home 56.9 29.3 13.7 43.0 

TABLE 13 One-Way Trip Rates by Automobiles per Household 

Dest ination Purpose 

Work or work related 
One-way trips 
SD 

Shop or personal business, 
one-way trips 

Shop or household business 
One-way trips 
SD 

Serve passengers 
One-way trips 
SD 

Social-recreation, one-way 
trips 

Social 
One-way trips 
SD 

Recreation 
One-way trips 
SD 

Civic, educa tion, and religious, 
one-way trips 

Civic and religious 
One-way trips 
SD 

Education 
One-way trips 
SD 

Total 

Sample size 
Percent of sample 

Trip Rates by Automobiles 
Owned 

0 2 3 

0.41 8 0.53b 0.64 0.67 
0.82 0.58 0.81 1.04 

0.48 0.59 0.66 0.66 

0.46 0.53 0,57 0.55 
0.77 0.79 0.82 0.84 

0.02 0.06 0,9 0,9 
0.02 0.06 0.9 0.8 

0.31 0.32 0.35 0.37 

0.24 0.23 0.27 0.30 
0.57 0.53 0.56 0.60 

0.07 0.09 0.08 0.07 
0.26 0.33 0.32 0.25 

0.09 0.07 0.11 0.13 

0,03 0.03 0.05 0.04 
0.16 0.17 0.23 0.20 

0.06 0.04 0.06 0.09 
0.26 0.22 0.26 0.32 
1.28c 1.5 Id l.7 5° l.82 

274 608 416 188 
I 8.4 40 .7 27.9 12.6 

~Signmcant dlffrrence at 0 .95 confidence level between 0.4L and 0.53, z == 2.28. 
cSiJn10cant dl(f~ence at 0.95 confidence level between 0. 53 and 0,64, z == 2.1. 
dSignlfkant dtrfcrence at 0.95 confidence JeveJ between 1.28 and t . s1. z = 24. 3. 

SiJniflcant difference at 0.95 confidence Jevel between 1.51 and 1.75, z = 3. 1. 
eSignlrl c.ant dfrfe.rence at 0.95 confidence level between 1. 75 and 1.82, z = 7.0. 

All 

0.56 

0.60 

0.54 

0.6 

0.33 

0.25 

0.08 

0.09 

0.04 

0.06 

l.S 

Trip rates vary significantly with the increase 
in automobiles owned by the household. The data in 
Table 13 indicate that, for all purposes, the number 
of person trips by all modes increases as the number 
of household vehicles, automobiles, and light trucks 
increases. The difference between the trip rates are 
significant only for work trips and total trips. 

(Data on rates by income, age, sex, and automo­
biles owned versus purpose are available from the 
authors.) 

SUMMARY AND CONCLUSIONS 

The person trip rates collected during a statewide 
telephone survey in New York State during January 
1983 have been analyzed. Findings of interest or 
significance from this study are as follows. 
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1. The average person in New York State makes 
2.8 trips per day, and lives 4.5 miles from work and 
2.2 miles from shopping. 

2. There is no significant difference between 
person trip rates upstate and downstate or between 
persons residing in areas designated as urban, 
suburban, small town, and rural. Thus trip rates as 
such can be applied statewide. 

3. There are differences in trip rates between 
weekday and weekend travel as well as between spe­
cific days of the week. Wednesday, Thursday, and 
Friday are the heaviest days of travel; Saturday and 
Sunday are the lowest. Most social and recreation 
trips occur on Saturday and Sunday. 

4. Factors that influence the number of trips 
made per day per adult are income, sex, employment 
status, number of household vehicles, and presence 
of children younger than 18 years old in the house­
hold. In general, women make fewer trips than men, 
but this difference tends to disappear as household 
income increases. However, the life-cycle influence 
on trip rates could not be confirmed for person trip 
rates. 

5. Two-thirds of all trips are made by automo­
bile. The percentage of trips made by automobile is 
greatest for nonwork trip purposes. Work travel, 
however, has the highest rate of solo-occupant 
travel. Ridesharing (family or friends) is the usual 
mode for social, recreation, civic, educational, and 
religious destinations; approximately 44 percent of 
shopping trips involve ridesharing. However, the 
majority of nonwork ridesharing involves travel with 
family. 

6. Nonwork trip purposes represent approximately 
65 percent of all trip destinations made by New York 
State consumers. These trips are divided approxi­
mately into 34 percent for shopping and household 
business, 22 percent for social or recreational pur­
poses, and 9 percent for all other purposes. Work 
represents _only 35 percent of all travel. 

This analysis of trip rates collected from a 
statewide telephone survey has shown that while 
variables such as income, employment status, house­
hold size, and presence of children do affect indi­
vidual trip rates, there is no evidence that geo­
graphic location within the state affects trip 
rates. Results from this and other travel surveys 
therefore appear transferable to any study area 
within the state. This hypothesis was investigated 
as early as 1967 by the Bureau of Public Roads (21). 
Remarkably, the relative importance of various demo­
graphic parameters in accounting for variance in 
travel (i.e., income and work status) was generally 
confirmed. It was shown, however, that automobile 
ownership and household size also influence travel 
considerably. These findings are consistent with 
many transportation studies that segregate trip­
generation data into one or more of these key param­
eters. 

These findings increase the confidence that 
transportation analysts may have in using trip­
generation rates developed from other cities or 
earlier studies. Although transferability of trip­
generation rates is a subject of considerable con­
cern, the findings here suggest that transferability 
may be more possible than previously thought. In ad­
dition, the findings suggest that transferability 
across space may be equally as likely as transfer­
~bility over time. Obviously, ildjustments should be 
made for the number of households or persons in dif­
ferent demographic cells, but application of exist­
ing trip-generation rates within these cells through 
estimated future households or persons is nonethe­
less a reasonably valid procedure. Should the ana­
lyst be concerned with the possibility of errors 
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introduced by such an assumption, a sensitivity 
analysis varying the trip-generation rates or the 
forecasts of households or persons per cell would 

Further analysis of the nature of these trip­
generation rates should be undertaken. For instance, 
it is possible that the net small differences be­
tween upstate and downstate New York trip-generation 
rates are the combined effect of significant differ­
ences in income (which would tend to increase trip 
generation downstate compared with upstate) and den­
sity and automobile ownership (which would tend to 
hava tha rav,us~ liff,.ct) , A mnrP r,;e,rpf11l l y !;t:r11r,­
tured tabular ana l ysis would i dentify whether either 
or both of these hypotheses are working in the data 
that have been presented. 
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Logit Mode-Choice Models for Nonwork Trips 

PETER R. STOPHER, ERIC G. OHSTROM, KENNETH D. KALTENBACH, and 

DONALD L. CLOUSE 

ABSTRACT 

Most research on legit models of mode choice 
has concentrated on the work tri.p, a fact 
frequently commented on by critics for some 
years. With the increasingly widespread 
adoption of the legit model as the basic 
mode-choice model of practical transporta­
tion planning, more legit models for nonwork 
purposes are being installed in travel fore­
casting procedures, In this paper the form 
that most of these models take and the as­
sumptions on which they are based are ex­
amined, It is shown that the majority of 
these are not calibrated, but are updated 
from the work models. The inappropriateness 
of this is demonstrated through selected 
case studies, and the types of models that 
can be built are described. It is shown that 
calibration of nonwork models is feasible 
and presents no new problems over the work 
mode-choice models, and that the relative 
weights of cost and time components in work 
models are different from those found for 
fully calibrated nonwork models, The data 
requirements and calibration needs are also 
discussed. 

Throughout most of the development of ilisaggreqate 
models of mode choice, research concentrated almost 
exclusively on developing models of choices for the 
work trip, This was justified on a number of 
grounds, including the importance of the work trip 
in planning and policy decisions, and the conve­
nience and appropriateness of the work trip for re­
search. In this respect, it was often pointed out 
that collecting data on work trips presents a rela­
tively simple and inexpensive data-collection activ­
ity; and that, because of the habitual nature of the 
trip, there is a greater chance that the work trip 
represents a rational choice of mode and that knowl­
edge may exist about the alternatives, It is not the 
purpose of this paper to deliberate over these rea­
sons or to produce evidence as to whether or not 
there exist foundations for them. Suffice it to say 
that there are published research results that cast 
some doubt on each of these basic assumptions and 
reasons, but that these still appear to have been 
insufficient to generate any significant change in 
the direction of research, 

Of course the authors do not claim that there has 
been no research on nonwork models. There are sever­
al published papers about models for shopping trips 
( 1-4) , and a few instances of other nonwork models 
as -well (5,6), However, the total number of such 
publicatio;s- is insignificant in comparison with 
those on work trips, Furthermore, the logit model 
for the work trip has remained relatively simple, 
certainty in the perception of practicing transpor­
tation planners, whereas much of the research on 
nonwork models has generated more complex model 
forms and has tied the mode-choice models to other 

models in the stream, such as destination choice 
(trip distribution) or route choice, Given the added 
complexity stemming from this, the fact that most 
practical travel forecasters are reasonably content 
with existing aggregate trip-distribution models, 
and that aggregate versions of these more complex 
models are largely unknown, the few nonwork models 
that have been developed have largely failed, so 
far, to penetrate practice. 

In this paper the pros and cons of substituting 
aggregate or disaggregate mode-choice models in the 
standard travel-forecasting process, as opposed to 
making radical changes in the modeling process and 
its structure, are not discussed, Rather, it is ac­
cepted that the majority of planning regions in the 
United States use the conventional four-step model­
ing process for travel forecasting, as exemplified 
by the Urban Transportation Planning System (UTPS) 
program of the u.s. Department of Transportation, 
and they have simply chosen to replace or update the 
modal-split models in this process, Also, it should 
be noted that the authors use the term "modal split" 
to refer to models that are conceptually and struc­
turally aggregate, while using the term "mode 
choice" for models and procedures that are either 
disaggregate entirely or are based on use of disag­
gregate data for their development. 

PRACTICAL IMPLEMENTATION 

For more than two decades of modern regional trans­
portation planning, no agreement could be reached on 
the form and structure of the modal-split model. It 
was frequently stated that, although only two types 
of trip-distribution models (gravity and intervening 
opportunity) were to be found in use, there were as 
many different modal-split models as there were ur­
ban areas that had completed a long-range transpor­
tation planning activity, Documentation of modal­
split models tended to demonstrate the range of 
different types and structures of models (2,l!l. In 
the past few years this situation has changed quite 
dramatically. Almost every urbanized area that has 
updated or improved their model stream, and every 
area that has considered seriously the potential 
building of a line-haul transit service, has intro­
duced a set of legit models of modal split. Such 
models are currently in use in Los Angeles and San 
Francisco, California; Washington, D.C,; Miami, 
Florida; Honolulu, Hawaii; Detroit, Michigan; Min­
neapolis-St, Paul, Minnesota; New Orleans, Louisi­
ana; and San Juan, Puerto Rico, to name a few. 

As noted previously, there has been considerable 
research on the mode-choice logi t model for work 
trips, but relatively little for any other trip pur­
poses. In applying legit methods to the standard 
travel forecasting stream, models are required to 
cover all purposes. In practical transportation 
planning, the emerging standard appears to be to use 
about six trip purposes for trip generation and trip 
distribution, but to aggregate these purposes to 
three or four for mode choice. In most of the cities 
previously mentioned, there are three models for the 
purposes of home-based work (HBW), home-based other 
(HBO), and non-home-based (NHB) trips, In one or two 
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instances, an additional model exists for home-based 
school (HBS) trips, but these are more usually lef.t 
as part of the HBO trips or excluded altogether, and 
dealt with in some other estimation procedure that 
inciuaes an aiiocation ot trips oy scnool ous. 

Clearly, then, every locality that has introduced 
logit models of modal split has had the need to 
build not only the well-researched, reasonably well­
understood work trip model for HBW trips, but has 
also had to develop models f:or at least t wo other 
purposes, HBO and NHB, neither of which has been 
researched nor understood to any great extent. 
Knowledge of how to build a model fer shopping trips 
also has not helped the detinition ot models tor 
these much more aggregate purposes. For some reas on, 
not widely r eported, t r anspor t ation planners and 
planning agencies appear to have decided that the 
lack of research on these models also indicates that 
they would not be poss i ble to cal ibrate in the 
normal sense. 

Against this si~ua~ian, two primacy meth()(]s have 
been used to build models for HBO and NHB purposes, 
neither of which represents true calibration (i.e., 
free fitting of all model parameters to current or 
recent data). The first method that has been used-­
quasi-updating--is to define the HBO and NHB models 
in terms of the relative coefficients found for the 
work trip model and to seek to determine an overall 
multiplying factor for the utility from the work 
mcd~l. This assum~s that th .e :::~lativ~ weights of 
components of travel time, travel cost, and any user 
characteristics in the models are the same for all 
trip purposes. There is no research or other litera­
ture to support this position, but it is widely 
held. In some instances the models so developed are 
even further removed from calibration, because the 
work model may in some cases have been built with 
predetermined relationships between some of the 
variables. Illustrations of this are discussed later 
in the paper.. 

The s econd method of building the needed addi ­
tional models--factoring--is to build factor models 
that use the zonal market shares from the work model 
ann apply this , usually through some factor i ng pro­
cedure, to NHB trips. In many respects this dif.fers 
from quasi-updating only in that the factor is 
derived by a different procedure. 

·one may question to what extent this treatment of 
nonwork trips is of any real importance. It is clear 
that most conventional bus systems derive most of 
their ridership from the peak periods, carrying pri­
marily work and school trips. Even systems that in­
clude some form of rapid transit are still likely to 
carry signi f i cantly more trips in the peak period 
a nd to derive a l arge portion of their pa tronag e 
from the work trip. Nevertheless, these statistics 
do not indicate that the nonwork, nonpeak trips can 
be dismissed and can be treated substantially leoo 
accurately than the work trips. In most large urban 
areas work trips represent about 20 to 25 percent of 
total daily trips. Home-based nonwork trips gen­
erally constitute a further 50 to 55 percent of 
trips, whereas NHB tr i ps make up the balance (20 to 
30 p e rce nt) of r egional p e rson trips. I n a typical 
medium or large urban area in the United States, the 
transit share of the market ranges from 2 to 15 per­
cent of all trips, and about 50 percent of this 
transit share comes from the work trip. 

As examples of these figures, 1980 statistics for 
the Los Angeles region show that work trips consti­
tute about 18 percent of daily person trips, home­
based nonwork trips are about 52 percent, and NHB 
trips are 30 percent. The bus system carries about 3 
percent of these trips, with 45 percent of transit 
trips being HBW trips. Overall, transit carries 7.5 
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percent of HBW trips, 2.4 percent of HBO trips, and 
1.3 percent of NHB trips. 

In Honolulu, it is estimated that 16 percent of 
regional trips are HBW trips, 48 percent are HBO 
trips \ including 1:11:1::; trips1, witn 36 percent oeing 
NHB trips. Transit carries about 14.9 percent of the 
HBW trips, 7.9 percent of HBO trips, and 5.4 percent 
of NHB trips. Because of the high use of the public 
bus system for HBS trips, which are included in the 
HBO total, Honolulu buses derive only 30 percent of. 
their resident ( not including the substantial tour­
ist ridership in Honolulu) patronage from the work 
trip. If school trips are added to this, most of 
which also occur in the peak periods, the permmtaqlc! 
of patronage for HBW and HBS trips becomes 53 per­
cent. The Honolulu bus system carries 8.2 percent of 
the resident person trips plus an additional 29,000 
tourist trips on an average weekday. 

Finally, in Miami the regional split of trips 
among purposes is 26 percent for HBW trips, 60 per­
cent litlU trips, and 1 4 percent NHtl trips. The re­
gional transit share is 4. 2 percent, consisting of 
7.8 percent of HBW trips, 1.7 percent of HBO trips, 
and 8.1 percent of NHB trips (the latter being high 
because of the relatively high proportion of NHB 
trips for Miami Beach and the high transit share of 
all trips in Miami Beach) (ll. 

1. LLuS'.l'HA'l' 1. VE J::!..iXAM.PLt<_:s 

It is useful to see the form of the models that are 
produced by the alternative methods of buildinq HBO 
and NHB mode-choice models. Several examples have 
been selected from reported models that are in cur­
rent use in several different locations. 

Minneap·olis-st . Paul 

This is one of the earliest models to have been 
developed and applied for regional travel forecast­
ing (.lQ). The coefficients for these models are 
given in Table l. The ratio of out-of-vehicle time 
coefficients to in-vehicle time coefficients in the 
HBO model is exactly 2.5, and the ratio of the cost 
and in-vehicle time coefficients is 1.5. Neither of 
these ratios appears as such in the work model, al­
though both represent values that have been stated 

the relative values of these in logit models. Over­
all, these ratios appear to have been established 
and only the absolute values of the coefficients and 
the values of the modal constants were fitted to 
transit share data. In the NHB model the ratio of 
2. 5 between out-of-vehicle time and in-vehicle time 
is maintained, generating coefficients of -0.025 for 
out-of-vehicle time components and -0.01 for in-ve­
hicle tirne. The cost coefficient is -0.0039, which 
appears as almost the same ratio as the ratio of HBW 
in-vehicle time to cost. Although this is not a pure 
example of the types described earlier, these models 
appear to be generally of the form of the ones that 
define the HBO and NHB models from the HBW models, 
calibrating only an overall multiplier to fit ob­
observed transit shares. 

The Miami model was built in 1976 and revised in 
1978 (9). It was built under difficult circumstances 
in that no calibration data were available for con­
structing it. Therefore, it was built from existing 
trip tables, estimated modal splits, and information 
from other logit models, principally those for Wash-

iiii --
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TABLE 1 Cost and Time Coefficients of Models for Minneapolis-St. Paul 

Out-of-
Wait Walle Vehicle In-Vehicle Parking Running Total 

Purpose Time Time Time Time Cost Cost Cost 

HBW -0.044 -0.030 - a -0.031 --0.014 
HB-nonwork -0.020 -0.020 -a -0.008 --0.012 
NHB -0.025 -0.025 -0.0100 --0.0039 

3 Several alternative coefficients are used for out-of-vehicle time for automobile, dependjng on occupancy, 

ington, n.c. The coefficients for these models are 
given in Table 2. In every case the ratio between 
the excess-time coefficient and the in-vehicle time 
coefficient is 2.5, and the ratio between the in-ve­
hicle time coefficient and the cost coefficient is 
-0.3333. The cost coefficient is, in this case, the 
coefficient for a variable of cost divided by income. 

This model is an excellent example of the first 
type of construction, in which the ratios among the 
coefficients are prespecified, and fitting of the 
model is concerned only with an overall factor for 
the model coefficients and any mode-specific con­
stants. 

New Orleans 

This model was built in 1981 anr'I incorporates some 
additional sophistications not apparent in the pre­
vious two models. (Note that the data for this model 
are from unpublished reports by Barton-Aschman Asso­
ciates, Inc.) These sophistications include using 
different coefficients for walk time and wait time 
and introducing yet a further coefficient for auto­
mobile time when used as access to transit. The co­
efficients for these models are given in Table 3. In 
the HBW model the ratios between each of walk time 
and wait time and in-vehicle time are approximately 
2 . 3 and 5.3; whereas the ratio between cost and in­
veh i cle time is O. 53. Notwithstanding these values, 
the model reverts to a 2.5 ratio for both walk and 
wait times to in-vehicle times for both the HBO and 
NHB models. The cost coefficients demonstrate almost 
exactly the same relationship to in-vehicle time as 
the Minneapolis models, which suggests that this 
model may have been used as the basis for the cost 
coefficient, with additional modifications being 
made to the cost coefficient to replicate observed 
transit shares more accurately. 

Los Angeles I 

The first Los Angeles model to be described is the 
one built for the Los Angeles Rapid Transit System 
in 1976. The time and cost coefficients for the HBW 
model are as follows (11): out-of-vehicle travel 
time/distance = 24. 3 7, in-vehicle travel time 
-0.01465, cost/income= -0.1860, and the factor 
2 .332. This model, which was never adopted for re­
gional forecasts by the local agencies, consisted of 
a legit work mode-choice model and a factoring pro­
cedure for nonwork trips. The factoring procedure is 
based on the observation that approximately 43 per­
cent of transit trips are work trips. After estimat­
ing the HBW trips, the trip interchange totals of 
transit trips generated by the work model are multi­
plied by 2.332, which represents the inverse of the 
proportion of transit trips that are work trips. 
This is an excellent example of the second method of 
developing nonwork mode-choice models. 

Los Angeles II 

The second Los Angeles model was built in 1982. The 
coefficients are given in Table 4. (Note that these 
data are from unpublished reports for the Southern 
California Association of Governments by Cambridge 
Systematics, Inc., 1982). This model represents an 
exception to the previous ones, insofar as the HBO 
model is concerned. This model was calibrated to 
data, and no use was made of relationships between 
coefficients in the work mor'lel for devising this 
model. The ratio of the coefficients of excess time 
and in-vehicle time is 5.6 for the HBW model and 3.1 
for the HBO model. In these models cost is divided 
by income, thus making comparison with some of the 
other models more difficult. However, the ratio of 
the cost coef.ficient to in-vehicle travel time is 
2.01 for the HBW model and 3.17 for the HBO model. 

TABLE 2 Cost and Time Coefficients of Models for Miami 

Out-of-
Wait Walk Vehicle In-Vehicle Parking Running Total 

Purpose Time Time Time Time Cost Cost Cost 

HBW -0.0515 -0.0206 -0.0618 
HB-nonwork -0.0415 -0.0166 -0.0498 
NHB -0.0193 -0.0077 -0.0231 

Note: The cost and time coefficients are for transit, nonbeach traffic onJy. Models exist for each of transit and highway 
for both beach and non beach zones. Each model contains different coefficients, but the ratios among coefficients are the 
same. 

TABLE 3 Cost and Time Coefficients of Models for New Orleans 

Out-of-
Wait Walk Vehicle In-Vehicle Parking Running Total 

Purpose Time Time Time Time Cost Cost Cost 

HBW -0.0332 -0.0769 - a -0.0145 -0.0078 
HB-nonwork -0.0165 -0.0165 -· -0.0066 -0.0116 
NHB -0.0328 -0.0328 -0.3048 -0.0131 -0.0047 

aOut-of-vehicle tim e is for automobHe only, and several coefficients exfat for the occupancy levels for HBO and NHB. 
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TABLE 4 Cost and Time Coefficients of Models for Los Angeles (1982) 

Out-of-
Wait Walk Vehicle In-Vehicle Parking Running Total 

Purpose Tnne Tnne 1nne 1nne t...ost \..Ost \..Ost 

HBW -0.157 -0.0329 -0.0557 -0.0111 -0.019 
HB-nonwork -0.0746 -0.0256 -0.0293 
NHB 

Note: The NHB transit share is factored from the work modal split. 

Again, these values ser•.re primarily to demonstrate 
that the H~U model was calibrated treely and that 
the assumed values from the earlier models do not 
appear to be replicated by these calibrated values. 
This is discussed at more length later in the paper. 

In this model set the NHB transit trips are esti­
mated by multiplying the HBO share of transit trips 
iexpressed as a fraction) by a fracti onal constant 
to determine tne transit share of NHB trips. NHB 
trips are subdivided into other-to-work and other­
to-other trips. For the former, the fractional mul­
tiplier of the HBO modal split is 0.2608, and for 
the latter it is 0,3431. In the event that a trip 
interchange has no HBO trips, the NHB transit market 
shares are set at 0,0182 for other-to-work trips and 
at 0.0156 for other-to-other trips. These values are 
approximately the regional modal splits for these 
two p1=1~poses~ 

The NHB model is an example of the factor model, 
whereas the HBO model represents one of the still­
few instances of the free calibration of a model for 
nonwork trips. 

More examples could be drawn from those that are 
in current use, but those documented in the preced­
ing paragraphs provide adequate illustrations of the 
types of models that are in current use and that are 
based on the noted methods of calibration. 

FULL CALIBRATION 

The alternative to the foregoing procedures is to 
calibrate the home-based nonwork and NHB models di­
rectly from available data. As noted earlier in the 
paper, there appear to be certain myths surrounding 
full calibration of these models that have led to 
the preponderance of the model-fitting procedures 
described in the previous section of the paper. In 
this section two case studies are described that 
should expose the myths. The first of these case 
studies deals with what is likely to be the most 
common case for practical transportation planning, 
in which the reg i on does not; have household data 
that have been collected recently with calibration 
of logit mode-choice models in mind. Rather, the 
dal:11 ar<> 1 ikPly to bp of t.h<> form rPquirpd for up­
dating earlier types of forecasting models. In the 
second case study data were collected expr essly to 
allow calibration of logit models of mode choice for 
all purposes. This is closer to the ideal situation, 
but is likely to occur far less often than the first 
case. 

Case Study l 

This case study is for San Juan, Puerto Rico (__!1). 
New modal-split models were to be constructed for 
use in a conventional UTPS-based forecasting proce­
dure, but the modal-split models were to be aggre­
gate logit models, The work plan for this activity 
did not include either time or money to permit col­
lection of data for constructing new models, How-

1977 for updating a fully conventional set of home-

interview data. The data set consisted of 1,178 
households, from which standard trip data for 24-hr, 
household demographics, and locational data had been 
obtained. The trip data consisted primarily of the 
mode of travel, the origin and destination, the time 
of day, and the purpose of the trip. Information 
existed on whether or not the household had automo­
biles available and how many automobiles were avail­
able. 'rile number of licensed drivers was noc in­
cluded in the data. 

A calibration ,data set was developed for mode 
choice by subdividing the reported trips into the 
purposes of HBW, HBO, NHB, and HBS. Data were com­
piled for each trip from the path characteristics of 
the highway and transit networks to represent the 
travel characteristics for each trip. For HBW and 
the HBS trips, the travel characteristics were de­
veloped from the peak networks r t.1hora~C! "rhc ,-.h.:::ar­

acteristics for HBO and NHB trips were drawn from 
the midday or 24-hr networks. Paths were defined for 
three primary mode alternatives: automobile, bus, 
and publico (jitney). It was assumed that access to 
bus was by walk only, whereas publico could be ac­
cessed by either walk or walk and bus, No distinc­
tion was obtainable in the travel characteristics 
for automobile based on the occupancy, except to 
divide the cost among the occupants, The trip char­
acteristics obtained from the path files and zonal 
characteristics were walking time, waiting time, in­
vehicle time, parking cost, and running cost (run­
ning cost is total out-of-pocket costs, not includ­
ing parking). 

The calibration was achieved by using ULOGIT in 
the UTPS program package. This model required that 
trips be deleted from the calibration file if any of 
the alternatives had no path and therefore no trip 
characteristics. From the 1,178 households, the 
calibration data sets 864 HBW trips, 
579 HBS trips, 798 HBO trips, and 346 NHB trips. The 
lack of captivity data prevented removal of captives 
from the calibration data. The coefficients of the 
models are given in Table 5. 

First, it may be observed that the models for all 
four purposes produced sensible results in terms of 
the signs and magnitudes of the coefficients. Hence 
concerns that models for nonwork trip purposes can­
not be calibrated from conventional data appear to 
be unfounded, Second, note that the relative values 
of the coefficients differ from those described in 
the quasi-updated models. In the HBW model walking 
time and waiting time each have about the same coef­
ficient, and it is more than 3 times the value of 
the in-vehicle time coefficient. The cost coeffi­
cient is about 0,31 of the in-vehicle time coeffi­
cient. For HBO trips, the coefficients of walking 
and waiting time are again similar, but are 12 times 
the value of the in-vehicle time, The cost coeffi­
cient is equal to the in-vehicle time coefficient in 
this case. 

The HBS model is substantially different. In this 
case the in-vehicle time coefficient was so insig-

the final model. The walking time coefficient was 
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TABLE 5 Cost and Time Coefficients of Models for San Juan 

Out-of-
Wait Walle Vehicle 

Purpose Time Time Time 

HBW -0.049 -0.040 
HBS -0.053 -0.025 
HBO -0.060 -0.061 
NHB -0.119 -0.026 

more than twice the size of the waiting time coeffi­
cient, and is 4 times the size of the in-vehicle 
time coefficient for the work model. Parking cost 
has a coefficient that is nearly 5 times the size of 
running cost, The latter coefficient is about 0:2 of 
the work model in-vehicle travel time coeffici<mt, 
and is about 0,12 of the waiting time coeffic i ent of 
this HBS model, Finally, the NHB model shows a 
further set of different relationships. In this case 
walking time is weighted 4.5 times more heavily than 
waiting time and almost 12 times as heavily as in­
vehicle time. The cost variable is again divided in­
to the two components of parking and running cost, 
with the former having a coefficient that is 6 times 
the value of the latter, and 1. 6 times the in-ve­
hicle time coefficient. The ratio of the cost coef­
ficient to the in-vehicle time coefficient is 0,2, 

Generally, there is little support from this 
model for the ratios assumed in many of the noncali­
brated models, The work mode-choice model exhibits 
coefficient relationships that are well within the 
range of those that have been reported in a variety 
of other localities. The lack of importance of in­
vehicle travel time for school trips is reasonably 
acceptable, suggesting that, given the necessity to 
go to school and the relative lack of choice in 
school location, in-vehicle travel time is of little 
consequence in choosing among available travel 
modes, In all models both walking and waiting times 
are weighted much more heavily than in-vehicle 
travel time, although walking is considered far more 
onerous for HBO and NHB trips than for the other 
purposes. 

Case Study 2 

The second case study is from Honol ul u, Hawaii (13), 
In t h is s t ud y data were collec ted expressly ~or 
calibration of a set of logit mode-choice models, 
although it was decided that network (aggregate) 
data should be used for the calibration data set. 
Data were collected by means of a travel diary from 
1,370 households (see paper by Ohstrom et al, else­
where in this Record), and the calibration data set 
was developed by geocoding the origins and destina­
tions of the tripe and again extracting the travel 
characteristics from the path files. The models were 
structured around the alternatives of automobile 
(with three occupancy levels), local bus, and ex­
press bus. Express bus could be accessed by walk or 
local bus, while local bus had walk access alone. 
Express bus was available for only HBW and HBS 
trips, and both of these purposes again used the 
peak transit network characteristics, with congested 
highway speeds, whereas midday transit network 
characteristics and free-flow highway conditions 
were used for the HBO and NHB models, As with the 
San Juan model, no distinction in the characteris­
tics of multioccupant automobile trips could be ob­
tained beyond the division of cost among the occu­
pants. Again, the characteristics used were walking 
time, waiting time, in-vehicle time, parking cost, 
and running cost, Sociodemographic variables were 

In-Vehicle Parking Running Total 
Time Cost Cost Cost 

-0.013 -0.004 
-0.014 -0.003 

-0.005 -0.005 
-0.010 -0.016 -0.002 

also tested, but the only one found to affect the 
models significantly was the ratio of available 
vehicles to licensed drivers (minimum value of 0, O 
and maximum value of 1,0), This variable was not re­
tained in the final models because of concerns about 
the ability of local agencies to forecast it. Reten­
tion of the calibration values, in place of fore­
casts, would leave the variable as little more than 
a constant term, 

Calibration was achieved by using the QUAIL pro­
gram developed at the University of California at 
Berkeley ( 14), which permits calibration data to 
contain a variety of subsets of alternative modes. 
Therefore, the only discarded data were for any 
trips where only one mode had a path between a pair 
of zones or where the trip was totally within the 
zone. From the 1,370 households, the calibration 
data sets consisted of 458 HBW trips, 329 HBS trips, 
361 HBO trips, and 277 NHB trips, In this case the 
data included information on captivity, and captives 
were excluded from the calibration data, In addi­
tion, a number of data points were lost because the 
network characteristics created outliers that would 
bias the calibration results. An outlier was defined 
as arisi ng when the chosen mode had travel char­
acteristics (times and costs) that were all inferior 
to those of any of the nonchosen modes and the sum 
of the time components was more than 20 min in ex­
cess of the worst alternative not chosen. Alterna­
tively, if the total travel time for the chosen mode 
was more than 3 times the travel time of the next 
alternative, it was also considered an outlier, The 
results of the calibration are given in Table 6, 

The conclusions to be drawn from these models are 
similar to those from the San Juan models in their 
essential points for this paper. Again, the results 
clearly show that loqit models can be calibrated 
satisfactorily for all of the purposes. Likewise, 
the relative values of coefficients differ substan­
tially from the assumed values, and show significant 
differences from purpose to purpose, In the HBW 
model walking time is weighted by 3.3 times in-ve­
hicle time, whereas waiting time has a coefficient 
of 5. 7 times that of in-vehicle time. Costs are 
split, with running cost having a coefficient that 
is 0,17 of in-vehicle time and parking cost a coef­
ficient that is 0.72 of in-vehicle time. In the HBS 
model walking time is valued at 6.6 times in-vehicle 
time and waiting time is valued at 4.5 times, where­
as cost is 0,47 times the in-vehicle time, In this 
case in-vehicle travel time did not appear in either 
the HBO or NHB models. This may signify a problem 
with the midday and uncongested networks, but it 
also may be a realistic reflection of behavior, For 
the HBO model, walking time is considered about 2,5 
times as onerous as waiting time, and about 3.5 
times as onerous as in-vehicle time for the work 
trip. Parking cost is 3,5 times as important as run­
ning cost, whereas the latter has a coefficient 
somewhat smaller than for the HBW model. 

Finally, the NHB model shows walking time to be 
more than 3 times as onerous as waiting time and has 
cost coefficients for both parking and running costs 
that are almost identical to the HBO values, The 
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TABLE6 Cost and Time Coefficients of Models for Honolulu 

Out-of-
Wait Walk Vehicle 

Purpose Time Time Time 

HBS - 0.099 - 0.068 
HBO -0.101 -0.041 
NHB -0.126 -0.040 

results of the NHB and HBO models are similar to 
those of San Juan, and suggest a radically different 
weighting of coefficients to any of the noncali­
brated models discussed. (It should be noted that 
the Honolulu models have been recalibrated subse­
quently, with minor chanqes in certain inputs, and 
some changes have occurred in final coefficient 
values.) 

CONCLUSIONS 

Three conclusions are in order from the cases dis­
cussed in this paper. First, planning agencies and 
their consultants should not conclude that the lack 
of reported research on nonwork models is in any way 
indicative of potential problems in fitting the 
moaels= Althongh not discussed herer it is appropri­
ate to observe that the statistics of goodness-of­
fit for the NHB models are generally inferior to 
those of the HBW models, which is consistent with 
experience in fitting trip-generation models for NHB 
trips. Nevertheless, the values of these statistics 
are a dequate t o i nd i cate a useful model. This is 
further borne out by obtaining coefficients that are 
reasonable and that also show consistency between 
two localities described herein. The statistics for 
HBO models were found to be comparable with the HBW 
models. In all cases coefficients were found to have 
t-scores well in excess of 2.0 for included vari­
ables, and chi-square values were, as usual, far 
larger than any table values for the appropriate 
degrees of freedom. For details, however, the reader 
is referred to the original reports. 

Second, although it is clearly desirable that 
data be collected that are designed for the purpose 
of calibrating logit models, it is possible to ob­
tain adequate fits from data that may have been col ­
lected several years previously and that were not 
collected specifically for log it modeling. A cau­
tionary note is appropriate to the effect that use 
of network-derived characteristics requires great 
care in path building, a topic that is too extensive 
to deal with in this paper. 

Finally, the transferability of HBW logit-model 
coefficients that have been assumed in building 
models for other purposes is not borne out by true 
calibration. The relationships tend to be signifi­
cantly different from those in the work models, and 
may exhibit variation from locality to locality. 
Similar local differences are also to be found among 
HBW models when uncons traine d calibrati on i s per­
formed. Furthermore, not all of the travel char­
acteristics found to be significant in work mode­
choice models are significant in nonwork models. 
Therefore, factoring from work models, or defining a 
multiplier for a predefined combination of times and 
costs for nonwork models, is not an appropriate pro­
cedure to use. 

ACKNOWLEDGMENTS 

The authors would like to thank the Oahu Metropoli-

In-Vehicle Parking Running Total 
Time Cost Cost Cost 

- 0.015 - 0.007 
-0.007 -0.002 
-0.006 -0.003 

tan Planning Organization (OMPO) for permission to 
use the results described for the Honolulu case 
study and for their active support on the presenta­
tion of this paper. The authors particularly would 
like to thank Cathy Arthur and Gordon Lum of OMPO 
for thei_r Ruggest ions and help both in th,;i original 
work and in the documentation of the results in this 
paper. The authors would also like to thank the De­
partment of Transportation and Public works of the 
Conunonwealth of Puerto Rico for permission to use 
the results described for the San Juan case study. 

REFERENCES 

1. T.E. Parody. Technique for Determininq Travel 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9 . 

10. 

11. 

Choices fer a Medel cf l\l""W"r" Travel. !.!!. 
Transportation Research Record 673, TRB, Na­
tional Research Council, washinqton, D.C., 
1978, pp. 47-53. 
T.A. Domencich and D. McFadden. Urban Travel 
Demand: A Behavioral Analysis. North Hollann/ 
American Elsevier, New York, 1975, Chapter 7 . 
F.S. Koppelman and J.R. Hauser. Destination 
Choice Behavior for Nonqrocery Shopping Trips. 
In Transportation Research Record 673, TRB, Na­
tional Research Counc il , Washington, D.C. , 
1978 , pp. 1 57-1 65. 
T .J. Adler and M.E. Ben-Akiva. J oint Choice 
Model for Frequency, Destination, and Travel 
Mode for Shopping Trips. In Transportation Re­
search Record 569, TRB, National Research Coun­
cil, Washington, D.C., 1976, pp. 136-150. 
J. Horowitz. Disaggregate Demand Model for Non­
work Travel. In Transportation Research Record 
673, TRB, Nailinal Research Council, Washing-
ton, ..... ..... 'I .... ..,.... -- - ,. .. .., .. 

u.\..., .L':lto, !:J~• 0:,-1.L. 

E.R. Ruiter and M.E. Ben-Akiva. Disaggregate 
Travel Demand Models for the San Francisco Bay 
Area • .!!! Transportation Research Record 673, 
TRB, National Research Council, Washington, 
D.C., 1 978, p p . 121- 137. 
M. J. Fertal et al. Modal Split: Documentation 
of Nine Methods for Estimating Transit usage. 
Bliri,au o( Public Roads, U.S. Department of Com­
merce, 1966. 
P.R. Stopher and A.H. Meyburg. Urban Transpor­
tation Modeling and Planning. Lexinqton Books, 
Le xington, Mass., 1975, Chapter 9. 
Kaiser Transit Group. Prime Modal Split Model 
Recalibration Report. Metropol itan Dade County, 
Miami, Fla., Dec. 1978. 
R.H. Pratt Associates, Inc., and DTM, Inc. De­
velopment and Calibration of Mode Choice Models 
for the Twin Cities Area. Metropolitan Council 
of the Twin Cities, Minneapolis, Minn., Aug. 
1976. 
Cambridge Systematics, Inc. The Development of 
a Disaggregate Behavioral Work Mode Choice 
Model. California Department of Transportation, 
Sacramento, and Southern California Association 
of Governments, Los Angeles, Jan. 1977. 



Transportation Research Record 987 

12. Schimpeler-Corradino Associates. San Juan 
Transportation Planning Models. Final Report. 
Department of Transportation and Public Works, 
San Juan, P.R., Sept. 1982. 

13. Schimpeler-Corradino Associates. Oahu Model Up­
date Study. Final Report, Volume II. Oahu Met­
ropolitan Planning Organization, Honolulu, 
Hawaii, Dec. 1982. 

14. J. Berkman; D. Brownstone and Associates. QUAIL 
4.0 Programmer's Manual. Department of Econom-

81 

ics, University of California, Berkeley, March 
1979. 

The opinions expressed in the paper are those of the 
authors, and do not necessarily reflect the position 
or policies of the Oahu Metropolitan Planning Or­
ganization or the Commonwealth of Puerto Rico. The 
authors are solely responsible for any errors or 
omissions in the paper. 

Sequential Model of Interdependent Activity and 

Destination Choices 

RYUICHI KITAMURA and MOHAMMAD KERMANSHAH 

ABSTRACT 

A sequential model of daily travel patterns 
that consists of activity and destination 
choice submodels is developed in this study. 
The model development takes into account the 
interdependencies among the choices and the 
constraints imposed on the movement in time 
and space. The empirical analysis indicates 
that non-home-based destination choice is 
critically dependent on the residence loca­
tion of the individual and that activity 
choice is influenced only marginally by the 
accessibility of the origin location. As a 
practical and immediate modification of non­
home-based destination choice models, it is 
proposed in this study that destination-to­
home travel time be included as a factor 
that enables a more realistic depiction of 
spatial travel patterns. 

In previous efforts (1,2) the authors have examined 
the properties of activity choice that are directly 
related to generation of trips and their temporal 
distribution over a 1-day period. The results have 
revealed the characteristics of time-of-day depen­
dencies of activity choice and revealed patterns in 
sequencing activities in trip chains. Analysis of 
the dependence of activity choice on its own history 
indicated that activity history may be represented 
in a simple manner for use in travel behavior analy­
sis. This study draws on the previous efforts and 
expands it by introducing the spatial dimension into 
its scope. 

The ultimate objective of this continuing effort 
is to develop a practical model system that makes 
possible a more realistic depiction of complex daily 
travel behavior. The effort and the resulting models 
can be characterized by the following two aspects. 

The first is its explicit recognition and incorpora­
tion into the model structure of the fact that trips 
made by an individual are linked to each other. This 
leads to the emphasis in this study of the interde­
pendencies among choices that underlie the entire 
daily travel and activity pattern. In other words, 
this study does not isolate a trip or a travel 
choice from the rest to be analyzed independently. 
Second, the effort acknowledges that the movement of 
an individual is constrained in time and space be­
cause of various factors, including the social com­
mitments, obligations, limited transportation capa­
bilities, and physiological needs of the individual 
Cl-!>• The constraints are most typically associated 
with activities that allow little scheduling flexi­
bilities such as work, chauffeuring children to 
school, or having lunch during a lunch break. This 
study therefore emphasizes, among others, time-of­
day dependencies of activities and trips. 

A system of models is developed in this study. It 
consists of home-based and non-home-based destina­
tion choice models that incorporate the effects of 
trip continuity together with those of time of day. 
The activity choice models of this study are ex­
panded to include, in addition to the variables used 
in the previous study (2), spatial factors such as 
the travel time between the home base and the origin 
activity location and the accessibility from that 
location. 

The objective of this study is, first, to iden­
tify the extent to which destination choice is in­
fluenced by factors other than the traditional vari­
ables (i.e., the origin-destination travel time and 
the attributes of alternative destination loca­
tions). More specifically, the study is an endeavor 
to show that the location of an individual's home 
and the locations of alternative destinations rela­
tive to the home location critically influence. non­
home-based destination choice. The second objective 
is to identify the effects that spatial factors have 
on activity choice, either independently or jointly 
with other factors, including time of day, activity 
history, and socioeconomic characteristics of the 
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individual. Note that the effects of the latter 
group of variables have been studied earlier (_~) , 
and accessibility indices as spatial factors have 
'"'~+,..," n,..,.,..," 11"~~ -I" pr,.,.o-1 nn~ .. .,..,.,,.,::i,, 1 hoh::ini nr ::in::i 1 yc;i~f: 

(.!,!Q.) • The intention of this study is to achieve a 
more comprehensive treatment of these factors in 
analyzing daily travel patterns. The~~ intricate in­
teractive effects are examined through statistical 
hypothesis testing that involves specification and 
estimation of alternative destination and activity 
choice models. Based on the results of the study, a 
practical modification that can be made to destina­
tinn r.hnir.p mni'IPls for improved depiction of spatial 
travel patterns is proposed . 

BACKGROUND 

Formulations of destination choice models are typi­
cally based on the assumption that the tr i p i s made 

location will be visited after the individual leaves 
home. Non-home-based choice, where the origin of the 
trip is not the home base, is analyzed while iso­
lating the trip from the rest as an independent unit 
of analysis. Accordingly, the behavior of linking 
trips into a multiple-sojourn chain is not appropri­
ately taken into consideration in the conventional 
analyses. This simplificat i on is implicit in the be-
hwvior~l c~ s t~tistical da:ivations cf commonly use d 
trip distribution models such as the gravity model 
(11-13). The simplification also makes possible 
formulation of spatial choice models while using as 
explanatory variables only the attributes of respec­
tive destination alternatives and the spatial sepa­
ration between t he origin and des t ination. The 
models thus developed appear to capture the observed 
tendencies in spatial travel patterns with their 
simple model structure and with a relatively small 
set of explanatory variables. Nevertheless, this 
simplification may impose se r ious limitations when 
attempting to expand the scope of the analysis to 
include multiple-sojourn trip chains. Further dis­
cussions of the limitations and problems arising 
from the assumption can be found in Hanson (14,15). 
[This study focuses on trip linkages and constraints 
in its effort of extendinq the framework of destina­
t ion c hoice analy sis. Possible alte rnative deve lop­
ments are discussed elsewhere (16-18), with emphases 
on additional factors and behaviorai"" aspects. l 

An alternative approach is to acknowledge that 
choices underlying daily travel and activity pat­
terns are interdependent (~). This can be done by 
analyzing travel choices as a simultaneous decision 
that is conc erned with the enti r e daily ac tivity and 
travel pattern (20-.?.3.) , or by analyzing the series 
of choices sequentially (23,24). In the latter case, 
interdependencies can be -;;counted for by specifying 
the choices as dependent on the past history of ac­
tivities (!,ll, by viewing them as dependent on pos­
sible future behavior (25), or possibly on both. The 
interdependencies are -;;fleeted in the models of 
this study through activity choices that are assumed 
to be history dependent, and destination choices 
that are specified as, to an extent, dependent on 
the future. 

By viewing the destination choices in an individ­
ual's daily travel pattern as interrelated choices 
and recognizing the fact that his travel pattern 
develops around the home base, it is hypothesized 
that the residence location of the individual is of 
critical importance in explaining the non-home-based 
destination choice. Note that the residence location 
has not been included in previous analyses of desti-
11c1l...1.vu (;hoic~. However, the Vt:! ry i:acL L.Ud.l.. the ifo.:li ­
vidual sooner or later returns home in the future 
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suggests that the choice is influenced by the loca­
tion of the home. 

For example, consider the choice of a shopping 
opportunity by a worker on the way back to home from 
the work place. This destination choice for the non­
home-based shopping trip is influenced by the loca­
tion of t he home bec ause it is dependent on the in­
tended future behavior, in this case, returning 
home. Accordingly, the choice cannot be explained by 
the conventional fac tors alone, but its explanation 
requires that additional facto r s be i ntroduced i nto 
the analysis. The distance between the alternative 
destination and home appears to be a promising can­
didate variable that may well explain this type of 
future dependency. 

The importance of the residence location as a 
fl'lr.tnr in nnn-hnmP-based destination choice models 
can be seen in the fol l owing discussion, which em­
phasizes the constrained nature of urban travel 
choice. Individual s are typically subjected to cer­
tain constraints as to the locations where they can 
be at various time periods of the day. In other 
words, the range of locations where the individuals 
can exist is confined within a limited region in the 
time-space coordinates, which is often called a 
prism(]). This constraint will affect the choice of 
both activities and their locations. 

Suppose that an individual located outside the 
home wishes to visit another location for an out-of­
hume activity~ but he must I"~turn home by time T. 
The time available for the out- of- home activity and 
travel is T - t, where t is the present time. Let i 
be the location where the inn i v i dual is c urrentl y 
located, and j be the potential d e stina tion. The n 
the following relation must be satisfied for loca­
tion j to be accessible: 

(I) 

where dij is t he travel time between locations i. 
and j , and dj h is tbe travel time between j and 
t he home base . The i nequality indicates t hat the 
destination- to-home travel time (djhl is an impor­
tant e l e me nt in destination choice under the prism 
constraint. 

Additional evidence for the importance of the 
residence location is given by the following empiri­
cal observation of the series of destination choices 
in a trip chain. By applying the log-linear model of 
contingency table analysis to a large-scale origin­
destination survey data set, Kermanshah (~) found 
that there exists a predominant pattern into which a 
set of destination locations to be visited are fre­
quently arranged in a trip chain: The individuals 
tend to visit farther locations first, and subse­
quent destinations tend to be closer to home or 
cluster in the vicinity of the preceding locations. 
The finding implies that the home location is again 
of critical importance in adequately capturing the 
pattern of sequencing the locations visited in a 
trip chain. 

MODEL FORMULATION 

The activity and destination choice models of this 
study are formulated by using a two-stage approach, 
where activity choice and destination choice are 
separately modeled; choice of destinations given the 
out-of-home activity type is first modeled, and then 
activity choice models are developed. Accordingly, 
the destination choice models include as alterna­
tives only nonhome destination opportunities. The 

thi= ... ,_ _ - -.!1-, __ ._.,___ -~ .... ,,t:: IUVU~.L ay a11..ic:111 ....,L 

study is described in detail elsewher e (24). It is 



Kitamura and Kermanshah 

worthy to note that a similar activity-location 
model system has been developed by van der Hoorn 
( 27) with emphasis on determining trip generation 
based on temporal tendencies in activity engagement 
and also on differentiating in-home and out-of-home 
activities, 

The non-home-based destination choice model of 
this study is formulated as 

Pa (ij,t) = exp [V,(ij,t)] /~k exp [V,(i,k,t)] 

V,(ij,t) = V(d;j, djh, Aj, t, y) 
} for j = 1 ... , J 

where 

J 
a = 

number of destination alternatives, 
type of the activity for which the 
choice is made, 
probability that destination j will 

(2) 

be chosen by individual i at time t to 
pursue an activity of type a, 

Va (i,j ,t) measure of attractiveness of desti­
nation j when visited from i at time t 
to pursue an activity of type a, 
vector of attributes of destination 
j, 
time of day, 
activity history, 
travel time between origin i and 
destination j, and 
travel time between home hand lo­
cation j, 

The multinomial logit model, which has been used in 

TABLE 1 Variables Considered in Model Development 

Variable Group 

Destination attributes (Aj) 
Population 
Retail employment 
Nonretail employment 

Travel time ( d) 
Origin-destination travel time 
Home-origin travel time 
Home-destination travel time 
0-1 dummy for dih - djh 

Accessibility index (I,) 
Accessibility of zone i for activity type a at time t 

Time of day (t) 
Function of time of day 
Store hours (0-1) 
Business hours (0-1) 

Activity history (y) 
Activity engagement in previous chains in 

Personal business 
Social recreation 
Shopping 
Serving passengers 

Activity engagement in the current chain in 
Personal business 
Social recreation 
Shopping 
Serving passengers 

Current activity 
Personal business 
Social recreation 
Shopping 
Serving passengers 

Out-of-home time 

No. of chains 
Socioeconomic attributes (e) 

School-age children 

Household role 
No. of children 

Household income 
No. of cars 

Abbrevi­
ation 

POP 
REMP 
NREMP 

PBNSOIH 
SRECOIH 
SHOPOIH 
SRVPO!H 

PBNSOIC 
SRECOlC 
SHOPOIC 
SRVPOIC 

PBNS 
SREC 
SHOP 
SRVP 
OHTIME 

CHAINS 

SCHLAG 

ROLE 
CHLDRN 

INCOME 
CARS 
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many previous a nalyses of spatial choice (28-lQ.), is 
used here a s the model structure. The r epresentat i ve 
utility or attractivene ss measure of destination j 
!Va(i,j,t) ] is time-of-day dependent a nd i s f ormu­
lated with the d istance measure (,djhl , the travel 
time between the home base and destination j, This 
is in addition to the conventional origin-destina­
tion travel time (d ijl . Other factors considered 
in the model development are act ivity history, time 
of day, attributes of destination locations, and 
socioeconomic attributes of the individual, The 
variables used are summarized in Table 1. Not all of 
the variables in the table appear in the final 
models selected in this study. 

Noting that the individual's time budget for ac­
tivity and travel becomes tighter as the day pro­
ceeds, it is expected that the valuation of travel 
time vari·es depending on the t i me of day; presumably 
the individual is less willing to take a long trip 
at the end o f the day than in the beginning of the 
day, Such a time-dependent nature in destination 
choice can be represented in the model by introduc­
ing an interaction term that involves time-of-day 
and travel time variables. Similar terms can be used 
to represent a possible history dependency in desti­
nation choice, 

The emphasis placed in this study on temporal 
dependencies of activity and travel requires that 
time of day be explicitly incorporated into the 
framework of the model. This leads to the formula­
tion of the model where the attraction measure of a 
destination is defined as a function of the time of 
day as well as its attributes, such as retail em­
ployment. This is based on the belief that activity 

Definition 

ln[(zonal population)/ 1,000] 
ln[(zonal retail employment)/ 1,000] 
ln[(zonal nonretail employment/I ,000] 

Time (min) obtained from off-peak network skim trees 

I if d;h - djh > O; 0, otherwise. 

In ii exp[V8 (i,j,t)] 

t, t2 , exp(t), exp(-t), ln(t); tis in hours 
I if tis between 9:00 a.m. and 9:00 p.m.; 0, otherwise 
I if tis between 8 :00 a.m. and 5 :00 p.m.; 0, otherwise 

Binaty varlJJblt: I if activities of the indicated type were pursued in the trip 
chains previously made 

Binary variable: I if an activity of the indicated type has been pursued in the 
current trip chain 

Binary variable: 1 if the current activity is of the indicated type 

Cumulative amount of time spent so far outside home for both trips and ac­
tivities 

Cumulative number of home-based trip chains made so far 

Binary variable: I if the age of youngest child iu lite ltuusehu)li is lJelween 5 
and 12; 0, otherwise 

llfnury variable: 1 if an individuol is female and not employed; 0, otherwise 
Number of household members who are 17 years old or younger and not mar­

ried 
Median value of the household's annual gross income category($) 
Number of cars nv111lable to the housohold 
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and destination choices are made on the basis of the 
availability of functions that accommodate and fa­
cilitate the pursuit of intended activities, but not 
the physical existence of the facilities themselves 
(l!J, For example, a department store after it has 
closed in the evening should not be counted as a 
destination opportunity. In order to represent such 
temporal variations in the availability of opportu­
nities, variables were developed that represent 
typical business and store hours, Note that the in­
clusion of the time-of-day-dependent attraction mea­
sures in the model offers a mechanism for evaluating 
the chanqes in activity and travel patterns that 
correspond to changes in the availability over the 
1-day period, 

The alternatives of the non-home-based activity 
choice model include four activity typ"'" (p.,,:,;u11<1l 
business, shopping, social recreation, and serving 
passengers) and two returning-home options (i.e., 
ret!.!rnin~ home temporarily; and r~t,_H·ninq tiomie, p~r­
manently), The last alternative implies that the 
out-of-home activity schedule of the flay will be 
terminated. This study hypothesizes that choice of 
activity type depends on the distribution of oppor­
tunities around the origin location, For example, if 
the individual who has just completed an out-of-home 
activity is located in an area with intense commer­
cial development, the individual may be more likely 
to pursue additional shopping activities, This ef­
fect is teptesented by i:.he following accessibilii:.y 
index defined for location i (_!!,10): 

Ia(i,t) =In { ~i exp [V3 (i,j, t)]} (3) 

where the Va(i,j,t) 's are obtained from the non­
home-based destination choice models, This index 
represents the expected maximum utility; that is, 
the expected utility of that dai.tination that ia 
most, attractive to the individual who intends to 
pursue activity of type a and is located at i at 
time t. Inclusion of the Ia(i,t) 's for all activ­
ity types would indicate the relative attractiveness 
of the respected types of activities, Note that the 
accessibility measure is a function of the travel 
time to opportunities from i, and may be viewed as a 
proxy variable for travel cost for activity engage­
ment from that location. Also note that the measure 
is time-of-day dependent, and that the activity 
choice model takes on the form of the nested logit 
model, Another spatial factor considered in the non­
home-based activity choice model is the distance of 
the origin location from the home base. 

The home-based destination choice model has the 
same logit form. The model development effort con­
siders the traditional factors (dij and Ajl and 
also the variable s representing the past history of 
activity and travel as well as time of day. The 
home-based activity choice model is similar to the 
one developed in the earlier effort (1), The types 
of variables included in the four types of activity 
and destination choice models are given in Table 2, 

DATA SET 

The statistical analysis of this study uses a sub­
sample of the 1977 Baltimore travel demand data set, 
The subsample is almost identical to the one used in 
the previous effort of activity choice model formu­
lation (1), and includes adult individuals whose 
daily trip records are complete and consistent, and 
whose households had access to a car. Only those in­
dividuals who did not make work trips on the survey 
day are analyzed in this study. The activity choice 
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TAB LE 2 Variables Examined in Development of Activity and 
Destination Choice Models 

Variable Group 

Destination attributes (Aj) 
Travel Time 

dij 
dih 
djh 

A r.r.r.ssihility index 
[I.(i,t)) 

Time of day (t) 
Activity history (y) 
Socioeconomic attributes 

(e) 

Destination Choice 
Model 

Home Nonhome 
Based Based 

X X 

X X 

X 

X X 
X X 

X X 

Activity Choice 
Model 

Home 
Based 

X 
X 
X 

X 

Nonhome 
Based 

X 

X 
X 
X 

X 

Note: X indicates that the variable group is examined in the model development. 

analysis excludes weekend trip records because of 
the obvious differences in time use patterns between 
weekdays and weekends, The sample screening cri­
teria, which are similar to the ones used in pre­
vious studies (l,2,6,B,26,32), are used here with 
the intention of-~ntroiling the sample so that the 
travel environment within which the individuals' 
activity and travel patterns develop will be rela-
tively homogeneous. Such a controll~d s~mpl~ ~nd the 
resulting internal homogeneity are believed to aid 
in the effort of interpreting the results and infer­
ring causal relationships by simplifying these 
tasks. The current sample is slightly smaller than 
the one used in the previous study (1) because a new 
set of screening criteria, which are concerned with 
the consistency of spatial information, is intro­
duced in this study, Because only aggregate measures 
of the attributes of destination alternatives are 
available in the data file, the analysis uses 70 
planning districts as the alternatives of destina­
tion choice, 

The resulting sample used in the development of 
activity choice models includes 343 home-based 
choices and 550 non-home-based choices in 343 trip 
chains made by 209 individuals, Unfortunately, the 
sample size is not large enough for estimating des­
tination choice models by activity types, and week­
end observations had to be included in order to 
facilitate the estimation process, The sample used 
for the development of the destination choice models 
of this study includes 64 7 home-based choices and 
354 non-home-based choices with nonhome destinations, 

ESTIMATION RESULTS 

The key question in the empirical analysis is 
whether the traditional destination attraction mea­
sures and origin-destination travel time adequately 
explain destination choice behavior, or whether ad­
ditional factors, such as the distance between an 
alternative destination and the home base, should be 
introduced into the model. Another interesting as­
pect to be examined is the interplay of temporal and 
spatial factors, The temporal variables may influ­
ence destination choice, and the temporal and spa­
tial factors mav jointly or independently affect 
activity choice. 

Non-Home-Based Destination Choice Models 

The model coefficients are estimated by using, as 
the choice set, 12 randomly selected destination 
alternatives and the destination that was actually 

-
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TABLE 3 Non-Home-Based Destination Choice Models 

Activity Type 

Personal Business8 

Coeffi- t-
Variable dent statistic 

dij 
In{t)d1j -0.0592 -6.02 
djh -0.1391 -5.89 
In(t)djh 
POP 0.3363 1.55 
(REMP)D,(t) 0.3557 2.37 

Note: Variables are defined in Table 1-
8 Includes serving passengers. 

TABLE 4 Summary Statistics for Table 3 

1.(0) 
I.(~) 
Sample size 
p2 = 1 - ~)/1.(0) 
x2 
df 

Activity Type 

Personal 
Business3 

-307. 79 
-151.84 
120 
0.507 
311.90 
4 

Social­
Recreation 

-266.76 
-153.58 
104 
0.424 
226.36 
3 

Shopping 

- 333.44 
-134,79 
130 
0,596 
397.30 
3 

Note: L((3) = log-likelihood with the model coefficients; L(O) = log-likeli­
hood without any coeffidents; and the chi-square values presented are 
defined as-2[L(O)- L(~)]. 
8 Includes serving passengers. 

chosen. Because of the insufficient sample size, two 
activity types--personal business and serving pas­
sengers--had to be grouped together in this non­
home-based destination choice modeling. 

The final models selected (Tables 3 and 4), after 
examination of a large number of alternative model 
formulations, are rather simple and involve only 
three groups of variables: time of day, travel time, 
and attraction measures of the destination. Models 
with interaction terms consisting of travel time 
measures and history variables or socioeconomic at­
tributes were estimated to evaluate the effects of 
the latter variables on destination choice, espe­
cially on the trip length. Effects of the socioeco­
nomic attributes and activity history, however, were 
not evident from the model specification effort of 
this study. 

The estimation results confirm the hypothesized 
importance of the travel time between the destina­
tion and home. Inspection of the t-statistics indi­
cates that this variable is at least as significant 
as the traditional origin-destination travel time. 
Its significance is especially notable for the so­
cial-recreation activity. The same conclusion can be 

Social-Recreation Shopping 

Coeffi- t- Coeffi- t-
cient statistic cient statistic 

-0.0824 -3.87 
-0.0640 -6.29 
-0.1792 -6.46 

-0.0617 -7.38 
0.5410 2.85 

0.6871 5.18 

obtained from the data in Table s. The table pre­
sents another set of destination choice models that 
were estimated without the time-of-day effects in 
order to make the comparison of the relative effects 
of dij and d~h easier . It can be seen that djh 
has a coefficient v,;1.lue and t-statistic close to 
those of dij in the models for personal business 
and shopping . In the model for soc ial-·recreation, 
both its coefficient and t-statistic are twice as 
much as those of dij• 

The estimated effect of this variable is illus­
trated here by using the example discussed earlier. 
Suppose that an individual at a nonhome location (i) 
is making a destination choice for shopping. There 
are two opportunities, j and k, with identical at­
tributes (i.e., Aj ~ Ak ) a.nd the s ame d istance 
away from i (di· = dik) . Opportunity k, however, 
is t wice a s far ~rom the home base as opportunity j 
(dkh = 16 min, and d,h = 8 min). This is shown in 
Figure 1. The conven£ional destination choice model 
would predict the identical choice probability for 
the two opportunities. The estimated shopping des-

Note: Number indicates travel time (min) , 

FIGURE 1 Effect of residence location on non-home-based 
destination choice. 

TABLE 5 Alternative Non-Home-Based Destination Choice Models Without 
Time-of-Day Effects 

Activity Type 

Personal Social-
Business Recreation Shopping 

Coeffi- t- Coeffi- t- Coeffi- t-
Variable cient statistic cient statistic cient statistic 

d1J -0.1532 -6.01 --0.0814 -3.83 --0.1674 -6.27 

~p 
--0.1367 -5.79 --0.1684 -7.38 -0.1803 -6.49 
0.3423 1.59 0.5493 2.90 

(REMP)D,(t) 0.3548 2.37 0.6888 5.26 

Note: Variables are defined in Table 1. 
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tination choice model of Table 3, on the other hand, 
yields the predicted choice odds of 

Pa(i,j,t)/Pa(i,k,t) = exp[-0.1792(8 - 16)] = 4.2, 

namely, the opportunity closer to home is more than 
4 times likely to be chosen than the other. 

The way the individual chooses his destinations 
in a series of trips cannot be characterized as the 
movement of a frog jumping between lily pads , and 
the location of the destination relative to the home 
base is an important concern to the individual. This 
conjecture, now supported by the empirical result, 
has not been incorporated into the standard destina 
tion choice or trip distribution analysis. It is 
proposed in this study that the destination- t o- home 
travel time be considered in formulating non-home­
based destination choice models, such that the indi­
viduals' movements can be characterized appropri­
ately as human behavior, not as the random movement 
- .1:. - ,r:. _ _ _ 
V.L a .l...&.V":j• 

Another new feature of the models developed here 
is the inclusion of time- of- day variables. This is 
based on the belief that the time of day influences 
not only activity choice (3_, 31) but also the choice 
of the location to pursue the activity. Only few 
studies (33) have examined the temporal dependencies 
of destination choice behavior. The prese~t estima­
tion results indicate that, as the day proceeds and 
+-h.o +--lm.o "Ont:!4-1'".!!!l.;n+- h.o,..01n.o.C! +-.;gh+-or, +-h.o "'°'g~+-.;n.a,. 

effect of origin-destination travel time increases 
for personal business (including serving passengers) 
and shopping. In other words, the individuals tend 
to make shorter non-home-based trips for these two 
activity types toward the end of the day. For the 
social-recreation activity, the time variable is 
combined with the destination-to-home travel time, 
implying a somewhat different effect of time that 
social-recreational activity locations tend to clus­
ter around the home base in the later part of the 
day. 

Non-Home-Ba aed Activ ity Choice Model 

As activity choice models have been developed in the 
previous study in an aspatial context (1) , the pres-

TABLE 7 Non-Home-Based Activity Choice Model 

Activity Type 

Personal Business Social-Recreation Shopping 

Coeffi- t- Coeffi- t- Coeffi-
Variable cient statistic cient statistic dent 

Constant -J.1103 -1,95 -4.0188 -4.03 - 3.4003 
PBNS 1.6092 1.78 1.5712 1.89 2.6850 
SREC 1.1335 l.90 1.6292 
SHOP 0.8279 
t 0.2336 3.85 0.1055 
exp(-t/10) 
exp(t/10) 
CHLDRN -0.2398 -1.82 
SCHLAG 
CARS 
PBNSO!C 1.1346 2.26 0,3966 
SRECOIC 0.4855 1.12 0.7013 
SHOPO!C 1.4350 
SRVPOIC 
OHTIME 
CHAINS 
lsrec(i,t)' 0.2727 1.42 
lsrvp(i,t)b 
dih 

t-
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ent effort concentrates on the introduction of spa­
tial elements into the model and examination of 
their effects on activity choice. The discussion on 
the estimated coefficients of those variables that 
are 1ncJ.uaea 1n 1:ne previous moaeJ. aeve.Lopment et:­
fort is not repeated in this paper. The interested 
reader is referred to the work by Kitamura and 
Kermanshah (2). The spatial variables considered in 
modeling the-non-home-based choice are accessibility 
indices [Ia(i,t) ' s] and the· distance from t he 
origin to home (dih ) . The mooE! l sp e c ification ef­
fort is summarized in Table 6, and the final model 
is given in Table 7. 

The set of four accessibility indices evaluated 
according to Equation 3 for the respective activity 
types is first added to the previously developed 
base model (3_). The indices as a group have a chi­
square value ot 1.08, with degrees ot freedom (df) 
of 4, and not significant at a = 0.05. Inspection 
o f the individual coefficients indicated that the 
--- .1:..1:. :- ! --~ - .1:. ~ L- ! - ~ --- .1:. -- _______ , L .• _ ! ____ _ , __ _ 
'-VC.L.L.&.W.L'CU\., V.L t..Ut: .LlU..11:::A LU&. ~C.&.OVUCI..L UU.::1.LIIC'Q.::I CI..LVUIC 

was significantly different from zero, but its sign 
was negative, thus contradicting the hypothesis that 
higher accessibility induces activity engagement. 
The final model (Table 7) was developed by eliminat­
ing insignificant accessibility indices while adding 
the origin-to-home travel time variable to the two 
alternatives--temporary return to home and permanent 
return to home. These variables are significant as a 
group (x 2 = 13.04, with df ""' 1) and the coeffi­
cients of the accessibility indices are positive and 
lie between O and 1 in agreement with the derivation 

TABLE 6 Development of Non-Home-Based Activity 
Choice Models 

Log- x2 of Added 
Model Likelihood Coefficients 

Constant terms alone -872.45 
Base model' -763.43 220.04 
Base model+ I,(i,t) -759.89 7.08 
Final model [with dih 
and I,(i,t)] -756.91 13.04 

8 See paper by Kitamura and Kermanshah (2). 

df 

29 
4 

4 

Serving Passengers Temporary Home Permanent Home 

Coeffi- t- Coeffi- t- Coeffi- t-
statistic cient statistic dent statistic dent statistic 

-3.79 -4.0440 -4.01 1.2745 I.SO 
2.50 1.0873 1.34 1.0873 1. 34 
1.99 0.3576 0.74 0.3576 0.74 
1.15 -0.4479 - 1.26 -0.4479 - 1.26 
1.96 0,2020 3.19 

0.4610 0,26 
0.0561 6.09 

0. 7363 1.86 
0.0672 0.66 -0.2486 -2.30 

1.04 
1.79 
3.36 

1.1578 2.68 
-0.0002 -0.28 
-0.1987 -1.60 

0.3115 1.69 
-0.0500 -2.51 -0.0561 -3.14 

Note: L(O) = -985.46; L(C) = -872.45; L(,6') = -756.91; p2 = 0.132; N = 550. [Note that L(C) is the log-Hkelihood with constant terms alone.) 

~ Accessihilitv index for social-recreation. 
0 AccessibilitY index for serving passengers. 

.. 
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of the nested logit model (~,..!.Q). The result indi­
cates, however that the accessibility variables pro­
vide rather marginal improvement to the goodness-of­
fit of the model, and the socioeconomic, time-of­
day, activity history variables and origin-to-home 
travel time are the major factors that explain non­
home-based activity choices. 

The origin-to-home travel time has a signific,int 
negative coefficient for both temporary and perma­
nent returns to home. It appears that the variable 
reflects the sequencing tendency that the locations 
visited after a completion of nonhome activity tend 
to be closer to home. Accordingly, the individuals 
exhibit a higher probability of returning home from 
a location closer to home. The analysis, which used 
a large-scale data set from the Detroit metropolitan 
area (~ , showed the same tendency of sequencing. 
The finding obtained from the two data sets may im­
ply risk-averse planning behavior of the individ­
uals. Locations closer to the home base require less 
time to visit, and the visits can be arranged with 
flexibility because they will fit into short time 
slots available during the day. On the other hand, 
visiting locations farther from home requires more 
time and allows less scheduling flexibility. Pre­
sumably individuals prefer to make less flexible 
visits first because of the uncertainty involved in 
trip making and activity engagement (e.g., it may 
not be possible to visit farther locations later be­
cause of tightened time constraints). A previous 
study (1) suggested similar planning behavior under 
uncertainty in sequencing activities in a trip 
chain. Daily time-use patterns reported in the lit­
erature (34) also suggest that less flexible activi­
ties tend~o be pursued first during the day. 

Home-Based Choice Models 

Unlike the case of the non-home-based model, the 
time-of-day variables played less important roles in 
the home-based destination choice models and the 
model for personal business alone included the vari­
able. Accordingly, the models gave the appearance of 
the traditional destination choice models. Inclusion 
of the accessibility indices in the home-based ac­
tivity choice model resulted in a small improvement 
of the log-likelihood value and the indices as a 
group were not significant at a = a.as. The final 
model excluded the index for shopping because its 
sign was negative and insignificant. The other three 
indices had coefficient values between a and 1. How­
ever, as in the non-home-based activity choice 
model, these spatial variables played only marginal 
roles. It can be concluded that the choice of activ­
ity types, whether home based or nonhome based, is 
largely determined by t'actors other than the acces­
sibility to opportunities [the estimation results of 
the home-based choice models can be found elsewhere 
(12)]. 

Residual Analys is 

Underlying the use of the system of the logit models 
in this study is the assumption that the random dis­
turbance terms associated with respective alterna­
tives are statistically independent across the al­
ternatives in a choice and also across the choices 
made by an individual. It appears appropriate to 
adopt this assumption for the destination choice 
models when they are formulated by activity types. 
Also note that the logit model is the only choice 
model that has been applied successfully to empiri­
cal destination choice analysis. The assumption, 
however, may be less appropriate when applied to a 
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series of activity choices. For example, an individ­
ual may have a positive or negative preference for 
certain activities throughout a day, which can be 
represented only by disturbance terms that are cor­
related across choices. Inferring from the known 
results of linear-regression analysis (35), this by 
itself does not impose any serious estimation prob­
lems. However, the activity choice models of this 
study contain the history variables that may be 
viewed as a class of the lagged dependent variable. 
Presence of the correlation then may lead to incon­
sistent estimates when the ordinary logit estimation 
procedure is applied. Although it is beyond the 
scope of this study to develop an improved estima­
tion procedure, an analysis was carried out to ex­
amine possible correlations of the residuals of the 
choice models. The results are summarized in the 
following paragraph [further discussions can be 
found elsewhere (26) ]. 

Presence of c~relations among the random dis­
turbance terms across choices were examined by using 
weighted residuals ( 36) • The residuals were evalu­
ated for up to the sixth activity choice for each 
individual in the sample with more than one out-of­
home activity record. The residuals were then re­
gressed on the set of preceding residuals in orner 
to examine the existence of correlations. The re­
sults indicated that the correlations were overall 
weak and were at the level that would have been ex­
pected with independent residuals. The result sup­
ports the model development effort of the study and 
indicates that interrelated choices can be adequate­
ly modeled by introducing variables that represent 
the history of the choices without assuming a com­
plex distributional structure for the disturbance 
terms of a series of choices. 

DISCUSSION OF RESULTS 

The results of this study can be discussed from two 
different perspectives. One is concerned with the 
improvement of destination choice models toward more 
appropriate representation of spatial travel pat­
terns of urban residents. The other is concerned 
with the development of a model system that is ca­
pable of evaluating the daily travel pattern as a 
whole rather than as a collection of isolated and 
unrelated trip segments. 

The empirical analysis of this study has clearly 
shown that there exists a modification of destina­
tion choice models that will lead to better depic­
tion of complex travel patterns. By introducing into 
the model formulation the travel time between a des­
tination alternative and the home base, it becomes 
possible to represent the patterns in sequencing 
activity locations in a trip chain and also to bet­
ter describe individuals' movement patterns that 
center around their residence locations. Representa­
tion of interrelated destination choices involved in 
a trip chain can be made by applying the destination 
choice models in a sequential manner. 

The destination-to-home travel time is an impor­
tant factor that influences non-home-based destina­
tion choice as much as the traditionally used ori­
g in-destination travel time. Judging from the 
statistical significance of this variable, its in­
clusion in the model should contribute to its pre­
dictive accuracy. Moreover, this improvement does 
not require any additional information to be sup­
plied: the model can be estimated by using the 
standard logit estimation procedure with small-scale 
survey results. The study results warrant the eval­
uation of the predictive capability of the proposed 
11on-home-based destination choice model in compari­
son with that of the conventional model, and further 
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the development of the procedure for model applica­
tion. 

Another result of the non-home-based model esti­
mation is that the valuation of travel time varies 
dep~nrlint1 nn t_hP t- i mP nf n~Y : !')l"P~ 11m::11hl~, t"i~,:i=:1_1}. ~~ ~i.: 
the tightening time budget constraint toward the end 
of the day. This constraint on destination choice 
can be expressed conveniently in destination choice 
models. 

The difficulty of developing a model system of 
daily travel patterns is per haps p r opor t i onal to the 
complexity of the behavior itself, especially the 
magnitudes of interdependencies amonq the choices. 
This 9tudy , togathac with t ho p r oviou o effort (1 , 2), 
has s hown t hat t he dep e ndenc ies c a n be i ncorporate d 
into the model system by use of appropriately devel­
oped variables that represent the past history of 
a.:aLlv.ity. Th., ,significance of the variables suggests 
that their omission will result in serious errors. 
The endogenous nature of the history variables , how­
ever , may create estimation probl ems when ttie r a n<1om 
disturbance terms of the choice models are corre­
lated across choices. The residual analysis con­
ducted in connection with this study ( 26) indicated 
that such correlations are not signific~t. Although 
the effort to develop and apply improved and more 
versatile estimation procedures should continue, it 
may be appropriate to conclude that the logit model 
can be used to represent a series of choices and 
that each choice model can be separately est i Tl'.ate~ . 
These r~su l ts and a l so the f i nding from the previous 
studie s (l,2)--t ha t t he act i v i ty history can be rep­
resented Tn-a simple and convenient manner--all sug­
gest that the model structure can be kept simple and 
that the model system can be applied in a practical 
manner. 

The study findings also sugqest that activity and 
destination choices are influenced by different 
types of factors, with only a few affecting both. 
Activity choice is influenced largely by time-of­
day, act i v i ty h ist o ry , a nd socioeconomic a tt ributes 
of the individuals, whereas spatial factors play 
only minor roles. on the other hand, the socioeco­
nomic and history variables influence destination 
choice behavior to a rather limited extent. 

The sequential model system developed here, with 
f urthe r extensions a nd mod i f i cations , c a n be us ed i n 
severa l ways. Daily trave l p atte rns c an be r econ­
structed by the system by using the stochastic simu­
lation t e c hniq ue, a nd i mpacts o f transpor tation 
planning options can be evaluated. This reconstruc­
t ion is more realistic than one by the conventional 
procedure because the model system accounts for the 
interdependencies among choices and continuity of 
trips. The s epar ability of the explanatory vari ­
ables, together with the previous findings (2) that 
socioeconomic attributes play only small roies in 
non-home-based activity choices, may make possible 
aggregative treatment of individuals when simulating 
their non-home-based choicesi model application may 
be able to avoid the bookkeeping difficulties that 
may otherwise arise. The model can also be used to 
evaluate the likelihood of alternative daily travel 
patterns that a person may take in response to 
changes in various elements in the travel environ­
ment. The model will serve as a useful supplementary 
tool to the in-depth game-simulation technique (37) 
used to evaluate such responses. 

The model system, as it is formulated now, is 
sensitive to travel time, land use variables, as 
well as socioeconomic variables. The inc l us i on of 
time of day offered the possibility of evaluating 
the effects on travel patterns of the changes in 
time-related factors such as store hours. The desti-
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time-of-day dependent make the model system sensi­
tive to such changes. The estimation results, how­
ever, did not show that the accessibility indices, 
which are also time-of-day dependent, have an impor­
i:::11nt- p,ff~,::,t "!! ~,:,t!1!it1_.• ,:,ht::'i,:, e .. Thi~ ~~y b~ ca1.1~~1 
by the physiological rhythms inherent in human ac­
tivity patterns and also to the habitual, routine 
time-use patterns that may be insensitive to changes 
in the environment. It is quite conceivable that the 
temporal variations in the supply of opportunities 
are closely correlated with the time-use patterns, 
making it difficult to evaluate the sensitivity of 
activity choices to changes in the availability of 
oppoctunitiea over the 1-day period, 

·Although it is believed that the proposed sequen­
tial model system will resolve many problems of the 
conventional forecasting procedure, it is of course 
not devoid of limitations. The model system assumes 
the structure of (past) history dependency. As a re­
sult, the activity and travel patterns predicted by 
the ays l.em mtty nut necessax-ily agree with the pat­
terns that individuals, who conscientiously plan 
ahead and schedule future activities, would exhibit 
in a different travel environment. Theoretically 
speaking, a future-dependent model system can be ob­
tained from a history-dependent system (J), but 
practical difficulties involved therein call for 
other solutions. One possibility is to model the re­
spective model components such that they reflect the 
individualc' plunning effort. An example cf such a 
model can be found i n a recent destination choice 
analysis (25) . The activity choice models may be 
made future dependent by extending the accessibility 
index among the time dimension to reflect the avail­
ability of opportunities during the rest of the day. 
Note that the system structure can be kept as his­
tory dependent after these modifications. Another 
task that remains to be completed is the development 
of activity duration models . This is being under­
taken while focusing on the relationship between 
ac t ivit y durations and their locations, time of day, 
and history (38). Interrelationships among activity 
duration, activity choice, and activity sequencing 
also remain as a subject of future investigation. 
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