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Cost-Effectiveness Model for Ranking Transportation 
Energy Conservation Strategies 

JASON C. YU and LESLIE M. G. PANG 

ABSTRACT 

An analytical methodology was developed to 
establish priorities for a set of transpor­
tation energy conservation (TEC) strategies 
within an urban environment, Such a method­
ology is needed because of the high cost and 
long-term shortage of energy, the lack of an 
effective and comprehensive TEC evaluation 
tool, and the requirement for optimal allo­
cation of limited transportation funds. The 
objectives of this research were to (a) 
develop a cost-effectiveness methodology for 
evaluating and ranking the various TEC 
strategies under given situations and (b) 
apply the developed methodology to a real­
world situation to demonstrate its useful­
ness and practicability. Among the desirable 
features incorporated into the methodology 
are ( a) a comprehensive accounting of all 
relevant effects of TEC strategies, (bl an 
approach to assure compatibility among tan­
gible and intangible effects, (c) linkage of 
the theoretical framework to the decision­
making process, (d) application of multiat­
tribute utility theory to subjective impact 
assessment, and (el the use of cost-effec­
t iveness concepts. The case study of the 
Salt Lake City Metropolitan Area in Utah has 
demonstrated the methodology's utility, ease 
of application, and acceptance by decision 
makers and responsible agencies. 

Despite the call for increased conservation of fos­
sil fuels after the 1973-1974 Arab oil embargo, the 
United States is still dependent on foreign supplies 
of oil. Because of the unstable nature of worl<l 
politics, reliance on this undependable and costly 
petroleum increases the chances of critical internal 
disruption. Urban transportation, specifically auto­
mobile travel, accounts for a major share of the 
consumption of petroleum energy and thus offers a 
tremendous opportunity to reduce energy costs and 
the reliance on foreign oil supplies. 

A variety of strategies is available for trans­
portation energy conservation (TEC) • To ensure that 
transportation agencies have information to make 
intelligent and consistent appraisals pertaining to 
TEC investments, many types of factors must be fully 
considered. Consideration should be given not only 
to conserving energy, but also to relevant effects 
and consequences on the community as a whole. In 
response to a recent nationwide survey, many trans­
portation agencies indicated that they have only 
considered each TEC strategy on its own merit and 
have not tried to select strategies in order of 
cost-effectiveness (1), Many methods for cost-bene­
f it analysis and for alternative analysis have been 
developed. These methods, however, were develope<l 
for evaluating alternatives for improving transpor­
tation in general: energy conservation has usually 

been of secondary concern and not a major factor in 
ranking projects. There are no known methodologies 
specifically developed to assist individual locales 
in ranking alternative strategies, Therefore, re­
search is needed to develop an effective and prac­
tical tool to be used in the public decision-making 
process for selecting optimal TEC strategies for 
various local situations. 

The principal objectives of this study were to 
(a) develop a cost-effectiveness methodology for 
ranking TEC strategies for a given urban environment 
and (bl apply the developed methodology to a real­
world situation (i.e., the Salt Lake City Metropoli­
tan Area in Utah) to demonstrate its usefulness and 
practicability. 

A cost-effectiveness model was developed to 

1. Provide a means to rank a given set of TEC 
strategies effectively and efficiently, 

2, Consider both tangible and intangible effects 
of TEC strategies on a compatibility basis, 

3. Assure the maximum economic return from the 
expenditures invested in the TEC strategy, 

4, Exhibit sensitivity to the environment in 
which the strategy is to be applied, 

5. Account for the values of individual politi­
cal decision makers in order to maintain consistency 
with the real world, and 

6. Provide a computer-based model to facilitate 
actual applications. 

Accordingly, this study is expected to make a 
significant contribution to formulating effective 
TEC programs for local jurisdictions. 

DEVELOPMENT OF THE MODEL 

In general, the cost-effectiveness analysis on which 
the model is based was intended to provide a frame­
work for comparing alternatives. This was done to 
provide a common basis for decision makers in se­
lecting a course of action for complex situations. 
It is an optimization process in which the total 
effectiveness within a given budget constraint is 
maximized or the total cost for obtaining a certain 
level of effectiveness is minimized. Therefore, it 
is believed that this method of cost-effectiveness 
analysis is a powerful tool for solving the complex 
problems associated with selecting an urban TEC 
strategy. 

In these times of government austerity and re­
lated budget cutting, there is a greater emphasis on 
improved resource allocation techniques that assure 
the optimal distribution of limited funds. Consider­
ation must be given to greater economic efficiency 
in the selection of strategies for implementation. 
Thus, the central feature of this model is its in­
clusion of the economic efficiency ratio as the 
objective measure of the effects of a strategy, This 
ratio is expressed as the strategy cost divided by 
the estimated energy savings accruing from imple­
menting the strategy divided by the total cost of 
the strategy. This attribute of the model is impor­
tant to decision makers, the transportation agency, 
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and the public in assuring the maximum return for 
each dollar spent, 

The model also incorporates the values of the 
decision makers into an analysis of. the subjective 
effects of the strategies. First, decision makers 
need to decide the importance of obj ective con­
siderations relative to the importance of subjective 
ones. Second, decision makers have the responsibil­
ity of determining the relative importance of sub­
jective impacts of TEC strategies, such as socio­
economic, political, and environmental effects. 
Decision makers are in the best position to assess 
these subjective impacts because they are normally 
sensitive to the concerns and opinions of their 
conetiluenls. 011 the other hand, transportation 
analysts are responsible for the technical assess­
ment of all impacts associated with the implementa­
tion of TEC strategies, In addition, the model fea­
tures a mechanism termed the critical factor that 
eliminates infeasible strategies by determining 
whether the strategy has satisfied the minimum 
requirements of the community involved. 

The selection of a TEC strategy involves many 
objective as well as subjective decisions to provide 
the community with the greatest net advantage, The 
model accounts for objective and subjective impacts 
of a TEC strategy by quantifying these impacts into 
dimensionless indices (2), Also, complementary deci­
sion weight variables are assigned to objective and 
subjective impacts to reflect their relative impor­
tance. The objective and subjective measures, along 
with their decision weights, are combined to produce 
a single composite measure of effectiveness for the 
strategy, 

The mathematical relationship is s t ated as 

where 

CMOE composite measure of effectiveness of 
strati;,gy l, 

CFMi critical factor measure of strategy i 
(CFMi = 0 or 1), 

OIM1 ~ objective impact measure of strategy i 
(0 < OIMi < 1 and tOIM = 1), 

i 
subjective impact measure of strategy i 

(0 < SIMi <land tSIM = 1), 
i 

objective impact decision weight 
(0 < w0 < 1), and 

subjective impact decision weight 
( 0 < Ws < 1 and w0 + ws = 1) , 

(1) 

The CMOE values are used as a basis for assessing 
the relative worth of a strategy compared to all 
other strategies considertHl, Strategies with higher 
CMOE values are preferred over those with lower 
values, The CMOE values of TEC strategies will vary 
from one urban area to another depending on local 
conditions. 

Based on a three-stage process consisting of 
search, screening, and consolidation procedures 
prese nted in a research r eport by Yu a nd Pang (3), 
significant objective and subjective impact measures 
were identified for inclusion in the model and are 
given in Table l, Functions of the measure of criti­
cal factors and the measures of objective and sub­
jective impacts ( from the standpoint of the model 
structure) are discussed in the following sections. 

Critical Factor Measure 

As an initial step 
critical factors are 

in evaluating TEC strategies, 
established on the basis of 
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TABLE 1 Selected Impact Measures for Evaluating Transportation 
Energy Conservation Strategies 

Impact Measure 

Energy conservation: 
Reduction in fuel and electrical energy consumption 
Attainment of local, rc)lion11I, state, or national energy goals 

Implementation and postirn)llcmentation costs: 
Capital, maintenance, and operating costs 

Quality of transportation service: 
Reduction of congestion, lrnvel comfort and convenience, 
responsiveness to trunspOr fation needs, and se.rvfoe to 
disadvantaged 

Public safety: 
Acctdcnl )lrcvo.ntion and personal security 

Econon1ic lmpacls: 
Business rt-1ocations, employment, employer productivity, 

and changes in tax hase 
Environmental impacts: 

Aesthetics, vehicle emissions, and noise levels; impact on 
natural, historical, and archaelogical sites 

Social impacts: 
Residences displaced and effect on neighborhood stability 

and cohesion 
Financial impacts: 
Impact on budget and equity of financial burden 

Land use impacts: 
Accessibility, intensity of land use, and changes in land 

use patterns 

Type of 
Measure 

Objective 
Subjective 

Objective 

Subjective 

Subjective 

Subjective 

Subjective 

Subjective 

Subjective 

Subjective 

local conditions. These factors will eliminate any 
strategy that has one or more negative imP.acts at an 
unacceptable level. For example, if a strategy is 
clearly too costly for the jurisdictional area, the 
financial critical factor would eliminate that 
strategy from further consideration, The critical 
factor measure is assigned a value of 1 or O. If the 
strategy has met the minimum requirements for imple­
mentation with respect to all critical factors, it 
is assigned the value 1. If not, then according to 
Equation 1 both CFMi anil CMOE1 droP. to O, thus 
indicating that the strateqy shoul d be e~cluded from 
any further consideration, The critical factor is 
defined as 

( 2) 

where CFMik is the critical factor measure for 
strategy i with respect to critical factor k. 

Determination of these critical factors is based 
on the examination of both tangible and intangible 
impacts and selecting those that are critical in 
determining whether or not the strategy is obviously 
feas i ble . The critical factors include the fol l owing: 

l. Economic efficiency. The strategy is excluded 
from further consideration if the benefit-cost ratio 
for the strategy is less than 1. However, strategies 
with marginal ratios just below 1 may still be con­
sidered because nonmonetary factors may make these 
strategies attractive. 

2, Budgetary constraints. The strategy is elimi­
nated if its cost presents too much of a burden on 
the budget allocated for TEC strategies by an agency 
or community. 

3. Technical or physical constraints. The strat­
egy is excluded if its construction or implementa­
tion would not be feasible from a technical or 
physical standpoint. 

4. Policy considerations. The strategy is ex­
cluded from further consideration if its implementa­
tion is contradictory to the policy of the decision 
maker or the controlling agency. 

5. Environmental concerns, If the strategy pro­
duces significant detrimental effects to the en­
vironment, it is eliminated from consideration. 
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6. Opportunity. The strategy is excluded if the 
existing conditions are not conducive for the enact­
ment of the strategy or the time required to imple­
ment a particular strategy is considered too long to 
provide solutions for the current needs. 

Measures of Objective I ·mpacts 

All objective impacts are classified as being mea­
surable in monetary terms and are direct concerns of 
implementing the strategy. The cost of the strategy 
and the worth of energy savings resulting from the 
strategy are the two basic elements. When expressed 
as a ratio, these impacts represent the tangible 
effects of a strategy. To ensure compatibility be­
tween the measures of objective and subjective im­
pacts, measures of objective impacts are converted 
to dimensionless indices. Normally the economic 
efficiency ratio is the result of dividing the sav­
ings of a tangible benefit (energy savings) by cost; 
however, to conform to the mathematical structure of 
this model, it is expressed here as the reciprocal 
of the conventional ratio (i.e., cost divided by 
benefit). 

Mathematically the measure of the objective im­
pact for strategy i of the model is defined as 

O!Mi = EEi/EEEi (3) 
i 

where EEi (the economic efficiency of strategy il 
is the ratio of the annual cost for strategy i to 
the annual estimated energy savings from strategy i 
in dollars. Restrictions associated with Equation 3 
include (a) the strategy with the minimum cost­
effectiveness value must have the highest OIM value, 
and (bl the sum of the OIM values for all strategies 
must be equal to 1. 

The equivalent uniform annual cost (EUAC) method 
has been used for a long time in economic studies to 
determine the preferred choice from a set of pos­
sible alternatives. The comparison is made by com­
puting the equivalent uniform cost of all the cost 
factors for each of the alternatives being analyzed. 
The EUAC method is used to annualize strategy costs 
so that they will be comparable with the energy 
savings estimates, which are also on an annual basis. 

Estimates of strategy costs are readily available 
either through historical information from imple­
menting strategies in other locations or through 
current information on the component costs of the 
strategy as broken down by materials, labor, and 
equipment. Also, life-cycle costs are used to com­
pare alternative TEC strategies. Estimates of the 
amount of energy conserved as a result of implement­
ing given strategies are much more difficult to 
obtain. Amounts conserved depend on the type of TEC 
strategy, level of implementation, number of users 
involved, and so forth. 

Measures of Subjective Impacts 

Subjective impacts are usually difficult and some­
times impossible to quantify in dollars and are 
considered as indirect effects of implementing a 
strategy. As given in Table l, the selected subjec­
tive impacts include energy conservation, quality of 
transportation service, public safety, economic 
impacts, environmental impacts, social impacts, 
financial impacts, and land use impacts. The subjec­
tive impact measure for a given strategy i is a 
function of two quantities: (a) the relative weight 
of each subjective impact as compared to all the 
subjective impacts and (b) the relative weight of 
each strategy for a given subjective impact. 

3 

Mathematically the subjective impact measure of 
strategy i in the model is given as 

SIMi = E(SIWk x swik> 
k 

(4) 

where SIWk is the weight of subjective impact k 
relative to all subjective impacts and swik is the 
weight of strategy i relative to all strategies for 
a given subjective impact k. 

A member of a decision-making body might want to 
see one or more objectives accomplished to a greater 
extent than others. This can be expressed by having 
that member assign weights to the different objec­
tives. The individual subjective impact weights, 
SIWk, are determined from ratings obtained through 
a decision-making body such as a city mayor, coun­
cil, or a transportation commission. Each member of 
the decision-making body assigns weights to each of 
the subjective impacts in accordance with his or her 
own perception so that the relative importance of 
the impact can be reflected. For each member, the 
sum of the weights assigned to all impacts con­
sidered is a total of 100 points. The average rat­
ings of each subjective impact is calculated and 
divided by 100 to normalize the number within a 
range of Oto 1. The matrix for weighting subjective 
impacts is given in Table 2. 

As a supplement to this approach, the Delphi 
technique can be applied to influence further the 
weights assigned by each member. After each member 
has assigned the numerical weights, the average of 
the weights for each impact is computed as indi­
cated. However, each member may be asked to recon­
sider his or her response if his or her rating 
varied ±25 percent from the mean impact weight 
(4). When this second round is completed, the set of 
w;ights is again normalized so that the sum of the 
weights is equal to l. 

The subjective impacts of a specific TEC strategy 
vary with each community in magnitude, intensity, 
scope, importance, acceptability, and in other 
values. The subjective strategy weights, SWik• are 
established by the transportation agency through 
technical analyses to assess the degree of impact of 
the TEC strategies being studied. A multiattribute 
utility theory approach is used to express the esti­
mated magnitude of each impact category (1.). This 
involves (a) assessing utility functions for each of 
the subimpacts, which constitute the individual 
subjective impact, (b) predicting anticipated impact 
levels for each strategy and finding the correspond­
ing utility associated with that level, (c) estimat­
ing the scope of the strategy (i.e., the proportion 
of the population affected by the strategy), and (d) 
combining the utility of the subimpacts and the 
scope of the strategy by using a multiattribute 
utility function to arrive at the impact rating. To 
obtain the strategy weight, the impact rating is 
divided by the sum of the ratings for all strategies 
for each subjective impact. This computational pro­
cedure is illustrated in Table 3. 

The decision weights, w0 and W8 , measure the 
relative importance of objective and subjective 
impacts, respectively. The sum of decision weights 
must be equal to l (i.e., W0 + W8 = 1) and the 
value of each weight ranges between O and 1. The 
values of w0 and Ws are obtained from the deci­
sion-making body by using an approach similar to 
that used in determining the subjective impact 
weight. Each member of the decision-making body 
assigns a value for w0 and Ws• The values are 
then averaged to obtain the final value for the 
decision weights. The matrix for weighting decisions 
is given in Table 4. The Delphi technique, which was 
described earlier, may also be used as an option to 
increase the value of the decision weights. 
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TABLE 2 Matrix for Weighting Subjective Impacts 

Subjective Re_s_pJ!!)dent 
nverage 

Subjective 
lll'l)aCL k a 1 2 3 n lmoact Wei a.h 

b n n 
1 w11 w, 2 w13 win E w, i E w., 

~ i=l II 

n lOOr, 
n n 

2 ,!21 w22 w23 w2n f =l w2i ~ w2i 
1 =l 

n 100r, 

3 w31 w32 W33 w3n " H 

4 W41 w42 W43 w4n 
H H 

5 W51 1152 w53 w5n " H 

6 w61 w62 w63 w6n " .. 

7 W71 w72 W73 w7n 
,. " 

8 ws, WB2 wB3 WBn " . 
Total 100 100 100 100 100 l 

- --
a For the assume d case k = 8 

8 
b I/kn = Wei ght assig ned to each 

a n<i O .< l\n ~ l 00) 
su bj ecti ve impact k by respondent n (i: Wkn 100 for eac h respondent n 

k= l 

TABLE 3 Matrix for Weighting Strategies 

Subjective Strateqy 
I~act l I 

Normalized ~trategJ Normalized k a 
Rating Rating Weight Ka ting Kati ng 

R1f R; l = "..!.!_ + 0 5 
, 

R;; 
R. l 

l 6 . Rll Ri l = + + 0.5 

~ 
R Rl; 

Ri 2 Ri ~ 
Ri 2 

2 Rl 2 R{2 =_J1_+05 =-6 +0.5 
6 . Rz 

3 

4 

5 

6 

7 

= ~. 0 5 RH! R 
8 Rl8 Rl~ 6 . Ra R18 Ri~ = ~ + 0.5 

a For the ass umed case k = 8 

b Rik Strategy impact rating which assesses strategy i wi th respect to subjective impact 
k ( -3 ~ Rik ~ +3) . 

TABLE 4 Matrix for Weighting Decisions 

Decision He~oondent 
Weiqht I 2 3 

WO Do; Do2 Do3 

ws b 
os, 0s2 Ds3 

Column 
Totals l 1 l 

a D Objective impact decision weight assigned by respondent n 

b Dsn • Subjective impact decision weight assigned by respondent n 

(D0n + Dsn = 1 for each respondent m and o ~ 0
0
n, Dsn ~ 1 ) 

n 

0on 

0sn 

1 

Strateg! Row Total 

Weight 

Ril 

~ R1= f Rn 

Ri2 
R2= f R12 ~ 

R1~ 

~ Ra• 1 R1B 

Averaqe 

n 
E Do/" 
i =l 

n 
i: Os/" 
i=l 

1 
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An important consideration in the process of 
weighting the objective and subjective impacts 
should be pointed out here. In general, the primary 
purposes of most transportation improvement projects 
are to relieve traffic congestion and reduce safety 
hazards. Realistically this major concern for trans­
portation services may surpass that of energy con­
servation. In this study the effects of reducing 
congestion and increasing safety are treated as part 
of subjective impacts (i.e., quality of transporta­
tion service and public safety). Therefore, the 
decision maker should take into account the impor­
tance of these significant impacts in assigning 
relative weights between the objective and subjec­
t i ve impacts for comparing strategies. 

MODELING PROCESS 

The modeling process is schematically illustrated by 
the flowchart shown in Figure l. Basically there are 

Stage 
1 

Go to 
> """""Ye"-s'---t Next 

Strat 

Sh2ge [Lr~-m~p-u~t-e~O-I~Mr._f_o~r~e-ac_h~ feasible sttategy 

st;ge [ 

st;ge [ 

St:ge [ 

'~" [ 

Determine SW; k for 

feasible strategy 

Compute SIM. for each 
feasible sttategy 

L...-- --1 Compute CMDE; for each .._ ____ __. 
feasible strategy 

Rank all Strategies in 
order of decreasinq CMOE 
values 

FIGURE 1 Flowchart of the modeling process. 

seven stages in the evaluation process encompassed 
by the model. 

l. Infeasible strategies are eliminated by the 
critical factor analysis. 

2. The objective impact measure, expressed by 
the ratio of annual strategy energy savings to an­
nual costs, is determined for each feasible strategy. 

3. The weight of a given feasible strategy, 
relative to all other feasible strategies, is de­
termined by rating each subjective impact for each 
given strategy. 

4. The decision-making body weights each of the 
subjective impacts relative to one another and also 
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assigns the objective and subjective impact decision 
weights. 

S. Strategy weights and the subjective impact 
weights are multiplied to yield the subjective im­
pact measure for each strategy. 

6. Now that all pertinent elements of the model 
have been determined, the CMOE is computed by Equa­
tion 1. 

7. CMOE values are used to rank the individual 
TEC strategies. 

The modeling process is computerized for prac­
tical application. The computer model, Transporta­
tion Energy Conservation Strategy Evaluation Model 
(TECSEMJ, is written in FORTRAN 77 (FORTRAN V). The 
computer program listing, including a user's guide, 
is currently available (ll. 

STRATEGY ADOPTION PROCESS 

The use of the computerized cost-effectiveness model 
is only one step in the process of selecting the 
optimal TEC program for a given urban areai the 
entire strategy adoption process, shown in Figure 2, 
involves several preliminary and subsequent steps, 
which are described in the following subsections. 

Definition of Goals, 
Objecti ves and Constraints 

Identification of 
Feasible Strategies 

Establishing the 
Budget Constraints 
and Expected 
Energy Savings 

Impact Assessment 
of Strategi es 

Application of the 
Cost-Effectivenes s Model 

Selection of the 
Optima 1 Strategies 

FIGURE 2 Transportation energy conservation strategy adoption 
process. 

Definition of Goals, Objectives, and Constraints 

To guide the evaluation process to a successful 
outcome, it is customary to specify community goals 
and objectives that should be satisfied generally by 
the optimal selection of strategies. In addition, it 
is also neces sary to identify constraints that set 
bounds on all governing factors and limit the TEC 
strategies that can be considered. The yearly budget 
level allocated for TEC efforts and the energy-con­
serving objective of a given community must be es­
tablished first. Whether the TEC strategy analysis 
is to be conducted under the assumption of a fixed­
budget constraint or a f i xed-effectiveness require-
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ment or whether the analysis is to determine the 
most cost-effective strategy for various possible 
budget and effectiveness combinations should also be 
clarified. 

Information on budget constraints is necessary to 
ensure that the projected expenditures for the se­
lected strategies will not exceed the available or 
anticipated funding level. As with energy objectives, 
the budget allocation for energy conservation will 
vary from locale to locale. If concrete figures are 
not available, an estimate of funds can be made by 
surveying and evaluating available funding resources 
(e.g., federal, state, county, and local matching 
funds). A review of past budget allocations also can 
I.Je made. Because many 'l't:C strategies are related to 
transportation system management (TSM) actions, TSM 
funding sources may be used to finance conservation 
strategies. TSM funding can also be considered in 
establishing budget constraints. 

The energy-conserving objectives would indicate 
the acceptable minimum reduction in energy use ex­
pected from a given TEC program for a given time 
period. This expected energy saving will vary from 
community to community depending on its size, de­
sired energy conservation goals, current status of 
conservation efforts, prevailing political climate, 
and other factors. One method for deriving the ex­
pected minimum energy savings level is given by the 
following equation: 

(5) 

where 

minimum energy savings during time period 
t (e.g., dollars per year), 
objective decision weight or the weight 
of objective impacts relative to that of 
subjective impacts (0 < W0 < 1), and 
total available budget allocation for 
strategy implementation during the same 
time period t. 

Equation 5 implies that the higher the weight as­
signed to objective impacts by the decision maker, 
the greater will be the level of minimum energy 
reduction at a given budget level. 

Identification of Strategies 

If a community wants to achieve effective TEC, the 
important characteristics of all possible TEC strat­
egies must be available. [A large number of TEC 
strategies involving diverse technologies have been 
identified by past studies ( 3, 5-7) • I Because of the 
general nature of TEC strategies,- each strategy must 
be specified to assure that it is applicable to a 
ylven urban environment. This involves engineering 
and judgmental ability on the part of the transpor­
tation agency in establishing specific strategies 
for the study area. usually a large city would have 
an extensive transportation network and, accord­
ingly, the strategy established for that area should 
be proportionally large. A given metropolitan area 
may desire to improve certain aspects of travel 
service (e.g., reduce commuting time or improve 
safety). The size of a given strategy then can be 
established to address that improvement as well as 
to address energy conservation. Before the strategy­
selection process is begun, however, needs and 
feasibility studies should be made to determine the 
scope of these strategies. 

Assessment of Strategy Impacts 

To apply the cost-effectiveness model effectively, 
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both the objective and subjective impacts associated 
with each strategy must be assessed. Estimating the 
potential ~mpacts of a TEC strategy is an extremely 
difficult task, and needs to be improved before it 
the model can be used accurately. As indicated pre­
viously, because objective impacts involve concrete 
facts and figures they should be assessed by the 
technical analyst. Subjective impacts, which are 
important to the social well-being of a community, 
are the responsibility of the decision maker. 

The assessment of objective impacts can be based 
on historical accounting records, data from other 
localities, and field survey information. The cost 
of implementing the strategy is usually estimated by 
experienced personnel. Energy savings can be esti­
mated by employing methods available in the litera­
ture ( 3, 5- 11) • Subjective impacts are much more 
difficult to-determiner however, a rating scheme, 
such as the multiattribute utility function ap­
proach, can assist in assessing subjective impacts. 
When the strategies are actually implemented, it is 
imperative to collect and analyze data pertaining to 
their impacts, both objective and subjective. This 
information is useful for selecting subsequent 
strategies whether in the same urban environment or 
elsewhere. 

Application of the Model 

The large number of TEC strategies and the diversity 
of impact measures make the comparison of individual 
strategies a complex process. However, the com­
puterized cost-effectiveness model, TECSEM, will 
greatly facilitate the comparison of various strat­
egies. Before application of TECSEM, the following 
need to be identified: (a) a list of TEC strategies: 
(b) for each strategy, an assessment of the objec­
tive and subjective impacts, including costs, energy 
savings, and weights for each of the subjective 
impacts: and (c) the relative weights of the objec­
tive and subjective impacts. 

TECSEM is ~asy to use and efficient. It is also a 
flexible model because almost any number of TEC 
strategies with the accompanying objective and 
subjective impacts can be analyzed. The output is a 
list of TEC strategies ranked, taking into consider­
ation their total cost-effectiveness, according to 
their CMOE value. 

Because selecting TEC strategies is invariably 
concerned with the future and estimates of both 
costs and other prevailing conditions, no TEC pro­
gram can ever be prescribed that will result in 
absolute success. The approach to this uncertainty 
is to perform a sensitivity analysis, in which 
computations are repeated for an imprecisely known 
parameter for each of several assumed values. A 
comparison of results can reveal which parameters 
have the greatest effect and where the regions of 
the greatest sensitivity lie. 

1\doption of Optimal Strategies 

The adoption of TEC strategies for implementation 
involves consideration of budget constraints and the 
expected minimum energy savings set by a given 
community. Basically the process consists of pro­
ceeding down the list of strategies ranked in order 
of decreasing CMOE values and including all high­
ranked strategies as part of the implementation 
package. The costs of the individual strategies 
selected are taken into account: and when the 
cumulative cost of the selected strategies is at a 
maximum without exceeding the available budget, the 
adoption process ceases. The strategies chosen at 
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that point qualify for implementation because the 
sum of their costs falls within the predetermined or 
estimated budget constraint, In addition, a check 
should be made to determine whether the cumulative 
energy savings of the strategies selected for 
implementation exceeds the expected minimum energy 
savings. If it does, the constraint is upheld, 
Otherwise, it will be necessary to (a) pursue the 
possibility of increasing the budget, (b) determine 
whether the minimum level of energy savings is real­
istic and adjust as necessary, or (c) increase the 
scope of strategies identified as being highly ef­
fective in energy conservation, 

THE CASE STUDY 

To demonstrate the methodology, a real-world case is 
examined to determine how it is formulated and 
analyzed. The Salt Lake City Metropolitan Area 
(SLCMA), Utah, was selected for this test case. The 
SLCMA is one of many jurisdictions that expressed 
interest in developing an energy conservation plan 
as part of the nationwide conservation effort. A 
mayor's energy advisory committee has been formed 
and has already initiated a number of local projects 
related to energy conservation, such as a rideshar­
ing program and a downtown computerized traffic 
signal system. However, it has been recognized that 
there is still a great potential for implementing 
other projects to minimize energy consumption. 

Goals, Objectives, and Constraints 

The first step in executing the methodology was to 
identify the city's goals and objectives, as well as 
constraints, related to TEC. One goal established by 
a regional transportation committee was to assign 
high priority to efficiency in planning future 
transportation development (12). Thus, all trans­
portation projects should provide incentives for 
more efficient use of private automobiles and tran­
sit systems. Another goal developed by the staff of 
the metropolitan planning organization indicates 
that minimum energy consumption is an essential 
element in developing metropolitan area transporta­
tion (13). In response to the questionnaire for this 
case study, the mayor and council members indicated 
considerable interest in a citywide TEC effort. 
Therefore, there was a desire to implement effective 
TEC strategies in the SLCMA. The Salt Lake City 
Transportation Department indicated that an annual 
budget of about $25,000 would be available for the 
TSM-type projects which, in turn, relate to TEC 
efforts. This figure was based on the current match­
ing funds available for federal-aid projects, the 
expected portion of urban federal monies usually 
allocated to the city, and the anticipated percent­
age of funds devoted to TSM projects within the next 
few years. 

Feasibility of Strategies 

Twenty-two potential TEC strategies given in Table 5 
were initially considered for possible application 
to the Salt Lake City area. On the basis of knowl­
edge of the existing transportation system, ranging 
from its transportation network characteristics to 
its current transportation-related goals and 
policies, the most suitable strategies were identi­
fied. using the critical factor analysis, 10 of the 
original 22 potential strategies were considered 
feasible, were evaluated further; and were ranked by 
the cost-effectiveness model. Most of the projects 

TABLE 5 Selected Transportation Energy 
Conservation Strategies for the Case Study 

Vehicle flow improvements 
Traffic signal system improvements 
Special parking restrictions 
One-way streets 
Reversible lanes 
Right tum on red after stop 
Freeway traffic management 
Traffic signal removal 
Traffic signal flashing operation 

Preferential treatment of high-occupancy vehicles 
Ridesharing program 
Bus and carpool lanes 
Improved mass transit operations 
Bus preemption of traffic signals 
Fringe parking facilities 

Modification of travel behavior 
Work-hour rescheduling 
Congestion pricing 
Increased compliance with the 55 mph speed limit 
Driver efficiency trainjng 

Promotion of non-auto use 
Improved bicycle facilities 
Improved pedestrian facilities 

Land use policies 
Electrical energy reduction 

Sodium street lights 
Replacement of street lights by reflective devices 
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selected for the TEC strategies have actually been 
proposed and are being considered by the Salt Lake 
City Transportation Department. The 10 feasible TEC 
strategies and their descriptions are as follows: 

1, Traffic signal system improvements. Salt 
Lake City is in the process of installing a cen­
trally controlled computerized signal system. The 
majority of Salt Lake City's signalized intersec­
tions will be controlled by this system (_!!) • Many 
signalized intersections, however, are outside the 
system and several of these are isolated. Time-based 
coordination by sophisticated time clocks was pro­
posed for six of these locations. Some of the exist­
ing controllers will need to be replaced in the 
process. 

2. Special parking restrictions. Thirteenth 
East Street from 900 South to 2100 south has one 
lane of traffic in each direction with parking al­
lowed on both sides. It was proposed that parking be 
prohibited during the peak hour to provide an addi­
tional travel lane. This is a collector road with a 
volume-to-capacity ratio of 0.94 in the 7:00-to-9:00 
a.m. peak period. 

3. Reversible lanes. Fifth East Street from 400 
South to 2700 South Streets is a four-lane road with 
approximately an 80 to 20 directional split in the 
peak hours. Three northbound lanes and one south­
bound lane were proposed in the morning peak period 
and the reverse in the afternoon peak period, 

4. Traffic signal removal. Three intersections 
in the study area apparently no longer warrant traf­
fic signals. They are Highland Drive and Simpson 
Avenue, 400 East Street and 1700 South Street, and 
700 South Street and 500 East Street. 

5, Traffic signal flashing operation. There are 
83 signalized intersections in Salt Lake City that 
are currently being considered for flashing opera­
tion. It was proposed that the signals operate in 
the flashing mode between the hours of 1:00 and 6:00 
a.m. daily. 

6. Bus and carpool lanes. use the parking lanes 
on 700 East Street from 400 South to 3900 South 
Streets as exclusive bus and carpool lanes. There 
are currently three lanes and a parking lane in each 
direction separated by a raised median. Parking is 
prohibited in the peak period to allow a fourth 
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TABLE 6 Estimates of the Objective Impacts of Feasible 
Strategies for Salt Lake City, Utah 

Strategy 

Traffic signal system improvement 
Special parking restrictions 
Reversible lanes 
Traffic signal removal 
Traffic signal flashing operation 
Bus and carpool lanes 
Work-hour rescheduling 
Improved bicycle facilities 
Improved pedestrian facilities 
Sodium street lights 

Equivalent• 
Annual 
Cost($) 

1,574 
I,639 
7,575 

885 
442 

2,747 
7,079 
5,894 
6,028 
5,966 

Annualb 
Energy 
Savings($) 

54,264 
10,624 
12,475 
20,098 
25,448 
99,614 

156,600 
5,794 
5,064 
9,876 

~Based on 10-ye11r project lire and 1 2 perct.nt annual interest rate. 
Based on the on~Jgy.savirl gs estimation niodols from Yu and Pang (3), $1.20 
per gallon of gasoline, and $7.80 per month for a 159-watt sodium vapor light. 

Transportation Research Record 988 

travel lane. This proposal would eliminate parking 
at all times so the curb lane could be continually 
used by buses and high-occupancy vehicles. 

7. Work-hour rescheduling. A p1_1blicity progra m 
is planned to inform the public and, more specifi­
cally, employers of the benef i ts of a 4/40 (4 days 
and 40 hours per week) program. With the encourage­
ment of this program it is anticipated that a sub­
stantial number of organizations will voluntarily 
convert to the 4/40 work schedule. 

8. Improved bicycle facilities. A type-I bike 
route is proposed along the grass median of 600 East 
Street from South Temple to Liberty Park. ~he type-T 
bike route would extend through the park and a type­
II route would continue from 1300 South to 2700 
South Streets. With access to the park, this 4-mile 
bike route would accommodate recreational trips as 
well as work trips. 

TABLE 7 Matrix of Subjective Impact Weights for Salt Lake City, Utah 

Respondent 

Aver- Subjective Impact 
Subjective Impact 2 3 4 5 6 7 8 age Weight (S!Wk) 

I. Energy conservation 10 II 5 10 10 9 12 ll 9.8 0.098 
2. Quality of transportation 

service 10 20 12 10 10 15 II 12 12.5 0.125 
3. Public safety 25 10 18 15 10 20 19 20 17.1 0.171 
4. Economic impacts 15 9 10 5 10 7 13 12 JO.I 0.101 
J, E11vlloJ1111tmial impacts 5 20 JU 15 10 13 9 12 11.8 0.118 
6. Social impacts 10 15 22 20 25 15 15 15 17.1 0.171 
7. Financial impacts 20 10 18 5 10 II II 10 11.9 0.119 
8. Land use impacts _5 _ 5 _5 ..1Q ..li .J..Q .J..Q _8 ~ 0.098 

Total (rounded) JOO 100 100 100 100 100 100 JOO 100 J .000 

TABLE 8 Matrix of Decision Weights for Salt Lake City, Utah 

Respondent 

Decision Weight 2 3 4 5 6 7 8 Average 

Objective impact (W0 ) 60 80 70 40 50 60 60 70 6 1.25 
Subjective impact (W,) ..1Q. ..1Q ..J.Q ...@. _jQ ..1Q. ..1Q. 2l!. 38. 75 

Total 100 100 100 100 100 100 100 100 100 

TABLE9 Matri.." of Strategy Weights for Salt Lake City, Utah 

Strategy 

2 3 4 5 
Subjective 

!Rb Impact, k SIW[ SW"ik IR sw2k JR SW3k IR SW4k IR 

I. Energy 
conservation .098 . 134 .087 .166 .108 .166 .108 .166 .108 .1 34 

2. Quality of trans-
portation ser-
vice .125 .112 .091 .138 .113 .112 .08 1 . 112 .09 1 . 138 

3. Public safety .171 .122 .122 .122 .122 .060 .060 .09 1 .09 1 ,060 
4. Economic impacts .101 .077 .091 .051 .060 .077 .09 1 .077 .09 1 .077 
5. Environmental 

impacts .11 8 .128 .105 .128 .105 .077 .079 .103 .105 .103 
6. Social impacts .171 .080 091 .053 .060 .080 .09 1 .080 .09 1 .080 
7. Financial impacts .1 19 .087 .120 .087 .120 .087 .12Q .087 .1 20 .087 
8. Land use impacts .098 .099 .Ill ,074 .083 .074 .083 .074 .083 .074 

~SIWk ; S11 bj,,c1 lvo Impa ct weight. 
lR c tmpacl ralina. 

cSW1.k • Striucigy wcijg,hl or llr(Uogy i relative to subjective impact k. 

SWsk 

.087 

.11 3 

.060 

.091 

.105 

.091 

.120 

.083 
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JR 

.200 

.138 
,081 
.103 

.103 

.080 

.107 

.123 

Yu and Pang 

9. Improved pedestrian facilities. An elevated 
walkway across State Street between Social Hall 
Avenue and the ZCMI mall at 50 South was proposed to 
eliminate pedestrian accidents at the existing at­
grade crossing. This skyway would enhance pedestrian 
safety and is expected to increase the volume of 
pedestrian activity and, consequently, reduce vehi­
cle trips. 

10. Sodium street lights. Salt Lake City cur­
rently leases one hundred fifty-nine 620-watt in­
candescent street lights from Utah Power and Light 
Company. It was proposed that these be replaced with 
15-watt sodium vapor lights. This would yield an 
energy savings of 1720 kwh per year per fixture. 

Impact Assessment 

The next concern was assessing the impacts of the 
individual feasible strategies. First, the objective 
impact measures--the equivalent annualized cost of 
the strategy and annual energy savings resulting 
from implementing the strategy--were estimated and 
are given in Table 6. The cost estimates of strat­
egies were based on the most current data from 
similar projects implemented in the Salt Lake City 
area or elsewhere. Project costs were broken down 
into capital, operating, and maintenance, The 
initial implementation costs were established by 
quotations from suppliers and contractors. Operating 
and maintenance costs were obtained from the account­
ing record s of agencies that have operated and main­
tained similar projects. Annualized costs were de­
rived from the assumed project life (10 years) and 
interest rate (12 percent). 

Energy savings were determined by using a set of 
estimation equations developed by the authors (l_l • 
These equations are a simplified tool for quick­
response estimates; however, they provide a reason­
able level of accuracy. 

To obtain relative weights of all eight subjec­
tive impacts, as well as objective versus subjective 
impacts, an opinion questionnaire was sent to the 
decision-making body (i.e., the seven-member Salt 
Lake City Council and the mayor) . Each of the 
respondents was asked to assign relative weights. 
The results of subjective impact weights and objec­
tive versus subjective decision weights are given in 
Tables 7 and B. Such a survey was not difficult and 
full cooperation was obtained from all of these 
decision makers. 

7 8 9 10 

sw6k IR SW7k IR SWsk JR SW9k IR SW10k 

. 130 .166 .108 .134 .087 .134 .087 .134 .087 

.113 .167 . 136 .083 .068 .112 .091 .112 .091 

.091 .122 . 122 .060 .060 .122 .122 .151 .151 

.122 .103 . 122 ,077 .091 .103 .122 . 103 .122 

.105 .077 .079 .103 .105 .103 . I 05 . 103 . 105 

.091 .080 .091 .080 .1 22 .107 .122 . 133 . 151 

.161 .053 .079 .053 .079 .027 .041 .027 .041 

.138 .074 .083 .099 .111 .099 .Ill .099 . Ill 
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To weight the 10 feasible strategies in terms of 
the subjective impacts, a set of utility functions 
was developed and used. A panel of technical experts 
consisting of state and local professionals was used 
to establish composite utility curves. 

Based on estimates of strategy i mpact levels and 
strategy scope, the ratings given in Table 9 for 
each strategy relative to a given subjective impact 
were determined. The ratings were converted to strat­
egy weights by dividing the individual rating by the 
sums of all ratings for all of the strategies. 

Use of the Cost-Effectiveness Model 

After all necessary inputs had been compiled, appli­
cation of the computerized cost-effectiveness model 
began. With minimal computer time, TECSEM produced 
the strategy ranking results. The data in Table 10 
indicate the strategy ranking in decreasing order of 
CMOE values of individual TEC strategies. The most 
favorable strategy was traffic signal flashing oper­
ations. The second, third, fourth, and fifth best 
are bus and carpool lanes, traffic signal system 
improvement, work-hour rescheduling, and traffic 
signal removal, respectively. All top five strat­
egies have a CMOE value at or above 0.113 and are 
far superior to the other strategies. Improved 
bicycle and pedestrian facilities have much lower 
CMOE values and also have an economic efficiency 
ratio value (energy savings divided by cost) of less 
than 1. They could initially be eliminated by the 
critical factor analysis but were retained to deter­
mine if nonmonetary factors might justify their 
implementation. Under either circumstance, they 
should not be considered for implementation. The 
fact that one strategy (reversible lane), which had 
an economic efficiency ratio above l, was ranked 
below a strategy with a ratio below 1 illustrates an 
example where, for a given strategy, the subjective 
impact measures dominate the objective impact mea­
sure, resulting in a higher overall CMOE value. 

By using the computer model, a sensitivity analy­
sis can be performed to determine whether the margin 
of error for the different variables will be such 
that it would affect the rank of TEC strategies. For 
this case study, sensitivity analyses of the CMOE 
values to changes in interest rates, project 1 i fe 
span, energy saving estimates, and decision weights 
were performed; however, they are too lengthy to be 
discussed in this paper. 

Total 
IR 

1.534 

1.223 
I.ODO 
0.847 

0.978 
0.880 
0.667 
0.890 
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TABLE 10 Composite Measure of Effectiveness and Ranking of 
Salt Lake City Feasible Strategies 

Composite 
Ubject1ve SubJect1ve Measure of 
Impact Impact Effective-

Strategy Measure Measure ness Rank 

Traffic signal 
flashing operation .311 .093 .227 I 

Bus and carpool lanes . 196 .115 .165 2 
Traffic signal 

system improvement .187 .103 . 154 3 
Work-hour 

rescheduling .120 .103 . 113 4 
Traffic signal removal , ]23 ,097 . 113 5 
Special parking 

restrictions .035 .097 .059 6 
Sodium street lights .009 .112 .049 7 
Improved pedestrian 

facilities .005 .102 .042 8 
Reversible lanes .009 .089 .040 9 
Improved bicycle 

facilities .005 .090 .038 10 

Note: Based on 10-year project life and 12 percent annual interest rate. 

strateg~ Adoetion 

Strategies to be implmented must remain within the 
boundary of budgetary constraints of a local govern­
ment. In the strategy adoption process, the top­
ranked strategies are included in the implementation 
package until the available budget amount is ex­
hausted. At that point, a check is made as to 
whethe:t" the selected strategies meet the minimum 
energy savings as established by local goals and 
objectives. 

As indicated previously, an annual limitation of 
$25,000 for TEC projects was used for the city's 
budget allocation as project matching funds. The 
minimum expected energy saving was determined by 
us.i.ng Equat.i.on 5. With W0 = 61.25 parcant (from 
Table 8) and Ct = $25,000 for 1 year, the energy 
savings should be at least $15,313. In selecting the 
highest ranked strategies that fall within the al­
lowable budget of $25,000, it was found that the 
first seven strategies met this criterion, as indi­
cated in Table 10. With the total cost of the seven 
strategies equal to $20,332, there is a surplus of 
funds amounting to $4,668. There are two options in 
this case: either return the $4,668 to the funding 
source or reduce the scope of the next-ranked strat­
egy such that its annual cost is $4,668 or less. 

Now it is necessary to determine whether the 
minimum energy savings has been achieved. As given 
in Table 11, the expected savings from the first 
seven strategies is $376,524, which is well above 
the established minimum of t;lS, 313. Therefore, the 
set of seven top-ranked strategies qualifies for 
implementation based on the given budget limitations 
and the minimum expected energy savings level. 

The ranking of the alternative strategies can 
assist in determining the priorities in Salt Lake 
City for programming future projects. Also, the 
results of the strategy adoption process can serve 
as supporting justification for grants or other 
support provided by the state and federal 
governments. 

CONCLUSIONS 

An effective model for the development of a TEC 
program that is fully responsive to the typical 
environment of urban areas is presented in this 
paper. Emphasis was placed on simplicity and prac­
ticality. The model computes a CMOE value for each 
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TABLE 11 Cumulative Costs and Energy Savings of Salt Lake City 
Feasible Strategies 

Cumu-
Cumu- Annuai iadve 

Annual !alive Energy Energy 
Cost Cost Savings Savings 

Strategy Rank ($) ($) ($) ($) 

Traffic signal flashing 
operations8 I 442 442 25,448 25,448 

Bus and carpool lanes• 2 2,747 3,189 99,614 125,062 
Traffic signal system 

improvement8 3 1,574 4,763 54,264 179,326 
Work-hour 

rescheduling" 4 7,o?~ 11,842 156,600 '.l'.lS,926 
Traffic signal removal" 5 885 12,727 20,098 356,024 
Special parking 
restriction8 6 1,639 14,366 10,624 366,648 

Sodium street lights" 7 5,966 20,332 9,876 376,524 
Improved pedestrian 

facilities 8 6,028 26,360 5,064 381,588 
Reversible lanes 9 7,575 33,935 12,975 394,563 
Improved bicycle 

facilities 10 5,894 39,829 5,794 400,357 

3 Strategies within budget constraints. 

potential strategy based on its subjective and ob­
jective impacts and the relative weights assigned to 
each class of impacts. The relative values of these 
CMOEs are used to rank the individual strategies. 
From the ranking, strategies are selected for imple­
mentation based on the budget allocation for TEC 
strategies and the minimum expected energy savings 
expressed by a given community. Sensitivity analyses 
may be performed to determine the interplay of the 
various parameters in the model. 

The case study described in this paper illus­
trates the usefulness, practicality, and ease of 
application associated with the developed method­
ology. The use of a preprogrammed computer-based 

odology without undue time or cost. It was found 
that data requirements for use of the model were not 
excessive. Full cooperation was received from local 
and regional agencies for the case study. There was 
a general consensus of all public officials and 
technical personnel involved in this study that the 
suggested approach is quite realistic in the exist­
ing public decision-making process and is reasonable 
for the currently available technical resources of 
the local government. 

The suggested approach is expected to contribute 
to TEC effort by filling a void that currently 
exists in the evaluation and ranking of TEC alterna­
tives. The success of applying this approach is, of 
course, dependent on the user's ability to gauge the 
needs and concerns of the urban area. Without this 
insight, the most important consideration is over­
looked, that is, the citizen, the taxpaper, and the 
community. 
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Rail Rapid Transit and Energy: 

A Reexamination of Current Conventional Wisdom 

DANIEL K. BOYLE 

ABSTRACT 

Rail rapid transit is often advocated as a 
major part of solutions to the energy prob­
lems of urban transportation. In the wake of 
Lave's energy analysis of the BART system in 
San Francisco and Oakland and the Congres­
sional Budget Office study, in conventional 
wisdom the view is reflected that new rail 
transit systems often expend more energy than 
they save. Lave' s analysis is reexamined in 
this study. Energy costs are calculated for 
six energy categories {propulsive, construc­
tion, maintenance, vehicle manufacture, calo­
rific, and miscellaneous) for BART and a 
freeway alternative. The results indicate 
that BART uses 3.6 percent more energy an­
nually than the freeway alternative when all 
energy costs are annualized. This is not a 
significant difference. Differences in key 
assumptions account for the difference in 
results. An alternate analysis using the 
assumptions of Usowicz and Hawley is dis­
cussed to show the sensitivity of an analysis 

of this type to the assumptions used. The 
notion that new rail transit construction 
wastes energy is not supported by the avail­
able evidence, 

It is generally believed that new rail transit sys­
tems are energy wasters. Studies and articles by 
Healy and Dick (1), Lave (2), and the Congressional 
Budget Office (3)have found that the energy used to 
construct a rail transit system outweighs the mar­
ginal energy savings resulting from its operation. 
Despite occasional dissenting opinions [see the 
discussions following Lave's article (!-2), and 
Pushkarev and Zupan (8)], these findings are gener­
ally considered current thinking on the subject. 

Construction of the Bay Area Rapid Transit (BART) 
system was examined as a case study for an UMTA­
funded project concerning the relative importance of 
indirect energy considerations. The energy costs (in 
terms of energy consumed) associated with the con­
struction and operation of the BART system are com­
pared to those of a freeway alternative. The ap-
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proach used by Lave is followed generally in this 
paper, and special attention is paid to the assump­
tions necessary for this type of analysis. Many of 
Lave' s energy factors, which were taken from a pre­
vious study by Fels (9), are also used in this 
paper, Results obtained here are compared to Lave' s 
findings; there is a considerable difference, ex­
plained pr imar,ily by the assumptions chosen, As an 
example of the sensitivity of an analysis of this 
type to the assumptions employed, results of an 
alternate analysis based on Osowicz and Hawley (2) 
are also presented. 

CATEGORY OF ENERGY COSTS 

Following the format of the larger report from which 
this paper is taken (10), energy consumed (energy 
costs) is analyzed by ~tegory of energy use. Pro­
pulsive or direct energy is the energy used to pro­
pel BART vehicles or automobiles. Indirect energy 
categories include construction, maintenance, vehi­
cle manufacture, and calorific. Construction energy 
is the energy needed to operate construction machin­
ery and perform related activities at the construc­
tion site; it also includes energy needed to trans­
port construction materials to the site and the 
energy required to convert raw materials into a 
usable form. Maintenance energy is that needed to 
maintain roadways, guideways, and vehicles, The 
energy used in the manufacture of automobiles, 
buses, and BART vehicles is vehicle manufacturing 
energy, Finally, calorific energy is the potential 
energy of a material (such as asphalt) that may be 
used as a fuel, and it measures the heat energy 
released when the material is completely burned, 

BART also requires energy to operate the sta­
tions, and the freeway alternative requires energy 
for the construction of additional parking garages 
to accommodate increased automobile traffic in the 
central business district (CBD). These energy costs 
fall outside the categories defined earlier, so they 
are placed in an "other energy costs" category. 

Lave's analysis is presented in metric units. For 
simplicity, metric units are also used for the cal­
culations in this paper, and the results for each 
energy type are converted to billions of British 
thermal units (BBtu), 

Propulsive Energy 

Lave uses 65,5 megajoules (MJ) per vehicle kilometer 
for the marginal operating power factor for BART i 
this is based on studies from 1975 and 1976. Because 
it was presumed that BART's energy efficiency would 
improve over time, more recent articles and data 
were consulted. In a 1979 article, Chomitz reported 
the traction energy of BART as 14.8 MJ per car kilo­
meter (11), or 71 percent of total energy, Assuming 
a 30 pe7cent efficiency in generating and transmit­
ting electricity, the energy actually required is 
14.8/0.3 or 49.3 MJ per vehicle kilometer, The most 
recent Section 15 report indicates an annual energy 
use of 171,430,000 kilowatt hours (kwh) for BART's 
fiscal year 1981 and 28 million car miles (12). This 
energy use reflects only vehicle propulsive energy; 
energy costs for station operations are addressed 
later, Converted to metric units, the result is 

BART propulsive energy factor 
= (171,430,000 kwh x 3,6 MJ/kwh/0.3 efficiency)/ 

28 million vehicle miles x 1,6 km/mile 
= 45,9 MJ/vehicle km, 

This latter figure is comparable to Chomitz' factor, 
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so the annual propulsive energy cost for BART is the 
numerator of the previous equation, which expressed 
in BBtu's is 171,430,000 kwh x 3,413 Btu/kwh/0,3 ef­
ficiency= 1,950 BBtu. 

To calculate the freeway propulsive energy costs, 
Lave first divided the energy used to produce a 
liter (L) of gasoline by the energy efficiency of an 
automobile. This number is adjusted for automobile 
occupancy to produce an MJ-per-passenger-kilometer 
factor for the automobile mode, The same was done 
for buses. BART's passenger kilometers were then 
divided between automobile and bus in proportion to 
the former mode used by BART passengers. Input data 
were derived from the Section 15 report (12), Envi­
ronmental Protection Agency (EPA) over-the-road 
mileage (13), the Caltrans energy study (14), and 
Lave (1).13ecause transit efficiency was derived for 
fiscal year 1981, automobile efficiency should be an 
average of the 1980 and 1981 mile-per-gallon (mpg) 
figures, in according with the principle of giving 
equal consideration to both modes. The following 
data were used in the calculations: 

- Energy in gasoline was 37.3 MJ/L 
includes energy lost in the refining 

- Automobile fuel efficiency was 
16.34)/2 mpg/2.35 mpg/km/L, which 
km/L (l,13), 

(1), which 
process, 

(15.78 + 
equals 6.8 

- BART passenger kilometers for fiscal year 1981 
were 624,749,000 passenger miles x 1.6 km/mile, 
which equals 1 billion passenger km (g) i 46. 5 
percent of these were attributed to former 
automobile users and 53.5 percent to former bus 
users (1). 

- Automobile occupancy was 1.3 passengers per 
vehicle (1). 

- Bus fuel efficiency was O, 234 gallon per mile 
or 0.550 L/km (14) (1/0,55, which equals 1.82 
km/L), 

- Energy in diesel fuel was estimated to be 41.2 
MJ/L (1.), which includes energy lost in the 
refining process. 

The marginal operating power used for automobiles 
and buses was 

- Automobile propulsive factor 37.3 MJ/L/6.8 
km/L = 5,49 MJ/vehicle km/1.3 passengers/vehi­
cle= 4.22 MJ/passenger km and 
Bus propulsive factor = 41. 2 MJ/L/1. 82 km/L 
22.6 MJ/vehicle km/11.5 passengers/vehicle 
1.97 MJ/passenger km. 

Therefore, propulsive energy costs can be calculated 
as follows: 

- Automobile propulsive energy = (1 billion x 
0.465) passenger km x 4.22 MJ/passenger km x 
948 Btu/MJ = 1,860 BBtu, 

- Bus propulsive energy (1 billion x 0.535) 
passenger km x 1.97 MJ/passenger km x 948 
Btu/MJ = 999 BBtu, and 

- Total propulsive energy costs for the freeway 
alternative= 1,860 + 999 = 2,859 BBtu. 

Construction Energy 

Lave estimated that BART cost $2.119 billion in 1974 
dollars to construct (not including the cost of 
purchasing vehicles), and his analysis uses a factor 
of 81.9 MJ per dollar, which was taken from Healy and 
Dick's input-output analysis of BART (_!,1>• As 
Osowicz and Hawley point out in their discussion (7), 
however, this 81.9 MJ per dollar figure is based-on 
1963 dollars, Lave argues that energy per current 
dollar tends to rise, but it appears spurious to ap-
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ply a factor based on 1963 dollars to 1974 costs. The 
implicit price deflator developed by the Bureau of 
Labor Statistics (BLS) was used to estimate BART 
costs in 1963 dollars ()2) : 

BART costs in 1963 dollars 
$2.119 billion x (71.67/114.92) 
$1.322 billion. 

The construction energy for BART is then $1.322 
billion x 81.9 MJ/dollar x 948 Btu/MJ = 102,642 BBtu. 

Healy and Dick assume a useful service life of SO 
years for BART (1). This may be low in light of ex­
perience in other American cities but was used in 
this analysis as a conservative assumption. Annual­
ized construction energy costs then would be 2,053 
BBtu. 

For the freeway alternative, Lave calculated the 
lane kilometers of highway needed if BART were not 
available by estimating the number of peak-hour 
automobile and bus trips diverted to BART and cal­
culating the additional highway capacity needed in 
the peak hours to accommodate these vehicles. Fac­
tors for dollar cost per lane kilometer and energy 
cost per dollar are used to determine total con­
struction costs. 

For fiscal year 1981, BART's ridership was 
50,294,000 unlinked passenger trips (12) • Assuming 
that 10 percent of these unlinked trip~were trans­
fers, there were 45,264,600 linked trips per year. 
Lave estimates that 59 percent of BART' s patronage 
rides in the peak hours (2). Assuming 300 travel 
days per year, the following calculations can be 
made: 

- BART daily trips= 45,264,600 annual trips/300 
days/yr= 150,000 trips. 

- Trip length= 1 billion passenger km/45,264,600 
trips= 22.1 km/trip (13.8 miles/trip). 

- Daily peak-period automobile trips diverted to 
BART= (150,000 x 0.59) peak-period BART trips 
x 0.465 automobile share/1.3 passengers/automo­
bile= 31,650 trips. 

- Highway needed for automobiles 
(31,650 peak-period automobile trips x 22. 1 
km/trip)/4 hr/peak period x 2,000 automo­
biles/lane hour 
87.4 lane km. 

For former bus trips, Lave uses a peak-load fac­
tor of 25 persons per bus, a diversion factor of 
0.535 (i.e., 53.5 percent of BART riders were former 
bus users), and a capacity factor of 1,200 buses per 
lane hour. List points out that this capacity factor 
is too highi he cites the Highway Capacity Manual 
figure of 690 and the highest achieved value of 490 
buses per lane hour (6). In this analysis 600 buses 
per lane hour was used-: The bus calculations are 

- Daily peak-period bus trips diverted to BART 
(150,000 x 0.59) peak BART trips x 0.535 
47,350 trips, 

- Highway needed for buses 
(47,350 peak bus person trips x 22.1 km/ 
trip)/25 persons/bus x 4 hr/peak x 600 buses/ 
lane hour 
17.4 lane km, and 

- Total highway needed 87.4 + 17.4 104.8 lane 
km (65.5 lane miles). 

This is approximately 40 percent greater than Lave's 
estimate. 

Lave uses a 1974 dollar cost that must be con­
verted to 1963 dollars to match the energy-per-1963-
dollar factor. The BLS implicit price deflater fac­
tors (~) used again here are 
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- Freeway costs per lane km in 1963 dollars = 
$579,000 x (71.67/114.92) = $361,000, and 

- Construction energy costs for freeways = 104. 8 
lane km x $361,000/lane km x 118 MJ/dollar x 
948 Btu/MJ = 4,232 BBtu. 

A 25-year service life is assumed for roadways. 
Although at first glance this may appear to violate 
the principle of equal treatment of modes in cross­
modal comparisons, it is an accurate reflection of 
reality because rapid rail structures last longer 
than roadways. Thus annualized construction energy 
costs for roadways would be 169 BBtu. 

The preceding calculations measure the energy 
costs for constructing 65.5 lane miles of roadway in 
1 ieu of BART. They do not address the need for a 
trans-Bay bridge or the need for widening an exist­
ing bridge nor do they consider the necessity of 
tunneling under Berkeley Hills. A freeway al terna­
t ive providing equivalent trans-Bay capacity would 
need a bridge and tunnel, and their construction 
energy costs should be included in this analysis. 

Osowicz and Hawley (7) and Lave (2) argue over 
the width of the necessary bridge and tunnel. An 
assumption was made here that a two-lane bridge and 
a two-lane tunnel would be built as part of the 
freeway alternative. This is essentially the minimum 
feasible construction. It is unlikely, however, that 
such a narrow bridge would be builti a wider facil­
ity capable of handling future travel increases 
could be expected. Nonetheless, a two-lane width is 
used as a conservative assumption for both bridge 
and tunnel. 

Osowicz and Hawley estimate the cost of a trans­
Bay bridge as $27. 04 million per lane in 1963 dol­
lars. Berkeley Hills tunnel costs were derived from 
actual BART costs, which were $24.01 million (1963 
dollars) for a double tube. Using the highway energy 
conversion ratio of 118 MJ/dollar and a service life 
of 30 years, calculations for bridge construction 
were 

Bridge construction energy costs 
= $27.04 million/lane x 2 lanes x 118 MJ/dollar x 

948 Btu/MJ 
6,050 BBtu/30 years, or 

= 201.7 BBtu annually. 

Because tunneling for a highway is similar to the 
BART construction work, the BART energy conversion 
ratio of 81.9 MJ/dollar was used and a service life 
of 50 years was assumed: 

Tunnel construction energy costs 
= $24.01 million/double tube x 81.9 MJ/dollar x 

948 Btu/MJ 
1,864 BBtu/50 years, or 

= 37.3 BBtu annually. 

The total construction energy cost for the freeway 
alternative is the sum of the roadway, bridge, and 
tunnel construction energy costs (i.e., 169 + 202 + 
37 or 408 BBtu). 

Maintenance Energy 

Lave does not address maintenance energy. Chomitz 
reports that 5 percent of total electricity consumed 
by BART is used for maintenance, whereas propulsive 
energy accounts for 71 percent of total electricity 
( 11) • It was assumed that this 5 percent of total 
electricity used for maintenance includes guideway 
and vehicle maintenance. Using the propulsive energy 
costs of 1,950 BBtu calculated earlier, the calcula­
tion for BART annual maintenance energy was (1,950 
BBtu/0.71) x 0.05, which equals 137 BBtu. 
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For the freeway alternative, vehicle and roadway 
maintenance must be considered. Factors obtained 
from the Caltrans study and Erlbaum (14,16) are 
2, 713 Btu per vehicle mile for automobile ni"ainte­
nance and 0.134 BBtu per lane mile for roadway main­
tenance (assuming an asphalt road). In addition, the 
Caltrans study cites a factor of 13,142 Btu per 
vehicle mile for bus maintenance (14). These are 
annual factors. In calculating construction energy, 
the number of daily peak-period automobile trips 
diverted to BART was derived. Here the annual number 
of automobile trips diverted to BART was needed. 
Assuming, as before, that 46.5 percent of BART 
riders formerly used an automobile and using factors 
of 150,000 BART trips per day, 1.3 persons per auto­
mobile, 300 weekday equivalents per year, and 13. 8 
miles per trip ( 22 .1 km/trip) , the following cal­
culations can be made: 

- Annual automobile miles diverted = (150,000 x 
0.465/1.3) automobile trips/day x 300 days/yr x 
13.8 miles/trip= 222,126,920 miles, then 

- Freeway automobile maintenance energy 
222,126,920 vehicle miles x 2,713 Btu/vehicle 
mile= 603 BBtu. 

The number of bus trips diverted can be calculated 
considering that 53.5 percent of BART riders for­
merly took a bus and using an overall load factor of 
11.5 persons per bus. Calculation of bus miles 
diverted by BART annually is then: 

- Annual bus miles diverted ~ (150,000 x 0.534) 
person trips/day/11.5 persons/bus x 300 days/yr 
x 13.8 miles/trip= 28,890,000 miles; then 

- Freeway bus maintenance energy = 28,890,000 x 
13,142 Btu/vehicle mile= 380 BBtu, and 

- Total freeway vehicle maintenance energy = 60 3 
+ 380 = 983 BBtu. 

There are 65. 5 lane miles of additional roadway 
required under the freeway alternative; theretore, 

- Freeway road maintenance energy 65.5 lane 
miles x 0.134 BBtu/lane mile= 9 BBtu, and 

- Total freeway maintenance energy = 983 + 9 = 
992 BBtu. 

veh icle Manufac t ur e Energy 

Lave calculated the vehicle construction energy for 
the automobile, BART, and diesel bus in megajoules 
per vehicle kilometer. Instead of Lave's present and 
future automobile categories, a single calculation 
is done for the automobile assuming an average 
weight of 3,000 lb (1361 kg) and using a Caltrans­
derived energy factor of 91.3 MJ/kg (_!i). 

Lave assumed service lives that are much too 
high. Instead of his 180 000-km life for an automo­
bile, this paper uses 160 000 km (100,000 miles), a 
value obtained from Caltrans (_!i). Lave cites 
1 600 000 km as the service life of a bus; this is 
three to four times too high. Caltrans gives a value 
of 480 000 km (300,000 miles) for a standard 53-seat 
bus (14), and experience in New York State supports 
that ~mber. In this paper the service life of a 
transit bus is 300,000 miles. Lave's estimate of the 
service life of a BART vehicle (4 480 000 km or 
3,000,000 miles) is also unreasonable. Experience in 
New York State indicates that an appropriate service 
life for a rapid transit vehicle is 1,250,000 miles 
or 2 000 000 km. Although New York's experience is 
not always transferable to the BART system, this 
service life appears more appropriate and was used 
in this paper. Lave's values for manufacture energy 

Transportation Research Record 988 

match Caltrans figures for a standard 53-seat bus 
and a commuter rail car (no figures are available 
for a rapid transit rail car, which may be less 
energy intensive to build). 

The factors for vehicle manufacture energy were 

- BART: 4 430 000 MJ/2 000 000-km service life 
2.215 MJ/vehicle km, 

- Automobile: 1361 kg x 91.3 MJ/kg/160 000-km 
service life= 0.777 MJ/vehicle km, and 
Bus: 1 080 000 MJ/480 000-km service life 
2.250 MJ/vehicle km. 

In fiscal year 1981 BART provided 28 million vehicle 
miles or 44 800 000 vehicle kilometers of service. 
As calculated previously, BART replaced 222,126, 92 O 
automobile miles and 28,890,000 bus miles. The cal­
culations are straightforward: 

- BART vehicle manufacture energy = 44 800 000 
vehicle km x 2.215 MJ/vehicle km x 948 Btu/MJ 
94 BBtu, 

- Freeway automobile manufacture energy 
222,126,920 vehicle miles x 1.6 km/mile x 0.777 
MJ/vehicle km x 94B Btu/MJ = 262 BBtu, 

- Freeway bus manufacture energy 28,890,000 
vehicle miles x 1.6 km/mile x 2.25 MJ/vehicle 
km x 948 Btu/MJ = 99 BBtu, and 

- Freeway total manufacture energy = 262 + 99 = 
361 BBtu. 

Calo rific Energy 

The freeway alternative involves an additional 65.5 
lane miles of asphalt pavement. The calorific energy 
contained in this asphalt must be calculated. Assume 
that the lanes are 12-ft wide and the pavement is 
7-in. thick. At a compacted density of 145 lb/cu ft 
and a 5 percent asphalt content, the amount of 
asphalt needed for the freeway alternative is 

Tons of asphalt= 5,280 ft/mile x 65.5 lane miles x 
12 ft/lane x 7/12 ft depth x (145/2,000) tons per cu 
ft x 0.05 asphalt content= 8,776 tons. 

Halstead provides a calorific energy factor of 
37,100,000 Btu per ton of asphalt (17). Assuming a 
25-year pavement life, freeway calorific energy per 
year would equal 8,776 tons x 37,100,000 Btu/ton/25 
years, or 13 BBtu. No calorific energy is associated 
with the transit alternative. 

Other Energy 

The enerqy cost for BART' s station operations is 
addressed here. A parallel energy cost for the free­
way alternative is also addressed (i.e., the energy 
cost of parking garages). Both transit stations and 
parking garages are necessary in using a particular 
mode, but their associated energy costs have not yet 
been taken into account. Energy cost for station 
operations is treated similar to maintenance energy. 
Chomitz reports that 24 percent of the total elec­
tricity used is for station operations (11). Propul­
sive energy (1,950 BBtu) makes up 71 percent of 
total energy; therefore, BART station operating 
energy would equal (1,950 BBtu/0.71) x 0.24, or 659 
BBtu • 

Parking garage costs are addressed in several 
different ways by Lave and the various discussants 
(2,4,7). usowicz and Hawley imply a cost per space 
of -$2, 265 in 1963 dollars and suggest a facility 
construction energy factor of 65,400 Btu/dollar. For 
the sake of argument, Lave accepts Tennyson's ap-

= 
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proach of providing a space for each commuter auto­
mobile trip and one space for every two off-peak 
automobile trips (2,4). Assume that two spaces are 
needed for every three automobile round trips, or 
one space for every three trips, and assume a 30-
year life, which is typical for a major structure 
(_!!,~). Then calculations would be 

- Automobile trips diverted= 150,000 x 0.465/1.3 
= 53,654 trips, 

- Spaces needed= 53,654/3 = 17,885 spaces, and 
Freeway garage construction energy 17,885 
spaces x $2,265/space x 65,400 Btu/dollar/30 
years= 88 BBtu. 

It is not clear whether station maintenance energy 
costs are included in any energy-per-dollar figure 
considered thus far, so garage maintenance will not 
be considered. 

It might be argued that the energy costs for 
parking lots at BART stations should also be con­
sidered, because energy costs for parking are in­
cluded under the freeway alternative. Lots at the 
stations do not involve a structure as a CBD parking 
garage does. Cohen provides a factor of 1. 74 gal 
(217,500 Btu) per space (~). BART reports 20,200 
spaces at 23 stations (19) • Assuming a 25-year ser­
vice life, BART lot construction energy = 217,500 
Btu/space x 20,200 spaces/25 years, or 0.2 BBtu. 
This is insignificant. Because garage maintenance 
was not addressed, lot maintenance energy costs were 
not considered. 

use of the car left home by those switching modes 
might also be considered in this category. A study 
by Gross revealed that of the energy saved by shift­
ing from the automobile to transit 40 percent is 
spent by household members using the car left home 
(20). However, in accordance with the first prin­
ciple concerning equal treatment for all alterna­
tives, consideration should also be given to operat­
ing and vehicle manufacturing energy saved by 
reduced automobile ownership levels brought about by 
transit service. Pushkarev and Zupan argue that this 
energy saving is significant (_!!_) but methods to 
calculate it are not well developed. Thus, neither 
energy consumed by the car left home nor energy 
savings brought about by reduced automobile owner­
ship are considered here. 

TOTAL ENERGY COSTS 

Component energy costs are given in Table 1. Total 
annual energy costs for BART are 4,893 BBtu and for 
the freeway alternative 4,721 BBtu. For BART there 
are significant propulsive, construction, and sta-

TABLE 1 Energy Costs: BART Versus 
Freeway (annual BBtu's) 

Energy Category BART 

Direct 
Propulsive 1,950 

Indirect 
Construction operating 2,053 
Construction hauling -a 

Maintenance 137 
Vehicle manufacture 94 
Processing -a 

Calorific 
Other ----222 
Subtotal indirect 2 943 

Total 4,893 

3 Included in construction operating energy. 

Freeway 

2,859 

408 
a -
992 
361 

• -
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1,862 

4,721 
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tion operating (other) energy costs, whereas propul­
sive and maintenance energy costs account for th,~ 
bulk of the freeway energy requirements. The dif­
ference in construction energy costs is the major 
factor in determining relative total energy costs 
for the alternatives. Overall BART energy costs are 
3. 6 percent higher than the freeway energy costs. 
Given the large number of assumptions employed, a 
difference of less than 10 percent between alterna­
tives cannot be considered significant. 

Lave expressed his results in number of years of 
ope ration that would be required for BART to pay 
back the initial energy investment. If these con­
struction energy costs were converted to an annual 
basis (assuming a SO-year life for BART and a 25-
year life for roadways) and petajoules were con­
verted to BBtu's, then Lave's calculations would 
result in 5,385 BBtu for BART, 2,563 BBtu for the 
freeway alternative with a 14-mpg average for the 
fleet, and 1,710 BBtu for the freeway alternative 
with a 27.5-mpg average for the fleet. On the other 
hand, using Lave's approach, the analysis in this 
paper results in a payback period of 63 years as 
follows: 

BART total construction energy costs = 102,642 
BBtu, 
Freeway total construction energy costs 
12,146 BBtu for construction + 2,649 BBtu for 
the garage, or 14,795 BBtu, 

- Annual operating energy costs (including every­
thing but construction and parking garage 
costs) for BART = 2,840 BBtu/yr and for the 
freeway option= 4,225 BBtu/yr. 

The years required to recover the initial expendi­
ture, then, are (102,642 - 14,795) BBtu initial ex­
penditure/(4,225 - 2,840) BBtu/yr savings, or 63 yr. 

Given the different service lives involved in the 
various components of the freeway alternative, 
nearly all of which are less than BART' s assumed 
service life, this calculated figure for the energy 
payback period should be viewed with caution. Before 
the BART system reaches the end of its service life, 
the roadway, bridge, and parking garage will all 
face extensive reconstruction; the payback approach 
does not reflect this. A clearer picture of relative 
energy costs can be obtained by using annualized 
construction energy costs, as has been done here. 

usowicz and Hawley used several different assump­
tions in their analysis, described briefly in their 
discussion of Lave's original article (7). A summary 
is given in Table 2 of the differences in results 
obtained by this analysis, by Lave, and by usowicz 
and Hawley. Obviously conclusions regarding relative 
energy efficienc ies can be affected significantly by 
changing basic assumptions. For those i nterested in 
pursuing the matter further, the differences in as­
sumptions and energy factors among the three studies 
are summarized in Table 3. 

TABLE 2 Total Energy Costs: BART Versus 
Freeway, Using Three Different Methods 
(annual BBtu's) 

Boyle 
Lave 

Usowicz and Hawley 

~Current automobile. 
Future autornoblle. 

BART 

4,893 
5,385 

2,714 

Freeway 

4,721 
2,563" 
1,710b 
4,735 
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TABLE 3 Assumptions and Factors Used in the Three Analyses 

BART propulsive energy 
MJ/ passenger km 
MJ/vehicle km 
Btu/vehicle mile 

Operating energy factor (includes energy Jost in refining) 
Automobile 

MJ/passenger km 

Btu/passenger mile 

Bus 
Ml/ passenger km 
Btu/passenger mile 

Bus efficiency 
km/liter 
mpg diesel 
Prior mode 
Automobile( %) 
Bus(%) 

BART cost ($1963, billions) 
BART construction energy factor 

MJ/dollar 
Btu/dollar 

BART trips 
Daily 
Peak hour 

Roadway needed in lieu of BART 
Lane km 
Lane miles 

Freeway cost ($1963) 
Per Jane km 

Per lane mile 

Freeway construction energy factor 
MJ/dollar 
Btu/doila1 

Costs of bridge and tunnel considered? 
Maintenance energy factor 

BART 
MJ/passenger km 
Btu/passenger mile 

Automobile 
MJ / passenger km 
Btu/vehicle mile 

Bus 
MJ/passenger km 
Btu/vehicle mile 

Annual travel diverted 
Automobile 

Million passenger km 
Million vehicle miles 

Bus 
Million passenger km 
Million vehicle miles 

Passenger per vehicle 
Bus 

Peak period 
Overall 

BART 
Automobile 

Manufacture factor 
BART vehicle 

MJ /vehicle km 
Btu/vehicle mile 

Automobile 
MJ/vehicle km 

Btu/vehicle mile 

Automobile weight 
kg 
lb 

Bus 
MJ/vehicle km 
Btu/vehicle mile 

Service life 
BART vehicle 

km 
miles 

Automobile 
km 
miles 

Bus 
km 
miles 

Boyle 

(Actual kilowatt hours from Section 15 data 
adjusred for pow~r pianr efficiency) 

4 .22 

6,401 

1.84 
'.l,'IY 1 

1.94 
4.5 

46.5 
53.5 
1.322 

81.9 
77,641 

150,000 
88,500d 

104.8 
65.5 

361 ,000 

577,600 

118 
111,864 
Yes 

(5% of total energy)h 

2,713 

13,142 

222.l 

28.9 

25 
11.5 
22.3i 
1.3 

2.215 
3,360 

0.777 

1,178 

1361 
3,000 

2.250 
3,413 

2 000 000 
1,250,000 

160 000 
100,0001 

480 000 
300,000 

Lave Usowicz and Hawley 

65.5 1.488 
3.06 31.8 
99,350 48,234 

4.82" 4.22 
2.45b 
7 ,311 8 

3,716b 
6 ,401 

I.84 1.532 
2, 79 l 2,324 

1.94 2.3 
4 .5 5 .4 

46.5 56.5 
54.S 43 .5 
2.l l9c 0 .902 

8 l.9 45 ,5 
77,641 43,134 

130,000 150,000 
76,700d 29,250 

74.7 198.4 
46 .7 124 

579,000 5441 , 130° 
l 78,432f 

926,400 370,133 
(23 l ,333)g 

118 118.4 
J 11,864 112,243 
No Yes 

_i 0.511 
8,133 

1.071 
2,112 

_I 0.564 
9,838 

379 565 
182.2 271.6 

436 435 
23.7 23 .6 

25 11.5 
11.5 
21.4 21.4 
l.3 1.3 

0.923 0.043 
1,400 l ,4UU 

0.772 8 0.654 
0.420b 
1,171' 922k 
637b 

16331 16331 

907m 907m 

0.675 0.058 
1,024 1,024 

4 800 000 4 800 000 
3,000,000 3,000,000 

180 000 180 000 
112,500 112,500 

I 600 000 I 600 000 
1,000,000 1,000,000 
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TABLE 3 continued 

Boyle 

Aspha lt in freeway (tons) 
Calorific energy of asphalt (million Btu/ton) 
Station operating energy(% of total energy) 

8,776 
37.1 
24h 

Parking spaces needed in CBD 
Cost per space ($1963) 

17,885 
2,265 

Parking garage energy factor ($1963) 
MJ/dollar 
Btu/dollar 

Highway capacity (buses/lane hour) 

~ Current. 
Future. 

~ l 9?q dollar.a 00 1 corre_cred to 1963. 
In 4 pc:.k hours. 

6 Co&t for 28.? urban lani, km. 

65,400 

600 

r co,t (qr 169. 7 ,ubutbnn Jane km. 
f Weighted «>JI. 
/rropu lslva ene,sy l.s 71 percent of total. 

J ~::!~%t;.ctlon IS . 

ENERGY IMPLICATIONS OF RAIL TRANSIT CONSTRUCTION 

The wide disparity in overall energy costs cal­
culated by different methods needs to be emphasized. 
Lave indicates that a rail transit system such as 
BART is much more energy intensive than a comparable 
freeway alternative. The results of this paper indi­
cate that both alternatives are roughly equal in 
terms of annual energy costs. usowicz and Hawley 
show BART to be much more energy efficient than the 
freeway alternative. The differences in results may 
be found in the assumptions employed, as indicated 
in Table 3. In almost every case energy factors and 
assumptions used by usowicz and Hawley are more 
favorable to BART than those used in this analysis. 
On the other hand, Lave' s assumptions tend to be 
less favorable to BART. Although many differences 
between this paper and Lave's analysis are revealed 
in Table 3, the key differences can be summarized as 
follows: 

- Lave incorrectly applies an energy factor based 
on 1963 dollars to a cost expressed in 1974 
dollars; the analysis in this paper converts 
all costs to 1963 dollars. Lave' s defense of 
this facet of his analysis is not convincing. 

- Actual fiscal year 1981 BART ridership was 
taken from the UMTA Section 15 report and was 
somewhat higher than that used by Lave. 

- Lave does not take into account vehicle mainte­
nance energy, nor does he consider the energy 
costs of additional parking structures required 
in the CBD under the freeway alternative. 

- Lave overestimates the service life of vehi­
cles, which affects the calculations of vehicle 
manufacture energy. 

- The highway capacity figure of 600 buses per 
lane hour is based on observed traffic flows; 
Lave's figure is twice as high. 

In addition to these differences, there is a major 
difference in the format used to present the re­
sults. Lave calculates the payback period, which may 
not be appropriate in comparing alternatives with 
different service lives. This analysis uses an­
nualized energy costs, which take service lives into 
account, and thus provides a clearer idea of rela­
tive energy costs. 

The results of this analysis do not support the 
belief that construction of new rail transit systems 
wastes energy. using reasonable assumptions and 
Lave ' s approach, it has been shown here that the 
annualized energy cost of BART is only 3.6 percent 
higher than that of a freeway alternative. Others 

Lave 

_i 

(Included in 
operating 
energy) 

_ i 
_i 

_, 

1,200 

Usowicz and Hawley 

(included in mainte­
nance energy) 

17,550 
2 ,265 

69 
65,400 

1,250 
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may fault the assumptions used here or argue that 
further energy considerations are needed. Trips 
induced by BART have not been considered here; use 
of the car left at home and the effects of rail 
transit on automobile ownership also have been 
ignored. 

Excluding induced trips from the analysis was 
also a simplifying assumption made by Lave, who 
pointed out the difficulty in separating trips in­
duced by normal mobility of people (who did not 
formerly make "this trip,• but did make a similar 
trip from their previous location) from trips in­
duced by BART (2). In Pushkarev and zupan's analy­
sis, reduction Gt the level of automobile ownership 
related to the availability of rail transit strongly 
affects their findings concerning the energy ef­
ficiency of rail transit (].). It is difficult to 
gauge the extent to which automobile ownership has 
been reduced; Pushkarev and Zupan use data from New 
York City and Long Island, which may not be trans­
ferable to San Francisco or to other areas. To 
balance this omission, use of the car left at home 
is also not considered. 

Pushkarev and Zupan also claim that generaliza­
tions concerning the energy efficiency of rail tran­
sit should not be based on BART, because BART' s 
reliance on complex technology has resulted in un­
usually high energy costs (B). Although it is dif­
ficult at present to evaluate this claim, new rail 
transit construction in Washington, n.c., Atlanta, 
Baltimore, and other cities will broaden the exist­
ing data base and provide a stronger foundation for 
energy analysis of rail transit systems. 

The reputation of rail rapid transit has been 
damaged by its adherents who have over stated its 
contribution to energy conservation. The findings 
here agree with those of the Congressional Budget 
Office report and a previous New York State Depart­
ment of Transportation study of transit's role in an 
energy-saving effort (3, 21) • A rail transl t system 
is not the answer to an energy crisis; however, - this 
is not the same as saying that construction of a 
rail transit system wastes energy. In reaction to 
the failure of transit to meet the extravagant 
claims made for it, conventional wisdom has swung 
too far in the opposite direction. The Congressional 
Budget Office report stated that slight variations 
in assumptions could lead to a conclusion that the 
energy impact of rapid rail transit system does not 
have clear-cut advantages or disadvantages in terms 
of energy consumption. Further studies on other new 
systems are needed; meanwhile, the idea that new 
rail transit construction wastes energy should be 
discarded on the grounds of insufficient evidence. 
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The Influence of the Price of Gasoline on 
Vehicle Use in M ultivehicle Households 

DAVID L. GREENE and PATRICIA S. HU 

ABSTRACT 

Two-thirds of the households in the United 
States that own motor vehicles own two or 
more. Multiple vehicle ownership permits 
households to substitute travel by fuel-ef­
ficient vehicles for travel by inefficient 
vehicles in response to higher fuel prices. 
Travel demand equations were estimated for 
one-, two-, and three-vehicle households by 
using disaggregate data from a monthly diary 
of vehicle use from April 1978 to March 1981. 
Three individual equations and a combined 
equation for small cars, large cars, and 
trucks were estimated. Price and fuel ef­
ficiency elasticities were allowed to vary 
according to the type of other vehicle owned 
by the household. In response to a 25 percent 
increase in gasoline price, the model pre­
dicts a 5 percent decline in vehicle use, but 
only a O. 2 percent increase in overall fuel 
efficiency is due to shifts to smaller 
vehicles. 

Consumer demand for gasoline and automobile use has 
been extensively studied, especially since the Arab 
oil embargo of 1973-1974. [A review of the litera­
ture on this subject through 1978 has been compiled 
by Greene (_!). J Many of these studies have dealt 
with gasoline demand in the aggregate by using 
either single equation, dynamic adjustment models 
(2,3), or systems of equations representing the 
d;m;nd for vehicle travel and fuel efficiency (4-8). 
Mellman (2_) has reviewed many of the significant 
studies of aggregate automobile travel demand. There 
is considerable literature on modeling travel demand 
by using disaggregate household data; however, it is 
primarily concerned with tripmaking and choice of 
travel mode rather than vehicle use and total vehicle 
travel (e.g., .!.Q.,11). Adequate survey data for disag­
gregate econometric analyses of household vehicle use 
have been collected only re~ently (_!1,ll), and as a 
result a few disaggregate studies of household use of 
highway vehicles have been published (14-.!fil. 

Both Mannedng (.!i) and Train and Lohrer (15) 
specifically consider the determination of vehicle 
use in households owning more than one vehicle. 
Manner ing' s model, estimated for two-vehicle house­
holds, includes use of the other vehicle as an 
endogenous right-hand side variable in each vehi­
cle-use equation. This structure clearly requires 
simultaneous equation estimation techniques. Train 
employs the more traditional econometric approach of 
expressing quantities of travel consumed as a func­
tion of prices and income (and demographic vari­
ables). Although Mannering's equation system con­
sists of two linear simultaneous equations for two 
unknowns, it could have been estimated in reduced 
form by nonsimultaneous techniques. From the per­
spective of the classical economic theory of con­
sumer demand, demands for commodities such as travel 

are temporally simultaneous; yet equilibrium demand 
equations, as functions of pr ices and income alone, 
always exist (e.g., _!2). This is the approach adopted 
in this paper. 

Both Manner ing and Train include the pr ice of 
gasoline in their models as a component of a cost­
per-mile variable. In the context of the household 
production theory of consumer demand, discussed 
below, this results in a commodity demand equation 
that is a function of commodity prices. As Pollack 
and Wachter (..!_!!) have demonstrated, it cannot be 
proven that such demand equations exist. The problem 
is the joint determination of commodity demand and 
commodity prices. Recognizing this, Train used an 
instrumental variable to represent cost per mile. 
Although this solution addresses the econometric 
problem of joint determination, it does not address 
the question of existence. Finally, both studies 
estimate a single equation for all vehicles owned by 
a household. That is, estimates of parameters are 
not allowed to vary across number of vehicles. In 
this study, miles traveled by different vehicles are 
considered to be different from, but closely related 
to, commodities and parameters; in particular the 
responses to gasoline price changes are allowed to 
vary. 

The focus of this paper is on changes in house­
hold vehicle use in response to changes in the price 
of gasoline. Disaggregate data permit quantification 
of the substitution of travel in fuel-efficient 
vehicles for travel in larger, inefficient ones and 
the variation of the sensitivity of travel to cost 
as a function of the number and types of vehicles 
owned. Recent panel survey data collected from April 
1978 to March 1981 afford an opportunity to explore 
the tendencies for u. S. households that own more 
than one vehicle to shift vehicle-use patterns as 
well as reduce total travel in response to higher 
fuel costs (Q) • The data used are almost ideally 
suited to this purpose because each fuel purchase is 
recorded for every vehicle owned by a household 
including the price paid, gallons purchased, and the 
odometer reading. This permits the estimation of 
miles traveled for each vehicle as well as actual, 
realized fuel economy. 

The demand for travel is modeled in the context 
of household production theory as a produced com­
modity. For one-vehicle households it is possible to 
investigate the hypothesis that consumers respond to 
the commodity price (gasoline cost per mile) instead 
of the goods price (the price of gasoline, which 
controls fuel economy). For two-vehicle households a 
demand equation is estimated that allows the travel 
response to fuel costs to vary according to the nine 
possible household combinations of small cars, large 
cars, and trucks. Because of the small sample size, 
it was not possible to estimate a similar equation 
for a three-vehicle household; however, a reason­
able, simplified version was developed. 

The remainder of the paper contains sections on 
the household production approach and functional 
forms of the vehicle-use models; the results of 
ordinary least squares estimation of the model; and 
shifts in vehicle use and improvements in fuel econ­
omy in response to price changes. 
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THEORY 

Michael and Becker (19) viewed households as deriv­
ing utility from commodities produced by them using 
purchased marl{et gooas (a,.iri,bl e an<'I nondurable) an<'! 
labor. Their concept is used in this analysis. House­
holds are assumed to maximize utility (u), which is 
a function of the commodity vector (z), subject to a 
constraint that full income (s) be spent. This can 
be represented by the Lagrangian 

L = u(z) -A[E(wti + £~il - s] 
i 

(1) 

where w is the wage rate, £i the price vector, !.i the 
vector of market goods quantities, and ti the labor 
time used in producing commodity i. First order con­
ditions require that the ratio of the marginal util­
ities (MU) of two commodities (i and j) equal the 
ratio of their marginal costs (MC) in both time and 
money as shown by Equation 2. 

[w(a ;a l 
ti Zi 

[w( a ;a l 
tj Zj 

MCi/MCj 

+ Pi < a ;a l I/ 
Xi Zi 

+ Pj < a ;a l I 
Xj Zj 

(2) 

The marginal costs are shadow prices of the com­
modities (which depend on the prices of market 
goods), the value of time, and the productivity of 
each in producing zi. 

consider a household that produces travel using 
two different vehicles. If both vehicles travel at 
the same speed, then (hedonic aspects of travel 
aside) the time cost component of marginal cost will 
be the same for both. Assume that vehicle l is more 
fuel efficient than vehicle 2 and that all other 
things are equal. Then 

p (ax/a) < p{ax/a ) 
z1 z2 

(3) 

where zi ( i = 1 or 2) represents travel by the 
respective vehicle, xis fuel c0nsumed, and pis the 
price of fuel. From Equations 2 and 3 it is clear 
that if the price of fuel increases between time 
periods, Pt+l > Pt, then 

( 4) 

and the relative use of vehicle 1 should increase 
(assuming declining marginal utilities or increasing 
marginal costs of travel for each vehicle). 

In one-car households options are more 1 imi ted. 
vehicle uRe c;in hP rP.<'lnce<'I or another mode of travel 
(e.g., walking or mass transit) can be substituted 
for personal vehicle travel. The ability to substi­
tute may depend on location more than any other 
factor. 

In three-vehicle households the opportunities for 
vehicle substitution are more complex. The sample 
size, which is only one-fifth of that for two-vehi­
cle households, proved to be a serious limitation to 
exploring vehicle-use patterns in three-vehicle 
households. However, a model with a simplified char­
acterization of vehicle holdings was reasonably 
successful. 

variables included in the models were gasoline 
price, own and other vehicle fuel economies in miles 
per gallon (MPG), household income, number of 
drivers, age of the vehicle (years), location (with­
in city limits of city of 50,000 or more, outside 
city limits of city of 50,000 or more, or rural), 
quarter of the year, and region (the nine Bureau of 
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the Census regions were used). The fuel economy 
assigned to a vehicle was average MPG over the en­
tire survey period. Thus simultaneity between MPG 
and vehicle use was not a problem. No information 
was available on the division of income into wage 
and nonwage sources. 

All models were estimated using the logarithms of 
all variables except age of vehicle. This formula­
tion implies constant elasticities but exponentially 
declining use over time. For all vehicle ownership 
levels, separate equations were estimated by vehicle 
type (small, large, or truck) to facilitate analysis 
of response of vehicle use to higher fuel prices. An 
alternative model, whir.h us,;,R the tr;in11l ng 11t. i 1 i t.y 
function, has been applied by Aigner and Hausman 
(20) to disaggregate data on the use of electricity. 
Their formulation would require expressing gasoline 
price in terms of cost per mile for each vehicle. 
Three vehicle classes were formed by aggregating the 
Environmental Protection Agency (EPA) classes of 
vehicle size. Compact and smaller cars were con­
sidered small; larger than compact, large. Standard­
sized pickup trucks, vans, and recreational vehicles 
were combined in the truck category, but minipickups 
were considered to be small cars. 

RESULTS 

All equations were estimated by calculating ordinary 
least squares regressions. The GLM procedure of the 
1979 SAS User's Guide (21) was used throughout ex­
cept in testing the price and MPG coefficients re­
striction, for which thP. SYSREG procedure was used. 
The fuel purchase data were aggregated to monthly 
average, and each month for each household was 
treated as a single observation (a description of 
the data and data processing is available from the 
authors) • The dependent variable was average daily 
travel for the month. The large number of households 
prevented the use of generalized least squares tech­
niques and at the same time tended to make them 
unnecessary. Results for the one-, two-, and three­
vehicle household models are described in turn. In 
the interest of conserving space, quarterly and 
regional dummy variable estimates have been omitted 
from tables. These are available from the authors on 
request. 

Most of the single-vehicle households in the 
sample owned a large car. About half as many owned a 
small car and relatively few owned only a truck. As 
the data in Table l indicate, the estimates for most 
parameters are similar for the three vehicle types. 
The elasticity of gasoline price for large cars and 
trucks is 75 percent or more higher than for small 
cars. Households with large cars appear to respond 
to the oost of gasoline per mile of travel as evi­
denced by the equal and oppositely signed elastic­
ities of gasoline price and MPG. If this condition 
were imposed as a constraint on each equation it 
would be rejected in all except the large car 
equation. 

It appears that truck owners are overly sensitive 
to the pr ice of gasoline. There does not appear to 
be an obvious explanation for this, although there 
is also no requirement that household travel depend 
on cost per mile. In the context of household pro­
duction theory, cost per mile is the commodity price 
of travel (or at least part of it). As Pollack and 
Wachter (18) have shown, commodity demand equations 
in terms of commodity prices do not exist, in gen­
eral. Essentially this is because the commodity 
pr ice depends on exactly how the household chooses 
to produce the commodity and how much it produces. 
In the case of multiple-vehicle households, it is 
evident that the overall gasoline cost per mile of 
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TABLE 1 Coefficients for Travel Demand Equations: One-Vehicle Homeholds 

Vehicle No. of 
Type Intercept Price MPG Income Drivers Age Urban Suburban R2 N 

Small car 6.540 -0.184 0 .302 0 .288 0 .08 1 * -0 .047 -0.167 -0.1 2 1 0.107 14,916 
Large car 6.078 -0.328 0.316 0.250 0 .267 -0 .051 -0.162 -0.050 0.124 29,281 
Truck 5.743 -0.435 0.301 (-0 .080) (0 .062) -0.068 -0.163 0.226 0.135 2,020 
Combined 6.400 -0.294 0.307 0.251 0.1 98 -0.051 -0.165 -0.059 0.119 46,217 

Note: Coefficients in parentheses are not statistically significant at the 0.05 confidence leve1 for a two-tailed test . All other estimates are significant at at 
least the 0.01 confidence level except one, which is jndicated by an asterisk. 

travel depends on which vehicle the household uses 
to produce the travel, For single-vehicle households 
it may be that truck owners are more likely to car­
pool or shift to other modes of travel, Unfortu­
nately the survey data are insufficient to test this 
conjecture. 

The estimates for MPG elasticity are remarkably 
consistent across vehicle types. They suggest that, 
within a size class, a 25 percent more efficient 
vehicle would receive 7 percent more use, other 
things being equal. Travel appears to be inelastic 
with respect to income: in fact, income elasticity 
is not significantly different from zero in the 
truck equation. The number of licensed drivers in a 
household has little effect in the truck and small 
car equations but substantially more in the large 
car equation. The effect of vehicle age is quite 
consistent across vehicle types, indicating approxi­
mately a 5 percent decrease in vehicle use per year 
for cars and almost 7 percent for trucks. Finally, 
the use of vehicles of all types inside the city 
limits of a city of 50,000 or greater is 15 percent 
less than of vehicles in rural areas. The effect of 
a suburban location varies much more across vehicle 
types, Caution should be used in interpreting the 
truck estimate because of the relatively small num­
ber of households ( as opposed to monthly observa­
tions) in the sample. 

A pooled estimation, using dummy variables to 
represent the effects of vehicle size, looks similar 
to an average of the three individual equations, The 
combined equation indicates strongly that one-vehi­
cle households respond to gasoline cost per mile in 
making vehicle use decisions. An F-test for equality 

of slope coefficients across the three vehicle types 
rejects the hypothesis of equality. This same result 
recurs in the two- and three-vehicle models. 

The two-vehicle household model recognizes the 
ability of households to make relative changes in 
vehicle use in response to higher fuel pr ices by 
allowing the price and MPG elasticities to vary 
according to the type of the other vehicle. Once 
again separate smal l car, large car, and truck equa ­
tions were est i ma t ed , Although the MPG e.lastic ities 
are relatively constant across vehicle combinations, 
the price elasticities vary a great deal, and gen­
erally in an interpretable pattern (Table 2). In the 
one-vehicle household equations the price elasticity 
wa s lowest for small cars and higher for large cars 
and trucks, This result tends to hold for two-car 
households as well, Furthermore, the elasticity of 
gasoline price should be expected to increase as the 
size of the alternative car decreases (its effi­
ciency increases), This also appears to be reflected 
in the results, With the exception of trucks, price 
elasticity is highest when a second small car is 
owned. Beyond that, it appears to make little dif­
ference whether the other vehicle is a large car or 
a truck, The truck equation is unusual in not fol­
lowing these patterns. The reason may be that in 
most cases when a household owns a truck, the other 
vehicle is a large car. Note that the other two 
price elasticity estimates are nonsignificant. An­
other possibility is that these results partially 
reflect real differences in the way households use 
trucks and cars. 

Another distinctive aspect of these equations is 
the pattern of increasing household income elastic-

TABLE2 Coefficients for Travel Demand Equations: Two-Vehicle Households 

Small Car Large Car Truck Combined 

Intercept" 5.756 5.784 5.663 5.617b 
5.716c 
5.722d 

Gasoline price if other vehicle is 
Small -0.161 -0.301 (-0.119) -0.225 
Large (- 0.058 -0.148 -0.228 -0.137 
Truck (- 0.061 ) -0.144 (-0.091) -0.l 18 

Own MPG if other vehicle is 
Small 0.284 0.417 0.356 0.343 
Large 0.354 0 .346 0.286 0.328 
Truck 0.328 0.354 0.479 0.372 

MPG of other vehicle (-0.DI 2) -O.Ql5 0.077 (0.004) 
Income 0.050 0.130 0.230 0.114 
Age -0.062 -0.053 -0.063 -0.057 
Number of drivers 0.223 0.277 0.251 0.255 
Urban (-0.032) -0.111 0.082 -0.048 
Suburban 0.088 (-0.009) 0 ,118 0.056 
R2 0.102 0 .112 0 .117 0.106 
N 21,814 30,354 10,394 62 ,562 

Note: Estimated values in parentheses are not significantly different from zero at the 0.05 confidence level 
using a two-tailed test. 
8 Quarter1y estimates and estimates of eight regional dummy variable parameters have been excluded to 
conserve space (available from authors on request). 

bSmall . 

cLarge. 

dTruck. 
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ity from small cars to large cars to trucks. Still, 
motor vehicle travel is decidedly income inelastic 
given vehicle holdings. Unlike the one-vehicle equa­
tion set, all equations appear equally responsive to 
an increase in the number cf drivers :!.n the house­
hold. Going from two to three drivers would increase 
the use of a typical vehicle by about 10 percent. 
Again, unlike the one-vehicle household equations, 
use appears to bear no simple or consistent rela­
tionship to location. Finally, the fuel economy of 
the other vehicle (MPG other) does not appear to be 
an important factor in determining vehicle use. 

For three-vehicle households, twice as many price 
and MPG alopaa would have been req1.1i rl!'rl t-n ,:,nvPr 
all possible vehicle combinations. Because only 
one-fifth as many observations are available and 
especially because the distribution of households 
among vehicle combinations is not uniform, this 
could not be done. Instead, the two other vehicles 
available to the household were classified according 
to whether one of the other vehicles was a small 
car. This is believed to be reasonable because most 
of the differences in coefficient estimates for the 
two-car equation appear to be based on a small car 
or other distinction. 

The relatively large number of insignificant 
coefficients (Table 3) hinders interpretation of the 
individual vehicle type equations. The combined 
equation has only one insignificant coefficient, 
income, and is thus easier to analyze. Although it 
may appear that there are more than enough observa­
tions, actually most are monthly replicates from a 
much smaller set of households. The panel data cover 
36 months. If the aver age househol d remained in the 
panel only one-half that time, then the 2,487 obser­
vations used to estimate the three-vehicle household 
truck equation may represent only a few more than 100 
households. For these reasons only the combined equa­
tion results are discussed. 

The three-vehicle model continues a trend evident 
in the one- and two-vehicle model results. As the 
number of cars per household increases, the impor­
tance of household income in determining use de­
clines and the importance of the number of drivers 
increases. Indeed, income is statistically insig­
nificant in the three-vehicle model. The importance 
of location is also diminished. The factors that 
appear to matter are number of drivers, vehicle age, 
fuel economy, pr ice of fuel, and household fleet 
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composition. Use of cars in households owning at 
least one alternative small car is almost twice as 
sensitive to fuel pr ice changes as in households 
that do not. Thus, the results indicate substantial 
willingness to substitute cheap miles for expensive 
ones when the choice is available. 

EFFECT OF GASOLINE PRICE ON VEHICLE USE 

It is clear that higher gasoline prices would cause 
these models to predict reduced vehicle use overall 
and a shift away from larger cars and trucks toward 
smaller cars . The effect on gasoline demand would be 
twofold: (a) a direct reduction through less travel 
and (b) a reduction proportional to the improvement 
in fleet fuel economy brought about by the shift in 
use. The quantity of vehicle travel for each cate­
gory for which there is a distinct price elasticity 
is needed to quantify these effects. Given this, the 
new total travel (Ttl can be computed as follows: 

Tt = t Toi (Pt/P0 )oi 
i 

(5) 

where (Pt/1'0 ) is the new- to-old price ratio, 
T0 i i s t he i nitia l period trave l ed by c a t egory i 
vehicles , a nd oi is t he appropr iate price e l a s­
ticities . An a verage p ric e elastic ity f o r t he given 
price change can be computed as follows: 

(6) 

where T0 = t Toi · Note that o i s not constant but de­
i 

pends on the price ratio. 
For vehicle miles the total vehicle miles of all 

vehicles in each ownership level is used--vehicle 
type category for the entire sample period. The cor­
responding total fuel use is used to compute effi­
ciencies (these data are available from the authors 
on request) • To give the reader a rough idea of 
proportions, 35 percent of the total vehicle miles 
is by small cars, 53 percent by large cars, and 
about 13 percent by light trucks. By ownership 
level, 37 percent of vehicle miles is by one-vehi­
cle, 49 percent by two-vehicle, and 14 percent by 
three-vehicle households. 

A 25 percent real price increase would cause a 

TABLE 3 Coefficients for Travel Demand Equations: Three-Vehicle Households 

Small Car Large Car Truck Combined 

Intercept" 5.575 4.889 5.615 5.404b 
5.302c 

Gasoline price if at least one other vehicle is 
(-0.242)d Small -0.517 (-0.044) -0.343 

Otherwise (0.001) -0.316 (-0.095) -0.185 
Own MPG if at least one other vehicle is 

Small 0.445 0.311 0.119 0.319 
Otherwise 0.420 0.441 0.404 0.413 

MPG of second vehicle (0.009) (0.046)d (0.026) 0.037 
MPG of third vehicle -0.066 (-0.037) -0.167 -0.090 
Income (0.059) (0.025) (0.066) (0.027) 
Age -0.061 -0.057 -0.074 -0.062 
Number of drivers 0.327 0.341 0.352 0.321 
Urban -0.100 -0.078 0.167 (-0.028) 
Suburban (-0.058) (-0.037) 0.122 (-0.005) 
R2 0.142 0.131 0.139 0.130 
N 4,424 6,437 2,487 13,348 

Note: Estimates in parentheses are not significantly different from zero at the 0.05 confidence level using a two-tailed 
test. 
3 Quarterly estimates and estimates for eight regional dummy variable parameters have been omitted to conserve space 

(available from authors on request). 

bSmall vehicle. 

cNo small vehicle. 

dSignificant at the 0.1 confidence level using a two-tailed test. 
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4,7 percent overall decline in travel for an average 
elasticity for that size increase of -0.216, Such a 
price increase, of course, occurred in consecutive 
years in 1979 and 1980. One-car households are most 

responsive to the 25 percent increase (;;' = -0.284), 
whereas two-car households are the least responsive 
(a= -0,158). Elasticity increases again for three­

car households (~ = -0.246). 
By vehicle type, large cars have the highest 

price elasticity (;; = -0.2786) i small car use is only 

half as high (;; = -0.1314) i and trucks fall in be-

tween (;; = -0.1931). Thus a price increase will 
the effect of shifting travel away from large 
toward smaller ones. This will have subtle 
estimable effect on the overall vehicle fleet 

have 
cars 
but 

fuel 
economy. The 25 percent price increase has the ef­
fect of increasing fleet fuel economy a mere 0.2 
percent. This would be less than 5 percent of the 
total decline in gasoline consumption caused by the 
price change. Of course, the possibility that house­
holds may take other actions ( e,g., greater tire 
inflation pressures and slower speeds) to improve 
vehicle fuel economies has not been discussed here, 
Apart from these, however, reduction in travel to­
tally dominates shifts in fuel economy in terms of 
the amount of gasoline used. 

SUMMARY 

The household production theory of consumer demand 
has been used to specify estimable disaggregate 
equations for household vehicle use. Separate sets 
of small car, large car, and truck equations were 
estimated for one-vehicle, two-vehicle, and three­
vehicle households by using panel survey data from 
April 1978 to March 1981. The results indicate a 
rough consistency between gasoline price and vehicle 
fuel efficiency elasticities for one-vehicle 
households. This result suggests that one-vehicle 
households may base decisions about use on the cost 
of gasoline per mile. For multiple-vehicle households 
this result breaks down as households indicate an 
inclination to substitute more efficient for less ef­
ficient travel. Although this practice may signifi­
cantly improve fuel economy for some households, the 
overall effect is negligible. In response to a 25 
percent price increase the model predicts a 4.7 per­
cent decline in vehicle use and a O. 2 percent im­
provement in fleet fuel economy induced by a shift 
in use. The average price elasticity of all vehicle 
travel associated with a 25 percent price increase 
was calculated to be -0.216, 
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Fuel Crises, Economic Uncertainty, and 

Outdoor Recreational Travel 

MARY R. KIHL 

ABSTRACT 

An assessment was made of the effects of fuel 
availability, fuel price, and general eco­
nomic conditions on attendance at national 
parks. The findings indicate that American 
propensity for outdoor recreational travel is 
strong enough to withstand the challenge of 
fuel shortage or economic uncertainty. This 
study demonstrates the resilience of outdoor 
recreational travel patterns in the decade 
1973 to 1982. The challenges of two severe 
fuel shortages in 1974 and 1979 and periodic 
recessions, most notably in 1981-1982, caused 
only momentary and inconsistent variations in 
the outdoor recreational travel patterns of 
the American traveling public. 

The focus of this study was a sample of 35 national 
parks selected from the list of national parks in­
cluded in "The Statistical History of the National 
Park System• and a parallel sample of state parks 
selected from nine states in different regions of 
the country. First, a procedure is presented for 
considering the potential associations between at­
tendance figures and fuel availability, fuel price, 
and the economy. Second, an assessment is made of 
the findings of a series of regression analyses, 
pertaining to both the national and the state sam­
ples. Third, a vailable origin and des tinat ion infor­
mation is rev i ewed so that the possibil i ty of sub­
stituting closer trips to state parks for longer 
trips to national parks can be considered. The find­
ings are then summarized and assessments presented. 

PROCEDURE 

Attendance patterns at national parks are frequently 
regarded as a barometer of outdoor recreational 
travel (J). This is in part because of the avail-

ability of a relatively consistent source of compar ­
able data. For ene rgy-related studies national par k 
attendance has the additional merit of representing 
the choice of long-distance travel. Because t r avel 
to national parks generally requires advance plan­
ning, such travel could be deferred in response to 
concerns about fuel availability, fuel price, or the 
economy. The existing body of literature on national 
parks is substantial. Most of it is concerned with 
predicting demand for particular attractors or par-
ticular parks; It!-- - · ·---, -1.v1. t::Aa111p.1.c, 

,.,, 
\~I 

assesses numerous studies that have constructed 
models that use measures of park attendance as de­
pendent variables and a variety of influencing fac­
tors as independent variables. Burton (3) reviews 
recreational forecasting studies in both the United 
States and England, and Cheung (!) assesses outdoor 
recreation participation models. Cheung' s model 
incorporated population size, accessibility, alter­
native opportunities, and attractiveness into a re­
gression model. No attempt is made in this study to 
add to this body of literature. Instead this study 
seeks to provide an aggregate longitudinal analysis 
of the impact of fuel availability, fuel pr ice, or 
the economy on park attendance (5) and examine the 
potential for state parks as alte;native attractors. 
[McAllister and Klett (6) introduced the effects of 
alternative recreation"il opportunities into a 
gravity model which would predict demand, but does 
not assess such impacts in a broadly based analysis 
of travel patterns.] 

The 35 national parks in the study sample were 
selected from the list of national parks included in 
"The Statistical History of the National Park Sys­
tem• provided by the u.s. Department of the In­
terior. All facilities designated as national parks, 
as distinguished from national monuments, national 
forests, or national recreational areas, were in­
cluded. An attempt was made to update and amplify 
the data supplied by the Interior Department through 
direct contact with each of the parks. Aggregate 
figures for 1981 and 1982 were requested as was 
information on the state of origin of the visitors. 
About 15 parks were able to provide updated ag­
gregate attendance figures, but only 5 supplied 

= 
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figures on the origin of visitors and even these 
data were not sufficiently consistent for a sta­
tistical analysis. 

Parallel data on attendance at state parks were 
requested from and supplied by nine states. The 
states were selected for inclusion on the basis of 
the following criteria: either they were home states 
for a large number of travelers to those national 
parks supplying data on travelers' origins or they 
were states with a national park within their 
borders. In addition, an effort was made to include 
representation from states in different census 
regions of the country: the Northeast, the South, 
the Midwest, the Mountain States, the Southwest, and 
the Far west. The states included were Arizona, 
California, Colorado, Florida , New York, Ohio, 
Pennsylvania, Texas, and Virginia. 

For each state both an urban park (one within an 
e asy day's drive of a major city) and a rural park 
(requiring at .least an overnight trip from a major 
city) were i ncluded. The expectati on was that these 
state parks could serve as alternative but closer 
outdoor recreational trip generators. Travel to the 
more rural parks was expected to approximate the 
national travel patterns, whereas attendance at the 
more urban parks was expected to rise in years with 
fuel or economic crisis. Within each state the urban 
and the rural park that drew the largest number of 
attendees were selected. This was to ensure that 
these parks would be recognized by name and have 
attractiveness within their respective states. 

Regression analysis was used to investigate the 
potential association between park attendance and 
fuel availability, cost, and the economy. To focus 
on explanations for relati ve changes in travel pat­
terns, increase in park attendance was used as the 
dependent variable. This figure controlled for dif­
ferences in overall attendance among parks and di­
rected attention to relative changes in travel to 
the respective parks. The independent variables 
required a measure that would be reflective of fuel 
er ises and a measure that would be reflective of 
economic conditions. The expectation was that the 
average daily supply of gasoline for each year would 
be a better barometer of fuel er ises than the more 
elastic figure of · gasoline price but both figures 
were obtained, the former from Statistical Abstracts 
and the latter from the U.S. Department of Energy 
monthly energy reports. Regressions were run using 
each variable independently. 

Rate of unemployment was used as a rough sur­
rogate for economic level, and it indicated con­
siderable variation in the economy within the 10-
year period. Unemployment for the individual states 
was used in association with the parallel studies of 
the state parks because of a need to reflect rela­
tive economic conditions at the travelers' place of 
origin. Unfortunately, there was no parallel con­
sistent meas ure of the availability of gasoline at 
the state level. Controls in the form of the state 
or standard metropolitan statist ical area (SMSA) 
population were also inserted into the regression 
equations as appropriate. {Bowes and Bloomis (7) 
have suggested the need to incorporate a correcti~n 
factor for uneven population zones into the travel 
cost models developed by Clawson and Knetsch.] Be­
cause there was no way of identifying substitution 
of loca l travelers for distant traveler s except 
where figures on origin o f the traveler wei::e sup­
p l i ed, these population figures provided a rough 
indicator of the potential for such s ubs titutions. 

Most studies of this type also include some mea­
sure of the intangible quality of park attractive­
ness (B-10), such as the number of park acres, hik­
ing trails, and so forth. However, with a diverse 
set of parks including beaches as well as mountain 
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camping locations, numbers of such attributes would 
be inappropriate. Consequently, as a rough measure 
of park attractiveness, this study used an index of 
park recognition that was based on an international 
travelers survey (11). It was assumed that parks 
recognized abroad would also be recognized attrac­
tors within the United States. In the survey spon­
sored by the U.S. Travel and Tourism Administration 
in the fourth quarter of 1982, international air 
travelers were a s ked to identify their specific 
destinations. The recognition index was constructed 
as follows: 

- Park mentioned by fewer than 100 international 
travelers was assigned a value of 1. 

- Park mentioned by 100 to 5,000 international 
travelers was assigned a value of 2. 

- Park mentioned by more than 5,000 international 
travelers was assigned a value of 3. 

More index points would have generated groups too 
small for manipulation in what was already a rela­
tively small number of parks. This index places such 
well-known parks as Grand Canyon, Yellowstone, and 
Yosemite in the highest category as indicated in 
Table 1. The expectation was that economic levels 
and fuel er ises would have a minimum effect on de­
termination to visit such parks. Wha t the study 
indica ted, however, was that the recognition index 
was not a consistent indicator of attendance at 
national or state parks in general. 

TABLE 1 Recognition Index for National Parks 

Index Index 
Park Nam e Value Park Name Value 

Arcadia 1 Isle Royale 1 
Arches I Kings Canyon 1 
Badlands 2 Lassen Volcanic 1 
Big Bend 1 Mammoth Cave I 
Biscayne 1 Mesa Verde 1 
Bryce Can yon 2 Mount Rainier I 
Canyonlands 1 North Cascade I 
Capitol Reef 1 Olympia 2 
Carlsbad I Petrified Fore st 2 
Crater Lake I Redwood 2 
Everglades 2 Rocky Mountains 2 
Glacier I Sequoia· 2 
Grand Canyon 3 Shenandoah 2 
Grand Teton 1 Theodore Roosevelt I 
Great Smokies 2 Wind Cave 1 
Guadalupe Mountains 1 Yellowstone 3 
Hot Springs 1 Yosemite 3 

Zion 3 

FINDINGS 

As indicated earlier, a ser.ies of regression pro­
grams attempted to establish an association between 
variation in attendance at parks and the indicators 
of a fuel crisis or economic uncertainty. A quick 
overview of attendance figures at the national parks 
showed considerable declines in attendance coincid­
ing with the fuel crisis years of 1974 and 1979 and 
with the economic downturns in 1975 and 1982. 
Eighty-three percent of the national parks regis­
tered declines in 1979, 73 percent in 1974, and 51 
percent in 1977. Of those parks providing data for 
1982, 90 percent reported declines in attendance. 

Relationships between these variables proved to 
be insignificant, however, when the parks were 
viewed in the aggregate in terms of a regression 
equation. A model using increase in park attendance 
as the dependent variable and fuel barrels avail­
able, unemployment rates, and local population as 
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FIGURE 1 Relative increase in fuel price and unemployment rates by 
year. 

independent variables generated an R-square value of 
only 0.02. For the state park sample, the same model 
generated only a sl i ghtly higher R-square value of 
0.119. Substituting fue l p r ice for barrels of fuel 
as a measure of the fuel crisis generated even lower 
R-square values: O .002 for the national sample and 
0.015 for the state sample, and eliminating the 
population figure reduced the R-square value even 
more. 

The model was also tested by substituting changes 
in fuel price and unemployment rates. It was hypo­
thesized that the traveling public might respond 
more to the degree of change in fuel pr ices and 
unemployment rates than to the actual numbers. The 
resulting R-square values were similar to those 
indicated previously: 0.03 for the aggregate na­
tional park sample and 0.19 for the aggregate state 
park s ample. 

A sepa rate regression for 1979, the year with the 
highest percentage of decreases in park attendance, 
continued to yield a very low R-square value (0.06). 
The estimate for the intercept was 747.9 with the 
estimates for fuel barrels available, unemployment 
rates, and local population at -0.31, 43.38, and 
-0.01, respectively. The d irectionals did conf irm 
that a decrease in fuel s upp.ly and an increase in 
the unemployment rate were associated with the de­
creased park attendance in 1979, especially where 
there was a lowe r loc al or s tate popula tion. The F­
value for the equation was, however, only 1.19-­
insignificant at even the 0.25 confidence level. 

As Figure 1 s hows, the years with the g reates t 
in~rease in automobile fuel prices did not coi nc i de 
with those years with the greatest increase in un­
employment rates. In order to control for the pos­
sibility that the effects of one type of adverse 
conditions were offset by improvements in the other, 
individual models were developed for increases in 
fuel prices and increases in unemployment rates. 
Again, both models indicated insignificant levels of 
association with changes in park attendance. The 
correlation of changes in park attendance with 
changes in unemployment rates netted an R-square of 
only 0.04 while that associating increases in park 
attendance with changes in fuel prices was even 
lower, -0.02. 

Further investigation led to an attempt to apply 
the model to the attendance records for each park 
individually. The results of this analysis indicated 
considerable variation among the parks. Although the 
model was significant at the O .1 confidence level 
and produced an R-square of O. 81 for Hot Springs, 

Arkansas, for example, it continued to be insignifi­
cant in explaining changes in the attendance at a 
number of other parks. The R-square values for the 
model when population of the host state was included 
and when it was removed are indicated in Table 2 
(national parks) and Table 3 (state parks). The data 
in both tables clearly indicate the impact of local 
population on attendance . For states with l arge 
populat ions , s uch as Cali forn ia , the number o f po­
tential local v isitors was f ar more s ign ificant than 

TABLE 2 R-Square Values for National Parks Included in 
the Sample 

Park 

Arcadia, Maine 
Arches, Utah 
Badlands, S. Dak. 
Big Bend, Tex. 
Biscayne, Fla. 
Bryce Cannon, Utah 
Canyonlands, Utah 
Capitol Reef, Utah 
Carlsbad Caverns, N. Mex. 
Crater Lake, Oreg. 
Everglades, Fla. 
Glacier, Wash. 
Grand Canyon, Ariz. 
Grand Teton, Wyo. 
Great Smokies, Tenn. 
Guadalupe Mountains, Tex. 
Hot Sprin~s. Ark. 
Isle Royale, Mich. 
Kings Canyon, Calif. 
Lassen Volcanic, Calif. 
Mammoth Cave, Ky. 
Mesa Verde, Colo. 
Mt. Rainier, Wash. 
North Cascade, Wash. 
Olympia, Wash. 
Petrified Forest, Ariz. 
Redwood, Calif. 
Rocky Mountains, Colo. 
Sequoia, Calif. 
Shenandoah, Va. 
Theodore Roosevelt, N. Dak. 
Wind Cave, S. Dak, 
Yellowstone, Wyo. 
Yosemite, Calif. 
Zion, Utah 

R-Square with 
Population, Fuel, 
and Unemployment 

.02 

.05 

.03 

.42 

.64 

.n• 

.15 

.47 

.49 

.04 

.87b 

.79' 

.67 

.64 

.47 

.37 

.81 a 

.51 

.11 

.42 

.24 

.56 

.35 

.ss 

.20 

.38 

.63 

.II 

.62 
.09 
.52 
.12 
.29 
.20 
.15 

8 Significant at the 0.1 confidence JeveJ. 

bSignificant llt the O.OS confidence level. 

cSignificant at the 0 .025 confidence level. 

R-Square with 
Only Fuel and 
l..Jnemploymenr 

.008 

.005 

.01 

.42 

.52 

.46 

.14 

.17 

.49 

.02 

.50 

.42 

.28 

.64' 

.27 

.36 

.soc 

.50 

.03 
.20 
.20 
.42 
.30 
.51 
.14 
.34 
.20 
.09 
.62' 
.05 
.44 
.02 
.22 
.18 
.13 
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TABLE 3 R-Square Values for State Park! Included in the Sample 

Park 

Yuma, Ariz. 
Picacho, Ariz. 
Roosevelt, Pa. 
Pymatuni, Pa. 
Humbolt, Calif. 
Huntington Beach, Calif. 
Pocahontas, Va. 
Hungry Mother, Va. 
Cherry Creek, Colo. 
Lathrop, Colo. 
Tyler, Tex. 
LBJ, Tex. 
Fugh Taylor Birch, Fla. 
Myakka River, Fla. 
Jones Beach, N.Y. 
Walkins Glen, N.Y. 
Houston Wood, Ohio 
Lake Hope, Ohio 

Rural or 
Urban 

R 
u 
u 
R 
R 
u 
u 
R 
u 
R 
u 
R 
u 
R 
u 
R 
u 
R 

aSignificant at the 0,05 confidence level. 

bSignificant at the 0.025 confidence level. 

either the measure for the fuel crisis or the econ­
omy. Understandably, out-of-the-way parks in states 
with lower population levels were affected more by 
national concerns about fuel and the economy. 

A quick review of Table 3 (state parks) appears 
to support the expectation of differences between 
patterns of attendance in urban and rural parks. 
Rural parks appear to be affected much more by fuel 
shortages and the economy than the more urban parks, 
a finding that might suggest the substitution of a 
trip to a nearby recreational park for a more dis­
tant one. Yet, taken as a whole, the differences 
between urban and rural park attendance proved to be 
insignificant. This was true especially when local 
population was removed from the model. 

Clearly differences in individual parks accounted 
for far more of the variability in attendance 
records than was indicated by the aggregate model. 
Attendance at individual national parks, such as 
Grand Teton, Hot Springs, and Sequoia, appears to 
have been more highly affected by national concerns 
about fuel and the economy than attendance at less 
well-known, remote parks such as Arcadia and Arches. 
Telephone discussions and notes from those respons­
ible for data collection at the parks helped to 
confirm observations about the importance of con­
cerns specific to a given park in determining at­
tendance. Factors, such as reports of poor fishing, 
road construction, marketing campaigns, and the 
installation of new electronic counters, were used 
to explain changing attendance patterns at different 
parks. 

As indicated previously, insufficient comparable 
data were available to allow an assessment of 
changes in attendance patterns of visitors to na­
tional parks or to determine whether the use of 
aggregate attendance figures masked the substitution 
of visitors from short distances for those from long 
distances. Nevertheless, some preliminary observa­
tions can be made from the information supplied by 
five parks: Rocky Mountain, Petrified Forest, Carls­
bad Caverns, Capitol Reef, and Yellowstone. Although 
these parks were arbitrarily selected and, therefore, 
observation cannot be generalized, they do represent 
a fairly good cross section of the parks in the na­
tional park study. They are in five different states 
and include two parks ranked at 1 on the recognition 
index, two ranked at 2, and one ranked at 3. 

Because information was supplied in different 
forms by these parks, a simplified common method of 

R-Square with 
Population, Fu el, 
and Unemployment 

R-Square with 
Only Fuel and 
Unemployment 

.90 

.38 

.48 

.83 

.90 
.21 
.62 
.83 
.71 
.90 
.35 
.67 
.98b 
.27 
.61 
.37 
.34 
.96b 

.73 

.36 

.40 

.77 

.34 

. 17 

.46 

.33 

.25 

.89° 

.28 

.39 

.90 

.21 

.26 

.26 

.32 

.53 

analysis was applied to all. Visitor index scores 
were constructed for each park for each year for 
which information was supplied, and the names of the 
five states supplying the greatest number of visitors 
were noted. A value of 1 was assigned to the host 
state of the park, 2 to a neighboring state, 3 to 
another state in the same region as the park, 4 to a 
state in an adjacent region, and 5 to a state across 
the country (12). These scores were then weighted to 
indicate the ;;nking of highest down to fifth highest 
number of visitors. The scores for the appropriate 
states were then multiplied by the weights and the 
total scores for individual years were obtained by 
adding the weighted state scores. 

For example, in 1980 the highest number of visi­
tors to Capitol Reef Park in Utah was from Utah; the 
second highest number of visitors was from Califor­
nia, a state in the region; the third highest number 
was from Colorado, a neighboring state; the fourth 
highest number was from Arizona, a state in the 
region; and the fifth highest number was from Flor­
ida, a state across the country. Therefore the total 
visitor index score was 34. The procedure for as­
signing visitor index scores is given in Table 4. 

TABLE 4 Procedure for Assigning Visitor Index Scores 

State Contributing Index 
Most Visitors Value Weight Score 

Utah 1 X 5 5 
California 3 X 4 12 
Colorado 2 X 3 6 
Arizona 3 X 2 6 
Florida 5 X 1 5 

Total visitor index score 34 

Higher scores indicated a greater number of visi­
tors from distant states. When these visitor scores 
were compiled for each year for which information 
was supplied, the scores appeared to be remarkably 
consistent for each park. 

- The scores for Capitol Reef were 34 in 1980, 33 
in 1977, 33 in 1976, and 35 in 1975. 

- For Petrified Forest the scores were 47 in 
1982, 41 in 1981, 48 in 1980, and 48 in 1940. 
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- Rocky Mountain had scores of 39 in 1975, 1974, 
and 1953. 
Carlsbad Caverns had scores of 38 in 1979, 37 
in 1968, 38 in 1964, and 40 in 1960. 

- Yellowstone showed the greatest variation: 37 
in 1981, 37 in 1980, 44 in 1977, and 52 in 1976. 

only Yellowstone showed any substantial substitu­
tion of more local for more distant visitors in 
recent years. Generally, the variation was minor, 
one state replacing a neighboring state in the list 
of the five states providing the highest number of 
visitors to a particular park, With so small a sam­
ple it is impossible to detect a general trend, 
Nevertheless, these observations do lend support for 
initial statements about persistent trends in travel 
patterns. 

CONCLUSIONS 

In general, the American traveling public appears 
determined to pursue plans to visit national parks 
despite the challenges provided by fuel shortages 
and economic uncertainty. A closer look at indi­
vidual parks indicated that the impacts of such 
national concerns were more apparent at some parks 
than at others, Additional case studies would be 
needed to determine why attendance at some parks has 
been affected more than that at others. The recogni­
tion index used in this study proved to be inconclu­
sive in providing explanations. It was true that 
parks with high recognition levels, such as Grand 
Canyon, were not affected significantly despite 
remote locations, but attendance at a number of less 
well-known parks also proved to be affected in­
significantly, 

Attendance patterns at state parks generally 
mirrored those of national parks rather than provid­
ing any clear indication that they became alterna­
tive closer destinations when travel to national 
parks was more difficult. State parks near cities 
did not generate significantly different attendance 
patterns from more rural parks when the model was 
controlled for local population size, Again, further 
study would be needed to explain why some state 
parks seemed to be more affected than others. 

A study of this type can offer no proven explana­
tion for the apparent resilience of outdoor recrea­
tional travel patterns, Several potential explana­
tions, however, are suggested for further study. 

It is possible that in times of fuel shortages 
the American traveling public will make alternative 
provisions for in-town regular trips, such as work 
or shopping trips, and reserve their automobiles for 
planned vacations or weekend trips to state parks 
(Jl). Where public transit or carpools are viable 
alternatives for daily travel, this type of trade­
off might well be feasible. 

The national survey conducted in connection with 
the Third Nationwide Outdoor Recreation Plan offered 
further support for the findings of this study (14), 
The study indicated that expenditures for recrea­
tional participation have been affected less by in­
flation or recession than by other types of expendi­
tures (15) • The survey was conducted in 1977 after 
the first major increase in fuel prices and before 
the second. Respondents were asked whether the in­
crease in price of gasoline had caused them to take 
fewer outdoor recreational trips. Fifty percent 
answered no, 47 percent answered yes, and 3 percent 
had no opinion. When asked whether the pr ice of 
gasoline caused them to make shorter trips, 49 per­
cent answered yes, 47 percent answered no, and 4 
percent had no opinion, Changing travel patterns 
among 49 percent of the traveling public would in-
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deed make a difference in attendance patterns, and 
it is true that for most parks attendance did 
decline in years of crisis. 

One-half of the respondents, however, indicated 
that they had not made fewer recreational trips, 
This group would not have deferred a planned trip to 
a national or state park, The respondents to the 
national survey were also asked whether doubling the 
fuel price would affect their future travel to out­
door recreation. Eighty percent said that it would, 
However, despite a doubling of the gasoline price 
from $0.62 in 1977 to more than $1.20 in 1982, this 
study revealed little actual change in recreational 
trips, at least not in trips to national or state 
parks. The focus on relative increases or decreases 
in attendance by park indicated that even in 1979 
the level of decrease was only significant for a few 
parks. 

Further study would be needed to indicate whether 
there was an increase in use of city parks during 
the crisis years of the 1970s, Individuals who de­
ferred travel to national parks also might have 
found that travel to state parks represented too 
great an expenditure of fuel or funds and may have 
substituted a visit to a city or regional park . 
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The Scenario Analysis Process and 
Long-Range Transportation Planning 

JOHN M. MORDECAI 

ABSTRACT 

An 18-month study of a prototype application 
of a scenario planning methodology for pub­
lic planning is documented. The scenario 
technique is intended to address concerns 
about long-range planning in the light of 
uncertainties about the future by consider­
ing the interaction of a few key variables. 
By assigning values to each of the variables 
and considering their interaction, a panel 
of policy makers generates several hypotheti­
cal scenarios of the future that provide a 
context for considering directions for fu­
ture public policy. The key variables were 
oil supply, economic activity, and tech­
nological change. The scenario process is 
described and a summary is given of the sub­
stantive findings. Also the value of sce­
nario analysis as an adjunct to the ongoing, 
conventional transportation planning process 
is assessed. 

It is fairly accurate to describe long-range trans­
portation planning as a process that projects future 
conditions based on existing trends and implicit 
assumptions about the key interrelationships between 
transportation and other factors, such as land use 
or the economy. The projected future conditions 
describe a set of needs on which plans and programs 
are based. Of course, the problem with this conven­
tional approach is that it breaks down when the 
future is not a neat extension of the present or 
when the assumed relationships are altered. This was 
illustrated by the energy supply disruptions of the 
1970s, which created departures from expected trends 
in travel behavior and gave new importance to sets 
of interactions that had never before been given 
serious attention, such as the linkage between the 
demand for transportation and the ability of the 
government to finance transportation investments. 
The demonstration project conducted by the Balti-

more, Maryland, Regional Planning council from fall 
1981 to spring 1982 was an effort to focus more 
attention on unexpected changes in energy and other 
conditions that have a significant bearing on trans­
portation and to consider more fully the interac­
tions among transportation, energy, and other mat­
ters of primary importance to the region. 

The project used a planning technique called 
multiple scenario analysis, which has been used 
frequently by private industry and research groups 
to improve planning for an uncertain future. The 
process consists of examining the interaction of a 
limited number of key factors that are expected to 
have a fundamental influence on future needs. By 
assigning several plausible but widely differing 
values to the selected factors and combining them in 
different ways, several hypothetical pictures of the 
future can be derived. Individually, the alternative 
future conditions pose unique problems and demand 
individualized public responses: collectively, they 
are intended to encompass the full range of possible 
futures and assure that the planning process has 
addressed them. 

In the Baltimore study, a group of officials from 
the public and private sectors examined four futures 
(called scenarios) that were typified by variations 
in (a) availability of energy for transportation, 
(b) economic conditions, and (c) commercialization 
of technology. The interactions of the key variables 
with regional conditions brought to light a number 
of transportation issues (some were already part of 
the conventional transportation planning process and 
some were new) that demanded consideration of new 
policy and program responses and suggested important 
linkages between transportation and other functional 
areas of the regional planning process. The intent 
of the study was to generate discussion of these new 
concerns and to consider public-policy options in 
response to them. 

STUDY CONTEXT, THE BALTIMORE REGION 

The Baltimore region lies in the lower portion of 
the northeast corridor, which includes Boston, New 
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York, Philadelphia, and Washington, o.c. The region 
is typical of these urban areas and shares the 
trends and problems commonly associated with them. 
Most notably: 

- n.1-1 vlUt:1. \.:t:H1i..1.al u1.Uc:1.11 cu.ct:: w.iti1 =:su.Li::uunO.ing 

suburban areas, 
- Most trips oriented toward the city center but 

significant amounts of travel oriented to wide­
spread suburban locations, 

- A shifting of the employment base from heavy 
manufacturing to service and trade industries, 
and 

- New growth directed toward suburban areas. 

The Regional Planning Council (RPC) is an associ­
ation of the governments of Baltimore City and the 
five surrounding counties. The planning community 
also includes the Maryland departments of Transpor­
tation (MOOT), Natural Resources, Health and Mental 
Hygiene, and Planning. The RPC staff conducts vari­
ous federally ma11dateU planning pi:-ogi:-arns [01. th~ 
region in conjunction with MOOT and carries out 
programs in natural resources, land use, housing, 
and economic development. 

PROJECT RESULTS AND FINDINGS 

The primary intent of the project was to bring a new -------~·-·- ~- , ___ ----- ~-------~-~:-- _, ___ : __ .t',;;:;;&.gt:',;;:;;'-""-.1.V!!;;'. \.V .1..v11y-.1.c:;u1y,;;:;; \..J..QIID):'V.L\,,.Q\,,.J.Vll ~.LQ.1111.L.I.IYr 

particularly in relation to varying future condi­
tions. The results of this concern were evidenced in 
several specific areas. 

The Energy/Transportation Futures panel recom­
mended a number of policies to the RPC and its com­
mittees for inclusion in the 1982 General Devel­
opment Plan (GDP). Many of these policies were 
included1 however, because the GDP must be approved 
by a wide range of public and private organizations, 
it is a conservative document, and some of the more 
innovative policies were not adopted. For example, 
the panel recognized that systematic reduction in 
maintenance of low-volume facilities might be neces­
sary under certain conditions, but the GDP does not 
reflect that concept. Also, the panel suggested 
establishing a regional body to encourage new in­
dustry, which would be funded through tax-base shar­
ing. This policy was not accepted for the GDP. These 
policies and others that were rejected were ex­
tremely controversial1 however, they were considered 
in the formal deliberations and they have been stated 
for further consideration in the conventional plan­
ning process and greater attention in the work pro­
grams of the RPC and other planning agencies. 

The maior findinqs of this studv on enerqv use in 
the transportation sector did not center on conven­
tional conservation themes. Instead, the interac­
tions of the key factors--oil availability, economic 
activity, and technological innovation--emphasized 
fundamental relationships that pointed to more far­
reaching problem areas. For example, it was clear 
that with adequate oil supplies and healthy economic 
growth, there would be pressure for suburban expan­
sion, little inclination to reduce fuel consumption, 
and reduced market demand for technologies that 
could reduce travel or increase automobile mileage. 
It was determined that under these conditions, the 
success of public conservation programs would be 
minimal and that more pressing needs would center on 
augmenting conventional transit to serve expanding 
suburban areas and adapting the transportation net­
work to the changing needs of a growing industrial 
base. At the other end of the spectrum, a stagnant 
economy and chronic fuel shortages would automati­
cally promote conservation, reduce fuel consumption, 
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and sharply reduce the rate of suburban growth. This 
scenario would yield its own set of problems that 
would revolve around severe shortfalls in transpor­
tation revenue caused by reduced consumption, pre­
clude adequate maintenance of the highway system, 
and make it impossible to meet growing demands on 
the transit system. 

By establishing these long-term relationships 
among oil availability, economic conditions, devel­
opment trends, and transportation r evenues, the 
study provided a new perspective for long-term plan­
ning and a new context for the design of specific 
policies and programs to be developed through on­
going planning activities. 

It is impossible to predict the degree to which 
this one-time project will have lasting influence on 
transportation planning or public decision making. 
The issues that emerged as most significant in the 
course of the study receive little or no attention 
in existing work programs. Thus, for the issues 
initially voiced during the scenario exercise to 
receive continued attention and further development, 
significant changes will be required in the sub­
stance of the existing planning process. 

SCENARIO PROCESS 

The broad objective of the study was to reassess the 
future needs of the region, not in traditional terms 
of a single future scenario extrapolated from cur­
rent conditions but by considering a number of alter­
native scenarios, each having its unique set of pub­
lic and private responses. For the outcomes of the 
process to have the most lasting effect, it was 
vital that the government officials who participate 
in the decision making be involved. Thus, a panel of 
17 officials from local governments, state agencies, 
and private organizations was recruited and became 
the group around which the project was structured. 
The exercise was divided into three meetings. 

Fi r Rt Plln f>l Mee ing 

The panel's main task in the first session was to 
agree on a limited number of key factors (called 
independent variables) that were beyond the control 
of the region and that would have the greatest in­
fluence on the region, especially with respect to 
transportation, land use, and economic development. 

The panel selected three variables and assigned 
them general values that might occur during the 
coming decade. 

1. Availability of oil: plentiful, stable, and 
shortage, 

2. Economic growth: vigorous, slow, and de­
clining I and 

3. ConuT1ercialization of technology: rapid and 
slow. 

The first session also included initial discus­
sions of how the key factors would interact and 
which future conditions would be most important in 
considering future regional needs and problems. 

Before the second session, the staff arrayed the 
variables to form 18 cells (skeleton scenarios) and 
described the history of conditions in selected 
cells. 

Second Panel Meeting 

The major business for the second meeting was to 
select the cells to be studied in more detail. The 
scenarios agreed to by the panel are given in Table 
li they were 
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Scenario 5, the Trend Scenario, was considered 
the most likely to occur. 
Scenarios 3 and 7, Decline and Growth, were 
selected to represent polar conditions that 
would demand extreme responses of public and 
private policy. 
Scenario 16 shifting to Scenario 10 in the 
middle of the planning period was designated 
Transition. This combined scenario was selected 
so that the panel could consider the actions 
necessary to respond to a major, prolonged 
interruption of fuel supply. 

TABLE 1 Comparison of Significant Trends from Each Scenario 

Scenario 3: Decline 

Energy Use 
High prices and depressed economy 

reduce consumption. 

Economy 
All segments of industry operating 

at depressed levels. Unemployment 
is most severe for blue-collar and 
semiskilled work force. 

Transportation 
Demand: Automobile travel de­

creases, transit and paratransit 
increase, coal and grain exports 
rise. 

Supply: No expansion, investment 
in the highway system declines, 
transit service cutbacks. 

Government Revenue 
Sharp declines in MDOT revenue, 

further eroded by high inflation 
rates. 

Local government revenues decline. 
Reduced federal assistance. 

Scenario 5: T1 end 

Increased automobile efficiency reduces 
fuel consumption. 

Slow economic growth. Unemployment 
is most severe for blue-collar and semi­
skilled work force. 

Demand: Automobile travel grows as a 
result of more nonwork trips, little 
change in transit and para transit use, 
coal exports increase. 

Supply: Little expansion, investment 
in the highway system declines, transit 
cutbacks. 

Slow declines in MDOT revenue. 
Constant local government revenue. 
Reduced federal assistance. 

TABLE 2 Major Scenario-Dependent Variable Interactions 
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The remainder of the second session focused on a 
discussion of other conditions in the region that 
could be influenced by regional actions (called 
dependent variables) that could be taken in each 
scenario. The major scenario-dependent variable 
interactions perceived by the panel are given in 
Table 2. 

Finally, the panel discussed the policies that 
would be most appropriate to address the problems 
suggested by the scenarios and dependent variables. 
For the most part, the suggested policy actions 
reflected the previous discussion, but the panel 

Scenario 7: Growth 

Stable prices and high levels of economic 
activity prevent significant reductions 
in consumption. 

Infusion of medical and technical light 
industry; some revitalization of heavy 
industry through plant modernization. 
Unemployment for blue-collar and 
semiskilled work force is stable. 

Demand: Automobile travel grows as a 
result of suburban growth and more 
nonwork trips, transit ridership de­
clines with suburbanization, little 
change in paratransit, port tonnage and 
rail volumes decline as light industry as­
sumes high portion of industrial output. 

Supply: Competition for funds between 
expansion and maintenance of the high­
way system, transit cutbacks. 

Stable MDOT revenues. 
Modest increases in local government 

revenue. 
Reduced federal assistance. 

Scenarios 16 and 10 Combined: 
Transition 

High levels of demand before inter­
ruption. Sharp reductions forced 
by shortfall. 

Comparable to conditions in Growth 
Scenario with no protracted change 
following the fuel interruption. 

Before interruption: Similar to 
Growth Scenario. 

After interruption: Sharp rise in 
coal exports, reductions in non­
work trips, sharp, temporary in­
creases in transit and paratransit. 

Before interruption: Similar to 
Growth Scenario. 

After interruption: Sharp drops in 
MDOT revenues with slow re­
covery through the remainder of 
the period. 

Impact on Dependent Variable 

Independent Variable 

Oil availability and economic growth 
Plentiful and rapid 

Shortage and slow 

Economic Growth 
Rapid 

Slow 

Technology 
Mini cars 

Telecommunications 

Primary 

More rapid suburbanization 
Increased travel 

Slower suburbanization 
Reduced travel 

Increased share of growth in­
dustries (service, technical) 

Public infrastructure needs in 
suburban locations 

Declines in manufacturing 

Increased need for public 
infrastructure to attract 
new industry 

Need for new highway con­
figurations 

Reduced fuel consumption 

Reduced travel 

Secondary 

Increased need for paratransit to supplement conventional transit 
Increased transportation revenue 

Increased demands on conventional transit 
Reduced transportation revenue 

Labor force training to match new industry needs 

Reduced port and rail volumes; increased airport and truck 
volumes 

Labor force training of displaced blue-collar workers 
Underutilized rail and port capacity 
Reduced transportation revenues 

Reduced transportation revenue 

Reduced transportation revenue 
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also indicated an interest in promoting alternative 
fuels and developing energy contingency planning. 

Before the final meeting, the staff wrote de­
tailed scenarios based on the previous panel ses-

their effects on the problems and needs posed by 
each scenario. The panel was asked to review this 
material before the final meeting. Figure l shows a 
comparison of the major elements of the scenarios. 

Third Panel Meeting 

The third session was devoted to identifyinq poli­
cies that would respond to future regional needs as 
represented by the scenarios. The staff proposals 
from the written scenarios served as a basis for the 
panel discussion. The panel generated a large number 
of different potential policies. The following poli­
cies received the most attention: 

1. Transportation policies 
- Conventional public transit must be con-

Rapid Commercialization 
of New Technology 
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sidered in relation to paratransit and 
privately sponsored transportation programs. 

- The port and airport are dependent on ade­
quate landside distribution and delivery 
systems ; therefore railroads and highway s 
must be an integral part of port and air­
port planning. 

- A complete halt in construction of new 
transportation facilities is unacceptable 
under any set of future conditions . 

- A regional sales tax should be implemented 
to fund transportation improvements. 

2. Energy policies: Further study of the use and 
r.nnRP.rvi.t.inn nf PnPrgy 1 R nP.P.r!P.rl rPgi.rrll P.RR nf fnt-.nrP. 
conditions. 

3. Land development policies: Promotion by the 
government of centralized development and residential 
areas located near work i s desirable; but er ime, 
quality of schools, and racial distributions are 
probably overriding factors in choosing a location. 

4. Economic development 
- A regional agency should be formed to co­

ordinate efforts to attract new industry. 
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Scenario 10: World War II i~ terms of non-military technological development and 

Scenario 16: 
Scenario 17: 

domestic fuel shortages. 
Late 1960s in that few gains were made in transportation technology . 
1935-1940 . 

Scenario 18: 1930-1934 . 

Scenarios selected for.further development are shaded . 

FIGURE 1 Scenario matrix. 
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Tax-base sharing is a potential means of 
pooling resources and sharing benefits of a 
regional approach to economic development, 

- Unskilled labor and unemployed youth will 
be a major problem under any set of 
regional conditions. 

- In the coming decade a joint effort by 
government and the private sector will be 
required to retrain a labor force, 

Following this session, the staff prepared re­
vised policy statements that were mailed to the 
panel for final review. The panel was also asked to 
indicate which of the policies could be recommended 
for the 1982 General Development Plan and which 
should be the subject of further study. 

The final policy recommendations were presented 
to appropriate subcommittees of the Regional Plan­
ning Council for approval before they were included 
in the General Development Plan, 

THE STUDY AND ONGOING PLANNING ACTIVITIES 

As was the intent, the scenario exercise delved into 
concepts and substantive issues that are not usually 
covered by conventional planning, The most important 
of these is that the future is not necessarily an 
extension of the present and that existing programs 
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and policies may not be appropriate for the future, 
Those concepts and the specific, substantive results 
of the study depart sharply from the current ap­
proach and substance of transportation planning. 

Because the study concepts are innovative, they 
cannot be easily embraced by the conservative, well­
established planning procedures and decision-making 
process. In practice such a change would require 
major changes in agency work programs that would 
allow a more flexible agency response to uncertain 
and constantly changing needs and in the attitude of 
decision makers to new and controversial policies. 

The panel was largely comprised of individuals 
who will continue to be influential in policy and 
program development and can be expected to support 
the methodology and results of the futures project. 
Their support is essential to any substantial re­
alignment of the planning process or change in 
transportation decision making, It remains to be 
seen whether the influence of this group will be 
sufficient to alter the firmly entrenched practices 
of the existing planning framework i therefore, the 
long-term benefits of scenario analysis in this con­
text remain uncertain at this time. 

Publication of this paper sponsored by Committee on 
Energy conservation and Transportation Demand, 

Incorporation of Energy Analysis in the 

Transportation Improvement Program Process 

NATHANS. ERLBAUM and WILLIAM C. HOLTHOFF 

ABSTRACT 

The New York State Department of Transporta­
tion in cooperation with the Genesee Trans­
portation Council (the metropolitan planning 
organization of Rochester, New York) studied 
ways to incorporate energy conservation in 
urban transportation planning and project 
decision making. The study evaluated the 
energy impact of 92 proposed transportation 
projects, described these findings to local 
officials, and examined the impact of this 
information on project selection. 

In 1980 the transportation sector used approximately 
56 percent of the nation's petroleum, and more than 
97 percent of the energy used in transportation was 
petroleum based, Clearly, reductions in the use of 
energy by the transportation sector would help re­
duce the nation's use of petroleum and its depen­
dence on foreign oil. 

At the state and local level, limited progress 
has been made to incorporate concerns about energy 
into the urban transportation planning and project 
decision-making process. To investigate ways to 
increase concerns about energy at this level, the 
New York State Department of Transportation (NYSDOT) 
and the Genesee Transportation Council (GTC) ( the 
metropolitan planning organization of Rochester, New 
York) jointly assessed the energy implications of 
the proposed 1983-1988 Rochester Transportation Im­
provement Program (TIP) • (TIP is a federally man­
dated compilation of all transportation projects and 
expenditures planned for a region.) The purpose of 
the study was to 

1, Determine the energy savings and energy costs 
(of construction) for all projects to be included in 
the 1983-1988 TIP, 

2. use these results at various points in the 
local area's process for setting project priorities. 

3. Assess the effectiveness of the procedures, 
both technical and administrative. 

To accomplish these goals, the study group (a) de­
veloped analysis tools for those projects for which 
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current methods are weak or are not available: (b) 
monitored key energy-use and travel indices for the 
Rochester area: and (e) sketched future energy use 
in the area, accounting for the long-range plan, 
,:"!hrllnfJ':'R in ~;iir ~,f=,:;~iPnt:"!y; P.mp1nymPnt: ~nn ~r-11-

lation. 

BACKGROUND 

The Rochester, New York, metropolitan area is 
situated on Lake Ontario in western New York State, 
The area contains 1,085,000 people and 381,400 
hnuRP.hnlds and is haR1c:a1ly circular shaped and 
focused on a strong downtown. The employment base is 
broad and oriented toward high technology, 

Transportation planning in Rochester has followed 
a traditional pattern. Presently planning is con­
ducted by a number of separate agencies, including 
the state DOT, GTC staff, the City of Rochester, 
Monroe County, the Rochester-Genesee Regional Trans­
portation Authority, the Genesee-Finger Lakes Re­
gional Planning Council, town planning boards, and 
so forth. Each of these agencies has a particular 
role in the overall process that is basically re­
lated to specific transportation facilities, 

Smaller-scale projects usually follow a 3-year 
process that involves planning (alternatives analy­
sis and consideration of all appropriate issues), 
desiqn, and implementation. These are usually done 
by a single implementing agency, the one responsible 
for the system being studied. Larger-scale projects 
involve more participants throughout the entire 
process. Many require an environmental assessment 
and take 5 to 10 years to complete. The reduction in 
available funding in recent years has led to an 
increase in the number of short-range (1 to 5 year) 
solutions to transportation system problems. Funding 
has been spent more on rehabilitation and preserva­
tion of the existing system than on major expansion, 

In evaluating projects, each agency follows the 
same basic steps: 

1. Identify transportation problems. Establish 
system goals, define problem types, and monitor the 
transportation system or problem locations, 

2. Rank problem sites. All the problem sites 
identified are ranked by priority, regardless of the 
type of problem, 

3, Develop alternatives. For each problem, a 
number of alternative solutions, including the null, 
are identified. 

4~ Select the preferred ~,~orna~ive for each 
problem site, This is primarily based on economic 
efficiency or related factors. 

5, Rank proposed projects in terms of priority, 
All selected projects are ranked by priority. 

6. Apply funding canstcaints. Select ~hose proj ­
ects that best achieve area goals within the avail­
able budget, 

7, Produce a final capital program (or TIP), 
organizing projects by funding category, along with 
more detailed narrative descriptions. 

8. Implement the project. The capital project is 
constructed or acquired. 

PLANNING 

Energy planning in the Rochester area has taken the 
form of a series of responses to perceived crises in 
the availability of energy. At present, emergency 
energy planning focuses on the ability of the Roch­
ester transit system to respond to an energy emer­
gency by scheduling supervision and deploying radio­
directed vehicles. The completion of the energy 

Transportation Research Record 988 

element of the Monroe county Comprehensive Plan is 
expected by mid-1983. Overall the planning process 
in Rochester is modally partitioned, project ori­
ented, and well structured institutionally. In this 
rP.gard it parallP.lR thP. process in many other metro­
politan areas, 

METHODS 

Based on past TIPs, a list was prepared of possible 
projects that implementers might propose for inclu­
sion in the GTC 1983 to 1988 TIP. The projects 
listed were not only those required by federal requ­
lations to be included in an approved TIP but also 
all projects in the GTC planning area that were 
expected to be programmed for implementation between 
1983 and 1988. These additional projects are in­
cluded in the GTC TIP for information purposes and 
to present a more complete picture of planned trans­
portation improvements in the area. Basically, all 
projects contain the following components for which 
an energy evaluation may be necessary: 

1. Vehicle or user 
Traffic. The energy associated with changes 
in traffic flow speed, detours, improve­
ments in capacity of the roadway, and so 
forth that change the way a vehicle is 
driven on. or in proximity to, the proiect 
location. 

- Pavement, The energy associated with vehi­
cle operation that results from improve­
ments to the pavement wearing surface or 
changes in speed that result from such 
surface changes. 

2. Construction 
- Highway. The energy associated with con­

struction activities related to the con­
struction or rehabilitation of the roadway. 

- Structure. The energy associated with con­
struction activities related to the reha­
bilitation of structural components (e.g., 
bridges and culverts). 

The following sections describe more specifically 
the methods for each of these component- and project­
type evaluations. 

Vehicle or User Energy 

Vehicle energy consumption was evaluated 
following dimensional relationship: 

by the 

,. ,.....,m •• ---.t __ .._ , ---•'- •• ~--· 
J:,U C LY:t - tttt.UJ. A p1.UJt::~'- "'-c:;11'.:f '-H A Ot:,'}' 

x ti vehicle type ix gpmi 

where 

AADT 
Vehicle typei 

Project Length 

annual average daily traffic: 
share of automobile, light 
trucks, heavy trucks (i = 1,2,3): 
gallons per mile for each 
vehicle type, adjusted for the 
efficiency improvements for the 
model and year of the vehicle, 
speed and flow condition (free 
flow or stop-and-go), and grade: 
length of the project in miles; 
and 

dpy = days per year (330 or 365). 

Construction Energy 

Estimates of energy used for roadway, structural, 
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and other construction-related components were con­
verted into equivalent gallons of gasoline by 

1. Adjusting the component cost estimate to 1980 
dollars, using the gross national product (GNP) 
implicit price deflatori 

2. Multiplying the 1980 cost estimate by the 
appropriate construction action conversion factor 
[in British thermal units (Btu) per dollar] (1-4) i 

3. Dividing the Btu's obtained in Step -2 by 
125,000 to convert the energy into equivalent 
gallons of gasoline: and 

4. Dividing the component energy consumption by 
the corresponding service life to obtain annual 
energy estimates. 

The energy analysis methods used for each of the 
project types contained in the GTC TIP are sum­
marized in the three sections that follow. 

Pavement Projects 

The computations for vehicle energy were similar to 
those noted previously. Improvements to a pavement's 
structural condition may affect automotive fuel 
consumption in two additional ways: 

1. Directly, through improved smoothness, which 
reduces rolling friction and variation in vehicle 
operation and 

2. Indirectly, through a change in vehicle speed. 

Existing literature is not definitive on the 
magnitude of the impact of road conditions on fuel 
consumption. The values range from a 30 percent 
increase in fuel consumption for a very rough, pot­
holed road compared with a smooth pavement (2) to no 
change (_§.) i it is believed that the latter finding 
was due to a defect in the design of the experiment. 
Currently the accepted value is a 1. 5 percent in­
crease in fuel consumption for a road rated at a 
pavement service rating (PSR) of 4.5 compared with a 
rating of 1.5. 

Both changes are smalli however, the change in 
fuel consumption that is attributable to smoothness 
is consistent over the whole range of PSRs (i.e., as 
condition improves fuel consumption drops). The 
change in fuel consumption that is attributable to 
speed has a saddle point between 25 and 35 mph (de­
pending on the vehicle mix) • Fuel consumption in­
creases wi.th improving pavement condition for speeds 
higher than the saddle point and decreases with 
improving condition for speeds below the saddle 
point. These peculiarities are due to the shape of 
the fuel consumption-versus-speed curve shown in 
Figure 1. 

Fuel Con•umption 
(apm) 

------
Pavemant Condition 

(PSR) 

Fuel Con•umption 
(gpm) 

30 Spe•d (mph) 

FIGURE 1 The effects of pavement condition and roadway 
speed on fuel consumption. 
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Construction components of pavement projects are 
evaluated as described earlier by selecting the 
appropriate Btu-per-dollar factor for each of the 
pavement actions undertaken. 

Bridge Projects 

Computations for vehicle energy were similar to 
those already noted. However, because the possibil­
ity exists that the bridge might have to be closed 
if unattended in its present condition, a more spe­
cific analysis was used to assess the change in 
energy used by vehicles during total or modified 
bridge closings. 

1. AADT was separated into the three major vehi­
cle components (cars, light trucks, and heavy 
trucks). 

2. The energy impact of a total or partial vehi­
cle detour due to a bridge closing or posting was 
calculated for each vehicle type as the product of 
the AADT x gpm x miles x days per year with respect 
to travel speed, flow condition, and model year 
efficiency improvements. 

3. Geometric limitations on the bridge or its 
approaches often require a reduction in speed to 
cross the bridge or, if there is a detour, the al­
ternate route may have a different speed. These 
effects are evaluated by determining the change in 
speed and the corresponding change in fuel consump­
tion times the AADT for the types of vehicles af­
fected. 

construction of the pavement and bridge portions of 
bridge projects is also evaluated as described 
earlier by selecting the appropriate Btu-per-dollar 
factor for each action. 

TSM, Safety, and Other Projects 

construction and user impacts were computed using 
various methods depending on the actions undertaken. 
Because most of the transportation system management 
(TSM) projects analyzed dealt with traffic flow con­
ditions and reducing delay, the vehicle energy com­
putations noted previously are applicable. [Work­
sheets and other computation aids are documented 
elsewhere (1-11).] 

Transit Vehicles 

Transit vehicle acquisition projects result from the 
scheduled replacement cycle for these vehicles. The 
potential savings, if any, result from improvements 
in vehicular energy consumption. The energy consump­
tion of both the replacement vehicles and the vehi­
cles presently in service may each be computed, 
using the following dimensional relationship: 

Energy= vehicles x annual mileage/mpg 

Differences in vehicle efficiency {mpg) and annual 
mileage may work together or against each other to 
provide fuel savings or increases for a given vehi­
cle replacement. 

The resultant energy impact of each project was 
calculated, packaged along with other information 
concerning the project, and presented to each of the 
implementing agencies for use in either the internal 
project selection program or as part of the GTC TIP 
programming deliberations. 

FINDINGS 

The 1983-1988 GTC TIP contained 92 projects for 
which an energy assessment was undertaken. Figures 
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2-6 show these 92 projects by type, jurisdictional 
responsibility, and funding source. Most project 
types were improvements or repairs to deficiencies 
in the existing highway system. The transit projects 
!'.' ~!)!' '?~'?!'!t ~~!'!ft;::11 R~ h,;tn111PA YP!)1rtr.PmPnt. of VP.hicles! 

based on existing NYSDOT and UMTA performance stan­
dards and the specifications for those vehicles. 
Projects under the jurisdiction of New York State 

~IT 
{RI OGES /'"~~~S'~ 

34% TSM 5% 

F!GURE 2 

~ LOCAL _F,S 
~ 

5% 

FIGURE 3 Category of funding 
for projects. 

BRIDGES 
63% 

FIGURE 4 Projects for New 
York State jurisdiction. 
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PAVEMENT 

FIGURE 5 Project s for 
local jurisdictions. 

FIGURE 6 Pro.iects for transit 
authority jurisdictions. 

include all projects funded with federal dollars, as 
well as those using 100 percent state funds. Unlike 
local projects, which focus primarily on pavement 
rehabi litation, most New York State projects are for 
bridge rehabilitation. The remaining projects are 

TABLE 1 Energy Analysis Findings 

User energy 
Construction energy 
Net energy 

1980 regional transportation network fuel 
consumption (millions of gallons) 

Net energy improvement(%) 
Project dollars ($1981) 
Overall payback period (yr) 

Change in Average 
Annual Gallons 
(millions) 

-5.9 
2.1 

-3 .8 

293.2 
1.3 

198.9 
5.9 

Note: Total number of projects is 92. Negative values imply savings. 

TABLE 2 Findings of Energy Analysis Based on Project Type 

Total Annual Equivalent Gallons 
/000) 

Service No. of Vehi cle or 
P.1ojc:ct Ty i:,e T !.C - / •. -\. PrcJ~cf Us~r LJJ.l., \.YJJ 

Bridge 30 31 -7,272.0 
Pavemente JO 38 46 .5 

Speed 109.6 
Surface -63.l 

Safety and TSM I 5 5 -236.6 
New construction 30 I 1,667.5 
Drainnge 20 I - 1.3 
Otherr 14.7 I -51.4 
Transit vehicle mini buses 4 33 I.I 

(IO)g 
Standard buses 12 19 20.4 

(2)g 
Transit mall 30 I -27.8 
All project types 92 -5,903.7h 

Note: Negative numbers Jenote energy savings. 
8 6. = difference between proposed and null alternatives. 

bRatios are based on the differences noted under average annual gallons. 

Cyehic1e gallons divided by construction gallons. 

dTotal project construction energy divided by annua l vehicle energy. 

Construction 

528.3 
928.9 

167.6 
347.3 

0.1 
87.5 
23.4 

13.0 

5.5 
2,137.2h 

Net 

-6,743.7 
975.4 

-69.0 
2,014.8 

-1.2 
36.1 
24.5 

33.4 

-22.3 
-3,766.5h 

Total Project 
Construction 
t'-r>nT'rrH (,..,:,1 flf"I('\\ 
LJU~• E,] \b ...... , V'->V ) 

13,233 
9 ,805 

2,323 
7,303 

2 
1,674 

94 

156 

165 
34,755 

Average 
Cost 
('t10Si?1

1 
m1111nnt-) 

2.478 
1.452 

3.809 
17.557 
0.080 

I 1.511 
0.034 

0.163 

11.167 



Average 
Traffic 
(AADT) 

13,680 
8,472 

13,056 
19,160 
13,700 
54,100 
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split between correcting pavement and safety-related 
defects. 

Local projects are primarily paving projects on 
the local highway system that are paid for with 
local funds, whereas projects proposed by New York 
State are primarily bridge projects that are on the 
federal-aid or state highway system and are gen­
erally eligible for funding from one of several 
federal funding sources. 

The findings for all projects analyzed are sum­
marized in Table 1. Tables 2 and 3 give summaries of 
the energy assessments by project type and funding 
category, respectively. The energy assessments de­
scribed in these tables are based on the measured 
energy difference, or change, between the proposed 
project alternative and the expected null, or exist­
ing, situation. Three points should be noted when 
evaluating the results: (a) project type descrip­
tions (Table 2) represent aggregated categories; (b) 
although there are 10 distinct funding categories 
(Table 3) , several projects may be funded by more 
than one category of funds; and (c) negative numbers 
in Tables 1-3 represent reductions in energy use 
(i.e., energy savings resulting from the projects) • 
Positive numbers represent increases in energy use 
(or energy losses resulting from the projects). 

The general findings are as follows: 

1. Projects proposed for implementation during 
the next 5-year period, as given in Table 1, have 
the potential for conserving 3.8 million gallons of 
gasoline annually; this is about 1.3 percent of the 
293.2 million gallons of gasoline consumed on the 
transportation network for the region in 1980. 

2. Bridge projects offer the greatest potential 
for energy conservation. This is due primarily to 
eliminating both traffic detours for bridge closings 
and rerouting for load limits and secondarily to im­
provements in flow over the structure. 

3. For pavement projects, energy savings due to 
improvements in the pavement surface are frequently 
offset by increases in fuel consumption caused by 
increased operating speeds (Figure 1) and increased 
capacity gained by widening the road or improvements 
to the shoulder. The energy savings from surface 
replacement are almost always insufficient to offset 
the cost of the energy required to replace the pave­
ment surface. 

4. Safety and TSM projects offer the second 

6 8 Average Annual Equivalent Gallons 
(000) 

Vehicle or Net Gallon per 
User Construction Net Project Dollarb 

-234.6 17.1 -217.5 -0.08 
1.2 24.4 25.6 0.02 
2.9 

- I. 7 
-47.3 33.5 -13.8 -0.004 

1,667.5 347.3 2,014.8 0.11 
-1.3 0.1 -1.2 -0.01 

-51.4 87.5 36.1 -0.003 
0.033 0.710 0.743 0.022 

1.076 0.683 I. 759 0.011 

-27.8 5.5 -22.3 0.002 
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greatest potential for energy conservation by im­
proving traffic flow and reducing vehicle delay. 

5. Purchases of transit vehicles usually in­
crease energy use because although it is desirable 
to obtain more fuel-efficient replacement buses, 
other requirements and criteria may preclude this. 

6. On the average, those projects that save 
energy will provide a payback of the total energy 
used in construction in less than 7 years in the 
form of annual vehicle energy savings. 

7. Funding category is not indicative of energy 
conservation. Funding categories comprised of a 
significant number of bridge projects, and to a 
lesser extent safety and TSM projects, offer greater 
conservation potential. 

LONG-RANGE ASSESSMENT 

Energy consumed by travel on the highway system in 
the Rochester area is expected to change over time 
because of increasing vehicle efficiency, highway 
network improvements, and expected growth in traffic 
due to growth in the region. The New York State 
traffic simulation model was used to help determine 
the effect of these changes. Three separate assess­
ments were analyzed to measure effects of both high­
way improvements and growth on changes in fuel con­
sumption. The results of these three assessments are 
shown in Figure 7 and Table 4. 

The following conclusions can be drawn from the 
long-range energy assessment: 

1. The expected improvements in vehicle fuel 
efficiency between 1980 and 2000 could reduce annual 
highway system fuel consumption 85.7 million gallons 
by 1990 (29.2 percent of 1980 fuel consumption) and 
an additional 7.6 million gallons (2.6 percent of 
1980 fuel use) by 2000. Fuel consumption between 
1980 and 2000 would be reduced by 93.3 million gal­
lons (31.8 percent). 

2. The effects of traffic growth in the region 
would result in a fuel consumption increase of 60.4 
million gallons (20.6 percent) of 1980 fuel consump­
tion) between 1980 and 1990. 

3. The net effect of these two changes could 
result in the saving of 25.3 million gallons by 1990 
(8.6 percent of 1980 fuel consumption) and an addi­
tional savings of 9.6 million gallons (3.3 percent 
of 1980 fuel consumption) by 2000. The total saving 

Net Gallon per 
1,000 vehloleb 

-48.2 
9.2 

-3.2 
318.7 
-0.3 

2.0 

Energy 
Benefit/Costb ,c 

-13.8 
0.05 

-1.4 
4.8 

-9.7 
-0.6 

0.046 

1.576 

-5.1 

Payback 
Period (yr)d 

1.8 

9.8 

2.0 
-32.6 

5.9 

e40 projects were analyzed; however, 2 have been deleted as they are atypical and distort the vehicle energy values for this category. 

fThis project is atypkal as portions of it could be categorized as bridge pavement or new construction, 

gNumber of projects. 

hTotals include alJ 92 projects analyzed (see footnote e). 
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TABLE 3 Findings of Energy Analysis Based on Funding Source 

i'fu, ui.' 
Funding Projects 

100%NYSd 6 
Highway bridge reconstruction 16 
Federal-aid orimarv rural 2 
Federal-aid primary urban I 
Federal-aid urban system 5 
Urban Interstate 3 
UMTA0 13 

Interstate 4-R funds 
Highway bridge reconstruction+ 

cdcrul-Aid urban system 3 
IOO% .loC11 111 41 
Hazard elimination and safety 1 
All funding categories 92 

Total Annual Equivalent Gallons 
(000) 

V~hj.,.;j~Ul 

User Construction 

-7.1 93.3 
-3,905.5 196.8 

-48.4 49.3 
1,667.5 347.3 

-1,430.5 182.1 
-494.3 266.1 

-6.3 41.9 

'/0.'.l 

-347.1 17.5 
-1,325.3 867.2 

-6.9 5.6 
-5,903.7 2, 137.3 

Total Project 
.... . • - - ~ ! - - 4 ------- ,., _ _ • 
'-,VllO:, lJUI..UVH ra.f~ID!:,C. '-,,V.:t~ 

Net Energy (gal, 000) ($1981, millions) 

86.2 1,213 1.267 
-3,708.7 5,257 2.030 

0.9 531 2.301 
2,014.8 7,303 17.557 

-1,248.4 2,435 3,786 
-228.2 6,675 12.787 

35.6 165f 1.184 
(414) 

10.'.l l,1U4 6.867 

-329.6 468 0,910 
-458.1 9,249 1.296 

- 1.3 I 05 1.200 
-3, 766.6 

Note: For definitions of funding categories, see Section IV of .. Incorporating Energy Analysis in the Transportation Improvement Process," FHWA, UMTA, 
U.S. Department of Transportation; U.S. Department of Energy, July 1984, Ne~ativP. numhe.rs refer to energy .•rnvings. 

a 6. == Difference between proposed and null alternatives. 

bRatios are based on the differences noted under average annual gallons. 

cVt'hklP. gRllnns dividP.d hy con/ltruction iBllonR, 

by 2000 would be 34.9 million gallons (11.9 percent 
of 1980 fuel consumption). 

4; The highway improve!'lent.s tn th~ t:ri:insporta­
tion system contained in the 1990 GTC Transportation 
Plan could result in a savings of approximately 3.2 
million gallons by 1990 (1.1 percent of 1980 fuel 
consumption). 

The completion of the projects contained in the 
1983-1988 TIP and 1990 GTC Transportation Plan could 
result in a reduction of vehicle or user energy 
requirements in the Rochester area of approximately 
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FIGURE 7 Long-range assessment. 

9.1 million gallons (3.1 percent of 1980 fuel use) 
per year by 1990. This would be comprised of 3.2 
million gallons from improvements in the 1990 plan 
and an additional 5.9 million gallons from TIP 
projects (Table 1) not already included in the net­
work analysis of the 1990 plan. This assessment of 
vehicle or user energy, however, must be reduced by 
the capital energy costs for construction, which 
will offset some of the expected savings. The re­
sultant annual construction energy expenditure would 
be approximately 2.4 million gallons per year. 

Taking both the expected vehicle (user) energy 
savings and the estimate for the construction energy 
requirements into consideration, an overall net 
savings of approximately 6.7 million qallons of fuel 
per year (2.3 percent of 1980 fuel consumption) can 
be expected by 1990. When the effects of improved 
vehicle efficiency and increases in travel are ac­
counted for, the total savings are 25.3 (Table 4) + 
6. 7 or 32.0 million gallons (10.9 percent of 1980 
fuel consumption). The energy savings attributed to 
vehicle turnover still overshadow savings result­
ing from planned transportation improvements. 

Based on this long-range energy assessment of 
improvements to the Rochester area highway system 
and the detailed energy a:;aeaament cf the ...... ar ious 
projects included on the 1983-1988 TIP for implemen­
tation during that period, the following observa­
tions were made: 

- Projects proposed for 
1988 TIP will assist 

inclusion in the 1983-
(moderately) in making 

TABLE 4 Network Traffic Assessments, Estimated Gallons per Year (millions) 

Assessment I Assessment 2 

Base Network Change from Base Network 
Year Base Traffic Previous Period Future Traffic 

1980 293.2 293.2 
1990 207.5 85.7 (-29.2)3 267.9 
2000 199.9 --1.§_(-3.7) 258.3 
Total change 

from 1980 93.3 (-31.8) 

Note: Numbers may not add due to rounding. 
3

Percentages are shown in parentheses; negative values jmply savings. 

Change from 
Previous Period 

25.3 (-8.6)' 
-2,& (-3.6) 

34.9 (- 11.9) 

Assessment 3 

Future Network 
Future Traffic 

293.2 
264.7 
255.2 

Change from 
Previous Period 

28.5 (-9.7)3 

...2..j, (-3.6) 

38.0 (- 13.0) 
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6 3 Average Annual Equivalent Gallons 
(000) 

Average 
Traffic Vehicle or Nel Gallon per Net Gallon per Energy Payback 

Project Dollnrb 1,000 V chicleb Benefit/Costb,c Period (yd (AADT) User Construction Net 

5,646 -1.2 15.6 14.4 0.01 7.7 
6,710 -244.1 12.3 -231.8 -0.11 -104.7 

13,850 -24.2 24.6 0.4 0.0002 0.10 
19,160 1,667.5 347.3 2,014.8 0.11 0.32 
47,920 -286.1 36.4 -249.7 -0,07 -40.4 
79,867 -164.8 88.7 -76.1 -0.006 -2.9 

-0.5 3.2 2.7 0.002 

70.2 70.2 0.01 

14,420 -115.7 5.8 -109.8 0.12 -23.1 
8,410 -32.3 21.2 -11.2 -0.009 -4.0 

14,000 -6.9 5.6 -1.3 -0.001 -0.3 

dTotal project construction energy divided by annual vehicle energy. 

eThe project types contained in this category are dissimilar and severely distort these values. 

fThe 13 projects include 52 buses and 1 transit mall. 

gPayback period shown is for transit mall only, 

hSame as footnotee; here 7 bridge projects are providing the savings to offset the 34 pavement projects. 

progress toward the goal of reducing energy 
consumption. 

- Improvements in vehicle operating efficiency 
brought about by the public buying new vehicles 
will alter energy consumption much more sig­
nificantly than capital investments to improve 
or maintain the infrastructure. 

- Savings due to improvements in vehicle effi­
ciency are likely to be 12 times greater than 
the net savings from combined network and spe­
cific project improvements expected to be in 
place by 1990. 

OBSERVATIONS ON INSTITUTIONAL ELEMENTS 

Agency views on the usefulness and appropriateness 
of the project energy analysis were obtained by 
means of a series of meetings and questionnaires. 
Agencies were first asked whether they collected 
similar energy impact information for their project 
development process, whether the provided informa­
tion was used, and, if so, how. They were also asked 
about instances in which the information was not 
useful because of such issues as the inappropriate­
ness of the timing or form of the information. Each 
agency described the effect the information had on 
both the selection of individual projects and on the 
capital programming process as a whole and also 
identified specific points in the process where the 
information presented would be most effective. 

The major results of the meetings held to discuss 
the energy impact information generated for projects 
1 isted in the TIP and sent to project implementers 
are summarized below. The reader should note that 
almost all of the projects examined had a positive 
energy impact, with an energy payback of less than 7 
years. Most agencies viewed these results as sup­
porting their previous decisions. 

1. In general, energy information is more useful 
for larger-scale highway projects, which involve a 
number of location and design alternatives. In most 
cases energy information is developed currently when 
appropriate. 

2. For medium- or small-scale rehabilitation and 
preservation, and safety and bridge projects, project 
energy information was judged generally not to have 

-0.03 170.5 
-19.8 1.3 
- 1.0 11.0 

4.8 
-7.9 1.7 
- 1.9 13.5 
-0.15 5.9g 

- 19.8 1.4 
-1.5 7.0 
- 1.2 15.2 

any bearing on the decision as to whether to fund a 
project. 

3. For TOPICS- or TSM-type projects, the use of 
energy impact information as a basis for decision 
making is good in theory, but the reality is that in 
many cases these projects expand to include such 
additional components as moving or replacing util­
ities, so costs could easily expand to exceed the 
original energy benefits of the project. 

4. Although energy information is useful in some 
cases at the TIP stage, it would be more useful in 
evaluating possible future actions at the system 
level and in selecting methods and materials in 
project design. 

5. Decisions as to whether to purchase new vehi­
cles for transit projects are based generally on the 
age and fleet-size standards of the transit industry 
and energy impact information for new vehicles is 
irrelevant. Energy considerations are most useful in 
decisions concerning vehicle options such as air­
conditioning. 

6. Project information might have been more 
useful if it had been presented at different stages 
in the project development process. Two possible 
points in the process that were identified are the 
policy planning stage and the project design and 
implementation stage. 

CONCLUSION 

A major finding of the study was that for medium­
and small-scale roadway projects the energy impact 
data were not generally relevant to the decision to 
implement the projects. This result might be expected 
because almost all projects examined were found to 
save energy with an average payback period of less 
than 7 years. Several factors generally account for 
this result. 

The first factor is the relationship between 
project energy benefits in general and between 
energy consumption and construction costs in dol­
lars. user costs usually increase with incr.eased 
congestion and with increased operating costs, both 
of which are positively correlated with energy use. 
For construction, the methods and materials used 
have dollar costs that correlate positively with 
energy costs. 
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The second factor is that many financial and 
institutional considerations surround project selec­
tion. Projects selected for inclusion in the TIP 
generally are designed to be the best solutions of 
the most serious problems in the region (and fre­
quently the most energy efficient). The projects 
developed and proposed are also designed to make 
maximum use of outside resources. For such projects, 
energy concerns are not likely to be decisive: thus, 
few decisions to reject a project are made at the 
TIP stage. 

The third factor is that the additional informa­
tion on the energy impacts of each of these projects 
generally enhanced their acceptance. However, al­
though the use of the materials often served to high-
1 ight the energy savings of proposed transportation 
projects it also tended to overemphasize the impor­
tance of energy savings relative to other factors. 

Finally, because most of the projects already 
saved energy, the overall conclusion of this study 
was that no decisions were changed solely because of 
the energy impact 1ntormat1on proviaea. it is the 
belief of the authors that when this type of energy 
impact information is incorporated into the TIP 
process on a regular basis and is presented along 
with other impact data, it may be more useful. 
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Economic Impacts of Transportation Fuel 
Consumption in the Dallas-Fort Worth Area 

MICHAEL MORRIS, WILLIAM BARKER, and JULIE DUNBAR 

ABSTRACT 

A mechanism is demonstrated for evaluating 
the impacts of transportation fuel consump­
tion and price on a local economy. The proj­
ect was derived from the observation that 
economic impacts of transportation actions 
and policies are often desired by local 
decision makers. It is also observed that 
the effect of changes in local transporta­
tion fuel expenditures on a local urban 
economy is generally unknown in any quanti­
fiable form. The overall objective of this 
investigation is to incorporate local eco­
nomic considerations into the urban trans­
portation planning and decision-making 
process. 

This methodology proposes that the most useful way 
to approach an assessment of local economic impacts 
is by linking the concepts of household expenditures 
and interindustry economics. Urban transportation 
planners and policy analysts have recognized for a 
long time that the household is the basic decision­
making unit where trade-offs are made among alterna­
tive transportation services (l). The household is 
also the focus of decision makii:;g about expenditures 
for transportation fuels versus other needs and 
desires of the household. Therefore, in this ap­
proach, transportation, energy, and the household 
economy were analyzed simultaneously. 

What are the effects of these changing household 
expenditure patterns on the overall economy of an 
urban area? A widely used means of answering this 
question is the inter industry or input-output model 
(2). Interindustry analysis explains how each sector 
of an economy is linked with every other sector. An 
input-output model can show, for example, what hap­
pens to all industries in an area if households 
reduce their consumption of gasoline. using this 
approach, it is possible to quantify the effects on 
an urban area through aggregate measures of economic 
performance such as employment and income (3-5), 
Recently a large number of studies have been - con­
ducted at the federal level, and to some extent at 
the state level, that link these economic perfor­
mance measures with energy consumption (6,7). 

Because economies and energy situations vary from 
locale to locale within the united States, it should 
be expected that changes in transportation energy 
efficiency and fuel prices would have unique impacts 
in each area. Thus, a procedure that reflects these 
local differences is needed to estimate these im­
pacts. The results of this study were published in a 
planning manual for local and state officials. The 
procedures in the manual can be used to assess quan­
titatively the economic impact of changes in fuel 
price and consumption levels. The important compo­
nents of three detailed reports written for the U.S. 
Department of Transportation and the u.s. Department 
of Energy (~-!.Q.) are highlighted in this paper. The 

third report in this series contains a step-by-step 
procedure to implement the proposed methodology. 

The procedures developed in this project can be 
used to address a number of issues of interest to 
state and local policy makers. Such policy questions 
include 

1. What are the economic consequences to a par­
ticular urban area of increased gasoline prices? 

2. What are the economic benefits to a local 
community of an increase in fuel efficiency? 

3. What are the long-term effects on the house­
hold and trucking sectors of an urban area of chang­
ing fuel prices and fuel efficiency levels? 

4. What is the economic impact on a local com­
munity of sanctions on roadway construction funds by 
the U.S. Environmental Protection Aqency? 

To demonstrate this planning tool, these four ques­
tions were evaluated for the Dallas-Fort Worth area. 

Changing energy prices and more efficient automo­
biles can be expected to cause changes in household 
expenditure patterns. As the price of gasoline goes 
up, for example, households may reduce their use of 
the private automobile to compensate for the price 
increase. They may switch to alternative forms of 
transportation, reduce their expenditures in other 
areas, purchase a more fuel-efficient automobile, or 
choose some combination of these and other options. 
In linking transportation energy and economic analy­
sis, it seems appropriate to investigate the basic 
trade-offs the household is making, not only in the 
transportation area but also among transportation 
and other household expenditures. The procedures and 
results of these interrelationships are summarized 
in this paper. 

The three remaining sections of paper contain an 
overview of the methodology, a review of important 
planning manual components, and the results of the 
application of the methodology to the Dallas-Fort 
Worth area. 

OVERVIEW OF THE METHODOLOGY 

The methodology is outlined in a series of 10 steps 
and addresses both the household and trucking-re­
lated sectors of the economy. The procedure examines 
the impact on the household and trucking sectors 
separately. This enhances the flexibility of the 
analysis by allowing the planner or engineer to 
evaluate only those sectors that are of the most 
concern. The results of this study indicate the 
importance of evaluating the trucking sector of a 
local economy. 

The flexibility of the procedure is also demon­
strated by its applicability to any planning region. 
A planning area at the local, regional, or state 
level can undertake this method of analysis by using 
the area-specific factors supplied by the manual 
(10). The only major piece of information the manual 
d-;;;s not supply is an input-output model for the 
area of interest. If a locally derived input-output 
model is not available, it will be necessary to ob­
tain estimates of household expenditures by economic 
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sector, along with economic multipliers supplied by 
the Bureau of Economic Analysis (11). 

For some time, input-output analyses have been 
applied to transportation problems at the local, 
state, and federal levels. Goldstein highlighted a 
variety of applications along these lines more than 
a decade ago (12). More recently, the National 
Cooperative Highway Research Program (NCHRP) is 
sponsoring two handbooks for state departments of 
transportation. These handbooks l"ill provide tech­
niques useful in applying input-output concepts to 
the analysis of transportation policy (11.). Figure l 
shows an overview of the planning approach. Each of 
the key elements of the approach is described below. 

Step 1: Alternative Local Transportation Policies 

The local policies of interest in this step are 
those that affect the energy consumption of the 
transportation system. These actions might include 
traffic signalization programs, rictesnaring pro­
grams, fuel price changes, and so forth. Because the 
impact of these policies varies among urban areas, 
it is necessary for the local analyst to quantify 
the changes in energy consumption that result from a 
particular action. 

Step 2: External Events 

The local price of transportation fuels and the 
efficiency with which they are used are determined 
mostly by events _ 1d forces outside the control of 
local policy makers. Events such as OPEC oil pr ice 
changes and domestic oil deregulation have signifi-

~ External Events 
, oil de~egulation 
, OPEC price increases 
, automotive efficiency 

standards 
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cant impacts on fuel prices and consumption levels. 
Likewise, federal laws pertaining to automotive fuel 
economy probably have a greater effect on transpor­
tation energy efficiency than do local transporta­
tion actions. Again, it is appropriate for the local 
planner to determine the nature of these external 
factors and their influence on the local transporta­
tion situation because these values change from time 
to time. 

Step 3: Estimated Fuel Prices and 
Tran sporta i on Efficie ncies 

Taking into consideration the local and external 
factors discussed in Steps 2 and 3 that affect local 
transportation fuel prices and transportation ef­
ficiencies, the local planner establishes fuel price 
and efficiency scenarios for the analysis. Back­
ground information on projected fuel prices and 
energy efficiency values is presented in the manual 
series to assist tne 1oca1 analyst witn tnis activ­
ity. The goal of the analysis is to determine the 
economic impact of a change in fuel price, effi­
ciency, or a combination of the two. To do this, a 
base condition (commonly the current situation) must 
be established: then prices and efficiencies that 
differ from the base condition are quantified for 
present-year or future conditions. 

Step 4: Sector Energy Consumption Model 

The first of two major models in this procedure is 
the economic sector energy consumption model. This 
is the central model in the planning manual. The 

CD Alternative Local 
Transportation Policies 

CI) Estimated Fuel Prices 
& Transportation Efficiencies 

For Base and Target Years 
(Exogenously Detennined) 

@ Changes in Quantities 

® Direct Economic 
Impacts 

of Expend1 tures foi Fue 1 s 
Consumed by Sector 

Impacts I 
FIGURE 1 Overview of planning approach. 

Estimat~d 
Changes 
To CPI 
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basic function of the model 
decisions a household makes 
and services. When this has 
conversion of transportation 
choices can take place. 

is to replicate the 
about purchasing goods 
been accomplished, the 
policies into economic 

This model shows how household expenditure pat­
terns would differ from the base condition if fuel 
prices or efficiencies should change as identified 
in Step 3. The model estimates changes in gasoline 
consumption, as well as other changes in household 
expenditures, caused by changes in gasol i ne purchas­
ing patterns. The model coefficients used to simu­
late this change in household purchasing are based 
on data published by the Bureau of Labor Statistics 
(BLS) (14). The income/expenditure elasticity coef­
ficient~calibrated for this study were estimated by 
the following regression equation: 

ln Ckj = ln a+ b ln Yj 

where 

a,b 

base of natural logarithms, 
expenditures for industry sector k and jth 
income group, 
income of households in the jth income 
group, and 
regression coefficients (bis the elasticity 
value for each income group and economic 
sector). 

Household expenditure data (Ckjl were o bt a ined from 
the BLS s u rvey of 5,000 items aggrega ted into 24 
household sectors. The original data contained 12 in­
come classes, but they were aggregated into the 3 in­
come classes (Yjl u sed in this study. As a r e s ult, 72 
household expendi t u re elasticity values were cali­
brated. Thi s sensitivity to income class increases 
the accuracy of the study and permits the evaluation 
of equity concerns. The results of this model are 
discussed later in this paper. 

s t e p 5 : Cha nges i n Quantities of, a nd Expenditures 
f o r, Fue l s b y House hold Sector 

Changes in the expenditure pattern for each sector 
are the output of the model. These estimates are 
used as input data to the steps that follow. An 
example of this process is presented later in this 
paper. 

S t ep 6 : CPI Model 

The Consumer Price Index (CPI) is based on the cur­
rent prices of a market basket of goods. The quan­
tities of goods in this market basket are updated 
only infrequently. One of the purposes of this re­
search is to examine the feasibility of using the 
CPI as a measure of transportation performance along 
with the more traditional measures such as volume­
capacity ratio, number of accidents, emissions, and 
delay. By varying the prices and quantities of 
transportation fuels as if the market basket were 
updated, it is possible to estimate the impact of 
changes in transportation system efficiency on the 
CPI. 

Step 7: Estimated Changes in the CPI 

The output of the model would be an estimate of the 
change in the CPI resulting from the previous as­
sumptions and estimates. This change in CPI is based 
on updated prices for a market basket of goods for 
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the short run and updated prices and quantities for 
the long run. This distinction is consistent with 
the method currently used for estimating the CPI. 
Even though the incomes and benefit s of some ind i ­
viduals are adjusted as a result of changes in the 
CPI (e.g., unions and some welfare programs), it is 
beyond the scope of this study to reintroduce re­
vised income levels. 

Step 8: Direc t Economi c Impa c ts 

By aggregating the results of the sector energy 
consumption model, total expenditures by household 
sector of the economy can be estimated. Total ex­
penditures by commercial sector are also estimated 
to determine the effects of pr ice and fuel effi­
ciency on truck travel. Changes in these initial 
expenditures represent the direct economic impacts. 

Step 9 : I nput-Output Mode l 

To determine the rippling effects of changes in 
household consumption patterns, an input-output 
model is used. This model estimates direct and total 
impacts. Direct impacts are defined as the initial 
changes in expenditures by various sectors of the 
economy that result from increases or decreases in 
fuel expenditures. Total impacts include both direct 
and indirect impacts and are the net effects as 
industries interact with each other. Indirect im­
pacts result from an increase in demand for the 
output of one economic sector which indirectly in­
creases the demand for the output of goods and ser­
vices of other economic sectors that supply products 
to the first sector. This model is presented later 
in the analysis. 

The altered sector expenditures are the input to 
the interindustry analysis. Further, the input-out­
put analysis demonstrates any changes in employment 
and income. These measures are thought to represent 
best the vitality of the local economic climate. 
This method of analysi s includes the indirect ef­
fects of changes in household and commercial sector 
expenditure. 

Step 10: Total Economic Impacts 

The changes in total employment and income include 
both direct and indirect effects. Combining the 
various economic impacts estimated throughout the 
steps in this process allows the planner or analyst 
to make an overall statement about the direction and 
magnitude of the economic impact of changes in fuel 
price and efficiency. 

Through this analysis it is possible to determine 
changes in regional employment and income as a re­
sult of different transportation-related policy 
decisions. It is important to realize that this 
methodology is more accurate for the short term 
(i.e., less than 5 years) than the long term. To use 
this tool in long-term evaluations, adjustments are 
made to the economic multipliers because the coef­
ficients cannot be assumed to be constant over time. 
Even though some of the scenarios presented for 
demonstration are for different years, it is sug­
gested that the most accurate use of this methodol­
ogy is to compare alternative policies for the same 
year. •rherefore, it is recommended that the compara­
tive versus absolute nature of the methodology be 
used. 

A number of assumptions are included in the meth­
odology. These assumptions (shown in Figure 2) help 
to identify the interrelationships among the various 
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NET CHANGE 

FUEL 
TAX 

FUEL 
PRICE 
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FUEL 
EFFICIENCY 

• Fuel Tax • + 
• Fue 1 Price • • • Fuel Effi ciency + + 
NET RESULT 

A) llousehold 

• Income 0 0 0 0 0 0 

• Fuel Consumption O( 1) 0( l ) 0(1) O( 1) t • • Tax-Roadway Construct ion • t 0 0 0( 3) 0( 3) 

• Pu rchases + • t • + + 

• Profit 0 0 0 0 0 0 

• Fuel Consumption 
• Tax-Roadway Construct ion 

0 0 0 0 t • + + 0 0 0(3 ) 0( 3 ) 

• Consumer Prices + + + + • + 
C) Regional Economic Impact 

• Income/Profit 0 0 0 0 0 0 

• Fuel Consumption 
• Tax-Roadway Construct ion 
• Household Expenses 

O( 1) 0( 1) O( 1) O( 1) 0(4) O( 4) 

+(2) 
... 

+ 
0 0 0(3) 0(3) 

• t • • t 
(1) Small change depending on elasticity 
(2) Are awide policy, therefore increase in funding 
(3) Localized efficiency - construction f unds would not be alt ered 
(4) Great est impact would be to non-regi onal refineries 

+ represents an increase i n value 
l represents a decrease in value 
0 repra,ents no change 

FIGURE 2 Major relationships and assumptions. 

components of this procedure. The following is a 
specific example of how these assumptions are used 
in this approach, 

If a fuel tax were increased, the following as­
sumptions would apply to the household sector of the 
t:\,;UlJVlll)'.i 

- Income would stay the same; 
- Fuel consumption would decrease s ligh t l y de-

pending on the fuel pr ice elasticity, where 
fuel pric e e lasticity represents the change in 
fuel consumption resulting from a change in 
fuel price; 

- Fuel taxes and construction funding would in­
crease; and 
Purchases of goods would decrease. 

If a fuel tax were increased, the following as­
sumptions would apply to the conunercial trucking 
sectors of the economy: 

- Profit would stay the same; 
- Fuel consumption would remain unchanged; 
- Tax and roadway construction funding would 

increase; and 
- Costs would be passed through to the consumer 

in higher prices. 

The net economic impact would be 

No change in income and profit would result; 
- Fuel consumption would decrease slightly; 
- Taxes and construction funding would increase; 

and 
- Household expenses for goods and services would 

decrease because cf higher user costs and 
higher consumer prices that would result from 
higher trucking costs. 

Other assumptions in this methodology are 

- Variable costs 
and fuel taxes) 
and fixed costs 
dressed. 

(i.e., gasoline, maintenance, 
are included in the analysis 
(e.g., insurance) are not ad-

- Vehicle miles of travel (VMT) per household 
remain constant over time. 

- Automobile fuel efficiency and fuel prices do 
not vary significantly among income groups. 

- Fuel prices do not change as a result of energy 
efficiency improvements in the local transpor­
tation system. 

REVIEW OF IMPORTANT PLANNING MANUAL COMPONENTS 

To demonstrate some of the important mechanical 
procedures in this methodology, four steps in the 
process are presented in greater detail. Table 1 
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TABLE I Change in Income for Example Scenarioa 

Income Level 
($) 

A 

Household 
Transportation 
Expenditures 
Before($) 

5-Cent Increase in Fuel Tax in 1982 

Less than 10,000 
10,000 to 19,999 
20,000 and up 

977.35 
1,963.37 
2,680.60 

B 

Household 
Transportation 
Expenditures 
After($) 

997.11 
2,000.57 
2,726.20 

Longe-Range Fuel Use and Price Trends by 2000 

Less than 10,000 
10,000 to 19,999 
20,000 and up 

1,014.82 
2,034.72 
2,769.99 

1,026.67 
2,062.44 
2,814.29 

10 Percent Reduction in Fuel Use by 1987 

Less than I 0,000 
10,000 to 19,999 
20,000 and up 

943.63 
1,900.52 
2,634.46 

3Co!umn C = (B - A)/A x 100. 

bColumn E = A/D. 

cColumn F = -C x E. 

896.27 
1,807.96 
2,486.49 

gives the procedure used to determine the percentage 
change in income that would result from various 
example scenarios. Notice that transportation ex­
penditures as a fraction of income range between 8.5 
percent and 18.9 percent, depending on the year and 
income group.. This is consistent with the tradi­
tional averages for these values. 

Table 2 gives the income elasticities used in the 
sector energy consumption model. These values are 
used to convert the percent change in income to 
change in expenditures by sector. It seems clear 
from a review of these values that the elasticity 

TABLE 2 Income Elasticities by Sector 

Income Level($) 

Less 10,000 
Sector than to 20,000 
Number• Sector Name 10,000 19,999 and up 

29 Transportation and warehousing 0.137 0.415 1.121 
30 Telephone and telegraph 0.489 0.308 0.318 
31 TV, radio, and other communica-

tions 0.410 0.092 0.095 
32 Gas services 0.230 0.131 0.438 
33 Electric services 0.436 0.713 0.321 
34 Water and sanitation services 0.364 0.543 0.356 
40 Building materials, hardware, and 

equipment 0.315 1.002 0.438 
41 Department and variety stores 0.820 0.841 0.752 
42 Food stores 0.396 0.513 0.230 
43 Automobile dealers and service 

stations 0.809 0.575 0.144 
44 Apparel and accessories stores 0.724 0.728 0.521 
45 Furniture and home equipment 0.725 0.659 0.589 
46 Eating and drinking places 0.812 0.983 0.479 
47 Other retail 0.527 0.994 0.421 
48 Banking and credit agencies 1.492 1.388 0.515 
49 Insurance carriers 0.677 0.556 0.234 
50 Finance, insurance, and real estate 0.372 0.010 0.182 
51 Legal, accounting, engineering, and 

professional services 0.367 3.213 0.507 
52 Lodging services 1.312 1.666 1.058 
53 Personal services 0.463 0.407 0.690 
56 Miscellaneous repair services 0.629 1.300 0.680 
57 Medical and other health services 0.411 0.662 0.336 
58 Education services 1.008 1.402 0.604 
59 Other services 0.560 I.I 81 1.007 

3The sectors are those defined by the 1972 Dallas-Fort Worth input-output m odel. 
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c• D Eb Fe 

Transportation 
Average Income Expenditures 

Change per Income as a Fraction Change in 
(%) Level($) of Income Income(%) 

+2.0 5,362.30 0. 1823 -0.3645 
+1.9 14,670.28 0.1338 -0.2543 
+1.7 31 ,023 . 13 0.0864 -0. 1469 

+1.2 5,362.30 0.1893 -0.2272 
+1.4 14,670.28 0.1387 -0.1942 
+1.6 31,023.13 0.0893 -0.1429 

-5.0 5,362.30 0.1760 +0.8799 
-4.9 14,670.28 0.1296 +0.6348 
-5.6 31 ,023 . 13 0.0849 +0.4755 

coefficients are reasonable when compared across 
income groups as well as among economic sectors. 
This process is demonstrated in Table 3 for a se­
lected policy and income group. This table demon­
strates the substitution decisions that a household 
makes when changes in its household budget are 
required. 

Table 4 gives the results of the input-output 
model for the same example. The sector definitions 
have been altered so that they will be consistent 
with the national input-output model, because these 
technical coefficients were obtained from the Bureau 
of Economic Analysis for the Dallas-Fort Worth area. 
Adjustments are made to the employment multiplier to 
account for increases in real income for different 
years used in the analysis. The information given in 
Table 4 demonstrates the traditional use of an in­
put-output model. 

RESULTS OF THE APPLICATION FOR THE DALLAS-FORT WORTH 
AREA 

To demonstrate this procedure, the results of four 
examples are presented and evaluated. The first 
represents a change in fuel tax (i.e., fuel price), 
the second represents changes in fuel price and 
efficiency over the long term, the third represents 
an improvement in fuel efficiency, and the fourth 
evaluates the impact of sanctions on federal con­
struction funds. 

Table 5 gives background information pertaining 
to each example. Example 1 shows an evaluation where 
the base condition and alternative (i.e., 5-cent 
increase in fuel tax) are for the present year. This 
particular scenario was selected because of the 
possibility of an increase in state fuel taxes. 

It should be recognized that increases in the 
pump price of gasoline can be brought about by 
petroleum price increases as well as taxes. The 
local economic impacts are different for these two 
types of price increases. In general, petroleum 
price increases will result in money being exported 
from the local economy, whereas tax increases may 
result in an increase in government expenditures in 
the local economy. The amount of government expendi­
tures depends on which level of government executes 
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TABLE 3 Change in Group Expenditures Due to a 5-Cent-per-Gallon Tax Increase in 1982 (1977 dollars) 

A 8 c• D Eb Fe G Hd 

f'h~ng:P ;n !?72 
Change in Change in Fraction Group Household Change in 

Sector Income Income Expenditures of Expenditures Expenditures Population Expenditures 
Number (%) Elasticity (%) Households (%) (000) Multipliers ($1977) 

29 -0.3645 0.137 -0.049937 0.34 -0.0169786 304,966.37 1.239 -64,154.21 
30 -0.3645 U.48~ -U.I /8'L41 0.34 - 0.06060i9 i25,975.61 1.239 -94,589.74 

42 -0.3645 0.396 -0.144342 0.34 -0.0490763 485,285.95 1.239 -295,080.72 

47 -0.3645 0.527 -0.192092 0.34 -0.0653113 356,455 .01 1.239 -288,445.89 

59 -0.3645 0.560 -0.204120 0.34 -0.0694008 164,590 .68 1.239 -141,527.56 

Note: Income level ls Jess than $10,000. 

8 Column C = A + B. 
bColumn E = C + D. 

cColumn F expenditures have been converted to 1977 dollars using values from the Dallas-Fort Worth consumer price index. 
dColumn H ~ (E/100) x F x G x 1,000. 

TABLE4 Results of a 5-Ccnt-pcr-Gallon Increase in 1982 (1972 dollars) 

A 8 C n• E Fb G H Ic 

Change in Change in Total 
Household Trucking Change in Change in 

Sector Expenditures Expenditures Final Demand Expenditures Income Income or Employment Employment Change in 
Number ($000) ($000) Multiplier ($000) Multiplier Revenue($) Multiplier Adjustment Employment 

I -1 ,913.57 2.2111 -4,23 1.09 0.4552 -1 ,925,994.27 0.00011 0.84 -178 
2 2.1987 0.00 0.5021 0.00 0.00011 0.84 0 
3 2.2537 0.00 0.5438 0.00 0.00003 0.84 0 
4 -25.61 1.9019 -48.71 0.2671 -13,009.82 0.00002 0.84 0 
5 2.3798 0.00 0.5638 0.00 0.00005 0.84 0 
6 -1,675.16 2.9223 -4,895.32 0.7271 -3,559,387 .22 0.00008 0.84 -239 
7 2.8962 0.00 0.8058 0.00 0.00009 0.84 0 
8 -1,054.87 2.2181 -2,339.81 o:3918 -916,736.44 0.00004 0.84 -31 
9 -247.68 2.1099 -522.58 0.4518 -236,101.66 0.00006 0.84 -12 

10 2.3171 0.00 0.5329 0.00 0.00011 0.84 0 
II -388.06 2.3719 -920.44 0.5551 -510,935.97 0.00005 0.84 -21 
12 2.7221 0.00 0.7108 0.00 0.00009 0.84 0 
13 -805.95 2.4813 -1,999.80 0.4918 -983 ,503.48 0.00003 0.84 -25 
14 2.3809 0.00 0.5481 0.00 0.00006 0.84 0 
15 2.4207 0.00 0.5649 0.00 0.00008 0.84 0 
16 2.7761 0.00 0.6398 0.00 O.UUU06 0.84 0 
17 -453.3! 2.2994 -! ,042 14 O,S215 -545,665.52 0.00004 0.84 -18 
18 -225.39 2.2934 -516.91 0.5127 -265 ,0 19.46 0.00005 0.84 -11 
19 -357.98 2.4721 -884.96 0.5914 -523,366.74 0.00005 0.84 -22 
20 - 348 .54 2.9584 -1,031.12 0.8005 -825,412.15 0.00008 0.84 -55 
21 -1,803.55 2.0184 -3,640.29 0.3479 -1,266,455.26 0.00003 0.84 -32 
22 3.0598 0.00 0.7926 0.00 0.00006 0.84 0 
10 2,7451 D.DD Q.7379 0.00 o.nnnnR O,R4 0 
24 2.6427 0.00 0.6363 0.00 0.00011 0.84 0 
25 -279.55 -838.19 2.7697 -3 ,095.80 0.7486 -2,3 17,519.23 0.00006 0.84 -117 
26 -458.72 2.2641 -1 ,038.59 0.558 1 -579,635.94 0.00004 0.84 -19 
27 -283.05 -573.13 2.2138 -1,895.41 0.3617 -685 ,570.26 0.00003 0.84 -17 
28 -1,714.95 2.6366 -4,521.37 0.7256 -3,280,708.62 0.00007 0.84 -193 
29 -2,990.28 -384.86 2.5959 -8,761.53 0.7326 -6,418,693.89 0.00011 0.84 -593 
30 -961.99 2.7219 -2,618.44 0.6587 -1,724,766.81 0.00011 0.84 -159 
31 -1,517 .9 1 2.8677 -4,352.91 0.7041 -3,064,884.29 0.00007 0.84 -180 
32 -391,74 3.6246 -1,419.90 I.Oil I -1,435,661.70 0.00011 0.84 -133 
33 -162.01 1.6184 -262.20 0.1747 -45,805.8 1 0.00002 0.84 -1 
34 -332.46 2.7315 -908.11 0.6644 -603 ,351 .27 0.00021 0.84 -106 
35 -263.67 2.9928 -789.11 0.8601 -678, 714.87 0.00011 0.84 -63 
36 -331.25 2.7933 -925.28 0.7809 -722,5 51.64 0.00006 0.84 -36 
37 -776.29 2.4738 -1,920.39 0.6332 -1,215,988.54 0.00007 0.84 -72 i 

iii.. 38 -1,450.99 2.7905 -4,048.41 0.7419 -3,003,513.30 0.00051 0.84 -1,287 
39 2.4766 0.00 0.3676 0.00 0.00021 0.84 0 

Total -10,135.90 -12,8 10.70 -58,630.82 -37,348,954. 17 -3,621 

8 Column D =(A+ U) x C. 
bColumn F = DX' Ex 1,000. 
CColumn I= F X G X H. 



Morris et al. 47 

TABLE 5 Four Selected Transportation Policies and Actions Evaluated for the Dallas-Fort Worth SMSA 

Type of Analysis 

Base year alternative 

Variables Changed 

Energy Price 

Example I: Short-range impact 
of a S~cent increase in state 
fuel tax in 1982. 

Energy Efficiency 
Energy Price and Energy 
Efficiency 

Example 2: Long-range price and 
efficiency impact between 1980 
and 2000. 

Construction Funding 

Example 4: Short-range impact 
of Environmental Protection 
Agency sanctions on roadway 
construction. 

Base year and 
future year 
projection 

Future alternative Example 3: Medium-range 10 per­
cent fuel efficiency improve­
ment above anticipated 1987 
levels. 

the tax. Two options are presented to demonstrate 
this point. 

Example 2 evaluates the long-term effects of 
changes in fuel price and fuel efficiency over time. 
This scenario was selected because economic impact 
measures were needed to assist in formulating the 
year 2000 long-range plan for the Dallas-Fort worth 
area. An important issue in this plan is the impact 
of the cost and availability of petroleum on future 
travel. Another key component of the plan is an 
estimate of the transportation revenue generated by 
users in 2000. Specific attention to the impact of 
projected fuel price increases on the trucking sec­
tor of the economy between now and 2000 is included 
in the long-range plan. 

Example 3 evaluates the economic impact of fuel 
efficiency improvements. This scenario represents 
the maximum energy efficiency that would be obtained 
from the implementation of transportation control 
measures and transportation system management ac­
tions in the Dallas-Fort Worth area. This package of 
actions is being tested as a possible component of a 
revised State Implementation Plan for Air Quality. 

Example 4 evaluates the economic impact of a 
sanction on federal roadway construction functions. 
This action may be imposed by the Environmental 
Protection Agency for regions where air quality 
standards are not being achieved. 

As discussed previously, this approach is in­
tended for use by local, regional, and state trans­
portation planners and e ngi nee rs for estimat ing 
economic impacts of transportat i on fuel cons umpt ion 
on both the household and trucking sectors of the 
economy. Of the 59,840,000 daily vehicle miles of 
travel (VMT) in the Dallas-Fort Worth Standard Met­
ropolitan Statistical Area (SMSA) for 1977, house­
hold or personal travel composes 48,878,000 VMT per 
weekday (77.6 percent) and trucking travel composes 
9,513,000 VMT per day (15.8 percent). The remaining 
1,450,000 VMT (6.6 percent) is made up of other 
users consisting of public service vehicles, such as 
police cars and fire trucks, and business and rental 

cars. The methodology contained in this planning 
manual addresses 93.4 percent of all roadway travel. 
Essential services and business and rental car 
travel are not included in this analysis because of 
their relative insensitivity to fuel price and ef­
ficiency. This omission greatly reduces the number 
of calculations without affecting the results in any 
significant way. 

Table 6 gives the economic impact of the example 
alternatives evaluated for the Dallas-Fort Worth 
area. Recalling that Example 1 represents a 5-cent­
per-gallon state fuel tax increase, the results of 
this investigation show that approximately 500 jobs 
would be lost to the economy of the Dallas-Fort 
Worth SMSA. Traditionally, such tax increases are 
presented as an employment benefit. This information 
indicates that there is no improvement in employment 
in the Dallas-Fort Worth area if a state gasoline 
tax is implemented. It is estimated that the Dallas­
Fort Worth area "donates" 55 percent of its fuel­
tax-generated revenue to other parts of the state. 

To demonstrate the economic impact of a policy 
that would increase local fuel taxes, a study was 
conducted of Example lB. This example evaluates a 
policy of returning 90 percent of the revenue from 
fuel tax dollars to the Dallas-Fort Worth area and 
results in an increase of 2,700 jobs. This option is 
much more beneficial because of the greater return 
of construction funds to the local area. 

Example 2 shows a loss of 34,000 jobs as a result 
of the long-term changes in fuel pr ice and effi­
ciency. This is 1. 35 percent of the projected em­
ployment for the year 2000. Ninety-five percent of 
this employment loss is caused by increased costs 
being passed on to the consumer as a result of in­
creased trucking fuel costs. The economic impact due 
to household travel is less than 5 percent of the 
total impact because the projected increase in fuel 
price is offset significantly by increased fuel 
efficiency. The 1982 Surface Transportation As­
sistance Act addresses some of the inefficiencies of 

TABLE 6 Final Impact of Four Selected Examples in the Dallas-Fort Worth SMSA (1972 dollars) 

Change in 
Income or Change in Change 
Revenue Change in Employment in CPI 
($000) Employment (%) (%) 

Example IA: 5-cent increase in state fuel tax 9,700 -500 -0.03 0.25 
Example !B: 5-cent increase in state fuel tax with 

90 percent return to local jurisdiction 56,700 2,700 +0.16 0.25 
Example 2: Energy and efficiency changes between 

1980 and 2000 -840,600 -34,100 -1.35 0.11 
Example 3: 10 percent fuel efficiency improvement 172,100 13,500 +0.71 -0.39 
Example 4: Construction sanctions -175,300 -11,780 -0.71 0.00 
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truck travel i however, continued attention to this 
concern seems warranted. 

Example 3 represents a 10 percent improvement in 
fuel efficiency over anticipated 1987 levels. This 
example demonstrates a local gain of approximately 
13,500 jobs. Example 4 evaluates potential roadway 
funding sanctions of approximately $150 million per 
year. This example demonstrates an employment loss 
of almost 12,000. From the information presented for 
each exampl e, it can be seen that the procedures, 
input data, and results used in this methodology are 
sensitive to policy concerns. 

One benefit of this procedure is that specific 
sectors can be monitored throughout the methodology. 
Data in Table 7 indicate the economic sectors in the 
Dallas-Fort Worth most affected by changes in trans­
portation user costs. This table presents those sec­
tors that are positively and negatively affected as 
well as the cause of the impact, namely elective 
household reductions in consumption or higher prices 
due to increased trucking costs. This relationship 
is driven by the household elasticity values dis­
cussed earlier. Some sectors, like retail trade, are 
affected by both reduced household spending and 
increased prices brought on by higher trucking 
costs. If a scenario increased household expendi­
tures (e.g., Example 3), the results in Table 7 
would be reversed. 

TABLE 7 Economic Sectors Affected by 5-Cent Increase 
in Fuel Tax 

Negative 
General services to households 
Retail trade 
Wholesale trade 
Finance 
Agricultural products and serrices 
Eating and drinking establishments 

Positive 
Construction 

Cause 

Elective 
Reductions 

X 
X 

X 

X 

Higher 
Trucking Costs 

X 
X 

X 

In summary, the methodology established in the 
study is designed to be straightforward. The plan­
ning manual, on which this paper is based, is ready 
for use and is in a format that is flexible and 
comprehensive. It is hoped that this procedure can 
be easily applied to any geographic area in the 
nation, for anv time frame, and across any combina­
tion of economic sectors. 
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Indirect Energy Considerations 1n 

Transportation Projects 
DANIEL K. BOYLE 

ABSTRACT 

An assessment is made of the appropriate 
extent of analysis of indirect energy costs 
and the overall importance of indirect 
energy considerations for various types of 
transportation projects. The approach 
focuses on the analysis of typical alterna­
tives facing the transportation planner for 
projects ranging from roadway maintenance to 
construction of a major rail transit facil­
ity. Six categories of indirect energy are 
defined. Indirect energy costs, along with 
direct and miscellaneous energy costs, are 
presented for the alternatives in each case 
study. Among the projects considered in the 
case studies are highway widening, roadway 
construction using different types of pave­
ments, bridge repair as opposed to abandon­
ment, a computerized signalization project, 
a bus route extension, and provision of 
dial-a-ride services. Criteria for carrying 
out an energy analysis and for deciding its 
appropriate extent for a given project type 
are discussed fully. The major finding is 
that the importance of indirect energy costs 
depends in part on the purpose of the analy­
sis. If the primary purpose is to compare 
the relative energy costs of two or more 
alternatives, then consideration of indirect 
energy in addition to construction energy 
costs is necessary only if the project in­
volves major highway or transit construction 
or a choice between pavement types. On the 
other hand, if the primary purpose is to 
obtain an accurate figure for the overall 
energy costs of a specific project, then 
indirect energy costs must be considered. 
The paper also indicates that cost-based 
energy factors, which are easy to use, are 
as acceptable as materials-based factors. 
The vital importance of the assumptions made 
in an energy analysis is emphasized. 

Analyzing energy used in transportation projects is 
relatively recent; it grew out of the energy crises 
of the past decade. Many studies were undertaken 
that focused on energy savings; however, they often 
did not include a full accounting of energy costs. 
There is a tendency to stop after direct energy 
costs have been addressed, especially when little 
guidance exists for treating indirect costs. The 
nature of indirect energy costs contributes to this 
tendency; at times they appear to be so removed from 
the project under analysis that there is a question 
of whether they should be considered at all. This is 
particularly difficult when the inclusion of certain 
indirect costs can change the relative energy ef­
ficiencies of alternative projects. 

The purpose of this paper is to provide guide­
lines on the extent of energy cost analysis needed 

for various project types. Results from various case 
studies are used to illustrate both the formulation 
of these guidelines and their application. It should 
be noted at the outset that this study is primarily 
concerned with energy costs. No new ground is broken 
concerning energy factors; factors in widespread use 
in the literature are used and cited here. This 
paper indicates the types of projects for which 
indirect energy costs are likely to be significant 
and highlights which decisions concerning the ap­
proach or the depth of an energy analysis would have 
significant effects on bottom-line energy costs. 

Three guiding principles for selecting the ap­
proach and depth of an energy analysis are 

1. When alternatives are compared, the energy 
analyses should be carried out in the same depth and 
detail for both. 

2. The criterion for deciding the appropriate 
content of the analysis for a given project type is 
that any further considerations of indirect energy 
would not change the relative energy efficiencies of 
the alternatives. 

3. If the difference in total energy costs be­
tween alternatives is less than 10 percent, the 
second principle is overruled and a full energy 
analysis is recommended. This principle recognizes 
that site-specific circumstances have an effect on 
energy costs and that a typical-project approach has 
1 imi ted applicability if the resulting energy costs 
are similar. 

Although these principles are logical and straight­
forward, their application is not always simple. In 
comparing across modes, for example, different types 
of indirect energy costs are associated with each 
mode. The question of which costs constitute a com­
parable extent of analysis does not always have an 
obvious answer. Also, there may be other circum­
stances that make it difficult to judge exactly 
where the line should be drawn to exclude further 
types of indirect energy. Nonetheless, despite oc­
casional tricky practicalities, these principles 
provide sound guidelines for assessing indirect 
energy costs. 

KEY ISSUES 

Several major issues underlie the assessment of 
direct and indirect energy costs. One major issue, 
the extent of the analysis, has been addressed by 
the three principles stated previously. Included 
among the general issues are the approach to analyz­
ing energy costs and the methods used. The question 
of how to account for a certain type of energy will 
also arise and should be addressed. The types of 
projects to be analyzed are also important. 

Approaches to energy analysis vary between ex­
tremes. At one end, a purely incremental approach 
considers only the energy obviously expended on a 
project and ignores indirect costs and savings. At 
the other end, a total approach traces indirect 
costs back as far as possible and gives full con­
sideration to external costs and opportunity costs 
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associated with energy use. Most examples in the 
literature choose a middle ground between these 
extreme approaches. The principles outlined earlier 
argue for a middle approach that considers indirect 
energy costs only to the extent that they affect the 
relative standing of total energy expenditures for 
alternative projects. Studies involving systemwide 
energy use tend to take a total approach. Project­
level analyses consider important energy effects 
beyond the scope of the particular ·project but do 
not pretend to be all-inclusive. 

Along with the issue of what to analyze is the 
issue of how to analyze. The two methods most com­
monly used are the cost-based method (often derived 
from input-output analysis) and the materials-based 
method (sometimes called process analysis). The 
cost-based method is preferable when there are time 
or data limitations; however, the materials-based 
method is chosen when accuracy is the primary con­
cern. The monetary savings often associated with 
actions that have lower energy costs are more ob­
v1ous under the macer1.a.ls-oa~:u~O mecuuU. Tu.1.s is 
because the cost-based method measures energy cost 
per dollar spent, and the total dollar amount is 
either an aggregate estimate (for projects to be 
built) or a total for one alternative (for projects 
already finished). When the cost-based method is 
used it is generally not possible to obtain energy 
cost estimates broken down by energy type or by 
project component because energy costs have been 
expressed at an aggregate level. The materials-based 
method, which uses disaggregate data, calculates the 
energy cost per quantity of material needed for each 
project component; thus it provides a finer level of 
detail as well as a more accurate total for energy 
costs. 

Many energy analyses measure the local or re­
gional impact of a particular project. Certain 
project-related indirect energy costs may not be 
incurred in the region, and it is not clear that 
such energy costs should be charged to the region's 
energy accounts. For example, in several case 
studies the energy involved in manufactur lny vehi­
cles is included in the calculations, yet those 
vehicles were manufactured elsewhere. Is it proper 
to charge that energy to the region? Other examples 
are the processing energy or potential heat energy 
of construction materials such as asphalt or con­
crete. If these materials are produced in another 
state, are these energy costs relevant to an analy­
sis of regional impacts? In this paper, energy costs 
for these categories of energy are calculated and 
included in project energy costs. The analyst should 
be aware that a case can be made for charging energy 
costs of this nature to the place where they are 
actuallv incurred as opposed to the place where the 
project is located. 

A final important issue for this paper is how to 
categorize projects. The main purpose is to provide 
guidelines for the extent of energy analysis by 
project type; therefore, the choice of categories is 
important. The three principles are guidelines for 
analyzing alternatives. For various types of proj­
ects, energy costs are considered for typical alter­
natives and guidelines are presented for the extent 
of analysis required for each type of project. Case 
studies that illustrate the calculations of energy 
costs for each of these typical alternatives are 
presented and used in conjunction with other proj­
ects in the literature to form guidelines on the 
extent of energy analysis recommended for each 
project type. 

Where possible, the case studies in this paper 
have been analyzed using the materials-based method, 
because a breakdown of energy costs is necessary to 
determine the appropriate extent of the analysis. An 
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incremental approach is generally sufficient, al­
though all relevant indirect energy costs are in­
cluded. Before analyzing the case studies, precise 
definitions of the types of energy to be considered, 
as well as a clarification of the differences be­
tween ciirect anci inci.ireci: en~cyy, c:11.~ ut::vt!tiBCu:y. 

ENERGY TERMINOLOGY 

There are many different ways to categorize energy. 
A study by Apostolos et al., done at the California 
Department of Transportation and referred to here­
after as the Cal trans study, distinguished between 
direct and indirect energy and decor ibed two typu; 
of indirect energy: central energy use and periph­
eral energy change ( 1) • Er lbaum et al. followed 
Caltrans in distinguishing between direct and in­
direct energy; however, they classified three types 
of indirect energy: guideway, facility, and mainte­
nance (1>· The Asphalt Institute (}) and the Ameri­
cau ConcLctc Paving Agscci~ tion {!} ~ca fct:r c:te~ 
gories of energy: materials, mix ;omposition, plant 
operations, and haul and place. Finally, Halstead 
defines four types of energy: calorific, processing, 
transport (hauling), and construction (5). 

These examples clearly demonstrate that there is 
no standard categorization of energy types. Gener­
ally, the energy categories used here are a combina­
tion of Caltrans and Halstead, with some amplifica­
tion. The ~.;a~-1",..~;n" ha .. t.10.on nir~rt- ;::11nn indir.~r.t 
energy is recognized, and (after Caltrans) direct 
energy is defined as the energy used to propel or 
operate a vehicle (1). This energy is also known as 
propulsive energy, and it is the only type of energy 
classified as direct energy. Often the actual level 
of propulsive energy is not of as much interest as 
the energy changes brought about by the specific 
improvement. 

All types of energy other than propulsive are 
considered indirect. Indirect energy obviously en­
compasses a wide spectrum of energy uses, which can 
in turn be classified according to how indirPr.t. t.hey 
are. Closest to direct energy is the energy used in 
the construction or implementation of the project. 
Project construction can give rise to maintenance 
energy requirements or to the energy use associated 
with necessary ancillary facilities. Also to be 
considered is the energy embodied in the materials 
used. Each category of indirect energy is defined in 
the following paragraphs. 

Construction operating energy is the energy 
needed to operate construction machinery and perform 
related activities at the l,;UIH:H.1.U\.a . .i.vu ~.;.tc. Clcs~ly 
related to construction operating energy is con­
struction hauling energy. This is the energy used in 
transporting materials from their point of origin to 
their point of use. All hauling costs are placed in 
this separate category because proximity to raw 
materials is thought to affect total energy costs 
significantly in certain situations, This method of 
categorization is not always followed in other 
studies: often, hauling costs include only the 
energy cost of transporting materials from point of 
manufacture to point of use. Note also that although 
construction hauling energy is used to operate and 
propel vehicles, it is considered an indirect energy 
cost because this energy use is a by-product of the 
project itself not an independent use. 

Energy costs arise from necessary maintenance to 
roadways or guideways, to vehicles, and to other 
necessary facilities. This is maintenance energy. 
There is also vehicle manufacturing energy, or the 
energy used in the manufacture of automobiles, 
buses, or construction equipment. Processing energy 
is the energy required to convert various raw mate-



Boyle 

rials into usable form. this reflects tt,e energy 
embodied in a given material. There are standard 
energy factors for the processing energy per given 
quantity of asphalt, cement, steel, and so forth. 
closely related to processing energy is calorific 
energy. Calorific energy is the potential energy of 
a material that could be used as fueli it measures 
the heat energy released when the material is com­
pletely burned. 

Other miscellaneous indirect energy costs that do 
not appear to fit into any of these categories arise 
from time to time. However, the seven types of 
energy (one direct, six indirect) defined here are 
sufficient to categorize the most important energy 
costs encountered in transportation projects. This 
method of categorization can clearly show the rela­
tive importance of each type of energy cost. 

CASE STUDIES 

The results of several case studies are discussed so 
that the appropriate extent of an energy analysis 
for a given project type can be determined. Although 
these case studies do not cover every type of 
project, they are sufficiently varied to provide an 
excellent idea of the relative impacts of various 
energy costs for major highway construction 
projects, major transit projects, and transportation 
system management (TSM) actions. 

Each case study presents an analysis of alterna­
tive projects. The three guiding principles cited 
earlier are applied to each case study to determine 
the point at which further consideration of indirect 
energy does not affect the relative positions of the 
alternatives in terms of their energy costs. The 
case studies address the following seven 
alternatives: 

- Highway widening versus "no build," 
- Highway construction: asphalt versus portland 

cement concrete pavement, 
- Rail rapid transit versus freeway equivalent, 
- Alternate highway maintenance procedures, 
- Bridge repair versus abandonment, 
- Highway TSM action: computerized signalization 

versus null option, and 
- Transit service: fixed route versus demand 

responsive. 

For each case study, the alternatives are described 
briefly, then the results of the energy calculations 
are discussed. A summary of annualized direct and 
indirect energy costs for each alternative is pre­
sented in Table 1. The relative importance of each 
energy category is assessed for each alternative, 
and the appropriate extent to which an analysis 
should be performed is shown in Figure 1. Consult 
Boyle (.§) for detailed calculations. 

Highway Widening Versus "No Build" 

The highway widening case study was taken from the 
Caltrans manual (!) and involves a proposal to widen 
a four-lane arterial to six lanes for 5.6 miles. The 
alternative is to do nothing, which will mean con­
gestion on the road in the future during peak hours. 
Average daily traffic (ADT) is anticipated to be 
25,000 vehicles (both directions). Energy costs 
associated with construction and materials are much 
less than direct, maintenance, and vehicle manu­
facture energy costs. These costs primarily reflect 
the costs of operating a vehicle (or 25,000 vehicles 
in this case) and are B percent higher for the no­
build alternative because of the increased energy 

TABLE 1 Direct and Indirect Energy Costs for the Seven Case 
Studies (annual BBtu's) 
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Case Study Direct Indirect Total 
Construction 
Related,% 

Highway widening 
Widen 
No-build 

Highway construction 
Asphalt pavement 
Cement pavement 

Transit vs. highway 
BART 
Freeway 

Pavement maintenance 
Recycling 
Replacement 
Standard overlay 

Bridge 
Repair 
Abandonment 

Traffic flow 

373.8 
376.1 

1,950 
2,859 

0 
37.3 

Computerized signalization 127.8 
Null option 139.5 

Transit service 
Route extension 0.8 
Dial-a-ride 1.7 

259.0 
268 .8 

16.4 
10.7 

2,943 
1,667 

0.6 
0.8 
·0.3 

1.6 
30.4 

94.2 
92.l 

LI 
1.6 

Transit alternatives----- ------.­
Computerized signalization (possibly) 

Bridge alternatives-----------

Alternate highway 
maintenance procedures-------

Major highway construction 
Comparison of pavement types 

(no Other costs identified) 

596.8 0.1 
644.9 0.0 

16.4 14.8 
10.7 74.2 

4,893 42.0 
4,526 3.7 

0.6 22.2 
0.8 20.1 
0.3 15.0 

1.6 100.0 
67 .7 0.0 

222.0 0.7 
231.6 0.0 

1.9 0.0 
3.3 o.o 

DIRECT 

CONSTRUCTION 
OPERATING 

CONSTRUCTION 
HAULING 

MAINTENANCE 

VEHICLE 
MANUFACTURE 

PROCESSING 

CALORIFIC 

OTHER 
Major transit constructio,'--------<~ ~-------- --' 
Computerized signalization (see also Direct) 

Note: The types of energy listed proceed from the most direct type to the 
least direct. For a given case study, all energy categories at or above the 
energy type must be considered. 

FIGURE 1 Recommended extent of energy analysis for the seven 
case studies. 

costs associated with congestion. Because a differ­
ence of this magnitude cannot be considered signifi­
cant, given the number of assumptions, consideration 
of all indirect energy costs is recommended. The 
soundness of this recommendation can be illustrated 
by examining one of the underlying assumptions more 
closely. If one were to assume that a 10 percent 
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increase in ADT would result from widening the high­
way, total energy costs would then be 1. 7 percent 
higher for the widening alternative (.§.). Similar 
variations in local conditions can easily cause 
minor shifts in the relative energy efficiencies of 
the alternatives under consideration; tne tnira 
guiding principle is intended to g uar d aga inst mis­
leading conclusions that do not t ake l ocal condi­
tions into account. 

Asphalt Versus Portland Cement Concrete Pavement 

The second case study addresses the use of asphalt 
or cement pavements in highway construction. uata 
for this case study are derived from a Connecticut 
Department of Tra nsportation (ConnDOT) report (!..). 
ConnDOT studied he energy costs of standard and 
r e cyc led portland cement concrete (PCC) pavements 
placed on I-84 near Waterbury and the energy costs 
of standard and recycled asphalt concrete (AC) pave­
ments placed on Route 4 near Bur l ingcon. ;;.,..,au:;" i:.h., 
ConnDOT study did not calculate total energy costs 
but instead used costs per ton or per cubic yard, 
the results can be adapted to a project of a given 
size. This case study examines the energy costs of 
paving a four-lane highway for 10 miles with conven­
tional asphalt concrete and with conventional port­
land cement concrete. 

Roadway maintenance and calorific energy costs 
are significant for the a spl,al t alternative; how­
ever, the high processing energy requirements of 
portland cement concrete a ccount for most of the 
energy costs in the PCC al t e r native. If the analysis 
were limited to processing energy, the AC pavement 
would have a lower energy cost (2. 7 percent lower 
than the energy cost of the PCC pavement). Considera­
tion of the calorific energy in the asphalt, how­
ever, makes the total energy cost of the AC pave­
ment 54 percent higher than that of the PCC pavement. 

It should be noted that there is considerable 
debate between the Asphalt Institute and the Ameri­
can Concrete Paving Aooooiation (ACPA) over th~ ap­
propriate treatment of calorific energy costs (1.,!l. 
The Asphalt Institute's argument is that when the 
decision is made to use asphalt as a construction 
material rather than as a fuel, the energy it con­
tains is no longer available and should not be con­
sidered. ACPA emphasizes the fact that calorific 
energy is available in asphalt and argues that 
decisions on how to use a sphalt do not c hange that 
fact. 

Many studies concerned with the marginal energy 
costs associated with a specif i c project or witn 
localized energy effects do not consider calorific 
P.nergy costs i the ConnDOT report from which thi s 
case study is adapted is among those studies. A 
complete accounting of indirect energy costs, how­
ever, should include calorific energy, particularly 
when it can change the relative energy costs of two 
alternatives; therefore, a full energy analysis is 
recollUl\ended. 

Rail Rap i d •rr ansit Ver s us Freeway Equ i va l e n t 

The third case study addresses the energy costs 
associated with the construction of BART in San 
Francisco. The alternative to BART is referred to as 
the freeway alternative, and it takes into account 
the energy costs of freeway cons t r uction and au t omo­
bile travel presumed to take place in the abse nce o f 
BART. This case study is based on a study by Lave of 
the energy impact of BART ( 8) , even though some of 
Lave' s assumptions were fou-;;d to be untenable and 
have been changed Cil• Be cause of the difficulty i n 
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obtaining accurate totals of quantities of materials 
used in rapid rail construction as well as energy 
factors associated with each material, Lave's cost­
based methodology is followed. The construction of 
BART was so energy intensive that it overshadowed 
::sav iuy::s .Lu f,LUt.Ji...il~iv-,;, rnY.:.~t.~~~:-:.=~, ~!"!~ •:e~i!:l~ 
manufacture energy. However, the difference in total 
energy costs between the alternatives is only 8 
percent, indicating that local fac t o rs are likely to 
determine the relative energy efficiencies of rail 
transit versus new freeway construction. A full 
energy analysis is, therefore, recommended. 

Others argue that further energy considerations 
or different assumptions can actually make transit's 
energy costs lower than those of the freew~y altPr­
native. usowicz and Hawley argue that the energy 
required to construct 81\.RT was not ne a rly as great 
as reported by Lave a nd was also lower than the 
f i g u re used h e re (9). Pushkarev and Zupan cla i m t hat 
BART 's energy costi were unusually high becaus e of a 
reliance on complex technology and that construction 

medium term (10). 
This wide disparity in estimates of energy used 

needs to be emphasized. Lave indicates that a rail 
transit system such as BART is much mo r e energy 
intensive than a comparable freeway alternative. 
This analysis indicates that both alternati_vei._ are 
roughly equal in terms of annual energy costs. 
usowicz and Hawley show BART to be much more energy 
aFF;~4on~ than the f r~~way alternative. Pushkarev 
and Zupan argue that rail transit is energy effi­
c ient , but that BART is not the system to prove it. 
This d isparity r e f l ects the hea vy reliance of each 
analysis on assumptions necessitated by the absence 
of a good data ba s e . 

It is no surpris e that Lave reaches a conclusion 
completely opposite from that of usowicz and Hawley 
when one analysis estimates that 74. 7 lane kilo­
meters of roadway are necessary in lieu of BART and 
the other estimates 198.4 lane kilometers of roadway 
plus a bridge and a tunnel. New rail transit con­
struction in Washington, n.c., RAltimore, Atlanta, 
and other cities should broaden the data base and 
lead to a standardization of assumptions. 

Al t e rnat i ve Highwa y Mainte nance Procedures 

The fourth case study analyzes the energy costs of 
three alternative maintenance procedures and is 
drawn from a study carried out in Sherburne, Vermont 
(11) . The first alternative is to recycle the top 4 
in. of asphalt pavement surface. The second alterna­
tive involves removal, disposal, and replacement of 
1 in. of oavement. The third alternative is to use 
standard maintenance procedure and overlay 1. 5 in. 
of asphalt pavement. These alternatives are applied 
to a 1.5-mile stretch of US-4, a 40-ft-wide roadway. 

The relative energy efficiency of the three al­
ternatives is identical for each category of energy: 
standard maintenance procedure has the lowest energy 
cost, followed by recycling and replacement. The 
total energy cost of replacement is 30 percent 
higher than that of recycling, which in turn is more 
than twice the energy cost of the standard mainte­
nance procedure. Consideration of construction oper­
ating and hauling energy costs is sufficient to 
determine relative overall energy costs for mainte­
nance alternatives. The energy costs depend ulti­
mately on the amount of asphalt or AC pavement re­
quired. Thus, even through calorific energy costs 
account for the bulk of overall energy costs, their 
exclusion would not change the results in terms of 
overall energy efficiency. As the Vermont report 
states, in order for the costs (both monetary and 
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energy) of the recycled alternative to be justified, 
it must reduce future maintenance requirements. 

Bridge Repair versus Abandonment 

The fifth case study is drawn from an FHWA report 
prepared jointly by the New York State Department of 
Transportation (NYSDOT) and the Genesee Transporta­
tion Council (Rochester, New York) (12) and involves 
a bridge over the New York State Thruway (I-90) in 
Monroe County. The bridge, originally built in 1953 
and repaired several times since, has deteriorated 
to the point where further maintenance is considered 
pointless. The first alternative is to repair the 
bridge; the second is to close the bridge and divert 
traffic. The detour would result in an additional 
travel distance of 1.85 miles. Average speed is 45 
miles per hour and annual ADT is 13,000 vehicles, 5 
percent of which are trucks (4 percent light trucks 
and 1 percent heavy trucks are assumed) • Because 
details on quantities of materials used on the 
bridge structure are unavailable and difficult to 
synthesize, the cost-based method is used in this 
case study. Energy-per-dollar factors have been 
developed in a previous NYSDOT report (~). This case 
study provides an excellent example of how to pro­
ceed when reliable estimates of materials and quan­
tities used are not available. In addition, this 
case study differs from the others in that it 
focuses principally on marginal energy costs. 

Results of the analysis indicate that the propul­
sive energy costs of the abandonment alternative are 
much greater than the annualized construction costs 
of the repair alternative. The relative energy costs 
become clear when construction operating energy is 
taken into consideration. It appears that unless the 
detour is very short and construction costs very 
high, the additional propulsive energy induced by a 
bridge closing is likely to outweigh the energy 
needed to rehabilitate the bridge. 

Computerized Sig na.l i zation Versus Null Option 

The sixth case study examines a highway-related TSM 
action and is drawn from a report prepared by NYSDOT 
for UMTA (13). An urban radial arterial 3.7 miles 
long has ~ts noninterconnected pretimed signals 
replaced by an advanced computer-based control sys­
tem. There are 10 signals on this length of the 
arterial. Daily vehicle miles of travel (VMT) is 
64,786 and daily vehicle hours traveled (VHT) is 
3,714. The improvement will decrease travel time by 
25 percent and induce 5 percent additional traffic. 
The project is proposed for 1983 with a cost in 1980 
dollars of $2.5 million. The alternative to the 
signalization project is to do nothing. Although 
propulsive, maintenance, and vehicle manufacture 
energy costs are all slightly higher for the null 
option, there is only a 4 percent difference in 
overall energy costs. 

The third guiding principle dictates that the 
results are too close to allow a clear statement of 
relative energy efficiencies, so a full energy anal­
ysis is recommended for projects similar to this 
case study. However, it is interesting to note that 
there is only a slight absolute difference [ 2 bil­
l ion British thermal units (BBtu's)] in indirect 
energy costs between the two alternatives. Addition­
ally, both maintenance and vehicle manufacture 
energy costs are dependent on the same factors that 
influence propulsive energy. Together these facts 
imply that the difference in propulsive energy costs 
is the most significant factor in determining over­
all relative energy efficiency. 
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Fixed Route Versus Demand Responsive 

The final case study examines alternatives for ex­
pansion of transit service to growing suburban de­
velopments. The first alternative is to extend an 
existing trans! t route for a distance of 2. 5 miles. 
The second alternative is to provide dial-a-ride 
service, which can act as a feeder to the existing 
transit line as well as provide intrasuburban 
mobility. The suburban town has a population of 
21,000; 15,000 people are within 0.25 mile of the 
main arterial along which fixed-route service would 
operate. Fixed-route services would be offered on a 
15-min headway in peak periods, a 30-min headway in 
the off peak, and a 60-min headway in the evening. 
The dial-a-ride service would operate several 10-
seat vehicles over the course of the day. 

Vehicle requirements , anticipated ridership, and 
additional VMT have been calculated using techniques 
developed by Alan M. Voorhees and Associates (14). 
When these have been determined, energy calculations 
may be carried out. Overall energy costs for the 
dial-a-ride option are 75 percent greater than 
energy costs for the route extension alternative. 
Propuls i ve energy is the major category of energy 
costs for both alternatives, and only propulsive 
energy need be considered in an analysis of alterna­
tives of this type. 

SUMMARY 

The appropriate extent of analysis of indirect 
energy costs for various types of transportation 
projects has been addressed in this paper. An ap­
proach was adopted that focused on the analysis of 
typical alternatives facing the transportation plan­
ner for projects ranging from roadway maintenance to 
construction of a major rail transit facility. Al­
though the difficulty of isolating typical alterna­
tives and projects is recognized, it was believed 
that providing examples of alternative analyses 
would be more useful in providing a context for the 
analysis than simply examining individual projects. 

This document is a synthesis of existing work. It 
has the advantage of applying standardized methods 
and factors to case studies drawn from a variety of 
reports, but these methods and factors are not 
original. Caltrans (1), the Asphalt Institute (3), 
Hals'tead ( 5), and previous NYSDOT studies (2 , 15 ,16 ) 
are the p rima ry sources fo r t hese methoa·s a ndfac:.. 
tors. A complete list of factors may be found in 
Boyle (6). The point that energy assumptions play a 
key role in the analysis cannot be overstated; in­
deed, it deserves to be the first conclusion drawn 
in this study. 

Ex tent of Energy Analysis 

The appropriate extent of energy analysis for each 
case study is summarized in Figure 1. Indirect 
energy costs should receive full consideration in 
the analysis of major highway and major transit 
construction projects and in cases where the alter­
natives involve use of different pavement types. In 
the widening, pavement type, and BART case studies 
of relative energy efficiencies, consideration of 
indirect energy costs led to a conclusion different 
from that indicated by consideration of direct 
energy costs only. 

Consideration of indirect energy costs for mi nor 
highway projects is marginal. Although calorific 
energy was a major component of total energy costs 
for all three alternatives in the roadway mainte­
nance case study, its exclusion does not change the 
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outcome of the analysis. Therefore, relative energy 
efficiencies can be clearly established by consider­
ing only propulsive and construction energy costs. 
In the signalization case study, consideration of 
~n~~ro~~ ~~~r~y ~OR~~ h~yon~ ~onstruction energy 
does not influence the results. The results indicate 
that there is no significant difference between the 
alternatives in energy terms I direct and construc­
tion energy costs are sufficient for determining the 
relative efficiency of the alternatives. 

Indirect energy costs beyond construction energy 
do not need to be considered in bridge rehabilita­
tion and minor transit projects. For the bridge 
rehabilitation versus abandonment ,:oase At11ny, l P.ngt:h 
of the detour, traffic volume, and construction 
costs are sufficient to determine relative energy 
costs. In minor transit projects of a TSM nature 
that do not involve construction, the change in 
transit VMT appears to be the determining factor. 

Relative Importance of Indirect Energy 

T.iblc 1 gives the direct and indirect energy costs 
associated with the alternatives considered in the 
seven case studies. In each case study, indirect 
energy accounts for at least 40 percent of overall 
energy costs for at least one alternative. This 
indicates that indirect energy costs account for a 
signiflc~nt portion of total energy costs. 

This conclusion appears to contradict previous 
conclusions that view indirect energy as marginal or 
irrelevant in all except major construction projects 
and those involving a choice between pavement types. 
A closer examination of Table 1 reveals that al­
though indirect energy costs are often large, their 
effect on the relative energy costs of the alterna­
tives in a given project is important less often. 
This can be seen in Figure 1, which shows the recom­
mended extent of analysis for each case study. In 
many cases, maintenance and vehicle manufacture 
ener<Jy Ftre the major components of indirect energy 
costs (6). Energy costs of maintenance and vehicle 
manufacture are affected by the same factors that 
affect direct energy costs (principally VMT) • Thus, 
when examining the relative energy costs of alterna­
tives, consideration of maintenance and vehicle 
manufacture energy tends to reinforce the relative 
direct energy costs and indirect energy does not 
appear to be important. However, when examining the 
absolute energy costs of alternatives, maintenance 
and vehicle manufacture energy costs account for a 
significant portion cf overall energy costs and 
appear to be important. This leads to the conclusion 
that the importance of including indirect energy 
depends on the purpose of the analysis. In a rela­
tive analysis, indirect energy costs are important 
under the cone11t1ons ouc.11ned pr~v.1.uu~..L.Y• .1.11 au 

absolute analysis of the bottom-line energy cost of 
a specific project, indirect energy costs are 
important. 

The final column of Table 1 gives the percentage 
of total energy costs accounted for by construction 
operating, construction hauling , and processing 
energy. This column highlights the discussion 
earlier in this paper of the benefits of the mate­
rials-based and cost-based methods of analysis. 
Recall that under the cost-based method, these three 
energy categories were combined in a single Btu-per­
dollar construction energy factor, whereas the mate­
rials-based method treats each separately. The mate­
rials-based method is considered more reliablei 
however, the cost-based method is easier to use. 

The final column in Table 1 indicates that con­
struction energy ( including the three categories of 
construction operating, construction hauling, and 
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processing energy) is not generally a significant 
component in overall energy costs. Construction 
energy accounts for more than 25 percent of total 
energy in only three of the fifteen alternate pro­
jentA conAidered in the case studies. Moreover, for 
two of these three projects, the cost-based method 
was used because of the lack of detailed data on 
quantities of materials used. Construction energy 
was a significant portion of total energy costs in 
only one of the seven alternatives where the mate­
rials-based method was used. This suggests that, when 
construction energy costs are low, the increased ac­
curacy derived · from use of the materials-based 
method may not be worth the additional effort and 
that, for most purposes, the cost-based method and 
the materials-based method are equally acceptable 
for calculating construction-related energy costs. 
This supports previous studies by Caltrans (1) and 
Erlbaum ( 2) , both of which used- cost-based energy 
factors e~lusively. 

CONCLUSIONS 

A summary of conclusions follows. 

1. The importance of indirect energy costs de­
pends in part on the purpose of the analysis. 

2. In an analysis that compares the relative 
energy costs of two or more alternatives, indirect 
energy costs are important for major highway and 
transit construction projects and for projects in­
volving alternative types of pavement. In these 
situations, a full energy analysis that encompasses 
all forms of indirect energy is recommended. For 
other types of projects, consideration of indirect 
energy beyond construction energy costs is not nec­
essary. 

3. In an analysis of overall energy costs of a 
specific project or projects, indirect energy costs 
are important and must be considered. 

4. The cost-based method and the materials-based 
method are equally acceptable for calculating con­
struction-related energy costs. 

of an 
vitally 

that the 

5. Because of the rudimentary nature 
energy analysis, the assumptions made are 
important. Care must be taken to ensure 
most reasonable assumptions are made. 

There is always the question of whether a given 
case study or a given alternative is indeed typical. 
Although the range of projects considered here is 
fairl}' bread, there are certainly m~_ny ~.lternatives 
that either do not fall neatly into one of the case 
studies analyzed here or have atypical characteris­
tlcs. The informed analyst can .L~'-"V"JU..:.. ... ~ t,'&.,._,bl ......... 
such as these and make the necessary adjustments in 
the co~rse of the ~n~,y~i~- With the various energy 
methods and factors provided by Boyle (6), the ana­
lyst should be able to perform the necessary energy 
calculations for those atypical projects and 
alternatives. 
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