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Callahan Tunnel Capacity Management 

HERBERT S. LEVINSON, MARVIN GOLENBERG, and JANE HOWARD 

ABSTRACT 

The Callahan Tunnel capacity management actions that were implemented beginning 
May 1983 in conjunction with one-way inbound toll collection are described. 
Traffic operations and capacities for both "before• and "after" conditions are 
analyzed. The analyses of existing Callahan peak-hour traffic volumes, flows 
through the parallel Sumner Tunnel, and volumes in the four New York City tun
nels provided a basis for estimating tunnel and tunnel-system capacity. The 
analyses suggested a tunnel capacity of 1,600 to 1,650 vehicles per lane per 
hour compared with average peak-hour system volumes of 1,450 vehicles per lane. 
Channelization of the tunnel approach, elimination of outbound toll collection, 
and realignment of the tunnel exit lanes were estimated to increase system 
throughput by about 350 to 400 vehicles per hour--up to 200 vehicles per lane. 
"After• studies conducted during June 1983 indicated that flow rates of more 
than 1,600 vehicles per lane were achieved . The plan is significant in another 
respect--speed of implementation. Improvement concepts were formulated during 
March and April 1983, and their implementation began during May of that year. 

The opening of the Sumner Tunnel in 1934 as a two
lane, two-way facility created the first significant 
and direct automobile link between East Boston and 
North Shore communities and the city of Boston and 
conununities lying to the south of the Charles River 
and Boston Harbor. Traffic demands steadily in
creased, reflecting the accessibility created by the 
tunnel, growth in North Shore communities, and 
growth of the Logan Airport complex. To meet this 
demand, harbor crossing capacity was increased in 
1962 by building the parallel two-lane Callahan Tun
nel. At that time, the Sumner Tunnel was converted 
to one-way westbound flow from East Boston to the 
Boston central business district (CBD). 

BACKGROUND 

Peak-hour traffic across the harbor continued to 
increase to the point where demand exceeded capacity 
because of toll collection, tunnel geometry, and the 
configuration and traffic control of access roads. 
This resulted in a lengthened peak period, increased 
congestion on streets adjacent to the tunnel ap
proaches, and increased cross-harbor travel times. 
Resulting impacts were different geographically. 
Sumner Tunnel impacts were primarily felt on the 
East Boston side, including impacts on movement from 
Logan Airport to the Boston CBD and other areas 
south and west of Boston Harbor. Callahan Tunnel 
impacts were predominantly in the Boston CBD on sur
face streets and the Central Artery, often signifi
cantly affecting nontunnel traffic flows on these 
facilities. In addition, the Callahan Tunnel limited 
the reliability and quality of vehicle access to the 
Logan Airport complex. 

Various agencies had long recognized that, without 
improvements in cross-harbor capacity, congestion 
problems would become increasingly severe. In re
sponse to these concerns, several studies were made 
of ways to increase cross-harbor capacity ranging 
from long-term major capital actions (third harbor 
crossing) to low-cost, short-term transportation 
systems management (TSM) approaches. The management 
action that received the greatest attention was to 
collect tolls only in the inbound direction (Sumner 

Tunnel) in coordination with similar one-way inbound 
toll operations on the Tobin Bridge (Mystic River 
Bridge) • Underlying objectives were to (a) increase 
tunnel throughput, (bl reduce the amount and dura
tion of queueing at the tunnel approach, and (c) 
reduce the tunnel journey time. 

A report prepared by the Central Transportation 
Planning Staff in 1980 identified those factors that 
inhibit maximum flow potential and that should be 
alleviated through the one-way toll operation and 
TSM actions. A subsequent Massachusetts Port Author
ity staff report on Callahan Tunnel operations 
(March 1982) estimated that as much as a 14 percent 
increase in peak-hour throughput traffic volume is 
possible with elimination of toll collection, re
moval of the Callahan Tunnel toll booths, and traf
fic management improvements on the tunnel approacb 
and within the tunnel. 

SCOPE AND APPROACH 

The Callahan Tunnel capacity management actions that 
were implemented beginning in May 1983, in conjunc
tion with one-way inbound toll collections, are de
scribed. The preimplementation conditions (March, 
April 1983) are reviewed: the likely effects of im
proved traffic operations are analyzed: and before 
and after traffic operations are compared. More com
plete discussions of the feasibility and follow-up 
analyses are presented elsewhere (1,2). 

Data obtained from the Massachusetts Turnpike 
Authority (MTA), Massachusetts Port Authority, and 
other public agencies were supplemented by videotape 
monitoring of peak-hour traffic on the tunnel ap
proach and the toll plaza. 

The analyses considered the Callahan Tunnel sys
tem as containing three interrelated operating sec
tions: the approach area to the west portal, the 
tunnel itself, and the toll area from the east 
portal through the toll booth. The aim was to deter
mine the maximum capacity for each of the three sec
tions, identify the points of minimum capacity, and 
suggest corrective actions to increase system 
throughput. 
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Callahan 
Tunnel 

Entrance 

FIGURE I Study area boundaries-Callahan Tunnel approach 
area in downtown Boston. 

INITIAL PHYSICAL AND TRAFFIC CONDITIONS 

Physical and traffic characteristics of the Callahan 
Tunnel and its environs before implementation in May 
1983 are discussed in the following subsections. 

Physical and Geometric Fe atur es 

The Callahan Tunnel contains two lanes 10 ft 6 in. 
.- a .l .:11-. a a .il.Lt.. - 1 ~JI.. '11-L - --'11 _ .. -- ----- ...... ___ -- - LL .--. 
'fl.t.uc, W.L\,..U a J.-..1..i... ..LCl\.'CLG.L V.LCQLQLl\;'C• J.UCLt: Gl.'C \..ULll!!'C 

vertical sections: west portal to end of descent, 
end of descent to beginning of ascent, and beginning 
of ascent (3.25 percent , 2 , 300-ft upgrade) to east 
portal. 

The approach area in downtown Boston is shown in 
Figure 1. It extends from the intersection of Black
stone Street and North Street to the west to the 
tunnel portal and includes the Central Artery north
bound off-ramp, the Surface Artery northbound lanes, 
and the North Street lanes that feed the tunnel. Be-

Blackstone 
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fore implementation, eight lanes of traffic merged 
into the two tunnel lanes as follows: 

• Northbound Artery off-ramp--24 ft operating 
as two traffic lanes, 

• Northbound Surface Artery--one 17-ft roadway 
operating as two traffic lanes, and 

• North Street--a 43-ft roadway operating as 
three or four 10- or 11-ft lanes (including tunnel
bound traffic from North Street, Blackstone Street, 
and the Southbound Central Artery off-ramp). 

The tunnel portal walls and the Central Artery de
fined the limits of the physical area within which 
actions could be developed. The preimplementation 
physical and operational features and constraints 
within the approach area are shown in Figure 2. 

The east tunnel portal and its environs, as of 
March-April 1983, are shown in Figure 3. The toll 
plaza contained seven booths, five manual and two 
automatic, before toll collection was discontinued. 
D~sign of the plaza area was constrained by the pres
ence of seven Sumner Tunnel westbound toll booths to 
the north and the portal walls to the south. 

The distance from the East Boston portal of the 
Callahan Tunnel to the center of the toll plaza, 
measured along the right edge of the pavement, was 
approximately 710 ft. This section of the alignment 
consisted of a curve 337.43 ft long having a radius 
of 2,000 ft and a curve 183.73 ft long with a radius 
of 330 ft connected by a 9-ft tangent section. Less 
than 200 ft beyond the toll booths, Route lA, a 
three-lane roadway, continues north with a branch to 
the airport. South of and adjacent to these two 
roadways are Havre Street and Porter Street, two 
local one-way streets that were relocated and, in 
part, removed to accoauoodai:.e the toll plaza. 

Traffic traveling through the Callahan Tunnel 
would continue through the toll plaza and onto Route 
lA or turn sharply to the right and onto Porter 
Street. Havre Street traffic could turn right onto 
Porter Street or continue onto lA. Havre Street is 
the only access to Route lA for the surrounding 
area. The intersection between the tunnel traffic 
turning onto Porter Street and the Havre Street 
traffic turning onto Route lA was controlled by a 
stop sign on Havre Street. 

F•illtlno 
Raised 
Median 

Traffic Signal 
On Flashing 

Operation 

[ Central Artery N.B. On-Ramp 

\ 

Parking Lot J l r~ing Boom Gate 

~ . . .-., a C - ;' Tunnel Observation ~ooth 
_.J And Tow Truck Parking Area 

[J ---- -------. ·- _!.._!.--

\( 

0 

0 v er Height Detector 

No rthSf'." ---{> ~ Painted Median . tE:J::. -\. (!I" -c, --
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FIGURE 2 Approach area conditions, April 1983. 
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F1GURE 3 Study area boundaries-Callahan tunnel toll plaza area in East Boston. 

•Before• Traffic Volumes 

Table 1 gives average day and afternoon peak-hour 
volumes for the Callahan Tunnel taken from 1982 
Massachusetts Turnpike Authority hourly counts. 
These •before• counts show an average da ily traffic 
volume of 38,667 and an average afternoon peak-hour 
volume of 2,805 vehi cles. Annual aver age daily traf
fic was 38,049 in 1982. Trucks and buses averaged 
2.4 percent of the total peak-hour flow. 

Table 2 gives peak-hour volume cnaracteristics 
for October 1982 taken from toll station counts pro
vided by the Massachusetts Turnpike Authority. The 
average volume was 2,794 vehicles , or 1,347 per lane 
if t raffic were equall y d ist r i but edr peak-hour tun
nel traffic exceeded 3,000 vehicles for less than 10 
percent of the time. 

TABLE 1 Average Daily and Peak-Hour Tunnel Volumes, 
Callahan Tunnel, 1982 

Day 

Monday 
Tuesday 
Monday 
Tuesday 
Wednesday 
Monday 
Tuesday 
Wednesday 
Average (8 days) 

Date 

9/13/82 
9/14/82 
9/20/82 
9/21/82 
9/22/82 
9/27 /82 
9/28/82 
9/29/82 

1982 Annual average daily traffic 

8
3 :00 p.m. to 4 :00 p .m. 

Peak-Hour Volume 
24-Hr Volume (4:00 p,m.-5:00 p.m.) 

39,353 
40,782 
38,935 
36,958 
38,281 
37,329 
38,155 
39,540 
38,667 
38,049 

2,797 
2,886 
2,662 
2,845 
2,769' 
2,723 
2,871 
2,927 
2,805 

TABLE 2 Analysis of Callahan Tunnel Peak-Hour Volumes, 
October 1982 

Maximum 
90 percent 
85 percent 
75 percent 
50 percent 
Average volume 
Standard deviation 

Total Vehicles 

3,059 
2,993 
2,975 
2,937 
2,850 
2,794 

213 

Vehicles per 
Lane 

1,530 
1,497 
1,488 
1,468 
1,425 
1,397 

107 

Table 3 gives April 1983 4:45 p.m. to 5:45 p.m. 
pea·k- hour volumes , based on f i eld surveys and volume 
analys is, entering the t unnel by d i rection of ap
p r oach. Vol umes approximated 3,000 vehicles per hour 
(vph) of which about 2 percent were t rucks or buses. 
Flows were slightly higher t han t hose i ndicated by 
the Turnpike Au t hori t y data , wh i ch were r ecorded on 
an hourly basis. 

TABLE 3 Distribution of Callahan Tunnel Approach 
Volumes, March 1983 (4:45 p.m. to 5:45 p.m. peak hour) 

Percentage of 
Source Volume Total Traffic 

From the south 1,849 60.9 
Central Artery 998 32.9 
Surface Artery 851 28.0 

From North Street 1,185 39.1 
North St. (eastbound) 218 7.2 
Blackstone St. (southbound) 352 11.6 
Central Artery (southbound) 615 20.3 

Total 3,034 100 

The tunnel approach volumes were found to be un
evenly distributed be t ween the appa;oaches from the 
south (Artery northbound off- r amp and Surface 
Artery) and the approaches fa:om t he north and west 
(Artery sout hbound off-r amp, Blacks tone Street, and 
North Str eet). Approx imately 61 percent of the traf
fic came from the four northbound lanes and 39 per
cent from the three or four North Street lanes. 
(Nor t h St reet operated as thr ee lanes for most of 
the 3:00 p.m. t o 6:00 p.m. t i me period when data 
were coll ec ted , but the videotapes recorded the 
emergence and disappearance of a fourth lane 
throughout the peak hour in response to congestion 
in the other three lanes.) 

TUNNEL CAPACITY ANALYSIS 

The capacity of a tunnel system is determined by the 
capacities provi ded at the tunnel approach (en
trance), within t he tunnel itself (the upg rade), or 
at the tunnel exit (toll plaza for the Callahan Tun-
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nel) (see Figure 4). The goal is to equalize the 
capacity of these three points to maximize tunnel 
throughput and to avoid creating " shock waves. w 

If the volume entering the tunnel and reaching 
the foot of the upgrade exceeds the capacity of the 
system, shock waves can develop that, in turn, re
duce the c apac i t y of t he s y s t em. These waves also 
can be triggered by inadequate capacity at the exit 
point. Actions at the approach area and exit portal, 
then, must be developed to ensure stable traffic 
flows at the optimum density, speed, and speed vari
ance that are necessary to achieve the maximum 
throughput capacity that can be developed for the 
tunnel section (Figure 5). 

The capacity analysis first examined the capacity 
of the tunne l itse lf, the n the exit portal and toll 
plaza, and finally the approach area to determine 
the capacity of each section and the effects of e ach 
s ection on tunnel- system capac ity. The analysis was 
based on a review and analysis of previous reports, 
MTA toll station records, and tunnel experience in 
the New York metropolitan area. The analysis re
flects the r esults of field reconnaissance investi
gations, videotape studies, and meetings with Port 
Authority o f New York and New Jersey personnel. 

---{> 

CD 

KEY NOTES : 

@ 
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Tunnel Sections 

Freeway and tunnel flows in other c i t i es p rovided a 
basis for assessing the capacity of Callahan Tunnel: 

• Peak- hour direction volumes on 23 u r ban f r ee
ways in larger u.s. cities ranged from 1,400 to 
2,000 vehicles per lane per hour. The average was 
1,730, and standard deviat i on was about 190. 

• Reported tunnel volumes in the New York met
ropolitan area averaged 1,270 vehicles per hour. 
These flows r e flect the metering effects of the 
street systems and toll plazas as well ~R t.hP vPhi
cle mix. Trucks, for example, comprised about 25 to 
30 percent of the peak-hour peak- direction f l ow in 
the Holland Tunnel wher e t he 90 pe rcentile volume 
averaged 1,300 vehicles per hour per lane. 

• The New York City Department of Transporta
tion estimated t hat maximum potent i a l tunnel-system 
capacity was 1,300 to l,415 passenger vehicles per 
lane per hour. The Port Authority of New York and 
New Jersey's Tunnels a nd Bridges Department con
side rs 1,350 to 1,400 passenger car units pe r hour a 
realistic maximum potential capacity, it estimates 
the theoretical (but unreachable) capacity based on 

@ 

® DOWNGRADE 

@ LEVEL 

• TOLL PLAZAS MAY BE AT POSITION 1 (LINCOLN 
TUNNEL (E.B.) / SUMNER TUNNEL (W.B.) OR AT 
POSITION 5 (CALLAHAN TUNNEL (E.B.) 

• TUNNEL SYSTEM CAPACITY IS DETERMINED BY 
MINIMUM CAPACITY 

@ UPGRADE • GOAL IS TO EQUALIZE POSITIONS 1 AND 4. 

@ EXIT 
HAVE POSITION 5 GREATER THAN 4 

FIGURE 4 Components of tunnel capacity. 

> 1.0 

G) 

>1 .0 

1.0 

>1.0 

@ 

>1.0 

SHOCK 
WAVE 

'l_ . >1 .0 I 
MATCH CAPACITIES TO AVOID SHOCK WAVES- j 

/ 

FIGURE 5 Matching section capacities to avoid shock waves. 

/ r---1 < 1.0 

>1.0 

>1.0 

CAPACITIES IN SEGMENTS 
RELATIVE TO CAPACITY 

OF SEGMENT 4 

1.0 EQUAL TO SEGMENT 4 
CAPACITY 

>1 .0 GREATER THAN 
SEGMENT 4 CAPACITY 

<1 .0 LESS THAN SEGMENT 4 
CAPACITY 
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TABLE 4 Comparative Tunnel Capacity Estimates (vehicles/lane/hour) 

New York City 
Brooklyn-Battery 
Queens Midtown 
Lincoln 
Holland 

New York Port Authority 

Tunnel Only 

System 

In 

1,3903 

1,390' 
1,320' 
1,3003 

Out 

1,3103 

1,4153 

1,3503 

l,4] 53 

Theoretical mrudmum (effects of lane width and clearance) 16603 

Practical 1,350- 1,4008 

Boston 
Callahan 

Observed 
Transportation Systems Center (1970) 
Interim Materials on Highway Capacity (TRB 
Circ. 212) 

Sumner 
Suggested value for Callahan (April 1983) 

8 Passenger car eq uivalents. 

lane widths and lateral clearances at 1,660 vehicles 
per hour. 

• A 1970 study conducted by the Transportation 
Systems Center estimated a minimum capacity of 1,550 
vehicles per lane at the beginning of the upgrade in 
the Callahan Tunnel. 

A summary of the various capacity estimates is 
given in Table 4. On the basis of these estimates 
the capacity of the Callahan Tunnel before improve
ments was estimated at 1,600 to 1,650 vehicles per 
lane per hour. This compares with maximum peak-hour 
system volumes of 1,450 to 1,500 vehicles per lane 
per hour. The differences between tunnel capacity 
and actual system volume resulted from the turbu
lence and constraints at entry and exit points. The 
tunnel entrance and exit, not the tunnel itself, 
limited the capacity of the system. 

Approach Area 

The tunnel approach area was characterized by nearly 
equal flows merging with each other. There were, 
however, backups on various approaches, suggesting 
that the approach road system and weaving areas 
limited system capacity. Accordingly, weaving vehi-

1,550 

1,435-1,485 

1,550-1,650 

1,400-1,500 
1,520 

1,600 
1,450-1 ,500 

cles were tracked by videotape to determine their 
effects on approach traffic flow. 

A summary of weaving volumes is shown in Figure 
6. There were four key findings: 

• The two Central Artery lanes and the south
erly Surface Artery lane contributed 96 percent of 
the traffic in the south tunnel lane, with only 4 
percent coming .from the other four or five lanes. 
Similarly, the North Street lanes plus the northerly 
Surface Artery lane contributed 95 percent of the 
traffic in the north tunnel lane, with only 5 per
cent coming from the remaining three lanes. 

• Weaving traffic thus constituted 4.5 percent 
of total approach traffic. 

• The highest weaving volumes came from the two 
Surface Artery lanes (11.3 percent of Surface Artery 
total). However, equal Surface Artery lane volumes 
fed each tunnel lane. The Surface Artery lanes, 
which offer the most choice between tunnel lanes, 
served as a "load balancer" for the system. 

• There was practically no weaving from either 
of the two outer lanes. 

The number of weaves was translated into approach 
area capacity reductions by assigning seconds of 
delay for each lane crossed by a weaving vehicle and 
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FIGURE 6 Summary of approach area weaving analysis. 
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translating the total delay into a capacity loss. 
The delay values were based on actual delays mea
sured from the videotapes. Delays usually resulted 
from weaving vehicles waiting for gaps during which 
to enter the next l ane. Delays were particularly 
noticeable for trucks and buses, which required a 
longer gap. The resulting average delays for each 
weaving vehicle are given in Table 5. 

The capacity loss in vehicles per hour was esti
mated from the following formula: 

Cr s D x F = WTF 

TABLE 5 Calculation of Approach Area Weaving Delay by 
Lane 

Cars Weaving 
from Lane No . of Lanes• Total Delay 
(south to north) Crossed (sec) 

Central Artery A 3 25 
B 2 15 

Surface Artery C I 5 
D I 5 

North Street E 2 15 
F 3 25 
G 4 30 
H s 35 

8 Includes lane entered. 

where 

D total seconds of lane delay= W x T; 
F • flow rate, expressed in vehicles per lane per 

second1 
Cr~ capacity reduction in vehicles per houri and 

T ~ seconds of delay per weave. 

Table 6 gives seconds of delay converted into 
capacity losses in vehicles for four flow rates 
ranging from 2,900 to 3,350 vehicles per hour, or 
0 .11 to O .133 vehicle per lane per second. The re
duction in capacity caused by weaving delays ranged 
from 120 to 150 vehicles per hour depending on the 
flow rates through the tunnel. 

In a merging situation, traffic volume in a lane 
next to a wall must be greater than volumes merging 
in an adjacent lane. Otherwise, the lane along the 
wall is "pinned" against the wall with a total loss 
in capacity. Analysis of the approach area video
tapes showed that the north lane of traffic entering 
the tunnel presented a flow problem that related to 
a •weak wall.• Figure 6 shows that the southernmost 
approach lane carried the highest volume into the 
tunnel--577 peak-hour vehicles. This steady otrcam 
of traffic fed almost completely into the south tun-
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nel lane and contributed 41 percent of the volume of 
the south lane. To the north, however, the northerly 
North Street lane carried 372 vehicles, and this 
flow was disturbed by the intermittent formation of 
the eighth lane to the north. Because these flows 
were both lower and perturbed in nature, vehicles 
proceeding to the north tended to be pinned against 
the portal wall as vehicles from the other lanes 
merged toward the tunnel. Each pinned vehicle would 
create delays as it negotiated its way back into the 
stream from a dead stop. Although the effects on 
capacity of the weak wall were not quantified, 
strengthening the flow in the northerly lane would 
minimize stops and improve the flow rate. 

Toll Plaza Operations 

Turbulence in the toll plaza environs, and imbal
anced use of both toll plazas and tunnel lanes, re
sulted in a capacity loss of about 250 vehicles per 
hour at the tunnel exit. This estimate was based on 
a detailed analysis of videotapes that provided 
traffic flows through each of the service toll 
booths at 5-min intervals. 

The counts were then factored to hourly volumes 
to establish maximum flow rates (i.e., toll booth 
capacity). Toll Booth 11, which handled the highest 
volumes, achieved a maximum hourly service rate of 
552 vehicles and an average rate of 511. If all 
seven toll booths had been used evenly, their total 
capacity would have approximated 3,580 vehicles, 
this is nearly 300 vehicles per hour more than the 
capacity of the tunnel itself. 

However, both the videotape analysis and counts 
taken at the exit portal and at the toll booths re
vealed an uneven use of the seven toll booths (Figure 
7, based on videotape counts by SG Associates, Inc., 
May 8, 1983, and Table 7): 

• First, a.ltnough lane usage entering tile tun
nel was almost exactly equal, at the exit portal 54 
percent of the traffic used the north lane and 46 
percent used the south lane, indicating that cross
overs to the left were occurring within the tunnel 
in response to the trapping effect of the right-lane 
queues. 

• Maximum peak-hour flow rate for Booth 1, 
based on 5-min volumes, was 348, as opposed to 516 
for Booth 13 and 540 for Booth 11. 

• Actual peak volumes for the two right booths 
were 974 as opposed to 726 in the two left lanes. 

• Total volume increased in the 5:00 p.m. to 
6:00 p.m. hour by 190 over the 4:00 p.m. to 5:00 
p.m. hour. Of this increase, 133 vehicles, or 70 
percent, uoed the left three booths, increasing 
booth volume in Booths 1, 3, and 5 by 12 percent as 

TABLE 6 Hourly Approach Area Capacity Loss Resulting from Weaving Vehicles Under Slow-Speed and Forced-Flow 
Conditions 

Capacity Loss in Vehicles at Flow Rate 
No. of Delay per Total Lane 
Vehicles Weave Delay 410 430 470 480 

Lane Weaving (sec) (sec) (.11 veh/sec) (.12 veh/sec) (.13 veh/sec) ( .133 veh/sec) 

Central Artery A 2 25 so 6 6 7 7 
B 16 15 240 26 29 31 32 

Surface Artery C 57 5 285 31 34 37 38 
D 40 5 200 22 24 26 27 

North Street E 18 15 270 30 32 35 36 
F 2 25 50 6 6 7 7 
G 0 
H 0 

Total 1,075 121 131 143 147 

Note: Dashes = not applicable because the number of weaving vehicles woe zero. 
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VEHICLES SERVED IN PEAK HOURS 5:00 - 8:00 P.M. 

100 200 300 400 600 

BOOTH 1 

BOOTH 3 

BOOTH 5 

BOOTH 7 

BOOTH 8 

BOOTH 11 

BOOTH 13 

NORTH 

USED 
CAPACITY 

D UNUSED 
CAPACITY 

BASED ON AVl!AAQE FLOW RATE OF 
MOI.T HEAVILY UIID TOLL BOOTH 

FIGURE 7 Unused toll booth capacity under booth usage patterns of April 
1983. 

TABLE 7 Toll Booth Usage from Videotape Record 4:00 p.m. to 5:00 
p.m. and 5:00 p.m. to 6:00 p.m., April 1983 

4 :00 p.m.-5 :00 p.m. 5:00 p.m.-6:00 p.m. 

Booth No. 

North l 283 
3 378 
5 412 

Subtotal (I, 3, 5) 1,073 
South 7 382 

9 444 
11 499 
13 478 

Subtotal (9, 11, 13) 1,421 

Total 2,876 

opposed to a 6 percent rise in Booth 7 and only a 2 
percent rise in Booths 9, 11, and 13, The larger 
increase in Booths 1, 3, and 5 clearly illustrates 
the potential capacity gain of more evenly distrib
uted booth usage, 

The imbalanced toll booth use caused queues at 
the three south booths to extend farther and farther 
back during the peak hours. "Escape• to the left was 
prohibited. This caused both tunnel lanes, but es
pecially the south lane, to slow down in the tunnel 
upgrade section. The slowdown in the south lane en
couraged crossovers to the north lane within the 
tunnel--an illegal movement. Further, the tendency 
toward the right booth and the • trapping• effect 
reduced the throughput potential of the south tunnel 
lane. 

The result of this queueing on tunnel-system ca
pacity is apparent from the differences in lane vol
umes at the tunnel exit portal. Between 4:00 p.m, 
and 5:00 p.m. the north tunnel lane carried 1,526 
vehicles, as opposed to l,252 in the south lane. The 
difference between the two lane volumes represented 
the loss in capacity to the geometry of the toll 
plaza and driver behavior--about 235 to 275 vehicles 
per hour, 

It was this phenomenon, not the toll booths per 
se, that limited tunnel capacity, The toll booths 
themselves could handle more than 3,500 cars in the 
peak hour, or 1,750 per lane, yet the uneven distri
bution of booth usage, the resul tant queuei ng, and 
the trapping of vehicles in the south lane reduced 
capacity by approximately 250 vehicles in the peak 
hour. 

Percentage No. Percentage 

9.9 308 10.0 
13.1 422 13.8 
14.3 476 15.5 
37 .3 1,206 39.3 
13.2 406 13.2 
15 .4 455 14.9 
17.4 511 16.7 
16.7 488 15.9 
49.5 1,454 47.5 

3,066 

Summary 

Adding the capacity reduct ions caused by conflicts 
at the entrance and exit portals gave an approxima
tion of the throughput that could be attained if 
these problems were eliminated: 

Toll plaza geometry and 
driver behavior 

Approach area weaving 
Total capacity reduction 

250 vehicles/hour 

120-150 vehicles/hour 
370-400 vehicles/hour 

When this capacity reduction is added to t he March
April 1983 p.m. peak- hour vol umes of 2,800 to 3,000 
vehicles, a volume of 3,170 to 3,400 vehicles per 
hour results. This improved volume represents the 
tunnel-system f lows that coul d be achieved on a sus
tained basis i f improvement actions were imple
mented-a 13 percent improvement over existing peak
hour conditions, I t compares with the estimated 
in-tunnel capacity of 3,200 to 3,300 vehicles per 
hour, The estim.ated capacity gain • would be more 
ev i dent in the south tunnel l ane and less pronounced 
in the nor th lane, which was effectively at capacity. 

REVISED CONDITIONS 

The operations and capacity analysis of existing 
conditions provided t he basis for traffic management 
actions after May 1983, The various improvements to 
the tunnel entry and exit points were designed to 
(a) maximize Callahan Tunnel throughput and (b) im-
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prove cross-harbor travel times. Accordingly, the 
following specific design principles were keyed to 
each of those sections of the tunnel road system: 

1. Approach area 
• Weaving in the approach area should be 
reduced or eliminated, leading to a capacity 
increase of 405 percent, 
• The tunnel approach area should be kept 
filled with traffic to ensure maximum flow 
into the tunnel, yet queues should not extend 
to the local streets or main-line expressway 
(Figure H)1 
• Approach flows should be balanced to 
achieve equal (maximum) volume in each tunnel 
lane and hence maximum total tunnel volume1 

11 

CURRENT CRITICAL 
PERIOD (4:46 - 6:46) 

QUEUE SPILLBACK TO 
EXPRESSWAY AND 
LOCAL STREETS 

FIGURE 8 Goal of approach area TSM actions. 

FREE FLOW : 
NO QUEUES 

2. 
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• Trucks and buses should be allowed to use 
either tunnel lane (necessary to 
weaving in the approach area)1 
• Earlier warning for oversize 
should be provided to facilitate 
fore entry into the approach area1 

eliminate 

vehicles 
escape be-

• The weak wall of traffic in the north 
lane should be strengthened to ensure two 
strong flows on the outside1 and 
• Conflicts at the North and Blackstone 
intersection should be reduced to allow a 
more regular flow of traffic from North 
Street and the southbound artery ramp into 
the tunnel. 
Tunnel area 
• Speed reductions on the upgrade within 
the tunnel should be minimized, and 

PRACTICAL OOAL : 
CONTAIN QUEUE WITHIN 

APPROACH AREA AND 
KEEP APPROACH AREA FILLED 
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• Speed variations throughout the tunnel 
should be minimized; maximum volume through
put is achieved at an optimum speed with 
minimal speed variation. 

3. Exit portal and toll booth area 
• The capacity restraint resulting from 
uneven use of the toll booths should be 
eliminated through channelization in the exit 
area or by elimination of toll collection, or 
both1 
• As vehicles exit the toll booth area, 
conflicts between those headed for local 
streets and those headed for McLellan Highway 
should be reduced; 
• Adequate maneuvering room must be pro
vided for tow trucks; and 
• Adequate provision must be made for emer
gency vehicles in case of an airport-related 
or other disaster. 

On the basis of these guidelines, various im
provement options were developed and reviewed by 
participating public agencies. This led to three 
basic actions that were implemented beginning May 2, 
1983: 

Traffic Signal 
On Flashing 

Operation 

\ 
North St . 

0 50 100 
~ 

FEET 

Parking Lot 

Central 
N.B. Off-Ramp 
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' One-way toll collection inbound on the Sumner 
Tunnel and elimination of outbound toll payment on 
the Callahan Tunnel, 

'Realignment of the tunnel exit road, made 
possible by eliminating the toll booths and collec
tion (Figure 9); and 

• Channelization of the tunnel approach roads, 
first by barrels and then by permanent construction 
to better funnel flow and reduce weaving movements 
(Figure 10). 

RESULTS 

Traffic volumes and patterns on the approach to the 
tunnel were obtained from videotape analysis for 
conditions "after• the one-way toll collection and 
temporary approach channelization were placed in 
effect. Table 8, based on field and videotape counts 
done by SG Associates in 1983, and Figure 11 present 
comparisons of the before and after patterns: 

• The p,m. peak-hour traffic volumes for the 
after conditions totaled 3,238 vehicles compared 
with 3,034 before the improvements were made. This 

\_ Over Height 
Detector -
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Location 
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And Retaining Well 
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Tunnel j 
Entrance 

Portal 

FIGURE 9 Alignment plan {or Callahan and Sumner tunnels-exit road. 
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F1GURE 10 Alignment plan for Callahan and Sumner tunnels-approach roads. 
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TABLE 8 Summary DiBtribution of Callahan Tunnel Approach VolumeB Before and After One-Way 
Toll Experiment and Approach Area Channelization 

4:45 p.m.-5 :45 p.m. 
Preexperiment Peak Hour 
(3/4/83) 

Percentage of 
Source Volume Total Traffic 

Central Artery 998 32.9 
Surface Artery 851 28.0 
Subtotal from the south 1,849 60.9 
From North Street 1,185 39.1 

Total 3,034 100 

Before 3/4/83 
P.M. Peak Hour 4:45 - 5:45 P.M. 

FIGURE 11 Callahan Tunnel traffic volume8. 

ouggesto a volume increase of 200 vehicles. The 
after peak volume falls within the 3,200 to 3,300 
capacity range anticipated for the tunnel system, 

• The crossover or weaving volumes dropped from 
450 to 387 vehicles, even though there was no change 
in the approach distributions, they remained 60 per
cent south and 40 percent north, 

• Volumes recorded at the tunnel exit in East 
Boston increased from 3,120 to 3,280 vehicles. 

Thus, the operational changes appear to have im
proved Callahan Tunnel performance, In addition to 
the capacity gains, there was a reduction of delays 
and turbulence at both the entry and the exit, and 
average speeds through the tunnel improved, 

The improved speeds have resulted in fewer break
downs (due to stoppages) and lower utility costs for 
tunnel fans (due to the •piston effect• of moving 
traffic and reduced CO emissions), 

SUMMARY AND INTERPRETATION 

The analyses of existing tunnel-system volumes and 
operations suggested a tunnel capacity of 1,600 to 
1,650 vehicles per lane per hour compared with 
existing peak-hour system volumes of 1,450 per lane. 
The tunnel capacities exceed those obtained by 
traditional capacity procedures--1,435 to 1,485 
vehicles per lane per hour. 

Channelization of the tunnel approach, elimina
tion of outbound toll collection, and realignment of 
the tunnel exit lanes were estimated to increase 
system throughput to about 1,650 vehicles per lane. 
Sample •after" studies indicate that this flow rate 

5 :DO p.m.-6 :DO p.m. 
Postexperim~ut P~ak Hour 
(6/10/83) 

Difference 
1'ercentage of 

Volume Total Traffic Volume Percentage 

1,021 31.6 23 2.3 
888 27.4 37 4.3 

1,909 59.0 61 3.3 
1,329 41.0 144 12.2 

J,238 100 204 b.) 

After 6/10/83 
P.M. Peak Hour 5:00 - 6:00 P.M. 

is actually achieved with reduced delay throughout 
the tunnel system. 

Perhaps even more significant was the rapid im
plementation of improvements--too often lacking- in 
management actions. Proposed concepts were developed 
in March and April 1983 and implemented during May 
1983 by the various state agencies. 
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Quantitative Measure of Levels of Service 

FRANK M. CROFT, JR., and J. EDWI_N CLARK 

ABSTRACT 

This study was undertaken to accomplish two specific objectives pertaining to 
the measurement of traffic flow quality: (al to demonstrate that the internal 
energy of the traffic stream as determined by the parameter acceleration noise 
is related to the traffic flow parameters of speed, volume, and density and (bl 
to demonstrate that acceleration noise can be used as a quantitative measure of 
the level of service for traffic flow on an urban freeway. Traffic flow data at 
different levels of service were collected from sections of Interstate 65 in 
Louisville, Kentucky, using a "floating car" equipped with a Greenshields Traf
fic Analyzer. The traffic analyzer data were later reduced using an interactive 
computer program to yield values of acceleration noise. The relationships be
tween acceleration noise and the traffic flow parameters of speed, volume, and 
density were analyzed using scatter diagrams and plots of the mean values of 
each parameter for each level of service. The results of F-tests between the 
variables showed the relationships to be significant and the values of R 2 in
dicated a high degree of correlation. As a result of this study, it was con
cluded that acceleration noise due to traffic interaction is a quantitative 
measure of the level of service for traffic flow. This conclusion is based on 
the relationships between acceleration noise and the traffic flow parameters of 
speed, volume, and density. Respectively, these relationships are linear, ex
ponential, and quadratic in nature. Furthermore, acceleration noise increased 
by a factor of 12.64 as level of service deteriorated from A to E, compared to 
speed, which decreased by a factor of 1.47, and compared to volume and density, 
which increased by factors of 2.89 and 4.29, respectively, for the same changes 
in levels of service. 

Researchers and traffic engineers have long recog
nized the need for methods of comparing the effects 
of various design options and traffic controls on 
the quality of traffic flow and levels of service in 
a quantitative manner. Various parameters, indices, 
and models have been developed over the years in an 
effort to solve this problem, yet none has gained 
wide acceptance as a quantitative measure of traffic 
flow quality. 

Travel time, the "old reliable" of traffic flow 
parameters, has been used pract.ically every way pos
sible to quantify traffic flow quality (1-3). But 
travel time is not a good indicator of -operating 
conditions during a trip on a section of highway un
less delays are exceedingly long or frequent. 

Traffic flow has been compared to heat flow and a 
traffic flow model based on heat flow has been de
veloped (4). This heat flow analogy assumes that a 
traffic lane is similar to a long, slender, insu
lated rod (controlled access and no opportunity for 
lane change). Beat flow through such a rod is de
scribed by a differential equation that relates the 
variables of temperature, distance, time, and the 
material properties of conductivity, specific heat, 
and density. Traffic flow variables are simply sub
stituted foe the appropriate heat flow variables in 
the differential equation and the solution yields 
the speed-density relationship of the traffic 
stream. This approach appears to be straightforward 
and easily understood. However, there is a problem 
with this analogy. The heat flow equation, when ap
plied to traffic flow, implies that speed might be 
negative if the change in vehicular density in
creases with respect to distance. This situation is 
not realistic and therefore reduces the conceptual 
appeal of the model as a quantitative measure of 
traffic flow quality. 

A considerable amount of work has been done with 
regard to ·fluid flow modeling of the traffic stream 
(.!). A single lane of traffic offers a striking 
analogue to the flow of a compressible fluid, such 
as a gas, in a pipe with a constant area. Both sys
tems consist of discrete particles: individual 
molecules in the case of the fluid and individual 
vehicles in the case of the traffic stream. In ap
plication of fluid flow models to traffic flow prob
lems, a greater concern is implied with the overall 
statistical behavior of the traffic stream than with 
the interactions between vehicles because none of 
the parameters relate to the individual vehicle. 
Fluid moaels have certain shortcomings as quantita
tive measures of tra·ffic flow quality because the 
sample size associated .with traffic problems in
cludes only a small portion of the particles or 
vehicles (4). 

The heat flow model and fluid flow models involve 
systems that are governed by natural physical laws. 
The system associated with the traffic stream in
cludes the driver, the road; and the vehicle. Also, 
traffic conditions, which are related to vehicle be
havior and roadway geometry, are important factors 
associated with the traffic stream. None of these 
elements of the traffic stream are governed by the 
natural physical laws that are associated with heat 
flow or fluid flow. Although these models have been 
successful on a limited basis, they are not gener
ally likely to reflect the adtual traffic flow 
cQaracteristics associated with the traffic stream. 

A parameter that successfully measures the qual
ity of traffic flow on a given highway facility in a 
quantitative manner must be sensitive to the three 
basic elements of the traffic stream: the ddver, 
the road, and the vehicle. Also, such a parameter 
must be sensitive to traffic flow conditions and it 
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must measure the smoothness or the quality of flow 
within the traffic stream. Acceleration noise is a 
parameter that is sensitive to the three basic ele
ments of the traffic stream and it is a measure of 
the quality of flow within the traffic stream. Ac
celeration noise is defined as the standard devia
tion of the indiv i dual accelerations and decelera
tions of a vehicle traveling over a section of 
highway. 

The quality of traffic flow on a given highway 
facility affects many features of the traffic stream 
that are quantitative in nature. For example, vehi
cle operating costs are directly affected by the 
quality of traffic flow and are measured quantita
tively. To determine the effect that the quality of 
traffic flow has on these features, a quantitative 
measure of traffic flow quality is needed. At pres
ent, the only parameter that is an accepted measure 
of traffic flow quality is level of service and it 
is qualitative not quantitative in nature. There
fore, it is not now possible to relate the quantita
tive features of the highway environment to traffic 
flow quality. 

PURPOSE AND OBJECTIVES 

The purpose of this study is to accomplish two spe
cific objectives. These objectives are to demonstrate 

• That acceleration noise is related to the 
traffic flow parameters of speed, volume, and den
sity and 

• That acceleration noise can be 
quantitative measure of the level of 
traffic flow on an urban freeway. 

DATA COLLECTION, ANALYSIS, AND RESULTS 

Int.ruduction 

used as a 
service for 

Data related to acceleration noise and level of ser
vice were collected for this study. Specific atten
tion was given to weather and holiday limitations, 
highway section selection, use of the test vehicle 
and research equipment, and traffic count methods. 
The methods employed in the data-collection effort 
are discussed. 

An attempt was made to identify and exclude those 
variables that were difficult, if not impossible, to 
control . Of course, the first of these variables to 
be considered was weather conditions. Adverse 
weather conditions can cause variation in traffic 
flow patterns. Data were not collected during pe
riods of inclement weather. Furthermore, the pavement 
of each test section was dry and free from moisture 
before any data-collection runs were made. If ad
verse weather conditions occurred during a series of 
test runs, the runs were terminated and not resumed 
until the pavement was dry. 

During holida~ periods and weekends, the traffic 
flow characteristics on any highway can change 
dramatically compared to typical weekday traffic 
conditions. To eliminate any variance in the data 
attributable to this variable, data were only col
lected on weekdays excluding holidays. 

Hi ghwa y Tes t s ection 

Four sections of Interstate 65 in Louisville, Ken
tucky, were selected for study. I-65 is a four-lane 
urban freeway with 10-ft shoulders and a 20-ft grass 
median. The horizontal alignment is relatively 
straight, and the vertical alignment is relatively 
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flat. Preliminary studies showed that a wide range 
of levels of service existed and that traffic vol
umes approach capacity during peak periods. These 
sections are shown in Figure 1. These freeway sec
tions carry heavy traffic volumes in both the morn
ing and afternoon peak periods. The average daily 
t r affic (ADT) volume in 1981 on Sections 1 and 4 was 
68,430 vehicles per day. The ADT volume on Sections 
2 and 3, for the same year, was 60,700 vehicles per 
day. Classification counts supplied by the City 
Traffic Engineer's Office in Louisville, Kentucky, 
showed the amount of truck traffic to be 15 percent 
of this ADT volume. 

Test Vehicle and Resea r c h Equipme nt 

Jones and Potts (~) investigated the variability of 
acceleration noise with different drivers. They 
found that acceleration noise did, in fact, vary 
with drivers, depending on the individual driver's 
speed. For example, acceleration noise was essen
tially the same for two drivers driving below the 
design speed of the highway. However, if both 
drivers exceeded the design speed, acceleration 
noise was greater for the faster driver. On the 

Section 

1 
2 
3 
4 

1- 264 

WATTERSON 
EXPRESSWAY 

SECTION I 

SOUTHBOUND LANES 
1-264 TO FERN VALLEY 

~t:.(; I IUN ~ 

SOUTHBOUND LANES 

Leng th (miles) 

2.0 
1.0 
1.0 
1.4 

SECTION 4 

NORTH BOUND LANE S 

FER N VALLEY TO PRE STON OFF RAMP 

FERN VALLE Y RD. 

END SECTION 3 
BEGIN SECTION 4 

SECTION 3 
NORTHBOU~O LANES 

OUTER LOOP TO FERN VALLEY 

1-65 SOUTH 
TO NASHVILLE 

FIGURE 1 Selected study sectiona of 1-65 in Louisville, Kentucky. 
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basis of the conclusions of the Jones and Potts 
study, a decision was made to use a single driver 
for the test vehicle and thus to avoid variations in 
the data caused by differences in drivers. 

In previous studies of acceleration noise, data 
were recorded by various instruments including an 
accelerometer, a tachograph, a recording speedome
ter, and a traffic analyzer (!,!-!), For this study, 
a Greenshields Traffic Analyzer was installed in a 
1971 Plymouth Fury and used to collect the required 
data for determination of acceleration noise, The 
traffic analyzer was cable connected to the test 
vehicle's transmission where the speedometer cable 
is located , A special connector was used to allow 
the speedometer to remain operational, The data re
corded included (a) the number of positive and nega
tive 2-mph speed changes over the highway section, 
(b) the running time of the test vehicle, and (c) 
the length of each highway section. The traffic 
analyzer can be set on automa tic mode t hat allows 
for reco rding all of these data on a constant-dis
tance (every 0,10 mile) basis. There is also a 
manual switch that allows the operator to record 
data at any time during a test run. The data are 
printed in a digital format on recording tape during 
each data-collection run and can easily be reduced 
and analyzed at a later time. The format of the re
cording tape is shown in Figure 2, 
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000001009007 0005300 P 
0000000100060005500 
0000000100070005500 
0000000100060005500 
0000000100070005500 
0000000100070005400 
0000000100070005400 
0000000100060005500 
0000000100060005400 
0010000100070005500 
0000010100060005300 
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0000000100070005500 
0000000100070005400 
0000000010010005500 P 
0000000100060005500 
0000010100070005500 

END RUN 

BEGIN RUN 

FIGURE 2 Format of traffic analyzer 
recording tape. 

The "floating car" technique was used to_ collect 
data relating the traffic flow parameters of speed, 
volume , density , and accelera tion noise on the se
lected freeway sections, This t echnique ha s l ong been 
established as prov id ing an accur ate determi na t ion of 
the average speed o f the traffic stre am on a given 
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highway section. It is assumed that the acceleration 
data for a floating car would also represent an aver
age of the accelerations of the vehicles in the traf
fic stream (!), 

Data Collection 

Total acceleration noise on a given freeway section 
is the sum of the natural acceleration noise and the 
acceleration noise due to traffic interaction. The 
natural acceleration noise is the acceleration noise 
of the driver and the vehicle in response to the 
geometric characteristics of the highway. The nat
ural acceleration noise can be measured by making 
test runs with the floating car on the highway sec
tion in the absence of significant traffic. This can 
be accomplished by making runs between the hours of 
1:00 a.m. and 5:00 a.m. when traffic volume on this 
urban freeway is low, A total of 65 test runs was 
made on the selected freeway sections between the 
hours of 1:00 a.m. and 5:00 a.m. The data were then 
reduced by an interactive computer program to cal
culate the acceleration noise, 

Acceleration noise due to traffic interaction can 
be determined by making test runs with the floating 
car at various times of the day when traffic volume 
is considered to be low, moderate, and high. During 
the peak hours (7:00 a.m. to 9:00 a.m. and 3:00 p.m. 
to 6:00 p.m.), traffic volumes are directional. In
bound traffic volume in the morning is generally 
high, while outbound traffic volume is. relatively 
low. Conversely, outbound traffic · volume in the 
afternoon is generally high, while inbound traffic 
is relatively low. A single round trip yields data 
with regard to high and low traffic volumes. Teet 
runs during the morning and afternoon peak periods 
yielded data over a wide range of speeds and den
sities compatible· with levels of service A through 
E, Traffic flow during the test runs was never 
stoppedi however, at level of service E, traffic 
flow was generally slow-and-go, 

Approximately 100 test runs that generated more 
than 488 vehicle-miles of travel were made on the 
selected freeway sections to collect the data re
quired to calcul ate a cce l e r ation noise due to traf
fic interact i on. During t he se test runs 346 data 
points were collected at various levels of service. 
A single data point reflects the acceleration noise 
measured over the length of a test section. A single 
test run over the four freeway sections generated 
four data points. 

Traffic volumes during test rune were determined 
using the manual count method at two count station 
locations along the test sections. Two observers 
were located at each count station with instructions 
to record the vehicle count during each 15-min pe
riod listed on the volume data sheets, One observer 
was responsible for recording the traffic count in 
the northbound lanes while the other was responsible 
for recording the t r aff ic count in the southbound 
lanes. It was extremel y i mporta.n t that the traffic 
counts be coordinated with the data-collection rune 
of the test vehicle, Before going into the field, 
the driver of the test vehicle and the observers 
conducting the traffic counts eynehronized their 
watches, The format of the traffic count field sheet 
is shown in Figure 3, 

Data Reduction 

The values of acceleration noise, speed, volume, and 
density were reduced fr om data collected during the 
test rune on the des i gna ted sections of I-65, The 
test runs were conducted when traffic flow condi-
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Date: 6-16-82 
Southbound I-65 

Transportation Research Record 1005 

Fern Valley Road to Outer Loop Road--Afternoon Peak 

Time 
Period 

3:00 - 3:15 
3:15 - 3:30 
3:30 - 3:45 
3:45 - 4:00 
4:00 - 4 :15 
4:15 - 4:30 
4:30 - 4:45 
4:45 - 5:00 
5:00 - 5:15 
5:15 - 5:30 
5:30 - 5:45 
5:45 - 6:00 

l!:> Minute 
Count 

741 
792 
862 
874 
908 
899 
801 
946 
896 
917 
742 
657 

FIGURE 3 Format of typical traffic count field sheet. 

tions ranged from level of service A to level of 
service E. The numbers of test runs associated with 
each level of service were 76 for level of service 
A, 111 for level of service B, 79 for level of ser
vice c, 57 for level of service D, and 23 for level 
of service E. There are 346 sets of data points in 
the data base. 

Two computer systems were used in the reduction 
and analysis of the data collected for this study. 
The DECsystemlO computer, at the University of 
Louisville, was used to calculate acceleration 
noise, average speed, and traffic density using an 
interactive program developed for this study. The 
IBM 3081-K computer at Clemson University was used 
to statistically analyze the reduced data and gener
ate a major portion of the graphic information re
lated to this study. 

Level of service criteria for freeway sections 
are given in The Highway Capacity Manual (HCM), 
Table 9.1 (9), where the maximum allowable volume 
for each level (or maximum allowable volume-to-ca
pacity ratio) is tabulated against speed, The use of 
the HCM table implies a correlation between the vol
umes and speeds shown, when, in fact, no such rela
tionship exists. Meeting one criterion (either speed 
or volume) does not guarantee that the other has 
been met. 

Roess et al. (10) under a research contract from 
the FHWA and the National Cooperative Highway Re-

IIJ 25 
<II 
C 
15 20 

~ ,~ 
10 

- 70 
f 60 
2 
- 50 ----------

-
5 6 9 

search Program revised the criteria for establishing 
level of service for freeway sections. They con
sidered it critical that any revised criteria be 
based on correlated values of volume and speed. Fig
ure 4 shows the speed-volume relationship for free
way capacity. 

These curves are based on limited amounts of data 
available in the literature as well as three pilot 
studies conducted specifically by Roess et al. (10). 
The curves show two major characteristics of freeway 
sections. First, there is a significant range of 
volumes over which speed is insensitive to volume. 
Second~ as volume approaches capacity, speed de
creases rapidly (10). 

The use of the HCM table to determine level of 
service is impractical because speed is insensitive 
to volume over a large range. A more reliable param
eter is density. Therefore, in this study, speed and 
density were used to define level of service. Table 1 
gives the level of service recommendations based on 
speed and density for basic freeway sections (10). 
This table was used to determine levels of service 
associated with this research. 

Acceleration noise can be expressed mathemati
cally as 

a r(l/T) /ro Tl (a(t))l/2dtll/2 
- .. r .. .. 

(1) 

/ --------
10 II 12 13 14 15 16 17 18 19 20 

VOLUME (IOO PC/H/L) 

FIGURE 4 Recommended speed-flow curves for freeway capacity (10). 
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TABLE 1 Levels of Service for Basic Freeway Sections (10) 

Performance Criteria for Levels of Service 

Level of 
Service 

Speed 
(mph) 

Density 
(passenger cars/mile/lane) 

Average Highway Speed= 70 mph 

A 
B 
C 
D 
E 
F 

;;, 50 
;, 50 
;, 48 
;, 40 
;, 30 
< 30 

< 15 
< 25 
< 35 
< 47 
< 67 
> 67 

Average Highway Speed= 60 mph 

A 
B 
C 
D 
E 
F 

;;, 45 
;, 43 
;, 38 
;, 30 
< 30 

< 25 
< 35 
< 47 
< 67 
> 67 

Average Highway Speed= 50 mph 

A 
B 
C 
D 
E 
F 

;, 40(64) 
;;, 35(56) 
;;, 30(48) 
< 30(48) 

< 35 
< 47 
< 67 
> 67 

Maximum Service Volumes (one direction) for Levels 
of Service During Uniform Periods of Flow 
(passenger cars/hour) 

4 Lanes 

1,600 
2,500 
3,400 
3,850 
4,000 

2,300 
3,050 
3,600 
4,000 

2,800 
3,300 
4,000 

6 Lanes 8 Lanes 

2,400 3,280 
3,900 5,400 
5,100 6,800 
5,775 7,700 
6,000 8,000 

highly variable 

3,525 4,800 
4,575 6,100 
5,400 7,200 
6,000 8,000 

highly variable 

4,200 5,600 
4,950 4,950 
6,000 6,000 

highly variable 

Each 
Additional 
Lane 

820 
l ,350 
l,700 
1,925 
2,000 

1,200 
1,525 
1,800 
2,000 

1,400 
1,650 
2,000 

Note: Dashes jndicate level of service not achievable due to restricted average highway speed. 

where 

a= acceleration noise (ft/sec 2
), 

a(t) = acceleration (positive or negative) at time 
t(ft/sec 2

), and 
T total time in motion (sec). 

Because this equation (_!,11-.!ll is difficult to 
evaluate precisely using field data, the following 
equation can be used to approximate acceleration 
noise from parameters that can easily be collected 
in field studies (.!,.!l,14). The equation is 

- [ (Vt - V0 )/T] •}l/2 

where 

a= acceleration noise (ft/sec 2
), 

T total time in motion (sec), 
tv constant increment of velocity change 

(mph), 
ni integer denoting the number of speed 

changes at the constant increment (6V) 
that have occurred over time 6ti, 

Vt velocity at trip start, and 
V0 velocity at trip end. 

(2) 

The natural acceleration noise (on) on a given 
highway facility is the acceleration noise during a 
vehicle trip on the facility that can be ascribed to 
a driver's natural speed changes in the absence of 
significant traffic (4,12). The natural acceleration 
noise for each sectio~of I-65 was determined by 
averaging the values of acceleration noise calcu
lated from data collected during 65 test runs made 
in the absence of a significant volume of traffic. 
Table 2 gives the value of the natural acceleration 
noise for each section of I-65 and the 95 percent 
confidence limits on each mean value. 

TABLE 2 Natural Acceleration Noise 
of Four Sections of 1-65 

Natural 
Acceleration 95 Percent 
Noise, o Confidence 

Section (fl/scc1)n Limit 

I 0.2650 ±0.0116 
2 0.3180 ±0.0192 
3 0.2990 ±0.0160 
4 0.2440 ±0.0176 

The total acceleration noise (aT) of a given 
highway section is simply the value of acceleration 
noise measured during various traffic flow condi
tions. Total acceleration noise combines the effects 
of geometry and traffic interaction. An equation 
that represents the total acceleration noise is 

where 

a • n 
at 2 

total acceleration noise (ft/sec 2
), 

natural acceleration noise (ft/sec 2
), and 

acceleration noise due to traffic inter
action (ft/sec 2

). 

(3) 

Equation 3 is an expression for total accelera
tion noise based on the definition of acceleration 
noise as the standard deviation of the accelerations 
of a vehicle in the traffic stream. It is recognized 
that addition and subtraction of standard deviations 
is not possible in a statistical sense. However, ac
celeration noise is not being used in a statistical 
sense; therefore, addition and subtraction of the 
acceleration noise values (standard deviations) is 
acceptable. Solving Equation 3 for at yields an 
expression for the acceleration noise due to traffic 
interaction. This expression is simply 

(4) 
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TABLE 3 Mean Values of Traffic Flow Parameters 

Level of Service 

A B 

No. of data points 76 .0 111.0 
Mean speed (mph) 57 .03 56.13 
Mean 15-min volume 323.0 488.0 
Mean densi1y (veh/ mllc) 22 .69 34.80 
Mean acceleration noise (ft/sec2 ) 8 0.0517 0 .0908 

8This parameter ls the value due to traffic interaction . 

The value of the acceleration noise due to traf
fic interaction (ot) is independent of the free
way section because the effects of geometry are re
moved by subtracting the natural acceleration noise 
(on) from the total acceleration noise ( oT) • 
Acceleration noise due to traffic interaction is the 
parameter used to quantify level of service in this 
study. In the remaining portions of this study, the 
term acceleration noise ( o) will be used to denote 
acceleration noise due to traffic interaction unless 
otherwise noted. 

The average speed for each test run was calcu
lated using total elapsed time and total distance 
data from the traffic analyzer tape. The average 
speed calculated from this time and distance data is 
called the space-mean speed. The data associated 
with the time and distance were input into the com
puter program developed for this study and the aver
age speed was calculated and printed. 

For each level of service, the mean •1alue of 
speed, 15-min traffic volume, density, and accelera
tion noise was calculated. These values were deter
mined by averaging each parameter at each level of 
service. For example, the space-mean speed for each 
run at level of service A was summed and divided by 
76. These values are given in Table 3. 

Data Analysis 

I. 4 

A I. 2 
C 
C 
E 
L I. 0 
E 
A 
A 
T O. B 
I 
0 
N 

0.6 
N 
0 
I 
s 0.4 
E 

F 0.2 
T 
I 
s 
E 0.0 
C 
I 
s 
E -0.2 
C 

C 

79.0 
54.13 

739.0 
54.70 

0.1825 

25 30 
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D 

57.0 
49.26 

868.0 
70.64 

0.3307 

35 

E 

23.0 
38.80 

932.0 
97.43 

0.6536 

o; -0.03035 + 1.801 

F; 475 . 78 

PR >F ; 0 . 00 01 

R2 ; 0 . 5804 

AVERA GE SPEED !MPH) 

The specific relationship between acceleration noise 
and leve l of ser vi ce was analyzed . SAS was used to 
analyze each of the relationships, and SAS/GRAPH was 
used to develop the graphic displays for each rela
tionship. SAS and SAS/GRAPH are statistical analysis 
programs developed by the Statistical Analysis Sys
tem Institute (15-.!1). 

FIGURE 5 Scatter diagram of acceleration noise verrus speed. 

As a first step in the analysis process, a 
scatter diagram was developed describing the rela
tionship between each of the dependent and indepen
dent variables. Each relationship was then analyzed 
using an F-test to determine the significance of the 
relationship between the variables. The value of F 
and the probability that a larger value of F exists 
by chance alone (PR > Fl were calculated for each 
relationship. If the value of PR > F is 0.05 or 
less, the relationship between the dependent vari
able and the independent variable is considered 
significant. The O. 05 level of significance is gen
erally accepted for most engineering work. The value 
of the square of the correlation coefficient (R 2 ) 

was calculated for each relationship. 
The relationship between acceleration noise and 

each of the three traffic flow parameters was in
vestigated and analyzed. Figures 5-7 are scatter 
diagrams that show the relationship of acceleration 
noise to speed, volume, and density, cespectively. 
Acceleration noise is considered the dependent vari
able, and the three traffic flow parameters are con
sidered the independent variables. Included in each 
figure is the regression equation that describes the 
relationship between the variables and the values of 
F, PR> F, and R2

, which describe the statistical 

I. 4 

A I. 2-
C 
C 
E 
L 1.0 
E 
A 
A 
T a. a 
I 
~ 
N 

0.6 
N 
0 
I 
s 0.4 
E 

F 0.2 
T 
I 
s 
E o.o 
C 
I 
s 
E - 0.2 
C 

0 

I • 

200 400 

C 

c«> C C 

' 

o; 0 . 00 05V - 0.1335 

F ; 128 . 98 

PR>F ; 0. 0001 

R2 ; 0. 2727 

600 BOO 1000 1200 1400 1600 
15 MINUfE VOLUME 

FIGURE 6 Scatter diagram of acceleration noise versus 15-min 
volume. 
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FIGURE 7 Scatter diagram of acceleration noise versus density. 

significance of the relationship between the var i
ables. The solid line through the data represents a 
linear regression fit and the dashed lines represent 
the upper and lower 95 percent confidence limits. 

There is a significant amount of scatter present 
in Figures 5-7. This scatter is due to the high 
degree of variability in the traffic flow data. The 
amount of scatter present masks the significance of 
the relationship between the variables. 

To gain a better understanding of the relation
ship between acceleration noise and the three traf
fic flow parameters, plots showing the average value 
of acceleration noise at each level of service ver
sus the average value of speed, volume, and density, 
respectively, at each level of service were devel
oped. These plots are shown in Figures 8-10. Included 
in each figure, as in the case of the scatter dia
grams, is the regression equation that relates the 
variables and the values of F, PR> F, and R2

• 

Results 

Table 3 g i.ves the relationship between level of ser
vice and the mean values of the parameters of speed, 
volume, density, and acceleration noise. The table 
shows that speed decreases by a factor of 1. 4 7 as 
level of service deteriorates from A to E, whereas 
volume and density increase by factors of 2.89 and 
4.29, respectively, for the same changes in level of 
service. Acceleration noise increases by a factor of 
12.64 over this range of level of service. The data 
given in Table 3 suggest that acceleration noise is 
more sensitive to levels of service than are the 
traditional parameters of speed, volume, and density. 

To understand the relationship between accelera
tion noise and level of service, an analysis of the 
relationships between acceleration noise and each of 
the traffic flow parameters of speed, volume, and 

17 

I. 0 

0 = -0. 0325S + l. 921 

M 
E F = 826.2 

A 
N PR>F = 0 .0001 

0. 6 
A R2 = 0. 9964 
C 
C 
E 
L 
E E 
R 
A 0 . 6 
T 
I 
a 
N 

N 
a 
I 0.4 
s 
E •. o 

F 
1 
I 
s 0.2 .c E 
C 
I 
s 
E 
C A 

0.0 
I) "' I I'"' '"'I 

38 40 42 44 46 48 50 52 54 56 58 

MEAN SPEED IMPHI 

FIGURE 8 Average acceleration noise versus average speed at each 
level of service. 

density was performed, The results of the analysis 
are discussed in the following paragraphs. 

Figure 5 shows the relationship between accelera
tion noise and speed. The results of the F-test, 
which determines if a significant relationship 
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FIGURE 9 Average acceleration noise versus average 15-min 
volume at each level of service. 
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FIGURE 10 Average acceleration noise versus average density at 
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exists between the two variables, show the values of 
F and PR> F to be 475.78 and 0.0001, respectively. 
These values indicate that the relationship between 
acceleration noise and speed is significant. 

Th~ value of R 2 i.s O. 5804. This value indicates 
that some linear dependence 
variables, but not enough to 
dependence of acceleration 
value of R2 indicates that 
deal of variance or scatter 
the scatter diagrams. 

is present between the 
warrant complete linear 
noise on speed. This 
the data have a great 
as can be observed in 

Figure 6 shows the relationship between accelera
tion noise and 15-min volume. The results show that 
F = 128.98, PR> F = 0.0001, and R2 = 0.2727. These 
results are similar to the results of the analysis of 
acceleration noise versus speed. The relationship be
tween the variables is significant, but the value of 
R2 indicates that there is only a small degree of 
linear dependence between the variables. Visual in
spection of the figure shows that the data are widely 
scattered as in the case of acceleration noise versus 
speed. 

Figure 7 shows the relationship between accelera
tion noise and density. The results show that F = 
304.86, PR > F = 0.0001, and R2 = 0.4698. Again, 
as in the previous two relationships, the results 
indicate a significant relationship between the 
variables with little or no linear dependence. 

Figure 8 shows the relationship between mean ac
celeration noise and mean speed at each level of ser
vice. The results show that F = 826.2, PR > F = 
0.0001, and R2 = 0.9964 for a linear model. These 
results indicate that a significant relationship 
exists between the mean values of the variables and 
that the relationship is linear in nature, with a 
high degree of correlation. 

Figure 9 shows the relationship between mean ac
celeration noise and mean 15-min volume at each 
level of service. Visual inspection of the figure 
indicates that the relationship is nonlinear in 
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nature, so various nonlinear models were analyzed in 
an attempt to define the relationship between the 
variables. The results show that F = 67.06, PR> F = 
0.0038, and R2 = 0.9572 for an exponential model. 
These results indicate that the relationship between 
the variables is significant and that the relation
ship is exponential. 

Figure 10 shows the relationship between mean 
acceleration noise and mean density at each level of 
service. Again, as in the case of mean acceleration 
noise versus 15-min volume, the relationship is non
linear, therefore, various nonlinear models were 
analyzed in an attempt to characterize the relation
ship between the variables. The results of this 
analysis show that F = 1,735.46, PR > F = 0.0006, 
and R 2 = 0. 9994 for a quadratic model. The results 
again indicate statistical significance between the 
variables and a high degree of correlation with a 
quadratic model. 

The scatter diagrams in Figures 5-7 indicate that 
acceleration noise is related to level of service. 
However, wide scatter in the data masks the true 
relationship between the variables. Figures 8-10 
show strong relationships between the variables when 
the scatter is removed. 

CONCLUSIONS 

The results of this study support the premise that 
acceleration noise reflects the internal energy com
ponent of the traffic stream and is a quantitative 
measure of the quality of traffic flow. This conclu
sion is based on the analysis of the scatter dia
grams shown in Figures 5-7 and the graphs shown in 
Figures 8-10. 

The scatter in the data shown in Figures 5-7 in
creases as level of service deteriorates from A to 
E. This increasing scatter can be explained by the 
shape of the speed-flow curves for freeway opera
tions (Figure 4 J and the er i ter ia :for determining 
level of service given in Table 1. These curves show 
that the average running speed remains nearly con
stant at approximately 50 to 55 mph for a signifi
cantly wide range of traffic volumes. At a volume of 
approximately 1,500 passenger cars per hour per 
lane, speed drops rapidly as volumes increase only 
slightly. The maximum capacity for a freeway lane is 
approximately 2,000 vehicles per hour at a speed of 
approximately 35 mph. 

This rapid decrease in speed for such a small 
increase in volume has a critical impact on the re
lationship between acceleration noise and level of 
service. At low volumes (levels of service A and B), 
the speed of the traffic stream will be relatively 
constant and acceleration noise, which is dependent 
on the number of speed changes, will be at or near 
the natural acceleration noise value. At higher vol
umes (level of service C to El, the speed of the 
traffic stream can be as high as 50 mph (Table 1) • 
The critical parameter for each level of service is 
density. At higher volumes, a wide range of speed 
changes, which affect the parameter acceleration 
noise, can occur. It is entirely possible that under 
some conditions only a few speed changes may occur 
at these high volumes resulting in some low values 
of acceleration noise. On the other hand, there may 
be conditions under which several speed changes oc
cur resulting in high values of acceleration noise. 
This implies that acceleration noise may not be as 
sensitive to volume changes as might be expected. 

Scatter diagrams tend to show the relative trend 
in the relationship between two variables. Such dia
grams can be useful in determining the significance 
of the relationship between two variables through an 
F-test. However, the true relationship between two 
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variables can be masked by the scatter and is often 
difficult to determine. Figure 4 shows the relation
ship between speed and volume on freeway sections. 
The shape of these curves is accepted by traffic 
engineers as a typical speed-volume relationship 
with the maximum volume being approximately 2,000 
vehicles per hour per lane at a speed of 35 mph. 
Real speed-volume data from traffic flow studies 
have the same general shape when graphed as does the 
ideal speed-volume curve: however, there is a sig
nificant amount of scatter associated with the real 
data. This is evident in Figure 11, which is a 
scatter diagram showing the speed and volume data 
collected in this study. Figure 12 shows the same 
speed-volume relationship after the scatter is re
moved by calculating the mean values of each var i
able at each level of service. The curve shown in 
Figure 12 represents the true relationship between 
speed and volume for the test sections associated 
with this study. The shape of this curve is close to 
the shape of the theoretical curve. Therefore, Fig
ures 8-10, which are based on the mean values of the 
variables, show the true relationships between the 
variables. Figures 8-10 show that a strong relation
ship between acceleration noise and level of service 
exists, and, furthermore, each relationship can be 
modeled by the regression equation presented. 
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Highlights of the Canadian Capacity 

Guide for Signalized Intersections 

S. TEPLY 

ABSTRACT 

A unified approach to the treatment of capacity-related issues in urban net
works has been emerging in Canada during the last 10 years. In 1982 the Execu
tive of District 7 (Canada) of the Institute of Transportation Engineers ap
pointed a committee to develop a series of documents that, eventually, will 
form a Canadian Urban Tranz:rpoctation Capacity Guiae. The conunittee decided to 
proceed with the section on signalized intersections as the first task. The 
main reason for this decision was that the capacity of traffic signals is usu
ally the key factor in all urban capacity considerations, and, as a result, a 
chapter on signalized intersections was most urgently needed. Moreover, a num
ber of analytical and design procedures related to traffic signals have been 
tested in the Canadian context in the past decade. Although capacity research 
and development have been only marginally coordinated in Canada, a common 
philosophy has been forming, as may be seen in documents prepared in Ontario 
and Alberta. The first edition of the Canadian Capacity Guide for Signalized 
Intersections was preceded by three draft versions that were d iscussed both 
within and outside the committee. One of the guide's principal objectives is to 
test the approach and procedures and to elicit comments from users and re
searchers on a country-wide basis. The objective of this paper is to inform the 
North American transportation research community about the document and to 
highlight its philosophy and associated techniques. In essence, capacity analy
sis is based on a lane-by-lane saturation flow procedure that allows for cali
bration to local community conditions. 

The need for a specifically Canadian document on 
capacity arises mainly from differences in climate: 
driver behavior: structure of cities: traditional 
traffic engineering practices, and political, judi
cial, and legal systems compared with those of other 
countries. In addition, it has been recognized that, 
in a country as vast as Canada, there is a great 
need for a common philosophy that can accommodate a 
wide variety of regional issues. Such a philosophy 
has been forming (!-1>· 

research and to emphasize common features of the 
techniques used in different regions, 

• To make it possible to incorporate parameters 
specific to a community or region, 

• To identify the "missing links" and to focus 
future development of Canadian practice on a common 
philosophy, 

• To set up the background for such a philos
ophy, and 

• To provide a direction for the future educa
tion of users without restricting the development of 
regional and individual expertise 

The objectives of the guide (!) can be detailed 
as follows: 

• To consolidate current Canadian practice and Although the document should provide basic guid-



Teply 

ance for both experienced and novice practitioners, 
it also leaves room for additional analytical or 
design considerations and procedures where appro
priate or necessary. This is why it is titled a 
•guide" instead of a "manual." 

The foundations of individual techniques of the 
guide are described in sufficient detail to allow 
users to judge the applicability to a specific case 
or to use shortcuts where appropriate. Consequently, 
no distinction is made between so-called "planning• 
and "operations• techniques. 

USER-RELATED PRINCIPLES 

The editor and the authors of the guide have fol
lowed the following principles to enhance user ac
cessibility: 

1. Understandability. Not all users will enjoy 
the benefits of an advanced traffic flow theory 
education. The guide should be a self-contained 
document for traffic engineering professionals who 
may have limited practical or research experience. 

2. Explainability. The guide has not been 
written as a textbook. Nevertheless, it is expected 
that it will be used both in academic and in profes
sional development courses. Consequently, the proce
dures of the guide should be easily explainable with 
the use of traffic flow theory and practice. 

3. Scientific soundness and practicality. It has 
been difficult to combine these two aspects. The 
guide, however, is mainly intended to serve practic
ing professionals, and, as a result, some compro
mises with theory were necessary. For example, al
though Webster's treatment of the left-turning 
movements with opposing traffic (5) has been con
sidered theoretically most correct, a simplified, 
more easily understandable procedure has been in
corporated. The results are accurate within less 
than 10 percent, which is justifiable from a prac
tical point of view. 

4. Accountability. The procedural setup of the 
guide should not only make it possible to incorpo
rate local and regional parameters but, possibly more 
important, provide an opportunity to verify individ
ual computational steps by direct measurements of 
existing situations. For that reason, volume manip
ulations have been restricted to a minimum and 
values of saturation flows adjusted to local condi
tions are directly verifiable by brief surveys. The 
use of local insight is advocated throughout the 
guide. 

Most of the techniques have been tested and eval
uated in terms of their theoretical soundness and 
practicality for Canadian conditions. An experienced 
user can, however, complement the analytical and 
design techniques outlined in the guide by using 
more detailed procedures in those cases in which the 
guide indicates a critical issue. 

The guide covers individual, not necessarily 
isolated, signalized intersections. The strategic 
and network context is discussed and systemwide 
objectives are emphasized. Such analytical or design 
objectives must be reflected in performance goals. 
For example, although equalizing delays on all ap
proaches may be a worthwhile goal at an intersection 
of two major arterial roadways, longer delays may be 
desirable at the collector approach of an intersec
tion with an arterial street in order to minimize 
shortcutting through a residential neighborhood. 

VOLUME: FLUCTUATIONS AND CONVERSIONS 

An import distinction is made between "demand" and 
"supply" volume. Traditional intersection surveys 
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consider only the volumes of individual movements 
within the intersection space. This represents the 
supply volume because it is limited by the capacity 
supplied by the geometric and timing features of the 
facility. Consequently, the supply volume-to-capac
ity ratio cannot exceed 1.0. 

Demand volume represents the number of vehicles 
approaching the intersection. It is counted at the 
end of an intersection approach queue or derived 
from demand models. As a result, under growing queue 
conditions, the demand volume-to-capacity ratio is 
greater than 1.0. The guide generally employs the 
demand volume. 

Changes of the demand in time represent its fluc
tuations. Although 1 hr is acceptable in many situa
tions, the guide also recommends the use of rate of 
flow based on shorter periods for other conditions, 
such as for smaller communities. All flows are, 
however , expressed as hourly volumes. As will be 
demonstrated later, delay (the major evaluation 
parameter) is quite sensitive to the time base. 

Vehicle categories are converted into passenger 
car units (pcu' s) both for volumes and for satura
tion flows. Typical Canadian conversion factors (pcu 
equivalents) have been determined using a least
squares optimization procedure that reflects the 
composite effect of individual vehicle categories 
(.§.). They are as follows: 

Vehicle Category 
Passenger cars, vans, pickups 
Single-unit trucks 
Multiunit trucks 
Multiunit trucks heavily loaded 
Buses or streetcars 
Motorcycles 
All trucks and buses combined 

(approximation) 

Passenger Car 
Unit Equivalent 
(pcu/ veh) 
1.0 
1 , 5 
2 , 5 
3 , 5 
1. 75 
0 . 5 

2.0 

As a rule, the guide uses lane-by-lane analytical 
or design techniques. Consequently, all yolumes and 
saturation flows must be expressed separately for 
each lane. 

SAFETY CONSIDERATIONS 

aecause certain safety parameters form inviolable 
constraints to capacity considerations, they are 
explicitly discussed in the guide for both vehicular 
and pedestrian movements. 

Vehicular Requirements 

Two features of vehicular safety are included. They 
involve the duration of the amber interval and the 
total intergreen period. 

Amber interval can be determined by two methods. 
Both of them use a common formula but differ in the 
recommended acceleration rates. Nevertheless, they 
somewhat simplify the true decision- or dilemma-zone 
problem. As can be seen in Figure 1 the driver of a 
vehicle that is in the decision zone at the onset of 
amber has a choice of continuing at a steady speed 
(v) and legally entering the intersection during the 
last portion of the amber interval, or of stopping 
at the stop line at a reasonable deceleration rate. 
Typical perception and reaction time (tpr> is 1.0 
seci cor responding distance is denoted dpr • Specific 
adjustments are recommended for s t eep downhill inter
section approaches. 

The intergreen period is defined as the time 
between the end of the green interval for the traf-



22 

Q) 

E 
i= ------r ----- ----- --- -----------tpr I 

--- - - - - - '"' - I ~---~-~----------~-

! 

Distance 

C: 
Q) 

~ 
(!) 

d 
.i' I 

FIGURE 1 Determination of the amber interval. 

fie stream losing the right-of-way and the beginning 
of the green interval for the conflicting traffic 
stream gaining the right-of-way. It consists of an 
amber interval and an all-red period. 

The proposed technique to minimize potential 
vehicle-to-vehicle conflicts is based on the need to 
clear the last vehicles of the ending phase before 
the approaching vehicles of the starting phase reach 
the potential conflict area (Figure 2). The last 
vehicle legally entering the intersection during 
amber must clear the conflict area (Z1 or Z2, 
respectively) before the first vehicle of the start
ing phase, legally entering the intersection at the 
onset of green with a "rolling" start, reaches the 
conflict area. The formula includes the amber over
run portion, time needed to reach the conflict area, 

5 

l 
Z1 : Conflict Area for Lanes 2 and 5 

Lane 2 Clearing (ending phase) 
Lane 5 Approaching (starting phase) 

Z2 : Conflict Area for Lanes 3 and 10 

Lane 3 Clearing 
Lane 10 Approaching 

FIGURE 2 Determination of the intergreen period. 
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time needed to clear the conflict area (based on the 
length of a passenger car because longer vehicles 
act as a barrier), less the time needed by the first 
vehicle of the starting phase to reach the near end 
cf the conflict area. The suggested range cf input 
values reflects regional differences in driver be
havior and in legal practices. 

For vehicles clearing and pedestrians approach
ing, an identical procedure is recommended, but the 
length of a passenger car is excluded. When a vehi
cle is in the crosswalk area, it acts as a barrier. 

The all-red interval fills up the remaining time 
between the amber interval and the intergreen period. 

Pedestrian Requirements 

For pedestrians, duration of walk intervals and 
clearance periods must be determined. These depend 
on the availability and dimensions of refuge areas. 
Again, basic parameters and considerations are 
identified. Naturally, the sum of the longest pedes
trian walk interval and the clearance period for 
each phase must not exceed the sum of the longest 
vehicular green interval and the associated inter
green period for that phase. 

CAPACITY ANALYSIS AND SIGNAL DESIGN 

In signal operations there are two major tasks re
lated to capacity. The first one is the quantitative 
evaluation of the performance of existing or planned 
signalized intersections (titled "Analysis" in the 
guide) and the second one is the design of new 
facilities. Both tasks are schematically shown in 
Figure 3. 

The analytical task is based on a definition of 
the basic or the initial saturation flow for a given 
community or region and identifies the adjustment 
procedures for specific intersection conditions. 
Many individual geometric or traffic factors are 
included. 

(a) 

Input 

Traffic 
conditions 

Geometric 
features 

(b) 

Signal 
settings 

Input 

Traffic 
conditions 

Geometric 
features 

ANALYSIS 

DESIGN 

Output 

Evaluation 
criteria 

Design of 
signal 

settings B 
Output 

Evaluation 
criteria 

I 
I 
I 

I I 
I I I 

I ----· --------L-----------------~·-- ------ I 

FIGURE 3 Schematic illustration of the signal operations 
analytical process (a) and schematic illustration of the signalized 
intersection design process (b ). 
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Quantified performance parameters constitute the 
output of the analytical task. Capacity is naturally 
preeminent, but other expressions of capacity, such 
as volume-to-capacity ratios, reserve capacity, and 
delays, are also defined. 

The design process concentrates on finding the 
best set of signal settings to suit local condi
tions, desired objectives, and performance param
eters. This process is concerned with phasing 
schemes, cycle time determination, and green alloca
tions. The suggested procedures use volume-to-capac
ity ratios or, alternatively, the probability of 
clearance, delays, and queues as tools to achieve 
the specified goals. 

SATURATION FLOW CONCEPT 

The saturation flow concept is shown in Figure 4. 
Three types of saturation flow are defined in the 
guide: basic, initial, and adjusted. 
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FIGURE 4 Saturation flow concept indicating a decline after 
about 40 sec of green (solid line). 

Basic saturation flow is defined as the number of 
passenger car units that can discharge across the 
stop line of an "ideal" intersection lane (width 3.0 
to 3.5 m) and move straight through (i.e., no turn
ing movements) without any additional traffic fric
tion (e.g., no parking, no bus stops). Ideal Cana
dian weather conditions during an optimum length of 
the green interval must also be included. The value 
of the basic saturation flow provides a good stable 
measure of driver behavior in a given community and, 
as such, can be used as a comparative indicator. 
Canadian research ( 6) suggests that not only the 
population size of a community but also its socio
economic features influence saturation flows. 
Another important finding confirmed by international 
experience (2) indicated that the duration of the 
green interval should be considered because satura
tion flow declines after about 30 to 40 sec of green 
(solid line in Figure 4). 

Initial saturation flows reflect a set of typical 
conditions that modify intersection performance. 
Long-lasting winter driving conditions and intersec
tion environments are identified in the guide. It is 
recommended that a set of initial saturation flow 
values be developed for every community or region 
(based on local investigations). The differences may 
be significant as shown in Figure 5, which shows the 
typical ranges of basic saturation flow for summer 
and corresponding initial saturation flows for 
winter conditions as a function of the duration of 
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FIGURE 5 Typical ranges of Canadian basic and initial 
saturation flows in a cumulative average format. 
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the green interval for five Canadian cities. The 
values are depicted in a cumulative average format 
for a given green interval. For example, the values 
shown at 20 sec after green started show the average 
saturation flows for green intervals of 20 sec 
(i.e., between seconds O and 20) • As a consequence 
of this format, Figure 5 cannot be directly compared 
with Figure 4. 

It has been found that the impact of weather 
conditions becomes important only with major 
changes. Although citizens of other countries may 
find it somewhat strange, professional traffic engi
neers will understand that, from an intersection 
capacity point of view, typical Canadian summer 
conditions may include temperatures as low as -10°C 
(as long as the roads are not slippery) • Typical 
winter conditions are characterized in the guide by 
low temperatures (-10°C to -30°C), pavement dry or 
well sanded, and exhaust fumes restricting visibil
ity. Extreme winter conditions are defined by lower 
temperatures or heavy snowfalls. 

The recommended intersection environment clas
sification is based on the geometric standards and 
the general activity level, which is usually as
sociated with adjacent land use. For example, a 
typical central business district intersection ap
proach lane features a low geometric standard in 
combination with a high level of adjacent land-use 
activities, such as many pedestrians, frequent load
ing and stopping, and dense spacing of access 
points. This means that the initial saturation flow 
value for such an intersection is substantially 
lower than that for an industrial area with a high 
standard of roadway design and little interference 
from land-use activities. The user must consider 
individual approaches to the same intersection in
dependently because they can belong to different 
categories, depending on their dominant features. 

Initial saturation flow is used as a starting 
point for the incorporation of specific intersection 
conditions. The resulting value is termed the ad
justed saturation flow. For existing intersections, 
this value can also be determined by direct measure
ments--or, if it was calculated, it·can be verified 
by short surveys. 

Procedures for the determination of the adjusted 
saturation flow include the following situations for 
through lanes: 

1. Geometric conditions: 
• Lane width, 
• Gradient, and 
• Queueing and discharge space. 

2. Traffic conditions: 
• Public transit, 



24 

• Parking, and 
• Duration of the green interval. 

Adjustments for 
i ncludo app1i~~h1o 
In addition, the 
considerations may 

left- or right-turn movements may 
procedures for the through lanes. 
following geometric or traffic 

be necessary : 

1. Geometric condition--turning radius. 
2. Traffic conditions: 

• Opposing traffic flows, 
• Pedestrians, and 
• Effect of movement combinations 

ahare one lane. 
that 

Figure 6 shows a summary of the applicability of 
different saturation flow adjustments to various 
lane function combinations. 

Possible Adjustments 
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FIGURE 6 Overview of initial saturation 
flow adjustments. 

Individual cases are discussed in detail and 
procedures for the adjustment of initial saturation 
flows are provided. This section is a major part of 
the guide because the saturation flow concept con
stitutes its backbone. Unfortunately, the scope of 
this paper does not allow a description of the in
dividual procedures. Suffice it to say that the 
techniques have not only been verified under Cana
dian conditions, but, perhaps more important, they 
allow for calibration to specific conditions of a 
given community or region. 

If an approach lane features a combination of 
several factors for which adjustments of the initial 
saturation flow are necessary, the resulting ad
justed value is not necessarily a multiplicative 
product of individual adjustments. In many in
stances, one of the factors will govern. For exam
ple, where the saturation flow for right-turning 
traffic is controlled mostly by a high pedestrian 
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flow rate in the adjacent crosswalk, an additional 
adjustment for a tight radius is not appropriate. 
Most right-turning vehicles will have to stop, prac
tically eliminating the effect of the radius. 

The techniques ~uggested for the determination of 
adjusted saturation flows and the allocation of 
volumes to lanes with more than one movement (shared 
lanes) also employ auxiliary turning-movement fac
tors that are determined as ratios of the initial 
saturation flow and the adjusted saturation flow for 
individual movements. This factor reflects a spe
cific degree of difficulty in making a right or left 
turn under given circumstances. However, when the 
lane assignment haB been completed, the volume ia 
converted back to the real, measurable volumes. 

INTERSECTION PERFORMANCE CRITERIA 

Even though capacity in itself can be used as an 
absolute comparative measure, it does not reflect 
the operation of a signalized intersection relative 
to traffic demand. To this end, the following eval.u
ation criteria are used in the guide: 

• Lane (or approach) volume-to-capacity ratios, 
• Intersection volume-to-capacity ratio, 
• Lane reserve capacity, 
• Intersection reserve capacity, 
• Average lane delays, 
• Average intersection delay, and 
• Probability of discharge. 

The guide employs the probability of discharge 
(clearance) as an alternative measure for the design 
task. 

Most of the evaluation criteria that relate vol
ume to capacity are well known and will not be dis
cussed in this paper. It should be noted, however, 
that none of them in itself can fully represent the 
0omplcAity of functions and objectives. The guida 
has not attempted to combine them in a single mea
sure, but instead recommends simultaneous assessment. 

Delays for individual lanes and the overall in
tersection represent the most powerful and practical 
tool for the evaluation of performance because they 
relate directly to drivers' perception. Total delay 
is expressed as a sum of uniform and overflow delay. 

The uniform delay equation in the guide uses the 
queueing theory relationship [see Figure 7(a)]. 

The TRANSYT-7 computer program provided an over
flow delay formula suggested by Whiting (~). The 
program has been extensively used in Canada for a 
number of years with satisfactory results. The com
bination of uniform and overflow delay is shown in 
Figure 7 (b) • Naturally, even in well-under saturated 
conditions, an occasional cycle may feature an over
flow. 

The delay equation was tested by independent 
investigations in Toronto and in Edmonton. The for
mula matched field conditions with a high degree of 
accuracy. It should be emphasized, however, that for 
saturated or oversaturated conditions, the evalua
tion time (i.e., duration of the congestion) has an 
overriding effect (Figures 8 and 9). The slopes of 
the delay functions for 60-, 30-, and 15-min periods 
differ dramatically. In practical analytical or 
design problems, the length of the congested period 
can rarely be determined accurately and, conse
quently, the delay values for oversaturated condi
tions should be taken as an indication of the magni
tude of the problem, not as absolute, accurate 
values. 

The acceptance of the Whiting delay equation in 
Canada is also evidenced by the range of users of 
the SINTRAL computer program system for signalized 
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FIGURE 7 Queueing diagrams illustrating the basic delay 
considerations: idealized conditions well below saturation 
(volume-to-capacity ratio is 0.7) (a) and idealized conditions 
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when demand exceeds capacity (volume-to-capacity ratio is 1.2) (b). 

intersection analysis and design (~) that incor
porates the formula. 

The guide identifies the detailed delay formula 
and includes graphic representation of the most 
common conditions. Figures 8 and 9 are only two of 
the four graphs used in the guide. These diagrams 
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FIGURE 9 Average lane delay as a function of volume-to-capacity 
ratio (0.1 to 1.3), saturation flow (400 and 200 pcu/hr green), green 
interval-to-cycle time ratio (0.1, 0.3, and 0.7), and evaluation period 
(duration of congestion) (60, 30, and 15 min). 

can be used for the manual determination of average 
lane delay. 

Because of the shape of the delay function, a 
volume-to-capacity ratio of O. 9 is generally con
sidered a practical capacity limit. Differences in 
the delay due to saturation flow and the ratio of 
the green interval to cycle time become essential 
for lower values of both parameters. As a conse
quence of the original Webster cycle time-delay 
relationship (5) cycle time itself has only a minor 
impact as long-as it remains in the range of 0.75 to 
1.5 of the "optimum" cycle time (Figure 10). 

DESIGN PROCESS 

The principles of signal design are shown in Figure 
3 (bl. The task employs tentative geometric features 
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FIGURE 10 Relationship among cycle time, capacity, and 
delays. 
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and traffic volumes as the input, and the detailed 
signal settings constitute the output that may then 
be compared to the desired performance criteria. 
Iterative adjustments are usually necessary. 

The aecerminac1on of cne m1n1mum and optimum 
cycle time follows the well-known Webster method
ology (5) that needed no adjustment for Canada 
(Figure -10). In addition, special pedestrian needs 
in regard to cycle time are considered. The user is 
also advised to consider systemwide issues, such as 
coordination. 

The following techniques can be used for the 
allocation of green intervals within cycle time. 

• Proportioning volume-to-saturation flow ratios, 
• Equalization of the probability of discharge, 
• Delay minimization, and 
• Congestion management. 

The technique of proportioning the volume-to
saturation flow ratio concentrates on the er itical 
lanes. It allocates green intervals for individual 
phases in the proportion of critical lane volume-to
saturation flow ratios to the total intersection 
volume-to-saturation flow ratio. This method has 
been widely used in Canada in the past. 

The probability-of-discharge technique attempts 
to balance the probabil i ty of waiting more than one 
cycle for the critical lanes of individual phases. 
The Poisson distribution of arrivals in used because 
it is not only simple (one parameter distribution) 
but, more important, it accurately represents the 
traffic conditions in most Canadian situations. 

Two applications of this technique are described: 
starting from green intervals determined by propor
tioning the volume-to-saturation flow ratio and 
starting from the highest desired probability of 
discharge (.~) • 

The delay allocation design technique assigns the 
green intervals for the critical lanes of individual 
phases in such a way that the overall intersection 
delay is minimize-a or is in agreement with other 
design objectives. 

The goal of the congestion management green allo
cation technique is to prevent queues from "spilling· 
over" the available storage space. In some in
stances, a revision of the previously determined 
cycle time may be needed. 

OTHER CONSIDERATIONS 

Although the guide is prirnai:: ily concerned with the 
operation of individual signalized intersections, 
system aspects are emphasized. They may be expressed 
in the strategic objectives of the design, such as 
the reduction of shortcutting through residential 
areas. In such a case, the green allocation objec
tives will be expressed as "minimization of delays 
on arterial roadways and a maximum allowable delay 
on the collector or residential approaches." Co
ordination of signal operation along a route or in a 
network may significantly modify the arrival pattern 
and, as a result, the selection of evaluation cri
teria and the subsequent design method. 

CONCLUSIONS 

The currently available edition of the Canadian 
Capacity Guide for Signalized Intersections is based 
on international as well as Canadian research and 
practice. Nevertheless, it has been acknowledged 
during the development stage of this edition that 
more theoretical as well as empirical research is 
needed. Many of the outlined procedures and values 
should be subjected to real-life tests in different 
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regions of Canada. A country-wide uniformity would 
not be a worthwhile objective in itself if it were 
not based on common foundations in driver behavior, 
traffic engineering, and legal practices. 

Several new featu~es of signal design and analy
sis can be identified in the first edition: 

1. Calculations are based on demand instead of 
supply volumes; 

2. Typical Canadian passenger car unit equiva
lents for different vehicle categories have been 
established on the basis of their interactive flow 
impact; 

3. Amber intervals, intergreen periods, and 
pedestrian safety requirements are inherent compo
nents of the procedure; 

4. Basic saturation flow values facilitate the 
transferability of the process; 

5. Saturation flow values vary with socio
economic chara9teristics of a community not just its 
size; 

6. The effect of ambient conditions is identi
fied; 

7. The impact of long green intervals is quan
tified i 

8. Webster's procedure for determining satura
tion flow for left turns with opposing traffic is 
simplified; 

9. Factors for saturation flow adjustments are 
not necessarily multiplicative; 

10. Turning factors based on saturation flow 
values are introduced as auxiliary measures in the 
procedures for volume allocation to lanes and for 
determination of adjusted saturation flows for lanes 
with a combination of movements; 

11. The procedure allows verification of inter
mediate results for existing situations; 

12. Several simultaneous criteria are used for 
the assessment of capacity-related intersection 
performance; and 

13. u1.cc11 .i.u1...c1.val allv1...c:u .. ivu J:1a1.a111ctc1.e1 .:an be 
selected on the basis of design objectives. 

The editor, the authors, and the committee an
ticipate significant contributions from users. Sev
eral ITE sections have already established commit
tees to this end. Periodic revisions will also be 
needed in the future. 
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Discussion 

Robert H. Wortman* 

The Canadian Capacity Guide for Signalized Intersec
tions represents a significant contribution to the 
literature on highway capacity in that it presents 
material, concepts, and numerical values that have 
been found to be pertinent to conditions in Canada, 
All of those who contributed to the guide are to be 
commended for their efforts that resulted in this 
document. 

The publication of the guide comes at a time when 
the signalized intersection chapter of the new High
way Capacity Manual is being put in final form and 
prepared for release. A review of the two documents 
reveals similarities as well as marked differences 
in philosophies and approaches, For example, both 
documents use saturation flow concepts as the basis 
for the capacity calculations, and rate of flow is 
preferred to the use of hourly volumes. Although 
delay is used as the measure of level of service for 
signalized intersections in the new Highway Capacity 
Manual, the Canadian guide suggests delay along with 
volume-to-capacity ratio and reserve capacity as 
measures of the adequacy of intersection operation, 

Even though delay appears to be a common measure 
in both documents, there are differences that should 
be noted by users. The Canadian work uses average 
delay and the delay equation from TRANSYT-7, In 
contrast, the new Highway Capacity Manual will em
ploy stop-time delay and a delay equation that has 
been modified to reflect the findings of field stud
ies. Furthermore, there is some variation in the 
specific values of delay that define the operational 
levels for intersections. 

In the discussion of capacity values for left
turning vehicles, it is interesting to note the 
apparent variation in values that was observed in 
various Canadian cities. Although the equation for 
permissive left-turn conditions is based on an 
empirical relationship developed in Edmonton, typi
cal maximum values for other cities are also given. 
This certainly serves to support the observation 
that considerable variation in values can be found 
in different locations. The field data that have 
been used in the development of the new Highway 
Capacity Manual show similar results. 

The Canadian guide contains material in a number 
of areas that should be of interest to those who are 
involved in capacity analyses. There is a quantifi
cation of the effect of winter conditions on capac
ity as well as of the influence of right-turn-on-red 
situations. Also, there is a discussion of network 
objectives that may be considered in evaluating 
operation and design problems. Basically, the net
work objectives reflect policies that give priority 
to certain movements or approaches. 

Further work in several areas could possibly 
improve and enhance the current version of the 
guide. This work should include consideration of the 
following comments: 

1. Average signal delay generally increases as 
cycle length increases, thus the average delay val
ues as shown in the guide may not be appropriate 
when cycle lengths are long. 

2, It would appear that the quality of progres
sion is a major variable that is not included in 
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computing delay. With volume-to-capacity ratios of 
less than 0,8, the average delay with excellent 
progression can be significantly less than for a 
condition with adverse progression. 

3. The maximum delay for acceptable operation is 
defined as 30 seci this value may be too large for 
intersections where motorists expect to benefit from 
signal progression. 

4, The variation in the flows for left turns has 
been noted I however, it would help the user if the 
expected variation in all of the values and predic
tive equations used in the capacity calculations 
were indicated, In essence, the user should be ap
prised of the basis and validity of all of the nu
merical values that are shown in the guide. 

In closing, comments should also be directed to 
all ,individuals and groups who are involved with the 
development of capacity procedures as well as to the 
users of those procedures. For those who are in
volved in the development of procedures, there is a 
need to resolve the differences between the various 
procedures, approaches, and computations. Such dif
ferences tend to confuse the user community, With 
respect to the users, there is a need to become 
thoroughly familiar with the procedures. The proper 
application of capacity procedures requires that the 
user have a certain level of understanding of the 
material and use good judgment in applying the 
guidelines that have been developed. 

Author's Closure 

Robert Wortman's comments on the Canadian Capacity 
Guide for Signalized Intersections are sincerely 
appreciated. 

During the past 20 years techniques for capacity 
analysis have converged significantly. Nevertheless, 
a deep understanding of the applicability of the pro
cedures to local and regional conditions has been 
lagging somewhat behind the wphilosophy, w The guide 
and the new edition of the Highway Capacity Manual 
as well as other national documents play an 
important role in the development of a common basis 
on which we can compare our experience, It is not 
surprising that some of the specific values are dif
ferent, but it is encouraging to see that major 
trends are similar. 

The first edition of the guide will soon be 
critically reviewed. Wortman's suggestions will cer
tainly be included in that review. At this time, how
ever, I would like to point out that the committee 
deliberately divorced the broader wsystems" aspects 
from individual (not necessarily isolated) 
intersection issues. Even a relatively simple linear 
or network coordination of traffic signals introduces 
an additional dimension to the problem and usually 
implies a modified set of objectives. Insofar as 
delay is considered a measure of performance its 
values at individual intersections may no longer 
govern, Although an overall delay reduction would be 
expected in such a system, some intersection ap
proaches may experience a delay increase for the 
benefit of the larger system. Depending on a de
signer's objectives, delay may be supplemented by 
other measures, such as a performance index con
sisting of delay, r•mning time, and a weighted 
number of stops. In some systems, the number of 
stops along certain network links may become the 
sole criterion. 
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Having stated that, I should note that I agree 
with Wortman that a better treatment of these issues 
is needed. The users must exercise a 
judgment and we should provide them 
information we can give within the 
guide. 

REFERENCES 

great deal of 
with the best 
scope of the 

1. D.B. Richardson. The Metropolitan Toronto Inter
section Capacity Guide, 4th ed. Municipality of 
Metropolitan Toronto, Ontario, Canada, 1982. 

2. Ontario Manual of Uniform Traffic Control De
vices. Ontario Ministry of Transportation and 
Communications, Downsview, Ontario, Canada, 1981. 

3. Saturation Flow Manual. The City of Edmonton and 
the University of Alberta, Edmonton, Canada, 
1980. 

4. D.B. Richardson, J. Schnablegger, B. Stephenson, 
and s. Teply. Canadian Capacity Guide for 
Signalized Intersections. Institute of Transpor
tation Engineers, District 7, University of 
Alberta, Edmonton, Canada, Feb. 1984. 

Transportation Research Record 1005 

5. F.V. Webster and B.M. Cobbe. Traffic Signals. 
Road Research Technical Paper 56. Her Majesty's 
Stationery Office, London, England, 1966. 

6. S. Teply. Saturation Flow at Signalized Inter
sections Through a Magnifying Glass. Proc., 
Eighth International Symposium on Transportation 
and Traffic Flow Theory 1981, Toronto University 
Press, Ontario, Canada, 1983, pp. 588- 622. 

7. Traffic Capacity of Major Routes. OECD Road 
Transport Research, July 1983. 

8. D.I. Robertson. Traffic Models and Optimum Strat
egies of Control--A Review. Proc., International 
Symposium on Traffic Control Systems, Vol. 1, 
Berkeley, Calif., 1977, pp. 262-288. 

9. J. Schriablegger, B. Stephenson, and s. Tepiy. 
Edmonton Version of Critical Lane Analysis1 
SINTRAL, An Interactive Computer Program System. 
ITE Journal, Aug. 1981, pp. 20-26. 

Publication of this paper sponsored by Committee on 
Highway Capacity and Quality of Service. 

Signal Delay with Platoon Arrivals 

JAMES M. STANIEWICZ and HERBERT S. LEVINSON 

ABSTRACT 

Delays at signalized intersections assuming "platoon" flow are analyzed. 
Graphic analysis of vehicle platoon arrivals is used to develop equations fran 
which the average travel time delay per vehicle can be estimated. Delay for two 
different, basic conditions is analyzed: (a) when the first vehicle in the 
platoon arrives during a green interval and is unimpeded and (bl when the first 
vehicle in the platoon arrives during a red interval or is impeded by queued 
vehicles. Delay based on the resulting relationships is compared with delay 
obtained by three conventional methods: the Webster method, May's continuum 
model method, and the new 1985 Highway Capacity Manual method. Where the pla
toon leader is unimpeded, there is no delay when the capacity of the through
band equals or exceeds the approach volume. ·rhus, a high volume-to-capacity 
ratio may provide a high level of service. This contrasts with delays based on 
random or uniform arrivals, which are sensitive to the volume-to-capacity 
ratio. However, where the first platoon vehicle is impeded by a red interval or 
by queue interference, a chain reaction may occur in which following vehicles 
are also impeded. This situation may create considerable delay and effectively 
reduce progression. Effective traffic signal coordination, therefore, can sub
stantially reduce delay and improve levels of service. 

Delay has become an important means of assessing 
level of service at signalized intersections. Con
sequently, accurate measurements of this delay are 
essential. Delay computations and computer simula
tions often assume uniform or random vehicle flow, 
singly or in combination. However, where signals are 
spaced closely together or form part of a progres
sive system, platoon flows are common and more 

closely represent reality. Such cases result in a 
different pattern of delays. 

Delays at signalized intersections are analyzed 
assuming platoon flow instead of a random or a uni
form arrival pattern. The following question is 
addressed: What average delay does a platoon of 
traffic encounter at a signalized intersection? A 
simple graphic analysis of vehicle platoon arrivals 
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is used to develop equations for estimating average 
travel time delay per vehicle. Two basic conditions 
are investigated: (a) when the first vehicle in the 
platoon arrives during a green interval and is un
impeded and (bl when the first vehicle in the pla
toon arrives during a red interval or is impeded by 
queued vehicles. The delay based on the resulting 
relationships is compared with the delay obtained by 
three conventional methods: the Webster method, 
May's continuum model method, and the new 1985 High
way Capacity Manual method. 

BASIC ASSUMPTIONS AND PARAMETERS 

The analyses relate to arterial street traffic ap
pr9aching traffic signals. It is assumed that the 
vehicles have been grouped in platoons by signals 
upstream of the intersection under study. The proce
dures for estimating delay depend on the arrival 
condition of the first platoon vehicle. The platoon 
leader may arrive during a green interval and pro
ceed unimpeded (Case 1) or arrive during a red in
terval or be impeded by queued vehicles (Case 2). 

Analytical relationships were derived from 
graphic analysis of each time-space pattern. These 
relationships were keyed to vehicular volume as 
measured by the number of through passenger car 
units per lane per cycle. Green and red periods 
include the usable and unusable portions of the 
clearance interval, respectively. 

The following assumptions underlie the two delay 
models: 

• All vehicles approaching the intersection 
arrive in a platoon; 

• All vehicles in the platoon follow each other 
at a uniform time spacing (headway); 

• All vehicles in the platoon travel at the 
same speed (speed of progression); 

• The upstream approach speed equals the down
stream departure speed; and 

• The approach volume per cycle equals the 
departure volume per cycle; there are no oversatu
rated conditions. 

Travel time delay is used in the analysis. It 
represents the difference between (a) the time it 
takes a vehicle whose approach speed to an intersec
tion is altered to recover that speed downstream and 
(bl the travel time required if that vehicle were 
able to continue at its approach speed unimpeded. 
Thus, it includes the time decelerating from an· 
approach speed, stopped time, reaction time, and the 
time to accelerate back to the same speed as on the 
approach (1). The average travel time delay per 
vehicle is - the sum of the individual travel time 
delays divided by the number of vehicles involved. 

For a vehicle that stops at an intersection, the 
rate of deceleration per se does not influtmce the 
travel time delay because that vehicle cannot enter 
and clear the intersection until the signal turns 
green. Therefore, it is the red time incurred assum
ing instantaneous deceleration at the stop line that 
effectively contributes to the travel time delay. 

When the signal turns green, there is an initial 
reaction time. This time loss is followed by the 
time required to accelerate to resume the desired 
speed, which is assumed to be equal to the approach 
speed. A summary of the total reaction and accelera
tion time loss (L) is given in the following table 
and derived in Appendix A. 

Speed 
~ 
20 
25 
30 
35 
40 

Lost Time 
(L) (sec) 
4.5 
5.2 
5.9 
6.6 
7.3 
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When there are no queued vehicles at a signal 
approach, to avoid deceleration of a vehicle that is 
approaching an intersection while a red signal is 
displayed, the signal must turn green at or before 
the time when the vehicle would begin to decelerate. 
Values of this time offset (ta) for various ap
proach speeds are given in the following table and 
derived in Appendix B. 

Speed 
(mph) ta (sec) 

20 2.7 
25 3.1 
30 3.6 
35 4.7 
40 6.1 

When vehicles are queued at an intersection, 

ta = L + Ho(S) (1) 

where 

ta• travel time offset to avoid deceleration of 
first platoon vehicle (sec), 

L ~ lost time (reaction and acceleration loss) in 
seconds, 

Ho= departure headway (sec/vehicle), and 
S number of queued vehicles (vehicles/cycle/ 

lane). 

PLATOON FLOW MODELS 

The delay equations vary for each of the two basic 
flow models. Accordingly, it is important to deter
mine whether the first vehicle in the platoon is (a) 
unimpeded or (bl impeded. A graphic check of tbe 
time-space diagram will readily indicate when the 
first vehicle arrives in relation to the start of 
the green interval. A further check is needed to 
ensure that, if the first vehicle arrives during a 
green interval, it is not impeded by queued vehicles. 

Case 1: First Vehicle in Platoon Arrives on 
Green and Is Un i mpeded 

This arrival condition is shown in Figure 1. The 
first vehicle arrives at the intersection during a 
portion of the green interval and is not impeded by 
any queued vehicles. However, the tail portion of 
the platoon may arrive at the intersection on the 
red and then leave at the beginning of the next 
green interval. 

If the first vehicle arrives at the intersection 
during a green interval and is not ,impeded by any 
queued vehicles, the number of vehicles that may 
pass unimpeded (Tl can be determined from the fol
lowing expression: 

(2) 

where 

T = through-band capacity (vehicles/lane/cycle), 
w • bandwidth (sec), 
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F1GURE 1 Case 1-graphic simulation, platoon leader 
unimpeded. 

ta= time offset to avoid deceleration of the 
first vehicle (sec), and 

HA= approach headway (sec). 

The number of impeded vehicles (S) is the differ
ence between the approach volume (V) and the number 
of unimpeded vehicles (T): 

S = V - T (3) 

Total Delay 

The length of the effective red time (RA) that the 
first stopped vehicle must waic is equal to the red 
interval (R) minus one approach headway: 

i4i 

This is because the definition of the red interval 
(R) includes the unused portion of the clearance 
interval and commences when the last through vehicle 
in the platoon enters the intersection. Thus, the 
next vehicle in this platoon stops on the red but 
arrives one approach headway later. 

The delay to the first stopped vehicle (D') equals 
the length of the red time (RA) that it must wait 
until the start of the green, plus the reaction time 
and acceleration loss (L): 

D' =RA+ L = Effective impedance time (5-1) 

The delay to each successive stopped vehicle is 
as follows: 

Delay to second stopped vehicle= RA+ L 
+ Ho - HA 

Delay to third stopped vehicle= RA+ L 
+ 2(Ho - HA) 

and so forth, and 

Delay to last stopped vehicle (S) = RA 
+ L + (S-1) (Ho - HA) 

where 

RA= effective red time (sec), 

(5-2) 

(5-3) 

(5-S) 

L time loss due to driver reaction and accel
eration (sec), 
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S = number of stopped vehicles (vehicles/lane/ 
cycle), 

HA arrival headway (sec/vehicle), and 
H0 = departure headway (sec/vehicle). 

The total delay (DT) to S stopped vehicles 
represents the sum of the delays to the first, sec
ond, third ••• and Sth vehicle (i.e., the sum of 
Equations 5-1 through 5-S). 

Thus, 

S(RA + L) + [O + 1 + 2 ••• + (S - l)] 
,c (Ho - HA) 

This may be expressed as 

i=S 
S(RA + L) + L (i - 1) (Hn - HA) 

i=l 

(6) 

(7) 

where i represents the number of stopped vehicles 
ranging from 1 to s, or 

where 

F 
i=S 
1 (i - 1) 

i=l 

Calculated values of Fare given in the 
table. 

s F s L 
1 0 11 55 
2 1 12 66 
3 3 13 78 
4 6 14 91 
5 10 15 105 
6 15 16 120 
7 21 17 136 
8 28 18 153 
9 36 19 171 

10 45 20 190 

Average Delay 

(8) 

following 

The average travel time delay per vehicle (D) is the 
sum of the individual delays (DT) divided by the 
approach volume (V). It is g i ve n by the f ollowing 
expression: 

D = ~/V = [S(D') + F(Ho - HA)]/V (9) 

where Vis approach volume per lane per cycle. 
This equation may be simplified as follows when 

the approach headway is equal to the departure head
way: 

D = S(D')/V = S(RA + L)/V (10) 

Because S = V - T, Equation 10 becomes 

D = (RA+ L) (V - T)/V = (RA+ L) [1 - (T/V)] (11) 

or 

D = (Iv\.+ L) [1 - 1/(V/T)] (12) 

Thus, when the approach volume and the through-band 
volume are equal, there is no delay. 

Figure 2 shows how the average travel time delay 
per vehicle (D) relates to the effective impedance 
time (D') for various percentages of through-band 
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volume (Tl versus approach volume (V), assuming 
equal approach and departure headways. 

As an example, when the effective impedance time 
is 30 sec and the ratio of the approach volume to 
through-band capacity (V/T) is 1.0, there is no 
delay. However, when this ratio is 2.0, the average 
delay per vehicle is 15 sec. Appendix C contains a 
sample calculation. 

Case 2: First Vehicle in Platoon Arrives During a 
Re.d Int.erval or Is Impeded by Queued Vehicles 

This arrival condition, shown in Figure 3, requires 
a somewhat different delay estimation procedure. 

C 

G R 

FIGURE 3 Case 2-graphic simulation, platoon leader 
impeded. 
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Because the first vehicle in the platoon ;,arrives 
during a red interval or is impeded by queued vehi
cles, a chain reaction may result in which following 
vehicles are also impeded. The number of impeded 
vehicles and the total delay must be determined. 

Total Delay 

The delay to each stopping vehicle is calculated by 
the same method as in Case 1. However, in this sec
ond case the number of stopping vehicles first must 
be determined. 

The number of stopping vehicles may be found by 
solving the delay equation (Equation 5-S) for the 
condition when the delay equals zero. This condition 
will occur for vehicle (S + 1). Substituting in 
Equation 5-S yields the following equation: 

RA+ L + [(S + l) - l] (Ho - HA) = 0 (13) 

Solving for S, the number of stopping vehicles, gives 

or 

S = (~ + L)/(HA - Ho) (14) 

The value of S calculated from Equation 14 cannot 
exceed the total number of arriving vehicles per 
cycle (i.e., S < V). Where a calculated value of S 
is greater than -the approach volume (V) , the value 
of S should be assumed to be equal to the approach 
volume (V). A graphic representation of this limit 
is shown in Figure 4. 
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FIGURE 4 Case 2-Equation 14 limit. 

The delay to the first stopped vehicle (D') is 
algebraically the same as for the first case (Equa
tion 5-1): 

D' = RA + L 

where RA is effective red time (i.e., remaining 
red time after arrival of first impeded vehicle) in 
seconds and Lis lost time (sec). 

However, in this second case, the length of red 
time (RA) that the first stopped vehicle must wait 
is determined graphically, from the time-space dia
gram or relationship. 

Average Delay 

The average travel time delay per vehicle (D) is 
also the same as for the first case (Equation 9): 
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D = [S(D') + F(Ho - HA)]/V 

where 

S maximum number of vehicles impeded 
(vehicles/lane/cycle), 

D' = delay to first stopped vehicle (sec), 
i=S 

F '" L (i - 1), 

Ho= departure headway (sec), 
HA= arrival headway (sec), and 
v = approach volume(= departure volume) in 

vehicles per lane per cycle. 

For most applications, the approach headway will 
equal or exceed the departure headway of the impeded 
vehicles. When the approach headway equals the de
parture headway and the first vehicle is impeded, 
each vehicle in the platoon will be delayed the same 
amount of time. When the approach headway is greater 
than the departure headway, each subsequent stopping 
vehicle will be delayed less than the first and, 
depending on the difference between the approach and 
departure headways, some vehicles may not be impeded 
as the turbulence clears. Appendix D contains a 
sample calculation. 

COMPARISON WITH OTHER METHODS 

The delay estimates for both arrival conditions are 
compared with delays obtained from equations 0£ 
three conventional methods: the Webster method, 
May's continuum model method, and the new 1985 High
way Capacity Manual method. 

• The Webster delay formula adjusts uniform 
delay for random (Poisson) arrivals (]). (See Ap
pendix E.) 

• May's continuum model (2) assumes uniform, or 
regular, arrivals as a continuous function at a 
signal. (See Appendix F.) 

• The new 1985 Highway Capacity Manual (HCM) 
(3) method employs uniform arrivals and includes an 
additional term to account for random arrivals. It 
then adjusts the delay based on platooning charac
teristics by reducing the delay for effective signal 
progression and increasing the delay for adverse 
progression conditions. (Appendix G contains the 
basic equation for average conditions.) 

Delay may be measured in many forms. The Webster 
method uses approach delay, the continuum model 
method appears equivalent to approach delay, the HCM 
method uses stopped delay, and the platoon equations 
herein use travel time delay. Accordingly, adjust
ments were necessary so that all methods could be 
compared in terms of travel time delay. 

Approach delay is similar to travel time delay 
except that it does not include acceleration losses 
beyond the intersection being evaluated. Assuming a 
30-mph base speed and employing Greenshield's depar
ture model (!,p.351), the additional acce~eration 
losses beyond the intersection for each vehicle in 
the queue are given in the following table: 

Vehicle in 
Queue 
1 
2 
3 
4 
5 or more 

Additional Acceleration 
Loss Beyond 
Intersection (sec) 
2.1 
1.1 
0.5 
0.2 
0.1 
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In the Webster method or May's continuum model 
method, the estimated average travel time delay per 
vehicle (D) is equal to the approach delay (A) ob
tained directly from the method's equations, plus 
the sum of the additional acceleration losses beyond 
the intersection (Z) divided by the approach volume 
per lane per cycle (V): 

D •A+ Z/V (15) 

The second term in this equation (Z/V) represents 
the average acceleration loss beyond the intersec
tion. This term has a relatively small contribution, 
typically leas than 1 sec. 

Stopped time delay represents the time spent 
while the vehicle is motionless. One source (1) 
estimates that approach delay equals the stopped 
delay multiplied by a factor of 1.3. Using the 
stopped delay (d) from the new 1985 HCM method, the 
average travel time delay per vehicle (D) was esti
mated by the following equation: 

D • l.3(d) + Z/V (16) 

Case l : Comparison 

Given in Table 1 and shown in Figure 5 is a compari
son of the average travel time delay per vehicle for 
unimpeded platoons arriving on the green with delays 
estimated for the other methods. These exhibits show 
data for the following conditions: 

• 60-sec cycle, 29 sec green, 31 sec red1 
• Base speed • 30 mph1 
• Departure headways= 2.1 sec per vehicle, 
• Signal capacity per lane per cycle = 12 vehi

cles, 
• Approach volumes for 3, 6, 9, and 12 vehicles 

per lane per cycler 
• Band capacities (platoon flow) for 3, 6, 9, 

and 12 vehicles per lane per cycle, and 
• Arrival headways (platoon flow) = 2 .1 sec per 

vehicle. 

With platoon flow arrivals, there are no delays 
when the volume-to-band capacity ratio is less than 
or equal to 1.0. When the volume-to-band capacity 
ratio is greater than 1.0, delays will result. In 
some cases, the delays exceed those obtained by 
other methods. 

To illustrate, for a volume-to-capacity ratio of 
0.75, the following delays are computed: 

~ 
Webster 
May 
New HCM 

Average conditions 
Ideal progression 

Platoon Method at volume-to-band capacity 
ratio of 

3.0 
1.5 
1.0 
0.75 

Delay 
~ 
19.8 
15 . 0 

19.0 
11.8 

23.2 
11.6 
No delay 
No delay 

P_latoon delay depends on the volume-to-band ca
pacity ratio instead of the tradi"tional volume-to
capacity ratio. This is because the arrivals are 
•controlled" and concentrated and, therefore, are 
able to use available green time relatively ef
ficiently. Thus, unused green time, which implies a 
greater capacity or lower volume-to-capacity ratio, 
does not reduce delay. This finding contrasts with 
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TABLE 1 Delay Comparison: Case 1, Average Travel Time Delay per Vehicle" (sec/vehicle) 

Platoon Method 

Delay Bandwidth 
Volume-to- Capacity-

Webster's May's New 1985 HCM Bandwidth Bandwidth to-Signal 
Volume Volume/Signal Method" Methodb Methodc Capacity Capacity Capacity Delay 
(veh/cycle/lane) Capacity (sec/veh) (sec/veh) (sec/veh) (veh/ cycle/lane) Ratio Ratio (sec/veh) 

3 1.0 0.25 0 
6 0.5 0.50 0 

3 0.25 12.8 12.1 12.2 9 0.33 0.75 0 
12 0.25 1.00 0 

3 2.0 0.25 17.4 
6 1.0 0.50 0 

6 0.50 15.3 13.4 13.8 9 0.67 0.75 0 
12 0.50 1.00 0 
3 3.0 0.25 23.2 
6 1.5 0.50 11.6 

9 0.75 19.8 15.0 19.0 9 1.0 0.75 0 
12 0.75 1.00 0 

3 4.0 0.25 26.1 
6 2.0 0.50 17.4 

12 1.00 630 17.6 51.0 9 1.33 0.75 8.7 
12 1.0 1.00 0 

8Given: C = 60 sec, G = 29 sec, R = 31 sec, signal capacity= 12 veh/cycle/lane, base speed= 30 mph, Ho= 2.1 sec/veh; with platoon flow: first vehicle arrives unimpeded, 
HA= 2.1 sec/veh. 

bAdjusted to obtain average travel time delay per vehicle. 
cAverege conditions; adjusted to obtain average travel time delay per vehicle. 

30 

BANDWIDTH CAPACITY-TO
SIONAL CAPACITY (T/C)=0.25 

T/C•0.50 

0 '--------+---------- --~------< - T/C•1.0 

0.25 0.50 0.75 1.0 

VOLUME-TO-SIGNAL CAPACITY RATIO 

FIGURE 5 Delay comparison: Case 1 (refer to Table 1). 

methods that employ random arrivals or uniform ar
rivals because these arrival patterns are more dis
persed throughout the signal cycle. Therefore, 
random arrivals or uniform arrivals use the addi
tiona\ signal capacity to reduce delay. 

Case 2, Comparison 

Given in Table 2 and shown in Figure 6 is a compari
son of the average travel time delay for impeded 
platoon arrivals with delays estimated for the other 
methods. Three different lengths of red time that 
the first vehicle arriving must wait (RA = 10, 20, 
and 30 sec) and two different arrival headway situa
tions (HA = 3.0 and 2.1 sec) are considered. Other 
assumptions are the same as for Case 1. 

As may be expected, delay is higher the longer 
the first vehicle of the platoon must wait through 
the red period. Also, the more the arrival headway 
exceeds the departure headway, the more the delay 

tends to reduce. When the arrival headway equals the 
departure headway, each vehicle is delayed the same 
amount of time. 

SUMMARY AND CONCLUSIONS 

Several findings have important traffic capacity and 
performance implications: 

1. Platooning of traffic is desirable to mini
mize delay along arterial streets. However, the 
advantages of platooning may be lost if the leading 
vehicle is forced to stop because the following 
vehicles may be delayed as well. 

2. The through-band of a standard time-space 
diagram is most meaningful when the first vehicle 
(or the n1eading edge") of the platoon is unimpeded. 
This is because it describes the unimpeded flow of 
vehicles through a series of signals and assumes 
that the platoons travel at the progressive speed. 
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TABLE 2 Delay Comparison: Case 2, Average Travel Time Delay per Vehiclea (sec/vehicle) 

Platoon Method 

Delay Delay 

Webstor's May's New 1985 HCM Red Time (RA) Arrival Arrival 
Volume Volume/Signal Met hodb Methodb Methodc 1st Vehicle Headway= Headway= 
(veh/cycle/lane) Capacity (sec/veh) (sec/veh) (sec/veh) Waits (sec) 3.0 Sec 2.1 Sec 

10 15.0 15.9 
3 0.25 12.8 12.1 12.2 20 25.0 25.9 

30 35.0 35.9 
10 13.7 15.9 

6 0.50 15.3 13.4 13.8 20 23.7 25.9 
30 33.7 35.9 
10 12.3 15.9 

9 0.75 19.8 15.0 19.0 20 22.3 25.9 
30 32.3 35.9 
10 11.0 15.9 

12 1.00 630 17.6 51.0 20 21.0 25.9 
30 31.0 35.9 

3Given: C = 60 sec, G = 29 sec, R = 31 sec, signal capacity = 12 veh/cycle/lane, base speed = 30 mph, Ho = 2.1 sec/veh; with platoon flow; first vehicle arTives 
on red and is impeded. 

bAdjusted to obtain average travel time delay per vehicle. 
CAverage conditions; adjusted to obtain average travel time delay per vehicle. 

>-
<en 30 ...Jo 
Wz 
00 
W() 
::::i:w 

i= "' ...1.....: 
we > ..... 20 
<r.W 
a: ...J 
I-() 

w:i:: 
c,W 
<[> 

--< 

a: a: 
WW 

10 >a. 
< 

0 
0.25 0.50 0.75 1.0 

VOLUME-TO-CAPACITY RATIO 

FIGURE 6 Delay comparison: Case 2 (refer to Table 2). 

However, when the first vehicle in the platoon ar
rives during a red interval or encounters queued 
vehicles, the platoon experiences turbulence and the 
through-band representation becomes less valid. 

3. Where the lead vehicle in the platoon is 
unimpeded, there is no delay when the capacity of 
the through-band equals or exceeds the approach 
volume. Thus, a high volume-to-capacity ratio may 
provide a high level of service. This contrasts with 
delays based on random or uniform arrivals, which 
are sensitive to the volume-to-capacity ratio. 

4. However, where the first platoon vehicle is 
impeded by a red interval or by queue interference, 
a chain reaction may be introduced in which follow
ing vehicles are also impeded. This situation may 
create considerable delay and effectively reduce 
progression. 

5. The concept of band capacity emerges as an 
important index of arterial street performance. For 

minimum delay conditions, volumes should not exceed 
the band capacity and the platoon leader should 
arrive at the intersection unimpeded. 

6. Effective traffic signal coordination along 
arterial streets, therefore, can substantially re
duce delay and improve levels of service • 

The suggested methods provide a realistic means 
of estimating intersection performance in a progres
sive signal system. Accordingly, it may be desirable 
to reassess current delay formulations and computer 
simulation assumptions, especially where effective 
signal coordination exists. 

Logical next steps include investigating tech
niques that account for nonplatoon traffic and turn
ing movements, preparing additional delay tables for 
other signal timing assumptions, and conducting 
field tests to experimentally verify the research 
findings and to identify any needed adjustments. 

Discussion 

Edmond C. Chang* 

This study analyzP.R thP. coordinated signal delay at 
signalized intersections mainly from the assumed 
platoon flow on the arterial street travel direc
tions. A set of graphic analyses was used to in
vestigate the signal delay with respect to the 
theoretical platoon arrival flow. This method sug
gested a theoretical approach to estimate the inter
section performance between two intersections under 
its specified assumptions. Two major conditions 
studied are 

• Platoon arrives on green or unimpeded flow 
(Case 1) or 

• Platoon arrives on red or impeded flow (Case 
2). 

*Traffic Operations Program, Texas Transportation 
Institute, Texas A&M University, College Station, 
Tex. 77843-3135 



Staniewicz and Levinson 

To simplify the study environment, several assump
tions were made: 

1. There is no random delay; only uniform delay 
is used in the study; 

2. No platoon dispersion exists; 
3. No queue spill-back passes over to another 

intersection or continues through another signal 
cycle; 

4. All vehicles travel in the progression pla
toon; 

5. All vehicles travel at the same free-flowing 
speed between intersections; 

6. All vehicles travel with uniform headway; 
7. Vehicular speeds, arriving from an upstream 

intersection, are the same as they are leaving the 
downstream intersection; and 

8. Traffic operates under the undersaturated 
condition with arrival flow rate less than departure 
flow rate. 

The most important measurement of effectiveness 
used in this study is travel time delay defined as 
the travel time consumed between the time required 
for a vehicle to recover the downstream approach 
speed as it approaches the upstreal!I intersection and 
the time required to continue its unimpeded approach 
speed. M.iccoscopic traffic characteristics, such u 
perception and reaction time, acceleration and de
celeration rate, lost time and number of vehicle in 
queue, were considered explicitly by the modified 
Greenshields departure model. A deterministic delay 
estimation model was made separately for each suc
cessive stopped vehicle in the queue to estimate the 
total travel time delay under the given arrival 
rate, approach headway, progression bandwidth, and 
time off set to avoid deceleration of the fir-st vehi
cle in the platoon. 

The concept of band capacity was introduced in 
this paper as another i mportant index for measuring 
arterial street performance. It was suggested that, 
for minimum delay operations, volumes should not 
exceed the band capacity and the platoon leader 
should arrive at the intersection unimpeded. A pla
toon delay calculation procedure depending on the 
volume-to-band capacity ratio instead of the tradi
tional volume-to-capacity (V/C) ratio was developed. 
Most of the traffic is assumed to arrive in the 
•controlled" and •concentrated" progression band; 
therefore, vehicles are able to use available green 
time more efficiently in this study. Under this par
ticular study assumption, the adjustment of progres
sion bandwidth within the unused green time does not 
r .educe delay. This unused green time may be a result 
of greater capacity or lower V/C ratio. On the other 
hand, methods that employ random arrivals or uniform 
arrivals indicate a totally different result because 
those arrival patterns are more dispersed throughout 
the signal cycle. Therefore, random arrivals or uni
form arrivals can be guided to use the additional 
signal capacity provided by the slack green time to 
further reduce delay, 

Effective traffic signal coordination can sub
stantially reduce delay and improve levels of ser
vice. However, unsynchronized traffic signal opera
tions will impede the progression band for carrying 
the through traffic movements. Thia inefficient 
progression operation will not only create undue 
signal delay but will also propagate these delays 
throughout the signalized network. Therefore, it is 
believed that the bandwidth and time offse t as em
ployed in Equation 2 to estimate the arterial travel 
time delay can heavily i nfluence the calculations of 
through-band capacity. The method used to derive the 
bandwidth and offsets can significantly affect how 
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efficiently the progression platoon can use the 
through green time for better signal coordinations. 

In this study, the approach headway was assumed 
to be greater than or equal to the departure headway 
of the impeded vehicles. When the approach headway 
equals the departure headway and the first vehicle 
is impeded, each vehicle in the platoon is assumed 
to be delayed the same amount of time. When the ap
proach headway is greater than the departure headway, 
each subsequent stopping vehicle will be delayed less 
than the first and, depending on the difference be
tween the approach and departure headways, some vehi
cles may not be impeded as the vehicular queue clears 
the intersection. 

In reality, because the first platoon vehicle is 
impeded by a red signal phase or by queue interfer
ence, a chain reaction phenomenon may be developed 
in which following vehicles are also impeded. This 
situation may create considerable "shock-wave• delay 
and effectively reduce progression especially onto 
the downstream intersections. [See Messer et al, (5) 
and papers by Chang et al. and Chang and Messer in 
this Record.] Therefore, it is suggested that the 
further revision of the assumption of "all platooned 
traffic" be enhanced to consider the random arrival 
flow rate onto the downstream intersection. It can 
be more helpful in estimating the through-bandwidth 
capacity and the resultant signal delay calculation, 
An approach, similar to the platoon interconnection 
factor, as used by PASSER II-84 to adjust for the 
difference in arrival rates between green and red 
phase of the cycle, is suggested for possible con
sideration in the further development and applica
tion of this study. Essentially, a version of the 
tentative NCHRP delay estimation equation was modi
fied to adjust the arrival flow rate, especially the 
downstream through movements as affected by the 
effect of travel time on platoon dispersion, Tech
niques that account for nonplatoon traffic, platoon 
dispersion effects of the progression band beyond 
the downstream intersections, and additional delay 
tables for revised study assumptions are also recom
mended in order to provide more realistic applica
tions of this research effort. 

Authors' Closure 

Edmond C. Chang sets forth an interesting overview 
of our paper and suggests some possible directions 
for further study. We agree that it is important to 
accurately identify the width of the real or effec
tive through- band, account for random perturbations 
in platoons, and consider the consequences of turn
in or turn-off traffic. Certainly, such additional 
analyses can produce more realistic results. Even 
more important, however, are actual field studies 
that analyze delays under conditions of optimal 
progression. Analyses o f delays along one-way 
streets with near-perfect progression or arterial 
streets with preferential offsets would prove useful 
for comparing our "boundary• formulations with ac
tual observations. Such real-world analyses will 
permit our delay tables to be revised for practical 
application in determining levels of service at 
intersections. 
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APPENDIX A--REACTION AND ACCELERATION LOSS (L) 

Refer to Figure A-1. Assumptions made are: 

1. Time after start of green that first stopped 
vehicle crosses intersection curb line "' tg = 3. 8 
seconds (4) , 

2. Reaction time"' tr= 1.0 sec, 
3. Distance from stop bar to intersection curb 

line= ds - 15 ft, and 
4. Acceleration rate a 3.3 mph/sec (A. 

French. Vehicle Operating Characteristics. In Trans
portation and Traffic Engineering Handbook, w.s. 
Homburger, Ed., 2nd .. a. 1:n~t i tut~ of "''""""P"'"t- .. t-l nn 

Engineers; Prentice-Hall, Englewood Cliffs, N.J., 
1982, p. 168). 

da 

FIGURE A-1 Wustration of terms used to determine L. 
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General equations are as follows: 

Time during acceleration (tal is 

ta = (v - v0 ) /a (A-1) 

where 

v = velocity after speed change; 
v0 = initial velocity (e.g., zero velocity at 

stop); and 
a= acceleration rate. 

Distance traveled during acceleration (dal is 

2 
da = v 0 (t) + 0.5 (a) ta (A-2) 

Time traveled at base speed (tvl is 

tv = (da - ds)/v (A-3) 

Reaction time and acceleration time loss (L) is 

(A-4) 

Values of Lare as follows: 

Speed 

J.!!!Ehl. L !sec} 
20 4.5 
25 5.2 
30 5.9 
35 ,: ,: 

UoU 

40 7.3 

APPENDIX B--TIME OFFSET (td) TO AVOID DECELERATION 
OF FIRST PLATOON VEHICLE 

Refer to Figure B-1. Assumptions made are: 

1. There are no queued vehicles at the signal 
approach. (Note: If queued vehicles are present, then 
ta= L + HD(S), where L, Ho, ands are as defined in 
the text.) 

2. Deceleration rate= a and 
a= -4.6 mph/sec for velocity changes ranging from 

Oto 30 mph and 
a= -3.3 mph/sec for velocity changes ranging from 

30 to 40 mph (A. French. Vehicle Operating Charac
teristics. In Transportation and Traffic Engineering 
Handbook, w.s. Homburger, Ed., 2nd ed. Institute of 
Transportation Engineers; Prentice-Hall, Englewood 
Cliffs, N.J., 1982, p. 168). 

3. Distance from front of stopped vehicle to 
curb of intersection• ds = 15 feet. 

General equation are as follows: 

Time during deceleration (t) is 

t = (v - v0 )/a 

where 

v = velocity after speed change (e.g., zero 
velocity at stop), 

v0 approach velocity, and 
a= deceleration rate. 

Distance traveled during deceleration (dd) is 

da = v0 (t) + 0.5 (a) t 2 

(B-1) 

(B-2) 
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FIGURE B-1 Illustration of terms used to determine td, 

Time offset to avoid deceleration of first platoon 
vehicle (ta) is 

values of td are as follows: 

Speed 
(mph) 

20 
25 
30 
35 
40 

ta (sec) 

2,7 
3.1 
3.6 
4.1 
6.1 

(B-3) 

APPENDIX C--EXAMPLE OF PLATOON ARRIVALS WHEN FIRST 
VEHICLE ARRIVES DURING GREEN INTERVAL 

Given: C = 60 sec, R • 31 sec, G,. 29 sec, HA• 3 
sec, Ho = 2.1 sec, V • 9 vehicles/lane/cycle, base 
speed = 30 mph, W = 19 sec, first vehicle is not 
impeded, and no queued vehicles at upstream signal. 

Find average travel time delay per vehicle (D): 

T,. (w - ta+ HAllHA 
T (19 - 3.6 + 3)/3 6 vehicles/lane/cycle 

s V - T 
s 9 - 6 ,. 3 vehicles/lane/cycle 

RA R - HA 
RA 31 - 3 28 sec 

D' RA+ L 
D' = 28 + 5,9 = 33.9 sec 

D = [S(D') + F(Ho - HA)]/V 
S = 3, F = 3 
D" [3(33,9) + 3(2.1 - 3)]/9 11 sec/vehicle 

(C-1) 

(C-2) 

(C-3) 

(C-4) 

(C-5) 

APPENDIX D--EXAMPLE OF PLATOON ARRIVALS WHEN FIRST 
VEHICLE ARRIVES DURING RED INTERVAL 
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Given: C • 60 sec, R • 31 sec, G .. 29 sec, HA ., 
3,0 sec, Ho • 2.1 sec, V ,. 9 vehicles/lane/cycle, 
base speed • 30 mph, and first vehicle arrives 10 
sec before start of green (therefore, RA• 10 sec). 

Find average travel time delay per vehicle (D): 

S • (RA+ L)/(HA - Ho) 
S • (10 + 5,9)/(3 - 2,1) • 18 (D-l) 
S cannot be greater than VJ therefore, uses= 9 

D'•RA+L 
D' • 10 + 5.9 • 15.9 sec 

D • [S(D') + F(Ho - HA)]/V 
D • [9(15.9) + 36 (2.l - 3,0))/9 

• 12,3 sec/vehicle 

APPENDIX E--WEBSTER 1 S DELAY EQUATION 

A• c(l - A) 2/[2(1 - AX)] + x 2/[2q(l - x)] 
- [0,65(c/q') l/31 [xl2+5>.) l 

where 

(D-2) 

(D-3) 

A • average delay to passenger car unit (pcu) on 
the approach (sec), 

c • cycle time (sec)J 
g • effective green time (sec) 1 
r • effective red time (sec), 
s • saturation flow on the approach (pcu/sec) 1 
>. • g/c, proportion of the cycle that is 

effectively green1 
y • q/s, ratio of average arrival rate to 

saturation flow1 and 
x • qc/gs, ratio of average number of arrivals per 

cycle to the maximum number of departures per 
cycle, 

APPENDIX F--MAY'S UNIFORM DELAY EQUATION 

A • r 2/[2c(l - q/s)) 

where 

A• average delay to pcu on approach (sec), 
r • effective red time (sec), 
c • cycle length (sec), 
q • average arrival rate of traffic on the 

approach (pcu/sec), and 
s • saturation flow on the approach (pcu/sec). 

APPENDIX G--NEW 1985 HIGHWAY CAPACITY MANUAL 
EQUATION (AVERAGE CONDITIONS) 

d • 0,38(C) [1 - (g/C)] 2 /[1 - g/C) (x)] 
+ 173 x 2 {(x - 1) + [(x - 1) 2 + (16 x 2/va)Jl/2} 

where 

d 

C" 
g/C 

X = 
Va • 

average stopped delay per vehicle 
(sec/vehicle), 
cycle length (sec), 
ratio of effective green time to cycle 
length, 
volume-to-capacity ratio, and 
adjusted volume (vehicles/hour/lane). 

Publication of this paper sponsored by Committee on 
Highway Capacity and Quality of Service. 
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Analysis of Light Rail Vehicle Clearance 
T' t _ 1me a_ Intersections 

WULF GROTE and JASON C. YU 

ABSTRACT 

The intent of this study is to determine the amount of intersection disruption 
created by the implementation of light rail transit (LRT) through intersections 
with automobile traffic. The measure for determining intersection disruption is 
the LRT clearance time, which is the sum of time consumed by the actual pres
ence of an LRT vehicle in the intersection and the time required before and 
after LRT arrival to prepare the intersection. Clearance time is affected by 
several factors that have been categorized as LRT vehicle operating charac
teristics, geometric layout of the intersection, and the traffic control method 
implemented. several equations have been developed, with these factors as 
variables, to determine the LRT clearance time created by various operating 
conditions. In addition, several graphs show the ranges of clearance time that 
might be experienced under specific operating characteristics. 

Congestion of major roadways is becoming a problem 
in many cities across the North American continent. 
In an effort to alleviate the congestion problem, 
several medium-sized cities (roughly 1 to 2 million 
inhabitants) have turned to light rail transit (LRT) 
to provide more efficient usage of right-of-way 
within major transportation corridors. LRT is a 
fixed-guideway transit system that has the capabil
ity of operating safely at grade, but LRT can also 
be grade separated at major conflict points. This 
means ~ua"C, in ma.ny c1c1es, LRT will operate at 
street level through roadway intersections in an 
effort to reduce capital expenditures for the tran
sit project. 

Intersections where LRT conflicts with automobile 
traffic must be carefully analyzed to determine the 
potential delay impacts that may be created. The 
severity of impact will depend on the specific 
characteristics of the LRT system being implemented. 
Several previous studies have identified factors 
that influence intersection performance. One such 
study by Larwin and Rosenberg (.!.) identified delay 
at an LRT crossing as a function of 

• LRT approach speed, 
• Train length, 
• Location of stop, 
• Emergency stopping 
• Service frequency, 
• Cross-street width, 
• Train detection 

quirements. 

capabilities of LRT, 

and 
and signal control re-

Although many influencing ·factors have been 
identified through previous studies, little work has 
been done to determine the amount of impact created 
by each one. The objective of this study is to 
demonstrate the amount of intersection disruption 
created by each factor. In addition, the results of 
this study should serve as a valuable tool for engi
neers and planners in selecting appropriate LRT sys
tem characteristics to minimize intersection delay. 
Factors affecting the delay experienced at an inter
section can be divided into three categories: light 
rail vehicle operating characteristics, prevailing 
intersection geometrics, and the traffic control 

method implemented. Factors within each of these 
categories are 

Light Rail 
Operating 
Character is tics 
Speed 
Acceleration 
Proximity of 

LRT station 
Headway 
Train length 

Geometric 
Layout 
Width of crossing 
Turning-lane 
provisions 

Traffic 
Control 
Degree of light 
rail priority 

Traffic control 
devices 

Effects of 
emergency stop 
considerations 

Signal phasing 
Automobile 

progression 

Some of these factors have overlapping impacts 
and others are difficult to quantify. In this study, 
each of these factors was analyzed and, if possible, 
quantified in detail. These factors together deter
mine the amount of time that normal traffic flow 
through an intersection is interrupted by the pres
ence of a light rail vehicle. This time is defined 
here as the LRT clearance time. Some of this time is 
consumP.c'I hy t .he physical presence of a light rail 
vehicle in the intersection, the remaining time is 
required to prepare the intersection for a rail 
vehicle arrival and allow necessary steps to resume 
automobile traffic flow after the rail vehicle has 
cleared the intersection. This study will use LRT 
clearance time as the measure for determining inter
section disruption. 

It is important to note that not all LRT clear
ance time necessarily resqlts in lost capacity to an 
intersection. In some cases, traffic will continue 
to flow on intersection legs not conflicting with 
the LRT crossing. Even at locations where all traf
fic will be stopped during the physical presence of 
LRT in the intersection, vehicles may still be able 
to flow during a portion of the time the intersec
tion is being prepared for LRT arrival. The intent 
of this analysis is to show the amount of time that 
normal intersection operations are disrupted by the 
implementation of LRT. In many cases, the study re
sults will not necessarily show the lost intersec-
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tion capacity created by LRT. Intersection capacity 
losses may result from a portion or all of the LRT 
clearance time, depending on the specific operating 
characteristics of the intersection. 

ALTERNATIVE OPERATIONAL CONDITIONS 

The first step of the analysis of LRT clearance time 
is to determine what types of crossing conditions a 
light rail vehicle might encounter on arrival at an 
intersection. In general, there are six possible 
operational conditions: 

1. The light rail vehicle approaches the inter
section at a constant speed and, because of either 
preemption of the traffic signal or light rail pro
gression, the light rail vehicle is able to proceed 
without interruption. 

2. Again, the light rail vehicle is able to pro
ceed at a constant speed. However, as a safety pre
caution, the time for a light rail vehicle to make a 
full emergency stop is accommodated after cross
street traffic has been halted and before LRT ar
rival at the intersection. The emergency stop time 
provision assures that the LRT vehicle operator can 
stop the train if an intersection blockage occurs. 
Without this provision, an LRT vehicle will arrive 
at the intersection the instant that cross-street 
traffic receives a stop condition. 

3. The light rail vehicle is required to stop at 
the near side of an intersection and then must ac
celerate back to its operational speed. This condi
tion will occur if a near-side station platform is 
present or if the light rail vehicle is stopped by 
the traffic signal (i.e., no LRT priority). 

4. The light rail vehicle is able to cross the 
intersection uninterrupted, but deceleration occurs 
due to a station platform at the far side of the 
intersection. No emergency stop considerations are 
provided. For this analysis, the deceleration condi
tion has been combined with the acceleration case 
(Condition 3) because acceleration and deceleration 
rates are assumed to be similar. 

5. Again, the light rail vehicle is able to 
cross the intersection without interruption and then 
decelerates into a far-side station. However, it is 
assumed that, as a safety precaution, a full emer
gency stop from the operational speed is accounted 
for before a light rail vehicle arrives at the 
crossing. 

6. No priority is granted to the light rail 
vehicle and, as a result, the vehicle is forced to 
stop at the near side of an intersection where far
side station platforms are present. This means that 
the light rail vehicle, after stopping, will have to 
accelerate as close as possible to the operational 
speed and then decelerate into the station. 

For each of these six conditions, equations were 
derived for estimating LRT clearance time. Critical 
factors entering into the equations were light rail 
speedi train length, width of crossings, and, in 
some cases, acceleration, deceleration, and emer
gency braking. The equations derived in this study 
are expressed by general variables. However, exam
ples and graphs presented herein are calculated by 
inserting typical values for LRT vehicle length, 
service acceleration rate, service deceleration 
rate, and emergency deceleration rate. Although the 
value of these parameters may vary from one vehicle 
model to the next, the analysis presented here makes 
use of values considered typical of new light rail 
systems. The values used are as follows: 

• Vehicle length= 90 ft, 
• Service acceleration• 4 ft/sec 2

, 

39 

• Service deceleration= 4 ft/sec 2
, and 

• Emergency deceleration rate• 7.3 ft/sec 2
• 

DERIVATION OF LRT INTERSECTION CLEARANCE TIME 

Condition 1 

The condition where vehicle speed is constant is 
best described using the uniform rectilinear motion 
equation: 

t = (x - x0 )/s 

where 

x • final position coordinate, 
x0 • initial position coordinate, 

s • operating speed (a constant), and 
t • time to cover the distance from x0 to x. 

In the case where LRT crosses an intersection, 
(x - Xo) can be simplified to x to denote the 
total distance covered in crossing the intersection. 
This distance (x), referred to as the effective 
crossing distance, can further be defined as the 
intersection width (w) plus the length of the train 
(L). The train length is determined by multiplying 
the vehicle length (c) by the number of vehicles (V) 
forming the train. Therefore, the LRT clearance time 
can be determined by 

t = (w + cV)/s (1) 

where wand care expressed in feet, sis expressed 
in feet per second, and tis in seconds. 

Equation 1 has been solved for speeds ranging 
between 10 and 50 mph, intersection widths between 
40 and 160 ft, and train lengths of one-, three-, 
and five-car trains, as shown in Figure 1. Not all 
possible values for the various factors have been 
computed, but values not shown can be interpolated 
from the lines on the graph or by using Equation 1. 
This graph should give a good indication of how 
modifications would affect light rail clearance time. 

The obvious conclusion that can be drawn from 
Figure 1 is that as speed increases the total light 
rail clearance time decreases. At low speeds, par
ticularly when train lengths are long and intersec
tions are wide, a small change in speed results in a 
significant reduction in clearance time. However, 
with high speeds, short trains, and narrow intersec
tions, the crossing time is hardly affected at all. 
For example, a five-car train traveling across a 
160-ft intersection at 12 mph would save about 7 sec 
over a 10-mph speed under the same conditions. Con
versely, a one-car train crossing a 40-ft intersec
tion at a speed increased from 40 to 50 mph would 
save less than half a second. Other conclusions that 
become apparent by studying Figure 1 are that at 
slow speeds a change in train length or a change in 
intersection width can result in a fairly signifi
cant change in light rail clearance time. At high 
speeds, however, changes of this nature have a rela
tively minor impact. 

Condition 2 

The clearance time equation developed for this con
dition is similar to that for Condition 1, except 
that emergency stop considerations must be added. 
The suggested emergency stop time (E) is 

Es (s/e) + 4 sec 
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F1GURE 1 Light rail transit clearance time-constant speed. 

where E is in seconds, e ie the emergency braking 
rate in feet per second 2

, and 4 sec is a factor 
added to allow driver reaction time and jerk con
siderations. This equation is added to the clearance 
time provided by Equation land results in an over
all light rail clearance time for this condition as 
follows: 

t • [(w + cV)/s] + (s/e) + 4 (2) 

The emergency stop time h smallest at low speeds 
and becomes significantly larger as speeds increase. 

Again, aa was done :for Condition l, Equation :. 
was solved for a range of values for each factor as 
shown in Figure 2. Unlike the graph for Condition 1, 
there is an optimum speed (soptl for each of the 
curves where light rail crossing time can be mini
mized1 •opt is derived by taking the derivative of 
Equation 2 and setting it equal to zero: 

sopt • [e(w + cV)Jl/2 (3) 

For a given train length and intersection width, 
it ie then poHible to determine the corresponding 
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sopt by using Equation 3. This speed is then in
serted into Equation 2 to determine the minimum 
clearance time. 

It can be concluded from Figure 2 that optimum 
speed increases with increasing train length and 
intersection width. In addition, as optimum speed is 
increased, clearance time also becomes longer. 
Therefore, the least amount of intersection disrup
tion would be at moderate speeds with short train 
lengths and narrow intersections. At low speeds the 
intersection clearance time is increased due to the 
amount of time the light rail vehicle is blocking 
the intersection, and at high speeds the clearance 
time is again increased due to the increased emer
gency stop time required before vehicle arrival at 
the intersection. Figure 2 also shows that changes 
in train length or intersection width create more of 
an impact at slower speeds. Also, speed is more of a 
delay factor at lower speeds when intersections are 
wide and trains are long, 

Conditions 3 and 4 

As mentioned earlier, the cases of acceleration from 
a near-side stop and deceleration into a far-side 
stop have been combined in this analysis because a 
common rate of acceleration and deceleration is 
used, Therefore, the equations will be identical, 
but signs will be reversed (negative rate for decel
eration, positive rate for acceleration). The dis
cussion that follows will refer to acceleration, 
but deceleration can be calculated by changing signs. 

There are two circumstances that can occur for 
the conditions depending on the value of the factors 
involved. The first possibility is for a light rail 
vehicle to reach operating speed before clearing the 
intersection. Under this circumstance, a portion of 
the intersection would be traversed with the vehicle 
accelerating and the remainder of the intersection 
would be crossed at a constant speed. The second 
possibility is for the light rail vehicle to accel
erate through the entire intersect ion without reach
ing full operating speed. Separate equations have 
been developed for each of these conditions, 

The first step is to determine if the light rail 
vehicle would be able to cross a portion of the 
intersection at full operating speed. This is done 
by subtracting the distance to accelerate to operat
ing speed from the total width of the intersection 
plus the train length. The distance to accelerate is 
found by using the uniformly accelerated rectilinear 
motion equation: 

xa = (s; - s;)12a 

where 

Xa acceleration distance, 
sf final speed, 
s 0 initial speed, and 
a= acceleration. 

Because either the initial or the final speed 
will be zero, depending on whether the vehicle is 
accelerating or decelerating, this equation can be 
modified W\th tpe value for operating speed (s 2

) 

replacing Bf - s 0 • Thus, the equation is further sim
plified to 

Xa = s 2 /2a 

where xa is in feet, s is in feet per second, and 
a is in feet per second 2

• The total effective 
crossing width is w + cV as defined for Condition 1. 
Therefore, the distance across an intersection that 
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a light rail vehicle is able to travel at full speed 
(R) is 

R (w + cV) - (s 2 /2a) (4) 

If the value of R is greater than or equal to 
zero, the vehicle crosses at full speed for this 
distance and if R is less than zero, the vehicle is 
unable to attain operating speed in the distance 
covered by the effective crossing width, 

For R > 0, the total clearance time is cal
culated by- adding the time to accelerate plus the 
time the vehicle operates at a constant speed 
through the intersection. The acceleration time 
(ta> is calculated by using the uniformly accel
erated rectilinear motion equation: 

Sf= s 0 + ata 

This simplifies to 

ta= s/a 

because either the final or the initial speed equals 
zero. The time at constant speed (t0 ) is found by 
using the uniform rectilinear motion equation de
fined under Condition 1: 

t 0 = (x - x0 )/s 

In this case x - x0 is replaced by Rand 

t 0 = (R/s) = [(w + cV) - (s 2/2a)]/s 

The clearance time (t) becomes 

t (s/2a) + [(w + cV)/s] (5) 

For R < O, the maximum velocity (sml attained by 
the light rail vehicle before clearing the intersec
tion is again calculated by making use of a uniformly 
accelerated rectilinear motion equation simplified to 

Sm= [2a(w + cV)Jl/2 

The clearance time (t) is also found by using a 
uniformly accelerated rectilinear motion equation 
where 

t = 5m/a = [2a(w + cV)]l/2/a (6) 

Using Equations 5 and 6, the clearance times for 
various factor values have been calculated as shown 
in Figure 3. 

Figure 3 shows that, for higher operating speeds, 
the full speed is usually not attainable, particu
larly for shorter trains and narrow intersections. 
This means that the operating speed under these 
conditions is irrelevant to the clearance time. 
However, when slower operating speeds are used, 
these speeds have a significant impact on clearance 
time, especially as train length and intersection 
width increase, 

It should be noted that, for the case of deceler
ation, the clearance times calculated correspond to 
a far-side stop that occurs as soon as the vehicle 
is clear of the intersection. If, for example, the 
platform is longer than the train, the clearance 
time would be slightly decreased if the train did 
not stop until it reached the end of the platform 
farthest away from the intersection. The reason the 
clearance time would be decreased for this con.figu
ration is that the light rail train would be able to 
continue at operating speed for longer than the 
times calculated in Figure 3. 
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The condition of a far-side stop with emergency 
stopping considerations is similar to Condition 4 
except that time foe an emergency stop must be added 
to the total LRT clearance. The emergency stop fac
tor is identical to that explained for Condition 2. 
Therefore, the equations for Condition 4 are modi
fied as follows: 

ta (s/2a) + [(w + cV)/s] + (s/e) + 4 for R > 0 (7) 
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t = {[2a(w + cV)Jl/2/a} + (s/e) + 4 for R < 0 (8) 

Figure 4 shows the clearance times for various 
train lengths, intersection widths, and speeds. For 
any given train length and street width, there is an 
optimal operating speed at which crossing time is 
minimized. Speeds below this value create larger 
clearance times due to vehicle blockage of the 
intersection, and speeds above the optimum have 
greater clearance times due to consideration of 
emergency stop time. The optimum speed for given 
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FlGURE 4 Light rail transit clearance time-deceleration to far-side stop including emergency stop. 
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conditions is calculated by taking the derivative of 
Equation 7 and setting this equal to zero to obtain: 

Sopt = {(w + cV)/[(l/2a) + (1/e)] Jl/2 (9) 

Equation 8 is not used for optimum speed calcula
tions because the optimum speed is always attained 
before R becomes less than zero. As R becomes more 
negative, clearance time increases in a linear 
fashion. 

Optimum speed increases with increasing train 
length and intersection width. At slow speeds, modi
fications in intersection width or train length 
create more noticeable time changes than they do at 
high speeds. Also, for slow speeds when train length 
and intersection width are large, a small change in 
speed can create a significant amount of change in 
clearance time. 

Condition 6 

The case where a light rail vehicle must first stop 
at the near side of an intersection and then stop 
again at the far side assumes that the vehicle will 
attempt to attain full operating speed, or the 
highest speed possible, before decelerating to a 
far-side stop. If the operating speed is attainable, 
the light rail vehicle will operate at this constant 
speed until it is necessary to begin deceleration 
from the service rate. 

As for previously described conditions, the uni
formly accelerated rectilinear motion equation is 
best used to determine light rail clearance time: 

2 2 

sf~ s
0 

+ 2a(x - x
0

) 

This is similar to Condition 3 in that the value 
of R must first be calculated. For Condition 6 this 
is done by subtracting the distance required to ac
celerate to operating speed and then to decelerate 
back to zero (xadl from the effective crossing dis
tance (w + cV). Because xad would be twice the accel-
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eration distance (x8 ) defined for Condition 3, xad 
can be expressed as 

Xad = 2xa ~ 2(s 2/2a) • s 2 /a 

Therefore, the distance across the intersection 
that the light rail vehicle is able to travel at 
operating speed is 

R = (w + cV) - (s 2 /a) (10) 

If R < 0, the operating speed is unattainable 
for the given factor values. 

For R ~ O, the light rail clearance time is calcu
lated by adding the time required for accelerating 
and then decelerating the vehicle (tadl. The time 
tad is equal to twice the time to accelerate (tal, 
assuming the service acceleration and deceleration 
rates are the same, and can be expressed as 

(2s/a) 

The time at operating speed (t0 ) is calculated by 

tc = R/s s {[(w + cV) - (s 2/a)]/s} 

The clearance time (t) becomes 

t c tad+ tc • (s/a) + [(w + cV)/s] (11) 

For R < O, the maximum attainable speed (Sm) must be 
calculated using the uniformly accelerated rectilin
ear motion equation: 

2 

sf= s
0 

+ 2a(x - x
0

) 

In this case the vehicle can accelerate for only 
one-half the distance across the intersection before 
decelerating as shown in Figure 5. Therefore, (x -
Xol, by making substitutions, becomes 

(x - x0 ) = [(w + cV)/2) 
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FIGURE 5 Light rail transit clearance time-acceleration from stop and then deceleration to a stop at far side of 
intersection. 



44 

TABLE 1 Summary of Equations 

Description Equation 

Transportation Research Record 1005 

Equation 
No . 

Constant speed (Condition l) t = (w + cV)/s (l) 

(2) 

(4) 

(5) 

(6) 

(4) 

(7) 

(8) 

(l 0) 

(11) 

(12) 

Constant speed with emergency stop (Condition 2) 

Acceleration or decelerat ion (Conditions 3, 4) 

t = [(w + cV)/s] + (s/e) + 4 

R = ( w + cV) - (s2 /2a) 

for R ;, 0: t = (s/2a) + [(w + cV)/s] 

for R < 0: t = [2a(w + cV)] 112/a 

Deceleration with emergency stop (Condition 5) R = (w + cV) - (s2 /2a) 

Acceleration then deceleration (Condition 6) 

for R ;, 0: t = (s/2a) + [(w + cV)/s] + (s/e) + 4 

for R < 0: t = { [2a(w + cV)] 112/a / + (s/e) + 4 

R = ( w + cV) - (s2 /a) 

for R ;, 0: t = (s/a) + [(w + cV)/s] 

for R < 0: t = 2[a(w + cV)] 1h/a 

Substituting this and the speed components, the 
equation becomes 

2a[ (W + CV)/2) a(w + cV) 

Sm= [a(w + cV)J 1/2 

The clearancF> t {mfl' \,;., then found by 
time to accelerate (ta) to the time to 
Because acceleration and deceleration 
equal for this analysis, 2ta can be 
becomes 

t • 2ta 

t ~ 2(Sm/a) = 2{a(w + cV)Jl/2;a 

;::u=tiling +-ho 

decelerate. 
rates are 

used, which 

(12) 

Figure 5 shows the clearance times for varying 
street widths, operating speeds, and train lengths. 
The values calculated here, again, assume that the 
far-side stop occurs the instant the light rail 
vehicle is clear of the intersection (as explained 
for Condition 4). 

Figure 5 shows that most higher operating speeds 
are unattainable regardless of the effective cross
ing distance and that the operating speed is only a 
factor in clearance time at slower speeds. Also, at 
slower speeds, the impact on clearance time becomes 
greater as speed decreases and train length and 
intersection width increase. 

COMPARISON OF OPERATIONAL CONDITIONS 

A summary of the equations that are critical in 
calculating clearance times for each of the six 
described conditions is given in Table 1. 

For Conditions 2 and 5, in which emergency stop 
considerations are included, an optimum speed exists 
that minimizes overall clearance time. The optimum 
speed equations are given in Table 2. 

The variables for all the equations given in 
Tables 1 and 2 are summarized as 

t • total clearance time (sec), 
w = intersection width (ft), 
c LRT vehicle length (ft), 
v • number of vehicles in train, 
s = operating speed (ft/sec), 
ea emergency braking rate (ft/sec 2

), 

R = distance light rail vehicle is able to 
travel across an intersection at operating 
speed (ft), 

a• acceleration (or deceleration) rate 
(ft/sec 2

), and 

TABLE 2 Optimum Speed Equations 

Condition 

2 

5 

Equation 

Sopt = [e(w + cV)] 1'2 

Sopt = l(w + cV)/[(l/2a) + (1/e)] llh 

Equation 
No. 

(3) 

(9) 

optimum operating speed across inter
section (ft/sec). 

Figure 6 shows selected curves for each of the 
previously discussed operating conditions. Only the 
curves for selected train lengths (one and five 
cars) and intersection widths (40 and 160 ft) have 
been included. This should give a feel for the range 
of impacts on clearance time without cluttering and 
confusing the graph. 

The curves in Figure 6 show that constant light 
rail speed without emergency stop considerations 
obviously results in the lowest clearance times. 
However, in most cases, emergency stop time should 
be considered to allow a margin of safety. Given 
this, the acceleration condition (in which no emer
gency stop consideration is necessary) would create 
the least intersection impact. At slower speeds, or 
where intersection widths and train length are mini
mized, the condition under which the vehicle accel
erates from a near-side stop and then decelerates to 
a far-side stop (Condition 6) would result in the 
next lowest intersection clearance times. In most 
cases, decelerating to a far-side stop with provi
oion for emergency stopping results in the worst 
intersection clearance time. 

LIGHT RAIL HEADWAYS 

All light rail clearance times presented so far 
account only for an individual LRT vehicle interrup
tion of an intersection. Most analyses involve the 
comparison of impacts on an hourly basis. Therefore, 
the light rail headways during a 1-hr· period should 
be considered. 

The hourly clearance time (Th) required by LRT 
is the individual interruption clearance time (t) 
times the number of intersection interruptions per 
hour (i). The total number of intersection interrup
tions accounts for headways in both directions of 
travel and is normally figured as twice the fre
quency for one direction. The equation is 

(13) 
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FIGURE 6 Comparison of clearance times under various operating conditions. 

OTHER FACTORS AFFECTING CLEARANCE TIME 

In addition to the interrelated factors discussed in 
the previous section, there are other factors that 
can cause clearance time to be added to the values 
calculated earlier. Two factors that will be dis
cussed are railroad gates and clearance windows. 

Railroad Gates 

In some instances railroad gates are used to control 
traffic at light rail crossing locations. Gates are 
used either by themselves or in conjunction with 
traffic signals. The time to lower and raise gates 
varies somewhat from one railroad to the next, but a 
typical time would be about 22 sec (2). This in
cludes about 10 sec to drop the gate and up to 12 
sec to retu,rn the gate to an upright position. 

When emergency stopping is considered as part of 
the control strategy, the railroad gates would be 
completely down at the time the light rail vehicle 
would need to begin its emergency braking rate. This 
allows light rail vehicle operators to see if auto
mobiles are stopped on the tracks after the gate is 
completely down. If the intersection is blocked, the 
rail vehicle would be able to stop short of the 
intersection by applying the emergency stopping rate. 

Clearance Windows 

When using certain types of control strategies, it 
may be desirable to add a few more seconds to the 
LRT clearance interval than what is required to 
clear the intersection. This time, referred to as a 
clearance window, allows for irregularities in light 
rail vehicle operations. This concept is particu
larly applicable to the strategy in which light rail 
vehicles are progressed through the corridor. If, 
for example, the light rail vehicle is unable to 
maintain the progression speed, a clearance window 

provides a greater probability that the vehicle will 
arrive at the intersection without having to stop. 
The amount of clearance window added to the clear
ance time depends on several factors including po
tential disruptions to cross-street traffic and the 
reliability of the light rail progression speed. The 
clearance window might typically be in the range of 
5 to 10 sec. 

CONCLUSIONS 

Several factors that influence the performance of 
intersections when LRT is implemented have been 
identified in this study. These factors can be cate
gorized as follows: 

• Light rail vehicle operating characteristics, 
• Prevailing intersection geometrics, and 
• Traffic control methods. 

The analysis performed here has demonstrated that 
light rail intersection clearance time varies con
siderably under different conditions. For the inter
related conditions analyzed, the clearance time 
ranged anywhere from 3 sec up to about 50 sec. Times 
would be even greater if a clearance window or rail
road gates were provided. In general, it was found 
that clearance time increases with longer train 
lengths and greater intersection width. Clearance 
time is also increased as speeds decrease, as long 
as emergency stop considerations are not included. 
When provision is made for emergency stopping, an 
optimum speed can be computed. This optimum speed 
becomes higher as train length and intersection 
width are increased. 

It is important to remember that LRT clearance 
time does not necessarily show the impacts on auto
mobile capacity at an intersection. LRT clearance 
time is only one component of intersection capacity 
analysis. Further study is needed to deter mi ne an 
LRT analysis procedure that is compatible with the 
Highway Capacity Manual. 
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Evaluation of Queue Dissipation Simulation 

Models for Analysis of Presence-Mode 
Full-Actuated Signal Control 
FENG-BOR LIN 

ABSTRACT 

Full-actuated signal control may rely on long inductive loop detectors for de
tecting the presence of vehicles. The operation of this mode of control is 
governed primarily by the interactions between the detectors and queueing vehi
cles. To facilitate reliable simulation analyses of such a signal control, the 
queue dissipation characteristics in relation to the detectors should be prop
erly modeled, The queue dissipation models used in the NETS IM program and the 
Value Iteration Process--Actuated Signals program are evaluated. These models 
are found to be capable of producing realistic departures of queueing vehicles 
from a detection area. The models are rather weak, however, in representing 
other aspects of vehicle-detector interactions. Possible modifications of the 
models are discussed. 

Queue dissipation is a troublesome phenomenon that 
has to be dealt with in the simulation of traffic 
flows at a signalized intersection. Proper modeling 
of this phenomenon is imperative if a model is to be 
used for simulation analysis of presence-mode full
actuated signal control. ThP. rP.a!!on for this can be 
found in the logic of this mode of control, 

The basic logic of presence-mode full-actuated 
control is rather simple. A vehicle can demand or 
hold the green light by occupying a detection area. 
The detection area is usually defined by a long in
ductive loop detector. After the vehicle leaves the 
detection area, the green is extended by a duration 
equal to a preset vehicle interval. To continue 
holding the green, another vehicle must enter one of 
the detection areas of the same signal phase before 
the vehicle interval expires. The phase duration is 
limited by a preset maximum green interval. The tim
ing of this interval begins with the actuation of a 
detector by a vehicle in an opposing phase. 

Because the vehicle interval is usually set at a 
value close to O sec, the queueing vehicles in a 
lane have a much better chance of holding the green 
than do those not in the queue. Consequently, the 
phase durations of this mode of control are governed 
by the queue dissipation characteristics in relation 

to the detectors. In a dissipating queue, vehicles 
enter and depart from a detection area in a dynamic 
and probabilistic manner. This results in a sequence 
of detector actuations and departures that deter
mines whether the queueing vehicles can extend the 
green continuously, If such relationships are not 
properly modeled, the simulated operation of the 
signal control will deviate from reality. 

The dynamic and probabilistic nature of the in
teractions between the queueing vehicles and the 
detectors is rather difficult to simulate ade
quately. To compound the problem, past efforts at 
modeling queue dissipation were focused on queue 
discharge headways (l>• Not until recently have ef
forts been made to investigate the nature of the 
queue dissipation in relation to presence detectors 
(~). The lack of a comprehensive treatment of this 
subject is unsettling. It raises the issue of 
whether the queue dissipation models used in exist
ing signal simulation programs are realistic, 

The purpose of this paper is to explore this 
issue by evaluating two existing queue dissipation 
simulation models, These models are part of the 
microscopic simulation models used, respectively, in 
the Value Iteration Process--Actuated Signals pro
gram (].) and the NETSIM program (i), The evaluation 
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entails a comparison of simulated queue dissipation 
characteristics with those observed in the field. 

The field data used for the comparison are ex
tracted from data collected as part of a project 
sponsored by the U.S. Department of Transportation 
(1>• The original data include observations made on 
queueing flows of various directional movements. 
These flows were not interfered with by pedestrians 
and parking maneuvers, nor were they impeded by 
downstream flows. The approach speeds of the ob
served vehicles were less than 35 mph. Without 
sacrificing the generality of the comparison, only 
straight-through flows are dealt with in this paper. 
Furthermore, because the field observations include 
a negligible number of trucks and buses, all vehi
cles are considered to be passenger cars. 

QUEUE DISSIPATION SIMULATION MODELS 

Pitt ca·r-Following Model 

The Value Iteration Process--Actuated Signal (VIPAS) 
computer program uses the Pitt car-following model 
(6) for simulating queue dissipation. The model was 
originally developed for freeway simulation. It con
tains a basic equation and several constraints. The 
basic equation is 

a 2[x* - y - L - 10 - v(k + T) 

- bk(u* - v) 2 ]/(T 2 + 2kT) (1) 

where 

a= acceleration of follower in the interval 
(t, t + T), 

k car-following parameter (driver 
L length of the leading vehicle, 
T time scanning interval, 

sensitivity), 

y position of follower at time t, 
v = speed of follower at time t, 

x* position of leader at time t + T, 
u* speed of leader at time t + T, and 

b constant. 

The units in this equation are feet and seconds. 
The Pitt car-following model is based on the 

premise that a following vehicle will attempt to 
maintain a space headway of L + kv + 10 ft, To pre
vent collision between two vehicles in a car-follow
ing maneuver, several constraints are incorporated 
into the model to override the acceleration rate as 
determined from the basic equation. These con
straints ensure that a following vehicle can stop 
safely behind its leader under two conditions: the 
leader decelerates to a stop at a sp_ecified maximum 
emergency deceleration rate, and the follower start
ing at a driver reaction or lag time (c) later de
celerates to a stop behind the leader at a decelera
tion rate within the maximum emergency deceleration 
limit, Mathematical relationships are used to impose 
these constraints on car-following behavior. 

The model described has been modified in the 
VIPAS program for simulating car-following maneu
vers. One modification involves the replacement of 
the constant 10 in Equation 1 with 

A= I 7 + (3v/20) 

10 

if V < 20 

if V > 20 

(2a) 

(2b) 

Another modification deals with the driver sen
sitivity parameter (k). The value of k as used in 
the original model approximates (}.l 

k = (2,718 - Qs)/687.5 (3) 
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where Qs is the saturation flow rate applicable to 
the flow in a given lane. The value of k is adjusted 
in the VIPAS program to 

k = 3.539 - 0.0012985 Qs (4) 

To account for differences in car-following be
havior among individual drivers, a multiplication 
factor is also used in the VIPAS program. This fac
tor is generated randomly according to a specified 
probability distribution. In this distribution the 
multiplication factor is divided into the following 
seven levels: 1.7, 1.2, 1.1, 1.0, 0.9, 0.7, and 0.5. 
The probabilities associated with these levels are, 
respectively, 0.1, 0.2, 0.1, 0.2, 0.1, 0.2, and 0.1. 
A generated value of this factor is applied to the 
saturation flow rate to obtain a k value for a 
driver. 

For queue dissipation, the VIPAS program uses b ~ 

0 in Equation 1. The scanning interval is 1 sec. 
Furthermore, the acceleration rate is limited to 7 
ft/sec 2 for passenger vehicles moving at speeds of 
not more than 16 ft/sec and to 5 ft/sec 2 when the 
speeds exceed 20 ft/sec. The maximum emergency de
celeration rate is assumed to be 10 ft/sec 2

• 

After an acceptable acceleration rate is cal
culated from the model, the speed and position of a 
following vehicle at time t + T (i.e., the end of 
the scanning interval) are computed as 

v* = V + a (T - C) 

and 

y* = y +VT+ [a(T - c) 2 )/2 

where 

v* = speed of follower at time t + T, 
y* = position of follower at time t + T, and 

c = driver reaction time (c < T). 

(5) 

(6) 

The driver reaction time (c) has a calibrated value 
of 0.2 for deceleration and 0.3 for acceleration. 

NETSIM Model 

The queue dissipation model used in the NETSIM pro
gram is essentially a heuristic algorithm consisting 
of a number of decision rules. These rules are con
tained in the MOVE, ADJQ, GOQ, and other related 
subroutines of the program. They determine the 
speed, acceleration, and position of a vehicle in 
each scanning interval of 1 sec. The model is not as 
straightforward as the Pitt car-following model. The 
flow chart shown in Figure 1 gives an insight into 
the heuristic nature of the model. The flow chart 
omits those vehicle-processing functions of the 
model that are beyond the scope of this paper. 

In processing the dissipating queueing vehicles 
in a given scanning interval, the leading vehicle of 
a queue upstream of an intersection is identified 
first. If this vehicle is also the leading vehicle 
when the signal is red, then it is assigned a loss 
time. This loss time determines when the vehicle 
will discharge into a downstream lane, The loss time 
can assume a deterministic value as specified by the 
user of the NETSIM program. It may also be generated 
from one of two imbedded distributions (4). As an 
example, one such distribution consists of the fol
lowing 10 levels of loss time: 5.6, 3.6, 3.2, 3,0, 
2.6, 2.2, 2.0, 1.6, 1.2, and 0.6 sec. Each of these 
loss times has the same probability of being gen
erated in the simulation process. 

If a leader can discharge in the current scanning 
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Determine 
leader's 

acceleration 

Move other 
vehicles to 
close gaps 
set vehicle 
in motion 

Determine 
acceleration 

for all vehicles 
behind leaders 

Identify 
Leader 

Determine 
loss time 

Update 
discharge 
speed and 

acceleration 

Identify 
new 

leader 

Determine new 
leader's discharge 

headway and 
discharge speed 

Move new leader 
according to 

discharge time 

Process 
leader 

downstream 

FIGURE 1 Schematic of NETSIM queue diHipation aimulation 
proceaa in a one-aecond scanning interval. 

interval, its discharge speed and acceleration are 
determined. The vehicle is then processed into a 
downstream lane, The discharge speed of this vehicle 
becomea the basis for determining that of the fol
lowing vehicle. The change in the discharge speed 
from one vehicle to another follows a predetermined 
pattern, The discharge speed of the first queueing 
vehicle at the onset of the green is assumed to be 9 
ft/sec, This speed is increased by 4 ft/sec for each 
additional discharging vehicle until it reaches 40 
ft/sec, 

Following the processing of a leader that will 
discharge, a new leader is identified. The discharge 
headway of the new leader is then generated to de
termine the corresponding discharge time. This head
way may also be generated randomly from an imbedded 
probability distribution, In addition to the dis
charge headway, the intended discharge speed of the 
new leader is determined, The current speed of the 
new leader is subsequently compared with this dis
charge speed to determine whether the vehicle should 
accelerate or decelerate. If an acceleration is war
ranted, an acceleration rate of 4 ft/sec 2 is ap
plied to passenger cars that are moving at speeds of 
less than 17 ft/sec, When vehicle speeds exceed 17 
ft/sec, a rate of 3 ft/sec 2 is used instead. 

These threshold acceleration rates may be revised 
in the scanning interval when a vehicle first be
comes the new leader. In such an interval the time 
remaining before discharge is computed for the new 
leader, This time duration is then used to calculate 
the average speed required for the new leader to 
discharge on time, The average speed, in turn, forms 
the basis for determining the needed acceleration 

Transportation Research Record 1005 

rate, This newly calculated rate is limited to a 
maximum of 5 ft/sec 2

, It is further reduced to 3 
ft/sec 2 if the current speed exceeds 16 ft/sec. 

In every scanning interval the model also checks 
tv se& if a queueing vehicle can sta~t moving. It is 
assumed that queueing vehicles will start moving in 
succession at 1-sec intervals after a green phase 
begins, The model sets the queueing vehicles in 
motion according to this backward wave speed of one 
vehicle length per second, The spacing of the queue
ing vehicles that remain stationary is checked, The 
model adjusts the spacings so that they equal a 
specified effective length of the vehicles, 

For vehicles that are set; in motion behind the 
leader, normal acceleration rates are set at a value 
of 6 ft/sec 2 for speeds of less than 17 ft/sec and 3 
ft/sec 2 for speeds exceeding 17 ft/sec, The initial 
acceleration rates allowed for stationary vehicles 
are 6 to 8 ft/sec 2

, depending on the queueing 
positions of such vehicles. A car-following relation 
(l) is incorporated into the model to prevent a col
lision in the event that a leading vehicle imple
ments a panic stop at a deceleration of 10 ft/sec 2, 

This car-following relation defines an upper bound of 
the acceleration rates. Furthermore, the accelera
tion of a vehicle is limited to a value that will 
not cause its speed to exceed the designated dis
charge speed, 

EVALUATION 

The movements of dissipating queueing vehicles bring 
about a series of interactions between the vehicles 
and the detectors. The basic elements of such inter
actions in a traffic lane include the departure of a 
vehicle from a detection area, the arrival of a 
vehicle at the upstream end of a detector, and the 
dwell of a vehicle in a detection area. These three 
elements can be modeled in terms of departure time, 
arrival time, and dwell time, 

Departure time of a vehicle is used herein to 
denote the time elapsed from the onset of the green 
to the moment the rear bumper of the vehicle crosses 
the downstream end of a detector. Departure time can 
be represented by the sum of a sequence of queue 
discharge headways, Arrival time represents the time 
elapsed from the onset of the green to the moment 
the front bumper of a vehicle reaches a detector. 
This definition applies only to those vehicles up
stream of a detector at the onset of green. Dwell 
time is the difference between departure time and 
arrival time. 

These time-related variables are under the in
fluence of drivers' behavior. Because drivers differ 
in their behavior, substantial variations in the 
values of these variables have been observed. For 
example, departure times and arrival times of those 
vehicles in a given queueing position could differ 
by as much as 6 sec, The corresponding dwell times 
also vary from 40 percent to more than 200 percent 
of their average value. The queue discharge headways 
can be expected to vary from less than 1 sec to more 
than 5 sec for vehicles in the same queueing 
position. 

These variations are difficult to simulate, but 
their inclusion in the simulated characteristics of 
a queueing flow is indispensable. Consider the 
representative average observed departure times and 
arrival times given in Table 1, The average charac
teristics indicate that, with a 30-ft detector, 
those vehicles in the fourth queueing position or 
further upstream cannot move into the detection area 
before the vehicle ahead departs from the same area. 
If a model applies such average character is tics to 
individual vehicles, a distorted picture will 
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TABLE 1 Representative Average Departure 
Times and Arrival Times of Straight-Through 
Queueing Vehicles 

Queueing 
Position 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Departure 
Time 
(sec) 

3.3 
5.9 
8.3 

10.6 
12.8 
15.0 
17.1 
19.2 
21.3 
23.4 

Arrival Time (sec) 

30-ft 
Detector 

2.9 
5.9 
8.5 

10.9 
13.2 
15.4 
17.6 
19.8 
22.0 

50-ft 
Detector 

4.5 
7.4 
9.9 

12.2 
14.4 
16.7 
18.8 
20.9 

emerge. For example, consider a signal phase that 
involves only a single-lane flow and has a vehicle 
interval of O sec. In such a case the average 
characteristics would not allow the fourth queueing 
vehicle to extend the green. Thus, a premature 
termination of the green would take place whenever 
more than three vehicles were in the queue. On the 
other hand, the average departure times an'd arrival 
times associated with a 50-ft detector would allow 
every queueing vehicle to hold the green. 

In reality, not every queueing vehicle in the 
fourth queueing position or further upstream is un
able to move into a 30-ft detector early enough to 
hold the green. Similarly, not all queueing vehicles 
can extend the green continuously when a 50-ft de
tector is used. This phenomenon is shown in Figure 2 
in terms of the probabilities of premature termina
tion of the green. These probabilities are derived 
from observed queue dissipation characteristics of 
single-lane flows. They reveal that the premature 
termination of the green could occur even when a 
50-ft detector is used along with a vehicle interval 
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FIGURE 2 Probabilities of queueing vehicles facing prematurely 
terminated green duration. 
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of 2 sec. When two lanes are associated with a 
signal phase, 50-ft detectors in combination with 
0-sec vehicle intervals can still lead to a high 
probability of premature phase termination (~). 

Therefore, the variations in the queue dissipa
tion characteristics of individual vehicles have to 
be realistically represented in a simulation model. 
Otherwise , significant errors may be introduced into 
the simulated operation of a signal control. This 
would reduce the usefulness of a model for comparing 
alternative control strategies. 

In light of these implications, there is a mini
mum requirement a simulation model should satisfy. 
This requirement demands that simulated departure, 
arrival, and dwell characteristics conform to proba
bility distributions that can be identified in the 
field. These three aspects of the queue dissipation 
characteristics are not unrelated. For a given vehi
cle, any two of these aspects define the remaining 
one. Therefore, it is not necessary to test a model 
in terms of all the aspects. In this paper the Pitt 
car- following model and the NETSIM model are tested 
in terms of departure and dwell characteristics. 

Pit t Ca r-Followi ng Model 

The application of this model requires the specifi
cation of a saturation flow rate as an input. To 
test the model, a saturation flow rate of 1,700 
veh/hr is used to represent the movements of 
straight-through queueing flow. This flow rate cor
responds to a stabilized queue discharge headway of 
about 2.1 sec. The driver reaction time (c) used for 
the test is 0.3 sec for acceleration and 0.2 sec for 
deceleration as specified in the VIPAS program. A 
higher value of O. 5 sec for acceleration is also 
used to examine the sensitivity of the model outputs 
to the choice of c. Following the VIPAS program, the 
first queueing vehicle is assumed to accelerate at 7 
ft/sec 2 when its speed is less than 17 ft/sec and 
at 5 ft/sec 2 when its speed exceeds 20 ft/sec. The 
space headways between stationary queueing vehicles 
are allowed to vary randomly between 20 and 30 ft. 

The departure and dwell character is tics of the 
queueing vehicles in the Pitt car-following model 
are internally generated data. Therefore, both as
pects have to be c ompared with the field data. To 
facili tate the comparison, the character i s t ics of 60 
dissipating queues are simulated. 

The data given in Table 2 indicate that the aver
age discharge headways generated from the model 
agree rather well with the observed values. To test 
the variations in the simulated individual discharge 
headways, the headways of those vehicles in a given 
queueing position are normalized by expressing them 

TABLE 2 Observed and Simulated Average 
Queue Discharge Headways 

Queueing 
Position 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Discharge Headway (sec) 

Observed 

Case I 

3.2 
2.5 
2.3 
2.3 
2.2 
2.2 
2.2 
2.1 
2.2 
2.1 

Case 2 

3.6 
2.6 
2.4 
2.4 
2.4 
2.1 
2.2 
2.2 
2.1 
2.1 

Pitt Model 

3.3 
2.8 
2.5 
2.3 
2.3 
2.2 
2.3 
2.2 
2.2 
2.1 
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as percentages of their average value. The field 
data reveal that the cumulative probability distri
butions of such normalized headways f all in a well
defined range. The two solid lines in F i gure 3 <'IP.
fine the representative range of the observed 
distributions. The simulated distributions are a l so 
shown in t he s ame figure. 
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FIGURE 3 imulnted discharge headway distributions by Pitt 
model in comparison with observed diel ribulione. 

I t can be seen from Figure 3 that the simulated 
distribut i ons lack headways that exceed 140 percent 
of the averages. In contrast, the field data indi
cate that there is about a 10 percent chance that a 
discharge headway will exceed 140 percent of the 
average. The model also tends to produce a larger 
percentage of small headways. Between 60 and 140 
percent of the averages, however, the simulated 
distributions conform reasonably well to the ob
served distributions. 

The simulated average dwell time s follow the 
general trends of the observed values. Two types of 
discrepancies, however , are evident in Figure 4. For 
a vehicle immediately upstream of a detector at the 
onset of the green, the simulated dwell time is much 
l onge r than the obse rved value. Those vehicles much 
further back in thP. qu,,.ue have simulated value&1 that 
are smaller than the observed values. The dis
crepancies involving 50-ft detectors and 80-ft de
tectors are relatively large. These discrepancies 
may be manipulated by changing the space headways of 
the stationary queueing vehicles. However, reducing 
the discrepancies for those in the front of a queue 
may increase the discrepancies for those in the back. 

Because the simulated departure characteristics 
are in close agreement with the observed data, such 
discrepancies must be due to biases in the simulated 
arrival times. On the basis of Figure 4, it appears 
that the simulated queueing vehicles just upstream 
of a detector at the onset of green move into the 
detection area too early whereas those further up
stream move into the detection area too late. One 
possible cause of this problem is the use of the 
same car-following rule in the model for vehicles in 
all queueing positions. This feature of the model 
makes it difficult to calibrate the model to satisfy 
the observed departure and dwell characteristics 
simultaneously. 
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FIGURE 4 Simulated average dwell times by Pitt model in 
comparison with observed values. 

For example, a longer driver reaction time (c) 
may be used to raise the simulated dwell times. The 
data in Table 3 indicate how an increase of c from 
0.3 to 0. 5 sec for acceleration affects the simu
lated queue discharge headways and dwell times. The 
use of c = O. 5 sec has appreciable effects on the 
dwell times of only the first two vehicles upstream 
of a detector. At the same time, the queue discharge 
headways become unreasonably high although the input 
saturation flow rate remains the same. This simple 

TABLE3 SenRit.ivit.y of Simulated Dwell Time11 and Queue 
Discharge Headways to the Choice of c 

Average Dwell Time (sec) 
Discharge Headway 
(sec) 30-ft Detector 80-ft Detector 

Queueing 
Position C = 0.3 C = 0.5 C = 0.3 C = 0.5 c= 0.3 c= 0.5 

1 3.3 3.3 
2 2.8 3.7 4.0 4.5 
3 2.5 2.9 2.4 2.8 
4 2.3 2.5 2 .0 2.0 7.9 8.6 
5 2.3 2.6 1.8 1.7 4.7 5.0 
6 2.2 2.6 1.6 1.7 3.9 4.0 
7 2.3 2.6 1.5 1.6 3.5 3.6 
8 2.2 2.5 1.4 1.5 3.3 3.4 
9 2.2 2. 5 1.3 1.4 3.0 3.2 

10 2.1 2.5 1.2 1.4 2.8 3.0 

example indicates that the limited number of vari
ables used in the model cannot adequately explain 
the wide range of queue dissipation characteristics. 
Allowing vehicles in different queueing positions to 
follow different car-following rules may be one way 
of alleviating this problem. 

In addition to the problem associated with aver
age dwell times, the simulated distributions of in-
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dividual dwell times also differ significantly from 
the observed distributions. Figure 5 shows that the 
simulated dwell times of individual vehicles in a 
given queueing position are concentrated in a range 
from 90 to 110 percent of their average. In con
trast, the field data show a variation of from about 
40 percent to more than 200 percent of the average. 
If deterministic space headways are used for sta
tionary queueing vehicles, the simulated distr ibu
t ions have even lower variations. Apparently, the 
treatment of the driver sensitivity factor as the 
only probabilistic variable is not sufficient to 
account for real-life variations. This weakness will 
probably become insignificant if more variables are 
included in the model and the driver reaction time 
(c) is also treated as a random variable. 

l. 0 

0.9 
p.. 

VI 0.8 
QJ 
le: 

0.7 ·rl 
E-< 

rl 
0.6 rl 

QJ 
~ 
0 

0.5 
4-< 
0 

:,., 0.4 
+l 
·rl 
rl 
·rl 0. 3 .Q 
cu 

.Q 
0. 2 0 .. 

p.. 

Dwell Time as% of Average, p 

FIGURE 5 Simulated dwell time distribution by Pitt model in 
comparison with observed distribution. 

NETSIM Model 

To test the queue dissipation model of the NETSIM 
program, an effective length of 25 ft for passenger 
cars is used as an input. The space headway between 
two adjacent queueing vehicles at the onset of the 
green is made equal to this effective length. At the 
same moment, the front end of the first vehicle in a 
queue is assumed to coincide with the downstream end 
of the detector. 

Another input specified for the model is an aver
age discharge headway of 2.1 sec for those vehicles 
in the fourth queueing position or further upstream. 
This input is used with the imbedded discharge time 
of each vehicle. The headway distribution allows the 
generated headways to vary from 50 to 170 percent of 
the specified average of 2.1 sec. For vehicles in 
the second and the third queueing positions, 0.5 and 
0.2 sec are added, respectively, to the generated 
headways. This implies that vehicles in the second 
queueing position have an average discharge headway 
of 2.6 sec and those in the third queueing position 
have a 2.3-sec average. The discharge times of the 
vehicles in the first queueing position are gener
ated separately from the loss time distribution de
scribed previously, 

Discharge time is considered to be the time at 
which a queueing vehicle moves and reaches the down-
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stream end of a detector after a green phase begins. 
Therefore, this vehicle will travel a car length 
before it departs from the detection area. The 
length of a car is assumed to be 20 ft. The de
parture times are determined from the discharge 
times generated in the simulation process. The ar
rival times are estimated from the speed profiles of 
individual vehicles. These estimates are then used 
to compute dwell times. The movements of 120 dis
sipating queues are simulated to provide needed 
statistics for examining the model. 

The average simulated dwell times as a function 
of the queueing position are shown in Figure 6. The 
simulated values differ from the observed values in 
two respects. First, the simulated values for vehi
cles in the fifth through the tenth queueing posi-
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FIGURE 6 Simulated average dwell times by NETSIM in 
comparison with observed values. 

tions tend to be smaller than the observed values. 
Second, instead of continuing to decrease as ex
pected, the simulated values of those vehicles in 
the eighth queueing position or further upstream 
increase with queueing position. These two types of 
deviations are systematic instead of random among 
detectors of 30 to 120 ft in length. This suggests 
that the model has built-in biases in representing 
observed queue dissipation characteristics. Such 
biases are also rather evident in Figure 7 when the 
distributions of the simulated dwell times are com
pared with those of the observed dwell times. 

The simulated departure times do not play a 
significant role in creating the biases in the dwell 
times. They are found to be a good representation of 
the observed characteristics. It should be cau
tioned, however, that the degree of realism in the 
simulated departure times depends in part on the 
loss time generated for the vehicle in the first 
queueing position. Such loss time is a parameter not 
clearly defined in the documentation of the NETSIM 
program. An examination of the MOVE subroutine indi
cates that loss time represents the time elapsed 
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FIGURE 7 Simulated dwell time distribution by NETSIM in 
comparison with observed distribution. 

from the onset cf g~een to the moment the fir-at 
queueing vehicle is allowed to move. The imbedded 
loss time distribution used for the test has an 
average value of about 2.6 sec, If this distribution 
were replaced by a user-specified input of 1,6 sec, 
the average departure time of vehicles in any queue
ing position would be reduced by about 1 sec. This 
would aggravate the biases in the simulated dwell 
times. Therefore, the specification of loss time 
should take into consideration the departure times 
that are being simulated, 

A major weakness of the model is its lack of re
sponsiveness to variations in the discharge times of 
those vehicles in a given queueing position. This 
feature could lead to incompatibilities between the 
generated discharge times and the speed profiles of 
individual vehicles. As described previously, the 
discharge time of a vehicle is not determined until 
the vehicle becomes the new leader in a certain 
scanning interval, This discharge time is used only 
in the same scanning interval to adjust vehicle 
speed, After this interval the speed of the new 
leader is adjusted according to predetermined ac
celeration rates, Furthermore, before a vehicle be
comes a new leader, its acceleration is governed by 
a different set of threshold values, by a need to 
prevent collisions, and by the requirement that the 
resulting speed be no more than the designated dis
charge speed. Overall, this simulation process has 
little to do with the time at which a vehicle is 
expected to discharge, Consequently, by the time a 
vehicle becomes the new leader, it may be at a loca
tion and moving at a speed that does not allow it to 
discharge at the designated moment in a normal 
fashion, This is one reason why the simulated dwell 
times are biased. This problem can be avoided if 
vehicles are allowed to discharge only according to 
deterministic headways, In that case, the model 
could be calibrated readily to fit average charac
teristics of queue dissipation, However, the simu'.'" 
lated distributions of departure times and dwell 
times would be unrealistic, 

There are other factors that may contribute to 
the discrepancies between the simulated and the ob
served dwell times. For example, discharge speeds 
are increased in the model at a rate of 4 ft/sec per 
discharging vehicle, This allows the discharge speed 
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of the ninth vehicle in a queue to reach 40 ft/sec • 
On the basis of the observed average dwell times in 
30-ft detection areas and a vehicle length of 20 ft, 
the average speeds in such detection areas can be 
estimated for vehicles in different queueing posi
tions. These speeds approxima~e ~ne aischarge 
speeds. Figure 8 shows that the rates of increase in 
discharge speeds are only about 1 ft/sec per vehicle 
for those behind the sixth queueing position, the 
average discharge speed of those vehicles in the 
ninth queueing position is on the order of 30 ft/sec, 
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A few modifications can be made to alleviate the 
shortcomings of the model. One modification is to 
adjust the s peed of a leader continuously with 
respect to the dischatge time. Another modification 
is to generate the d ischarge time of a vehicle 
either at the onset of the green or in the scann.ing 
interval when this vehicle joins a queue. The gener
ated discharge time is then used as a determinant of 
vehicle acceleration. These modifications provide 
more time for the model to adjust the speed profile 
of a vehicle to match the discharge time. 

The discharge speeds used in the model can also 
be revised to conform to the derived relationship 
shown in Figure 8, This requires only minor changes 
in the ADJQ subroutine. A critical modification that 
should be made involves the allowable acceleration 
rates for vehicles behind a leader. For stationary 
vehicles, the model allows initial acceleration 
rates of from 6 to 8 ft/sec 2

, depending on the 
queueing position. When a vehicle has started 
moving, the a11owable rate is eithet 6 ft/sec 2 or 
3 ft/sec'. These rates should have been calibrated 
in te,:ms of observed dwell characteristics. 

A summary of the allowable acceleration rates 
that produce a reasonably close fit to the observed 
dwe,ll times is given in Table 4, Generally, these 
rates indicate that, in t he first few seconds after 
a vehicle starts moving, the vehicle should be sub
ject to substantial restrictions in its movement. The 
restrictions need to be more severe for those in the 
back of a queue than for those in the front. 
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TABLE 4 Allowable Acceleration Rates of 
Vehicles Behind a Leader 

Distance from Allowable 
Stop Line Speed Acceleration 
(ft) (ft/sec) (ft/sec2 ) 

D.; 100 0 2 
D > 100 0 1 
D< 100 < 3 3 
150.; D< 180 < 2 2 
180.; D< 200 < 3 2 
200.; D < 230 <4 2 
D > 230 < 7 2 
All other conditions 3 

The acceleration rates given in Table 4 are 
allowed to be increased or decreased with respect to 
the discharge times when vehicle speeds exceed 25 
mph. They are also subject to the same constraint 
that was applied in the original model to prevent 
collisions. The average dwell times simulated ac
cording to the modifications described are shown in 
Figure 9, The agreement between the simulated and 
the observed average dwell times is good. The simu
lated dwell time distributions are also found to 
conform to the observed distribution. 
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CONCLUSIONS 

For simulation analysis of presence-mode full
actuated signal control, the queue dissipation 
models used in the VIPAS program and the NETSIM 
program, respectively, have significant limitations. 
Both models are capable of producing realistic de
parture characteristics of queueing vehicles in 
relation to detectors, but they are inadequate in 
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representing other vehicle-detector interactions 
such as the dwell times of vehicles. This reduces 
the usefulness of both simulation programs for anal
ysis of a wide range of traffic flow and signal 
control conditions. 

The Pitt car-following model used in the VIPAS 
program relies on mathematical relationships to 
simulate car-following maneuvers. It can be easily 
adopted for various applications. However, its 
limited number of variables and parameters does not 
provide a flexible model structure for calibration. 
The outputs of the model cannot be made to conform 
easily and simultaneously to observed departure, 
arrival, and dwell characteristics of queueing vehi
cles. The dwell times produced by the model are also 
more or less deterministic. This contrasts with the 
large variations observed in the field, The model 
needs additional variables to better represent queue 
dissipation characteristics in relation to detec
tors. More random variations should also be intro
duced into the simulated dwell characteristics of 
queueing vehicles. 

The queue dissipation model used in the NETSIM 
program is essentially a heuristic algorithm for 
processing vehicles. This program relies on deter
ministic threshold acceleration rates and discharge 
speeds to guide the movements of queueing vehicles. 
A major weakness of the model is that the simulated 
movements of queueing vehicles have little to do 
with the discharge times generated separately from a 
probability distribution. Consequently, the simu
lated speed profiles may not be compatible with the 
discharge times. This, in turn, leads to systematic 
biases in the simulated dwell characteristics. 

This model can be modified in several respects. 
For example, the discharge times of individual vehi
cles can be generated long before the vehicles are 
about to discharge. These discharge times can then 
be used continuously to guide the vehicle movements, 
And, more important, the threshold acceleration 
rates and discharge speeds should be modified to 
reflect actual variations in queue dissipation 
characteristics from one queueing position to 
another. With these modifications, a significant 
improvement of the simulated queue dissipation 
characteristics can be achieved, 

Past efforts in modeling queue dissipation for 
simulation analysis of traffic-actuated signal con
trols have paid little attention to vehicle-detector 
interactions. This negligence could direct the . 
search for improved signal controls in wrong direc
tions. 

ACKNOWLEDGMENT 

This study is sponsored in part by the U.S. Depart
ment of Transportation Program of University Re
search, 

REFERENCES 

1. G,F, King and K.M. Wilkinson. Relationship of 
Signal Design to Discharge Headway, Approach 
Capacity, and Delay. In Transportation Research 
Record 615, TRB, National Research Council, 
Washington, D.C., 1976, pp, 37-44. 

2. F.B. Lin. and M.C. Percy. Vehicle-Detector In
teractions and Analysis of · Traffic-Actuated 
Signal Controls, !.!l Transportation Research 
Record 971, TRB, National Research Council, 
Washington, D,C,, 1984, pp, 105-111, 

3, J ,A, Breon. Value Iteration Process-Actuated 
Signals, Vol. 1, Fiscal and Systems Management 
Center, Pennsylvania Department of Transporta
tion, Harrisburg, 1983. 



54 

4. Traffic Network Analysis with NETSIM--A user 
Guide. Implementation Package FHWA-IP-80-3. 
FHWA, u.s. Department of Transportation, 1980. 

S. F.B. Lin. Optimal Timing Settings and Detector 
Length.a of Presence=Mode Full-Actuated Control. 
Draft Final Report. Office of University Re
search, u.s. Department of Transportation, Dec. 
1984. 

6. Development and Testing of INTRAS, A Microscopic 
Freeway Simulation Model, Vol. 1. Report FHWA/ 

Transportation Research Record 1005 

RD-80/106. FHWA, U.S. Department of Transporta
tion, 1980. 

7. Network Flow Simulation for Urban Traffic Con
trol System--Phase II, Vol. 5. FHWA-RD-77-45. 
FHWA, U,S, Department of ~r~nsportation, 1977. 

Publication of this paper sponsored by Committee on 
Traffic Flow Theory and Characteristics. 

Another Look at Identifying Speed-Flow 

Relationships on Freeways 

BRIAN L. ALLEN, FRED L. HALL, and MARGOT A. GUNTER 

ABSTRACT 

Despite approximately 50 years of research on highway operating character is
tics, the way in which the speed-flow relationship moves between free flow and 
congested flow conditions is still not clearly understood. The speed-flow rela
tionship as it pertains to those transitions is investigated using an extensive 
data set collected on the Queen Elizabeth way freeway in Ontario. Two different 
analytical approaches are used i time-connected plots of mean speed and mean 
flow and an event-based trace, averaged with respect to the transition to and 
from congested flow. The results confirm several aspects of conventional under
standing but also raise questions that are hard to answer with the conventional 
interpretations of speed-flow relationship. 

Highway capacity and the operational characteristics 
of uninterrupted traffic flow have been the focus of 
research for at least the past 50 years. Since 
Greenshields' work in the 1930s, traffic researchers 
have devoted considerable attention to investigating 
and interpreting the fundamental charaoteristios of 
traffic flow on freeways. The dozens of research 
papers produced during those 50 years have typically 
documented either the results of interpretive empir
ical studies or the degree of success achieved in 
relating those results to known or proposed theoret
ical concepts (models). Certainly it is a well-known 
and well-researched area. Why then another paper on 
this subject? 

The answer consists of three complementary parts. 
First, the subject area itself remains relevant. As 
freeway systems become more complex and experience 
ever-increasing traffic loads, the effective manage
ment of those systems becomes increasingly impor
tant. To manage them effectively, operating agencies 
must have reliable information about traffic flow on 
which to base appropriate actions. This is true 
whether overall system management or more specific 
and data-demanding activities, such as entrance ramp 
control or incident detection and response, are con
sidered. 

Second, it is well accepted that the representa
tion of speed-flow relationships first presented in 
the Highway Capacity Manual (HCM) (1), and more re
cently updated in the Interim Materials on Highway 
Capacity (1), cannot completely reflect all actual 
conditions witnessed on the many different existin<J 
freeway systems. There is little doubt that at the 
very least a further updating of those curves is 
required to reflect current operating character is
tics, even if the only result is simply to "cali
brate,• on a site-specific basis, the traditional 
approach to highway capacity and level of service. 

This leads to the third part of the answer. In 
trying to calibrate the traditional approach with 
their data, many traffic engineers have had dif
ficulty with the traditional approach to describing 
the speed-flow relationship as a smooth, continuous 
curve as depicted in the HCM material and the vast 
majority of standard traffic engineering references. 
Some researchers, suspecting that the curves are not 
in fact continuous and perhaps not always smooth, 
have proposed other solutions. Perhaps it is appro
priate even after 50 years of research to take yet 
another look at precisely what does happen with 
traffic flow on freeways. 

In this paper only the relationship between speed 
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and flow on freeways, particularly as the flow moves 
between the congested and uncongested regimes, is 
discussed. The next section provides some background 
for the analysis by including some of the expres
sions of dissatisfaction with current understanding 
of traffic flow characteristics. That discussion 
also helps to focus on possible analytical tech
niques by suggesting why other analysts are not 
satisfied with their results. In the subsequent sec
tions the data set used is described, the results of 
the analysis are presented, and the conclusions that 
appear to follow from the analysis are provided. 

BACKGROUND 

Most researchers would surely agree that there are 
three primary issues related to understanding free
way traffic flow relationships: 

1. Identification of the basic variables. 
2. Formulation of the fundamental interactions 

among these variables. This includes consideration 
of functional relationships that describe the nature 
of uninterrupted flow throughout the range of low 
volume-to-capacity ratios (V/C), high V/C, congested 
operation, and transitions between them. 

3. Quantification of the flow relationships, 
that is, identification of the numerical magnitudes 
of ideal lane capacity, free flow speed, and so on. 

There is certainly agreement regarding the first 
issue: speed, flow, and density are the variables of 
interest. Some concern has been expressed in the 
past over the use of particular speed measures, but 
that debate appears to have been practically re
solved with the more recent adoption of average 
(running) speed. This will be the speed referred to 
in the remainder of this paper. Similarly, the vast 
majority of researchers use short duration volume 
counts expanded to hourly flow rates. Again, there 
has been debate over how short the time durations 
should be, but generally it is accepted that the 
shorter durations (1, 2, or 5 min) are best suited 
for investigations of flow interactions and charac
teristics. Because the present work is concerned 
exclusively with identifying such interactions, 5-
min volumes and resultant hourly flow rates will be 
used throughout. Finally, the usefulness of density 
or occupancy rates cannot be denied. The measure is 
appropriate to level of service concerns and helpful 
in identifying basic relationships. Because this 
work is concerned primarily with speed-flow rela
tionships, however, few comments will be made re
garding density. 

Although the second issue of formulating funda
mental relationships has not been as readily re
solved, there are important areas of agreement. Most 
traffic engineers would agree that the basic shape 
is somewhat similar in nature to the curves shown in 
Figure 1. In particular, it is accepted that traffic 
operates in either an uncongested state on the upper 
branch of the curve or in a congested state on the 
lower branch of the curve. This basic form was well 
represented by the HCM curve (Curve 1) in the figure 
(1). There is also recent agreement that speeds on 
the upper branch remain relatively constant over 
much larger ranges of flow rate than previously 
depicted, as typified by the other plots (Curves 
2-4) in Figure 1 (2-4). In addition, there is 
agreement that congested operations occur approxi
mately as shown by the lower branch in the figure. 
There is less agreement on the way in which the 
upper and lower branches are joined and on the oper
ational nature of transitions between the branches. 
It .is possible that these transitions are dependent 
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FIGURE 1 Speed-flow relationships from various studies: 1, 1965 
Highway Capacity Manual {1); 2, Interim Materials on Highway 
Capacity (2); 3, Ontario 1978 (3); and 4, Ontario 1983 (4). 

on demand and capacity characteristics and location 
with respect to bottleneck sections. The third issue 
of quantification is a relatively simple statistical 
one when the form of the relationship has been re
solved. Unfortunately, the shape of the relationship 
at high flow rates has not been satisfactorily re
solved, so magnitude estimation is still a problem. 

Most practitioners believed that concerns ex
pressed following publication of the 1950 HCM (i) 
had been satisfactorily addressed with the revised 
notions presented in the 1965 version. The speed
flow relationships presented in the 1965 HCM re
mained at the forefront of acceptance and use for 
many years. However, as freeway design, operations, 
and control expertise grew during the late 1960s and 
the 1970s, researchers and practitioners recognized 
that, for whatever reasons, the HCM representations 
were outdated. Despite this recognition, the results 
of a major 1977 literature review on flow relation
ships indicated that the published studies "tend to 
be quite detailed, but for limited sections of high
way, and none attempts to generalize the basic rela
tionships• (6,p.3). In other words, although there 
was dissatisfaction and a need to revise the old 
understanding, no one had yet provided a new inter
pretation. It is particularly interesting to note in 
that review that Roese could find only 15 refer
ences that would "probably be useful in the develop
ment of narrative and background portions" (.§.,p. 2) , 
and none of these were considered to be of great 
utility in revising existing relationships. Of the 
15, one was a Greenshields' paper published in the 
1930s, and five others had been published before the 
1965 HCM. 

Other researchers have continued to recognize the 
problem in work published in the 1980s, as exempli
fied by such comments as the following from Koshi et 
al. (1,p.403). 

This paper deals with vehicular flow 
characteristics especially in a congested 
region, and attempts to describe what really 
happens and why. 

It has been pointed out t;hat vehicular 
flows oscillate in congested conditions and 
that there is a discrepancy in the speed
density-volume relationships between free 
flow and congested flow regions. The phenom
ena, however, seem not to have been explored 
thoroughly enough to understand the total 
picture of vehicular flow characteristics. 
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Even more recently, Hurdle again voiced the recur
rent concern (.!!_,p.127): 

A good understanding of the way in which 
opecd varies ;.;i th flc~ ic an eeeential pre-
requisite to the creation and use of any 
level-of-service concept for freeways. Un
fortunately, misinformation about this rela
tionship abounds. 

Presumably the dissatisfaction over the current 
level of understanding refers to the speed-flow 
interactions when flow rates are extremely high, or 
when tumaltlons are made from upper-branch to 
lower-branch operation and back again, or both. It 
would appear that the basic nature of the problem 
facing those researchers lies either with the 
character !sties of the data that are available to 
them or with the analysis and interpretation proce
dures used, or some combination of the two. Although 
there have been some problems in the past, current 
technology permits collection of adequate data sets 
with little difficulty. As a result, the problem 
appears to lie with the choice of analytical proce
dures. This is normally dependent on the paradigm 
selected or hypotheses to be tested. For example, if 
it were assumed that speed and flow vary according 
to an HCM-type curve, data could be plotted and 
standard curve-fitting techniques adopted to gener
ace che entire two-Dr~nch felationship. Many ra= 
searchers have attempted to refine this approach, at 
least using speed and density data, by fitting 
curves to the uncongested and congested regimes 
separately (9-11), achieving some degree of explana
tory success-: Because there is no doubt about the 
existence of two regimes of traffic flow, that 
surely should also have a bearing on the manner in 
which speed-flow data are analyzed. 

To illustrate what such an approach means for 
analysis, consider the attempts of Mahabir (12) in 
1980 to fit a relationship to the rather extensive 
data set that is used in this study as well. Given a 
typical data set as, shown in Figure 2, he assumed a 
two-regime moael and used a number of regression 
techniques to try to determine the curve. 

The distinction between the congested and uncon
gested states was made by arbitrarily selecting a 
speed at which he felt capacity operation occurred. 
It appears to be just as reasonable to fit the curve 
by eye, as in fact Mahabir ended up doing, because 
either way prejudgment of parameters, even on the 
already- assumed curve, must be made. Hurdle and 
Datta (.!!.) also discuss the problem of curve fitting 

"' QI 
QI 
ll, 

1/l 

I 
100 I 
751 

I 
50 I 

25' 
I 
I 

l 

Transportation Research Record 1005 

at or approaching capacity, and present five curves, 
all compatible with their data, that could represent 
the speed-flow relationship in this area. Although 
three of the curves would be more generally ac
cepted, two highly unusual curve~ flt the data just 
as well. 

In light of all the uncertainty, how much reli
ance can be placed on the traditional understand
ing? Traffic engineers during the past 50 years have 
repeatedly stated that the speed-flow relationship 
is not fully understood. Therefore, it may be worth
while to take a different analytic approach to the 
problem. The procedures adopted for this investiga
tion represent some different approaches and are dis
cussed following a brief description of the data set. 

SPEED-FLOW DATA 

As with any analytic exercise directed toward deter
mining the "true" nature of a real-worlo phenomena 
from only a sample of data, the researcher must have 
confidence in that data set, or at least know its 
limitations. For many years, researchers were ham
pered by relatively small data samples with con
sequent low levels of confidence as to their repre
sentativeness. During the past 20 years, however, 
the increasing implementation of freeway surveil
lance and control systems and the availability of 
high technology port&bla aquipm~nt h:ve ~llowed col
lection of vast amounts of data with relatively high 
reliability. The problems related to confidence have 
subsequently been largely removed, leaving only the 
question of how best to organize and analyze these 
large data samples. 

The data used in this study, originally obtained 
and analyzed by Mahabir· in 1980, come from the 
Ontario Ministry of Transportation and Communica
tions Freeway Surveillance and Control System (!1). 
The data were collected in 1979-1980, and at that 
time the system operated on a 5-km section of the 
Queen Elizabeth Way (QEW) between Oakville and 
Toronto, where morning commuter traffic created 
congested flow conditions on the three eastbound 
lanes (Figure 3). The system comprised nine mai'n
line detector stations with induction loop pairs in 
each of the three directional lanes, ramp metering 
on five entrance ramps, and closed-circuit televi
sion (CCTV) surveillance cameras operated from a 
control center. The limiting capacity restriction 
(bottleneck) was downstream of Station 9 where 
heavy Highway 10 entrance ramp traffic merged with 
the three through lanes. 

0 : ........... , .................. , .... , ................... , .... , ...................... , .... , . . ~-·-··················· 
• 500 1000 1500 2000 

Flow (vph) 

FIGURE 2 Scatterplot of data used by Mahabir (12, Figure A2.23, Station 
9, middle lane). 
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FIGURE 3 Station locations for the Freeway Surveillance and Control System, 
Queen Elizabeth Way, Ontario [ reproduced from Case and Williams (13) Figure 
3.4]. 

The data obtained from that system span 8 months 
from July 1979 to February 1980 and consist of ap
proximately 2.5 hr of collection during weekday 
morning peak periods. From each pair of induction 
loops the following information was compiled for 
each lane for 5-min intervals: occupancy at the 
downstream loop, occupancy at the upstream loop, 
volume of vehicles longer than 7. 6 m, total volume 
of vehicles, and average speed. The data were stored 
on magnetic tapes by the Data General computer that 
operated the system. In addition, a complete log of 
daily weather conditions and incidents {accidents, 
breakdowns, and so forth) was available. 

Because the purpose of the current analysis is to 
identify the basic speed-flow characteristics, it 
was decided that only data representing "ideal" 
conditions would be used. Mahabir had already 
identified all days for which no incidents, acci
dents, or adverse weather had been logged; 68 such 

days were extracted from the 8-month period. This 
compilation conservatively represented only the 
"best" days of operation and has been used for all 
analyses reported in this paper. 

The data were maintained and analyzed on a lane
by-lane basis because Mahabir' s work suggested con
siderable differences in results according to lane. 
This distinction required that the analysis be per
formed in passenger car equivalents in order that 
the shoulder lane with 12 to 25 percent trucks, 
middle lane with 2 to 10 percent, and median lane 
with O to 2 percent could be easily compared, A 
passenger car equivalency of 2 was used, as recom
mended in TRB Circular 212 (~). 

ANALYSIS 

The appropriate analytical procedures to use with 
data such as these are not obvious. Mahabir's scat-
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terplots (Figure 2) provide a useful picture of the 
range of likely and possible values of speed-flow 
points, but they do not provide an understanding of 
what actually occurs on the roadway. The present 
analysis, then, began with his results within the 
context of current speed-flow ideas and attempted to 
sort out the data to best describe freeway speed
flow behavior. For the most part, graphic techniques 
instead of statistical tests have been used. The 
reason for this is that statistical curve fitting is 
appropriate only when there is some theory to sug
gest the type of curve to use. The present question 
is simpler: what is the general pattern underlying 
the data? 

Two types of analysis are reported here. The two 
procedures are presented in the order they were 
t ried because the first analysis provided some in
sights and further questions that led to the second 
method of analysis, Other approaches were also at-
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tempted but do not merit discussion because the 
results added relatively little to understanding the 
pattern. (Those approaches were plotting speed 
versus time of day, and flow rates versus time of 
day for several days, and plotting the 68-day aver
age speed and flow versus time.; In thls discussion 
the focus will be mainly on Station 9 because it is 
situated closest to the capacity restriction and, 
therefore, experiences the longest period of conges
tion. However, there are few differences in the 
general trends between stations, and any of signifi
cance will be noted. 

Time-Connected l'lots or Mean Speeds Ve1sus Mean Flow11 

The first analysis considered how speeds and flows 
are related over time. Such an approach has been 
used before to ass i st in resolving the problems of 
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distinguishing between congested and uncongested 
speed-flow pairs, but only with daily data not aver
ages over many days (14), Mean speeds and flows are 
plotted in the time-connected diagram of Figure 4, 
There are several interesting points to examine in 
the median and middle lane plots, which are quite 
similar in nature, particularly in relation to con
ventional interpretation. First, these data can be 
interpreted to be consistent with the standard HCM
type speed-flow representation as suggested by the 
heavy solid lines that have been positioned to fit 
these data, Second, the speed decrease takes a long 
time to occur (6:50 a,m, to 7:30 a.m.). If that 
decrease takes place along the lower branch of the 
suggested relationship, the duration is not too 
surprising. However, if operation at 6:50 a.m. was 
in the uncongested state, a more sudden drop in 
speeds at approximately the same flow rate would be 
expected, Because the speeds start at about 60 
km/hr, acceptance of the lower-branch operation 
argument would seem reasonable. Third, regardless of 
the manner in which speeds and flows decreased, the 
relatively steady operation between 7: 30 a ,m, and 
8:20 a.m. is to be expected, Queues and the resul
tant storage requirements imposed by the downstream 
bottleneck remain relatively constant during the 
congested period and appear to fluctuate less than 
10 percent in speed and flow, Fourth, the speed 
increase between 8:20 a.m. and 8:52 a.m. appears 
reasonable in relation to the sketched curves, but 
detailed examination raises some questions, 

The first question relates to duration. It is 
clear that the increase can be related to a transi
tion from congested operation on the lower branch to 
uncongested operation on the upper branch, If so, why 
does the recovery take at least 0.5 hr? Traffic flow 
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theory suggests that in steady-state conditions such 
recoveries take place over extremely short time pe
riods. There is a strong possibility that the un
expected duration arises because of the averaging 
technique used in the analysis. That possibility 
will be examined in the next subsection. 

The second question about the speed increase 
relates to the flow rates at the start (8:20 a,m,) 
and end (8:52 a.m.) of it, Figure 4 suggests that 
flow rates after the transition are lower than those 
at the start of transition, One line of reasoning 
from steady-state conditions (i.e., no demand 
changes upstream or downstream of the data acquisi
tion location) suggests that recovery takes place at 
almost identical flow rates in the congested and 
uncongested regions and that, therefore, the result 
in Figure 4 is a consequence of the averaging. A 
second line of reasoning suggests that these are not 
steady-state conditions and that the queue clears 
because of a demand decrease on the main line (QEW). 
Which of these two is correct is examined further in 
the next subsection. 

In the shoulder lane, the plot is quite differ
ent. Where the other two lanes show speed and flow 
decreasing from 6:50 a.m. to 7:30 a.m., the shoulder 
lane has flow increasing as speeds decrease. The 
heavy line in Figure 5 (A) suggests that operations 
were close to capacity and were not forced downward 
along the lower branch [i.e., capacity is about 
1,400 passenger car units (pcu) per hour). However, 
it appears more reasonable that there is some opera
tion on both the upper and lower branches, with the 
necessary transitions between them. Consequently, 
there could be a higher capacity, approximately 
1,700 pcu/hr, as shown in Figure 5 (B) • If this is 
the case, why again do the speed changes take so 
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long, with the end points at quite different flow 
rates? Particularly, during the supposed transition, 
why does the speed decrease with an increase in 
volume? 

one possible answer is the sc:sme as suggssted 
previously: the averaging technique may bias the 
view. Another possibility is that the station l oca
tion strongly affects the result because it is im
mediately upstream of an entrance ramp feeding the 
bottleneck. To test this poss i bility, consider the 
plots in Figure 6 for Stati on 4, which is consider
ably upstream from any entrance ramps and at least 4 
km from the bottleneck. In this instance, the opera
tions on the shoulder lane, although at lower vul
umes, are similar in nature to those of the other 
two lanes with transitions to and from what appears 
to be definite lower-branch operation. It would, 
therefore, appear that the usual steady-state demand 
and shock wave notions are inadequate to describe 
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the unusual speed-flow results for the shoulder lane 
at Station 9, which may be strongly related to site
speoific driver behavior characteristics. 

An important result of viewing the plots in Fig
u~es 4 aua G is furth~: cc~fir~ation ~f th~ approa~h 
of examining operations on a lane-by-lane basis 
instead of aver agi ng across all l anes. When attempt
ing to identify fundamental operating characteris
tics it is obviously important to avoid potential 
confusion and consider the lanes separately. In 
addition, it would appear equally important to 
examine more than one location, as indica·ted by the 
rather dramatic differences between shoulder lane 
operations shown in the two figurea. 

Event- Based Analysis 

One possible explanation for the unexpected results 
in Figures 4 and 6 is that they arise because of the 
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use of moving average speeds and flows. In addition, 
averaging over clock time is not likely to mean 
averaging over identical traffic events. For 
example, congested operation will probably commence 
at slightly different times on different days. How
ever, if the occurrence of a transition and average 
speeds and flows before and after that change in 
operation could be identified, without reference to 
clock time, a different and more representative 
picture might emerge. The procedures used to do that 
and the results for the transitions to and from 
congested (lower-branch) operation are described in 
this section. 

The basis for identifying the change in condi
tions was the change in speed between successive 
intervals, because theoretically there will be a 
sudden decrease in average speed representing a move 

100 

' 
10 

~ -
! 

60 -

; •o 

zo 

zoo 400 500 100 1000 

61 

from the upper to the lower branch of the speed-flow 
curve, or the reverse. A change of 15 km/hr was 
selected on the basis that it was larger than most 
of the random fluctuations. In the case of the start 
of congestion, the first occurrence of a drop of 15 
km/hr or more between successive 5-min average 
speeds (over the time period 6:50 a.m. to 8:00 a.m.) 
was taken to define the transition to congested 
flow. For termination of congestion, the last in
crease in speeds of more than 15 km/hr (between 7:30 
a.m. and 9:10 a.m.) defined the recovery transition, 
This test was run for each day's data separately. 
Then the data were averaged across days on the basis 
of 5-min intervals before or after the identified 
speed shift. The results of these event-based cal
culations are shown in Figure 7 for Station 9 and in 
Figure 8 for Stat i on 4. Both the increase and the 
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is suggested by Figure 6. 

decrease are shown on the same figure to facilitate 
discussion, but each was calculated independently of 
the other. 

These figures appear to resolve two of the un
expected results of Figures 4 and 6. First, both the 
increase and the decrease in speeds occur extremely 
rapidly. Within one 5-min inter val, speeds have 
increased by nearly 40 km/hr (middle and median 
lanes, Figure 8), and in all cases by at least 25 
km/hr . The speed decreases are not so large at Sta
t i on 9, averaging onl y 20 km/hr, but the drop is 
still much quicker than was suggested by the time
traces in Figures 4 and 6. Thus conventional wisdom, 
which has the changes in condition occurring 
rapidly, appears to be supported. 

Second, the increases in speed now appear to 
occur at roughly the same flow rate (shown most 
clearly in Figure 7, middle and median lanes) in
stead of with decreasing flow rates as shown in 
Figures 4 and 6. This is not so clearly the case at 
Station 4, or in the shoulder lanes, where the re
turn to the upper branch is less direct. The results 
for Station 4 show flow rates increasing during the 
transition (for the middle and median lanes). Such a 
result suggests either that this analytical approach 
has not yet resolved all the difficulties or that 
the timing of main-line demand does not permit a 
consistent recovery in operations. To check the 
validity of the result shown in Figure 7, individual 
plots of daily time-connected speed-flow curves were 
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examined to determine what kinds of recoveries 
actually occurred. In general (in the middle and 
median lanes), the large increase in speed occurred 
at roughly similar volumes, with some having 
slightly greater and some slightly lower volumes 
after the shift. The vertical lines in Figure 7, 
therefore, appear to be good representations of the 
average tendency. 

Thus this event-based analysis appears to have 
resolved the two questions raised by the first anal
ysis and has reinforced conventional understanding 
in several respects. However, one aspect of the 
results in Figures 7 and 8 is still unexpected be
cause the downward shift is not located where it 
would be expected in two important respects: it 
starts from a lower speed than anticipated, and it 
is accompanied by a decrease in flow rates. It is 
also noteworthy that the transition ends at lower 
speeds (35-40 km/hr) than are suggested by the 
speed-flow curves of Figures 4 and 6 (45 km/hr). 
This last point confirms the potential hazards of 
averaging with respect to clock time, which in Fig
ures 4 and 6 probably mixes congested and uncon
gested flow rates between 6: 50 a.m. and 7: 20 a.m., 
resulting in unrepresentative averages. 

Three possible explanations for these differences 
can be suggested. The first is that the transitions 
observed occur between two points that are already 
on the lower branch of the curve as discussed ear
lier. This is shown in Figure 7 for the middle and 
median lanes. The resultant implied capacity (l,900-
2,000 pcu/hr) is within the normally accepted range, 
and it is plausible that this particular location 
experiences capacity flows at or before 7:00 a.m. 
each day. If this is the explanation, then there is 
no surprise in these results. 

Unfortunately, this explanation is not plausible 
for the Station 4 data (Figure 8). For one thing, 
observation suggests that Station 4 is not experi
encing capacity flows by 7:00 a.m. Equally impor
tant, for the transitions to be wholly on the lower 
branch, it is necessary to accept average speeds of 
80 km/hr as representing congested flow operation 
(for the middle and median lanes), which in itself 
contradicts conventional wisdom. Taking the middle 
lane as an example, there are three possible ways to 
sketch a speed-flow curve, each of which creates a 
problem. Line A in Figure 8 represents the conven
tional curve but leads to a problem in interpreta
tion: there is a significant decrease in volume 
accompanying the transition from upper- to lower
branch operation. Line B is close to the conven
tional wisdom, but an attempt to put the start of 
the transition on the lower branch results in an 
abnormally low capacity for the section. Such low 
capacity appears to be unlikely. Line C is suggested 
by Figure 6, which shows quite high speeds at high 
volumes (which logically cannot be a false result of 
the averaging procedure). The problem with this rep
resentation is that the speeds at the start of the 
transition (85 km/hr) are then considerably lower 
than would be expected (from Figure 8, 100 km/hr). 

These difficulties lead to the third explanation: 
this event-based averaging is still averaging dis
similar events and, therefore, producing misleading 
results. For example, on one day, flow just before 
the transition event may be 1,800 pcu/hr, and on 
another it may be only 1,600 pcu/hr. Close inspec
tion of daily data may be the only way to resolve 
the problems. For now, there are three reasonable 
explanations for the observed results, none of which 
is fully satisfactory. 

CONCLUSIONS 

Three types of conclusions can be drawn from this 
work. The first relates to analytical procedures, 
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the second to speed-flow relationships, and the 
third to further work. 

The analytical procedures used here differ in 
four important respects from those of most previous 
work. First, the analysis has been conducted on a 
lane-by-lane basis instead of for the freeway as a 
whole. Mahabir's work first showed the importance of 
such an approach1 it is believed that the current 
analysis provides further support for this approach. 

Second, the analysis has not proceeded by the 
normal curve-fitting approaches, such as regression 
analysis. These are the obvious. approaches to in
terpreting a large data set, but such curve fitting 
is inappropriate in the present context for two 
reasons. Fluctuations in the data make it impossible 
to tell from normal scatterplots what is upper
branch and what is lower-branch operation, with the 
result that the curve may well be fitted to inappro
priate data. Also, if the focus of the analysis is 
on changes in operation (i.e., transitions from one 
branch to another) the "lines• of interest are not 
those represented by the average curve. 

The third difference in the analytical procedures 
is that an event-based averaging procedure has been 
used instead of clock-time averaging in order to 
isolate the changes in operations. This procedure is 
not the final answer, however, as evidenced by the 
confusing results for the middle lane shown in Fig
ure 8, but it does provide better answers than do 
other procedures about what actually occurs on free
ways. Additional efforts are needed to develop more 
appropriate analytical methods for such data. 

The fourth difference is the size of the data 
set. For an analysis of the type conducted here, 
data for a few days or a week would be inadequate. 
Examination of the daily speed-flow traces made it 
obvious that there is considerable fluctuation in 
operations both within a single day and between 
days, such that results based on only a few days' 
data should be interpreted cautiously. For normal 
curve-fitting approaches, a week's data of 5-min 
flows would appear to be sufficient, but for iden
tifying the nature of shifts in operation, consider
ably more days of data are required. The size of the 
data set used here permits reasonable confidence in 
the trends that have been observed. 

The second type of conclusion pertains to speed
flow relationships. Some of the present conclusions 
support conventional wisdom; others are simply not 
addressed by published results and probably warrant 
more investigation. There are three main conclusions 
in support of current understanding: 

l. Both the breakdown and the recovery of speeds 
occur fairly rapidly, with major changes occurring 
during a 5-min interval; 

2. Recovery from lower-branch to upper-branch 
operation appears to take place at an approximately 
constant volume; and 

3. Different speed-flow relationships are needed 
to describe operations at different points along a 
highway (e.g., those sketched in for Stations 9 and 
4 in Figures 4 and 6). 

Two main observations have not been addressed, at 
least in published versions of the conventional 
understanding: 

1. The location of the line representing transi
tions from upper- to lower-branch operation is not 
easily explained and 

2. There are distinctly different speed-flow 
relationships on the different lanes, even well 
upstream of any entrance ramp (e.g., Station 4). 

The third type of conclusion focuses on future 
work. These results come from only one section of 
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highway, with a particular pattern of demand over 
time on the mainstream and on the entrance ramps, 
and with a pattern already affected by the freeway 
control system. Some of the results can be explained 
plaut5ibly on the basis of this specific d~mand pat
tern. Work in other places is necessary to see if 
those explanations are sound. Alternatively, more 
detail on flow rates entering the section could be 
used to test the proposed explanations. In partic
ular, the following points require investigation : 

1. The recovery in speeds takes place at a lower 
flow rate than that at which the drop occurred. It 
is clear that demand flow rates are not constant 
over the hour for either the mainstream or the en
trance ramps: a steady-state analysis is inappro
priate. If flow rates on the entrance ramp down
stream of Station 9 increase after Station 9 has 
begun lower-branch operation, then the observed 
flows at Station 9 must decrease. If subsequently 
mainstream demand decreases (because of smart 
drivers who time their trips well, for example), 
then the recovery to upper-branch operation will be 
from these reduced flows. If this is a plausible 
explanation, there may well be other expressway 
systems for which recovery flows are equal to or 
greater than flows at the onset of congestion. 

2, The HCM-type speed-flow curves sketched in on 
many of the figures have been shaped to fit the 
present results, conBiB t ent with curr~nt th~ory, and 
in particular with current ideas of plausible values 
for capacity flow. If capacity were much higher 
( such as 2,400 or 2,500 pcu/hr) , some of the in
terpretation would change. There have been recent 
analyses that suggest that capacity is at least 
2,200 pcu/hr (4,12), but those analyses were based 
on conventional --;;urve-fitting approaches and may 
well estimate capacity incorrectly. More work needs 
to be done using different analytical techniques to 
identify capacity flow rates. 

3. Density (or lane occupancy) data have been 
ignored in this analysis in order to maintain a con
sistent discussion. These data also need to be in
corporated using the types of techniques tried here 
instead of conventional curve fitting. 

4. The present analysis has looked at each sta
tion in isolation, but clearly these data come from 
a system in which observed main-line flow rates are 
a function of downstream ramp volume (which is 
determined by the freeway control system) as well as 
of main-line demand, A complete understanding of the 
system r equires information on how each of these 
volumes varies. Such an analysis would also help to 
make clear to what extent these results are or are 
not representative of freeway operation generally, 

Overall, this analysis has contributed several 
useful points to understanding speed-flow relation
ships on freeways as they move to and from congested 
conditions. Further work is definitely needed to 
clarify several points. What appeared at first to be 
an abundance of data is in the end inadequate to 
resolve all the questions raised. Some insights have 
been gained. More are needed if the dissatisfactions 
with current depictions of freeway operating charac
teristics are to be resolved. 
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Investigation of the Effect of Change in Vehicular 

Characteristics on Highway Capacity and 

Level of Service 

A. ESSAM RADWAN and SYLVESTER A. F. KALEVELA 

ABSTRACT 

Statistical analyses were conducted on a set of traffic flow data to investi
gate the effect of change in vehicular characteristics on maximum volumes for 
various levels of service. The results obtained from analysis of traffic flow 
models and time headways showed that despite the change in vehicular charac
teristics there has not been a discernible corresponding change in highway 
capacity parameters. 

Capacity and level of service are major objectives 
in traffic analysis and design of highway elements. 
Under given traffic conditions, a design engineer is 
concerned with the production of a design proposal 
that meets certain demand criteria including capac
ity and the level of service at which the facility 
in question will, or is intended to, operate. 

The procedures for analysis and design are, in 
general, facilitated by the use of tables and graphs 
from manuals that have been developed with reference 
to certain base conditions. What is often needed is 
a set of inputs associated with the specifics of a 
particular analysis or design problem. The specifi
cations normally include, among other things, traf
fic characteristics and demand conditions. 

One of the base conditions used in discussing 
vehicular traffic is the passenger car unit (pcu). 
For many years now it has been possible to deal with 
problems of traffic analysis and design with reason
able efficiency and accuracy. However, in recent 
years changes in vehicular characteristics have been 
observed. These changes involve both physical and 
operating characteristics. The average size of to
day's passenger car, for instance, is smaller than 
that of the average car 20 years ago. In addition, 
technology and scientific development have provided 
today's car with superiority in operational qual
ities, such as acceleration capabilities at low 
speeds, and in safety provisions. 

The question that is being asked in connection 
with the changes in passenger car dimensions and 
operating characteristics is how these changes af
fect the traffic stream character is tics with regard 
to 

• Mean speeds at free flow, 
• Jam density, 
• Highway capacity under ideal conditions, and 
• Maximum possible volumes under conditions 

specified for various levels of service. 

Literature Review 

Previous research developed speed-density models and 
flow-density modelsi some of these models were 
single-regime and others were multiregime models, 
Tests have shown that nearly all single-regime traf
fic stream models may be accurately fitted with 

field data only within limited ranges of flow 
levels(_!-11 _!,pp.175-216). 

Huber (5) and Haynes (6) employed a second-degree 
polynomial- to fit volum;-density traffic data. A 
field study carried out by Drake et al. (2) was aimed 
at comparing important parameters of the traffic 
stream models as a basis for determining their 
relative predicting capabilities. In this study 
traffic flow data were collected on the Eisenhower 
Expressway in Chicago and the tests were performed 
by regressing mean speeds versus their associated 
mean densities. Seven alternative speed-density 
hypotheses suggested by this study and their cor
responding equations are given in Table 1, 

Accordingly, except for the two-regime linear 
hypothesis, it was concluded that from the stand
point of application all models performed reasonably 
well and there was no basis for discontinuing the 
use of any. In respect to logical theoretical con
sistency, Drake et al. thought that the Edie hypoth
esis excelled in comparison with the three-regime 
linear form. 

It was found in some studies (2) that, generally, 
drivers use the criterion of pot~tial time to col
lision point, with average minimum headway a con
stant, regardless of speed. Minimum headways vary 
from 0.5 to 2.0 sec depending on the driver and 
traffic conditions, with an average of about 1.5 
sec. But the value of 1.5 sec corresponds to a rate 
of flow per lane of 2,400 passenger cars per hour 
that, according to the Highway Capacity Manual (l), 
occurs under extremely specialized conditions. 

The maximum rate of flow for a given highway is 
at the point of critical density, and the critical 
density depends on the minimum headways that drivers 
find tolerable at particular speeds. Generally, the 
higher the design standards of a highway, the 
shorter these headways may be. 

OBJECTIVES 

Speed, density, and flow and their relationships are 
the major subjects considered in the analyses of 
traffic stream characteristics, Because capacity and 
level of service are defined by these variables, an 
attempt has been made to find how changes in pas
senger car character is tics have affected speeds and 
densities and their relationship in the traffic 
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TABLE 1 Summary of Result'! Obtained by Drake (7) 

Hypothesis Equation r2 

Greenshields U = 58.6 - 0.468K 0.896 
2-Regime linear U = 60.9 - 0.51 SK 0.685 

(K,;;; 65) 
U = 40 - 0.265K 

(K;, 65) 
3-Regime linear U = 50 - 0.098K 0.590 

(K,;;; 40) 
U = 81.4 - 0.913K 

(40<; K.;;; 65) 
U = 40.0 - 0.265K 

(K;, 65) 
Modified Croonborg U - ~8.0 (K < 35) 0.866 

U = 32.8 ln(l 45.5/K) 
(K;, 35) 

Underwood U = 76.8e-K/56.9 0.901 
Edie U = 54.9e-K/i 63·9 0.681 

(K.;;; 50) 
U = 26.8 ln(l 62.5/K) 

(K;, 50) 

Bell curve U = 48.6e-O.OCOl3K2 0.884 

stream and how these changes will affect capacity 
and level of service. To this end, the purpose of 
this research is 

• To investigate the relationship between 
speed, density, and flow under today's traffic 
characteristics and composition; 

• To compare the results of this investigation 
with those represented by the existing models of the 
traffic stream; and 

• To reevaluate maximum passenger car volumes 
possible under operating conditions applicable to 
specified levels of service. 

DATA SOURCE 

The traffic data initially obtained for this study 
were collected from two selected sites: Kingery 
Expressway in Chicago, Illinois, and LaPorte Freeway 
in Houston, Texas. Both sites are three-lane basic 
freeway segments. This set of data is part of the 
field data collected in 1980, using the Federal 
Highway Traffic Evaluator System (TES), in order to 
determine passenger car equivalents (pce's) of 
trucks and other vehicles on urban freeways(~,!>• 

SITE DESCRIPTION 

The LaPorte Freeway section, the focus of the study, 
is a 1,500-ft tangent section. The tangent is part 
of a ramp-bounded section of a roadway, about 2,600 
ft long measured from the end of the on-ramp taper 
to the beginning of the exit-ramp taper. 

The details of the experimental setting at the 
sites are beyond the scope of this paper, but the 
general site layout includes a system of tape
switches that are affixed to the road surface. The 
passage of a ti r e over a tapeswitch activates a 
high-precision event recorder. 

Tapeswitches are configured within travel lanes 
t o form traps. The strategic location of these traps 
and the subsequent record processing of data via TES 
software make possible reconstruction of all vehicle 
trajectories throughout the deployment area (~J. 

DATA EXTRACTION 

To perform analyses for traffic stream models, it 
was deemed necessary to first obtain records of 

F Ut KJ Km Um Qm 

1,005 58.6 125 62.5 29.3 1,830 
250 60.9 151 59.2 30.4 1,800 

50.0 151 44.6 40.7 1,815 

167 

745 48.0 146 53.7 ,? R 1,7fi0 

1,050 76.8 56.9 28.3 1,610 
245 54.9 162 50.0 40.5 2,025 

872 48.6 62.0 29.5 1,830 

vehicular flow, speed, and density. But the data 
base, in the tape files from the pee study, contains 
records stored in a form that required sorting out 
to obtain the desired data. For this reason seven 
record items were extracted by a computer program 
that was tailor written for this purpose. The items 
are 

• Lane of entry, 
• Vehicle type, 
• Mean speed across the deployment traps, 
• Mean time headway (calculated by the program 

from individual headway from each trap) across the 
deployment area, 

• Data quality flag, 
• Data reasonableness flag, and 
• Time of entry. 

DATA PROCESSING 

The term processing is employed here to mean the 
mathematical treatment applied to prepare the ex
tracted data for statistical analysis. In this case 
processing involved 

• Calculation of mean speeds for specified 
speed ranges. The speed ranges from which the mean 
speeds were calculated are 0-10, 10-20, 20-30, 30-
40, 40-50, 50-60, 60-70, 70-80, 80-90, 90-100, 100-
110, 110-120, and 120-130 feet per second. 

• Conversion of the mean speeds from feet per 
second to miles per hour. 

• Determination of mean rates of flow corre
sponding to the mean speeds. At each trap, flow was 
computed from time headways for each vehicle pair. 
The mean rate of flow for any mean speed was then 
obtained by the arithmetic average of all values of 
rate of flow within the speed range from which the 
pertinent mean speed was calculated. The speed dis
tribution within each speed class was observed to be 
normal, and use of the mean speed is considered 
acceptable. 

• Calculation of vehicular densities corre
sponding to the flow rates and speeds. Because it is 
known that rate of flow (Q) is equal to the product 
of density (Kl and speed (U) , (Q = KU) , the values 
of density were calculated as K • Q/U for all values 
of U greater than zero. 

In connection with the data processing, a condi
tion of data reasonableness was imposed so that only 
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reasonably doubt-free data were processed. This was 
achieved by selecting only those records for which 
the data reasonableness flag was zero, which is, 
according to the data base, the indicator for rec
ords free of all discernible indicators of doubt 
about data reasonableness. 

PILOT ANALYSIS 

In all there were seven tape files of which five 
contained data collected on LaPorte Freeway in 
Houston and two contained data obtained on Kingery 
Expressway in Chicago. 

To establish t he characteristics of these data a 
pilot analysis wa s carried out wherein the scatter 
of density in each file was observed. Density was 
picked as a suitab le variabl e for prel i mi nary analy
sis because its d istribution can be used to predict 
performance of t he t ra f fic stream models and to 
estimate operati onal parameters of traffic flow . 
Previous r e searcher s (10-12) have shown that speed
density and volume-dens ity r elations a r e quite 
character istic of dens ity zones--low, medi um, and 
high density. 

STATISTICS OF PILOT ANALYSIS 

Both files of data from Kingery Expressway and two 
files of data from LaPorte Freeway are characterized 
by de nsit ies of l ess than 10 vehicles pe r mile. The 
r emai ning three f iles o f data from LaPorte Freeway 
have density figu res r ang ing between 4 and 144 vehi
cles per mile. 

Because of the observed density characteristics 
of the sets of data, it was decided that all data 
from Kingery Expressway and two files of LaPorte 
Freeway data could not be of much practical use to 
this research, and those f iles were thereupon 
dropped from further analysis. 

TRAFFIC CLASSIFICATION AND COMPOSITION 

The typ0l og i c al c lassif ica t i on of data includes 10 
cat egories of vehicle s given in Table 2 . For the 
purpose o f this r esearch, Ca tegory 4, mo t or cyc les, 
was excl uded a nd its effect was neglected in order 
to s i mplify the work of a na lysis and, above all, 
becaus e its overall proportion in the traffic stream 
was less than l percent (8,9). The three categories 
of automobiles (small, medi ii°m, and l arge ) wer e col
lapsed into one c l ass of automobiles and all cate
gorie s (except Category 4) we re combined to form a 
second class of mixed traffic. 

TABLE 2 Vehicle Topology (9) 

Vehicle 
Category 

1 
2 
3 
4 
5 
7 
8 
9 

10 

12 

Vehicle Description 

Small automobile 
Medium automobile 
Large automobile 
Motorcycle 
Pickup/van/utility vehicle 
2-axle truck 
3-axle truck 
Bus 
Combination tractor semitrailer truck 

3 axles 
4 or 5 axles 

Combination truck ( 6 or more axles) 

8 No data available. 

Wheelbase 
Length (ft) 

6.0-8 .8 
8.8-9.5 
9.5-10.3 
3.5-6.0 
10.3-13.0 
13.0-20.0 
Less than 25.0 
Greater than 25 .0 

Greater than 25.0 
Any 

-· 
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SIZE OF DATA BASE 

By discarding all data from Kingery Expressway and 
in the two files from LaPorte Freeway the size of 
the data base was reduced from the original total of 
approximately 98, 000 to about 49, 00 0 vehicle counts. 
Nonetheless, the 49,000 veh icle c ounts finally used 
represent more than 75 percent of all vehicle counts 
taken at the LaPorte Freeway site. In addition, each 
vehicle was involved in multiple records across the 
deployment traps (1) so that actual data calcula
tions were based on nearly 240,000 records. A sta
tistical test showed no significant difference among 
the three files and, therefore, they were pooled 
into one data set (Tables 3 and 4). Table 5 gives 
the pooled mixed traffic classified by the three 
lanes. 

TIME HEADWAYS 

Because of the dependence of maximum rates of flow 
and density on minimum tolerable headways, it was 
considered that results of an independent statis
tical a nalysis of headways s hould complement the 
paramet t ic results from the analysis of traffic 
stream models. In view of this anticipation, a sam
ple of headway data was obtained for headway analy
sis as de s cr ibed in the paragraphs that follow. 

The time headway between any two consecutive 
vehicles was calculated as the difference between 
the time of entry of the follower and the time of 
entry of the leader. 

The source of headway data is a set of data from 
one file of traffic flows observed before 8:00 a.m. 
The choice of time was so made in order to capture 
the morning pea k of inbound traffic flow f o r the 
analysiG of he adways at near-to-capacity flow. The 
set o f dat a was reduced t o a manage able f orm by 
classification. Nine headway classes were defined: 
0-1, l-2, 2-3, 3-4, 4-5, 5-6, 6-7, 7-8, and 8-9 sec. 

TABLE 3 Speed, Density, and Volume of 
Automobile Data from LaPorte Freeway 

Speed (mph) 

12.00 
18.13 
24.20 
30.84 
36.99 
45 .36 
52.09 
57.88 
63.61 
70.09 
76.96 
84.13 
18.90 
24.90 
30.40 
37.20 
45 .10 
51.60 
56.90 
63.40 
75.70 
10.80 
18.00 
24.10 
29 .80 
37.30 
45 .40 
52.10 
58.00 
63.90 
70.30 
77.10 

Density (vpm) 

125.13 
92.74 
73.90 
60.29 
48 .33 
21.14 
14.41 
15.19 
12.73 
9.85 
4.29 
7.62 

93.00 
60.90 
41.70 
42.40 
30.80 
26.40 
28.50 
24.10 
11.90 

144.00 
88.90 
71.50 
58.90 
49.10 
22.30 
16.30 
17.00 
13.70 
10.30 

6.90 

Volume (vph) 

1,505.60 
1,669.08 
1,781.60 
1,857 .39 
1,774.49 

953 .07 
751.37 
879.66 
808.52 
691.02 
330.23 
639.39 

1,760.30 
1,496.40 
1,267.40 
1,570.00 
1,383.50 
1,360.50 
1,614.60 
1,528.10 

903.10 
1,480.70 
1,597.00 
I , 720.40 
1,749.80 
1,811.70 
l',008.30 

851.40 
984.00 
873.50 
726.50 
527:80 
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TABLE 4 Speed, Density, and Volume of 
Mixed Traffic Data from LaPorte Freeway 

Speed (mph) Density (vpm) Volume (vph) 

18.20 84.70 1,531.70 
24.60 63.10 1,543.70 
31.10 52.60 1,631.80 
37.10 43.70 1,610.60 
45 .20 16.70 750.70 
51.90 13.50 700.10 
57.80 15.00 869.20 
63.60 12.60 799.60 
70.10 9.30 654.30 
77.00 8.50 666.50 
8UO 7.60 639.40 
89.40 5.50 491.10 
18.90 83.80 1,566.90 
24.90 59.20 1,453.70 
30.60 42 .20 1,288.90 
36.90 41.60 1,532.40 
45 .90 29.90 1,343.80 
51.50 28.30 1,461.00 
56.80 30.50 1,723.90 
11.80 91.l 0 1,027.60 
18.10 83.10 1,496.10 
24.40 66.30 1,609.70 
30.20 56.60 1,709.50 
37.30 44.80 1,652.80 
45.20 19.70 887.40 
52 .00 15.40 802.10 
58.00 16.80 974.90 
63.90 15.10 964.40 
70.30 13.70 920.80 
77.10 8.50 6-50.90 
83.30 6.80 570.40 

TABLE 5 Lane Speed-Volume Data for Mixed 
Traffic by Lane 

Median Lane Middle Lane Should er Lane 

Speed Flow Speed Flow Speed Flow 
(mph) (vph) (mph) (vph) {mph) (vph) 

12 1,500 12 1,503 NA NA 
18.8 1,886 18.8 1,715 19 1,763 
24.1 1,829 24.l 1,623 24.8 1,638 
30.2 1,540 30.8 1,637 31.0 1,735 
37.9 1,386 37.0 1,802 36.4 1,692 
45.2 1,052 45.1 1,332 45.4 1,515 
50.8 1,030 52.l 1,080 52.4 1,076 
56.4 1,046 57.3 1,018 57.6 1,175 
62.9 741 63.1 908 63.7 1,187 

Note: mph= miles per hour; vph = vehicles per hour; NA= not 
availahle. 

Frequency tallies of these classes for four differ
ent headway types are given in Table 6. The four 
headway types are 

• Automobile following automobile (AA), 
• Automobile following truck (AT), 
• Truck following automobile (TA), and 
• Truck following truck (TT). 

A summary of calculated values of mean headways 
and their variance under traffic conditions of near
to-capacity flow is given in Table 7. The rate of 
traffic flow during the period from which the data 
sample was taken was about 1,800 vehicles per hour 
(vph). 

It can be seen that the mean time headways for 
vehicle pairs in which the leaders are trucks are 
longer than the mean headways in which automobiles 
lead, other factors being the same. But an analysis 
of variance shows that at the 95 percent level of 
significance the four types of headways are not 
significantly different from each other at the per
tinent rates of flow. This observation is in agree-
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Table 6 Frequency of Headways by 
Type 

Headway (sec) 
Ifoaclway Ty pt:~ . 

Class Middle 
Interval Point 2 3 4 

0-0.99 0.5 34 14 21 10 
1-1.99 1.5 122 22 28 19 
2-2.99 2.5 65 25 12 9 
3-3.99 3.5 12 8 6 5 
4-4.99 4.5 4 2 2 3 
5-5.99 5.5 2 1 2 0 
6-6.99 6.5 2 1 1 0 
7-7.99 ·,., 0 0 0 0 
8-8.99 8.5 0 0 0 0 

8 1 = automobile following automobile, 
2 = automobile following truck, 
3 = truck following automob1le, and 
4 = truck following truck. 

TABLE 7 Mean Time Headways for Headway 
Types 1-4 

Mean 
Headway Headway Variance No. of 
Type (sec) (scc2 ) Observations 

l 1.85 0.98 241 
2 2.08 1.45 73 
3 1.81 1.76 71 
4 l.89 1.31 46 

ment with recent findings by Cunagin and Chang (!1) 
who observed that the difference among headway type s 
diminishes with increasing rate of flow per lane
hour. 

The overall mean value of time headway is 1.89 
sec. At-test at the 95 percent level of confidence 
shows that this value is significantly greater than 
1.8 sec and smaller than 2.0 sec. 

ANALYSIS OF TRAFFIC STREAM MODELS 

Curve fitting by the method of least squares (14) 
was conducted on five known speed-density traffic 
stream models, namely, Greenshields linear, Green
berg logarithmic, Underwood exponential, Drake bell 
curve, and Drew parabolic model. The models were 
fitted on two sets of data, automobiles and mixed 
vehicles. Goodness of fit of each regression model 
was checked by the coefficient of determination 
(r 2

) and the F-ratio test, and the comparison of 
parameters was done in two stages: 

1. Parametric comparison of models: This in
volved the comparison of values of Uf, Kj, Km, Um, 
and Qm obtained by different models analyzed with 
the same data [from LaPorte Freeway, collected in 
1980 (see Tables 8 and 9)]. 

2. Parametric comparison of data: For the linear 
model the values of Uf, Kj, Km, Um, and Qm obtained 
f rom LaPorte Freeway data were compared with values 
previously obtained by Drake et al •• (7). A summary 
of the comparison is given in Table 10.-

VOLUME-DENSITY MODEL 

Haynes (!) investigated the volume-density relation
ship from data in which both flow and density were 
measured quantities. Despite the difference in the 
methods used to collect data it was thought that 
there was adequate basis for comparison of Haynes' 
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TABLE 8 Stream Equations and Parameters for Automobiles 

Greenshields Greenberg Underwood Drew Drake 

Equn tion• 1 2 3 4 5 
F-value 130 407 579 291 119 
r2 .812 y1 .951 .907 .798 
uf 67.9 :r6 90.8 55.l 
K· 128.6 225 142.8 _b 

Ki 64.3 82 .8 66.2 63.5 69.0 m 
Um 34.0 22.2 27 .8 30.3 33.4 
Om 2,190 1,840 1,840 1,920 2,300 
8
Equations: I, U = 67.92 - .53K; 2, U = 22.2ln(225/K) ; 3, U = 75.6e-(K/66·2); 4

0 
u = 

90.8[ I - (K/142.8)1/2 J; and 5, U = 55.le-t /2(K/69), where U is space moan speed In miles 
per hour and K Js density in vehicles per mile. 

bModel does not predict this information . 

TABLE 9 Stream Equations and Parameters for Mixed Traffic 

Greenshields Greenberg Underwood Drew Drake 

Equution• l 2 3 4 5 
F-value 154 441 472 278 204 
r2 .84 j,4 .94 .91 .88 
Ur 74.3 ~to 98.7 y6 
K· 99.l 173_5 113.7 
KJ 49.4 63.8 52.4 50.5 60.0 m 
Um 37 .2 24.9 30.5 32.9 23.0 
Om 1,840 1,590 1,600 1,660 1,150 

8Equations: I, U = ?4.30 - ,75K; 2, U = 24.9ln(l 73.5/K); 3, U = 83.0e-(K/S2·4>; 4, U = 
98.7[ (K/113. 7)112 J; and 5, U = 62.6e -l/2(K/50)2 

bModel does not predict this informe.tlon. 

TABLE 10 Comparison of Regression Parameters for Linear 
Model: LaPorte Freeway Versus Eisenhower Expressway 

LaPorte LaPorte 
Parameter (mixed) Eisenhower (automobile) 

Equatio n U = 74.3 - .75K U = 58.6 - .457K U = 67.9 - .53K 
F-value 154 1,005 130 
,2 .841 .896 .812 
Ur 74.3 58.6 67.9 

~ 
99.l 125 128.6 
49.4 62.5 64.3 

Um 37 .2 29.3 34.0 
Om 1,840 1,830 2,190 

results and those obtained from the set of data from 
LaPorte Freeway. The grounds for the comparison are 
discussed in the next two paragraphs. 

The truck proportion in Haynes' data is estimated 
at an average of 3 percent. In LaPorte Freeway data, 
trucks constitute about 9 percent. Although the 
percentage of trucks in the two sets of data is 
different, the availability of the information about 
their difference is sufficiently helpful as a basis 
for reasonable inference. The only problem is that 
it is difficult to make an exact inference similar 
to that which could be made if the truck proportions 
were the same in the two sets of data. 

Although the lengths of the two experimental 
roadway sections are different, a 5-mile section in 
Haynes' data and O. 50 mile for the LaPorte Freeway, 
the equality in their number of lanes provides ade
quate resemblance for comparison. 

In this comparison the parameters of interest 
were the maximum volume and the density associated 
with the maximum volume. Haynes obtained two volume
density equations: 

V 75D 2 
- 0.205D - 812 (1) 

V 65.5D 2 
- 0.179D - 80 (2) 

where V is three-lane volume and D is three-lane 
density. Both equations estimated maximum three-lane 
volumes of about 6,000 vehicles per hour and pre
dicted the same value of three-lane density as
sociated with maximum volumes at 183 vehicles per 
mile. 

The parameters obtained from a similar curvilin
ear regression, involving a second-degree parabola, 
for the LaPorte data resulted in the equation: 

Va 43.73D 2 
- 0.1350 + 772 (3) 

From this relationship the value of the maximum 
three-lane volume is 4,860 vehicles per hour, and 
the value of three-lane density associated with the 
maximum volume is 177 vehicles per mile. These 
values are lower than those obtained by Haynes. But 
they are consistent in that 

• They have been estimated from data on traffic 
roughly 10 percent of which is trucks, and 

• The values of maximum volume and critical 
density estimated from this model do not differ 
significantly from those estimated by the speed
density hypotheses. 

ANALYSIS OF AUTOMOBILE FLOW BY LANE 

For each of the three freeway lanes a speed-density 
linear relationship was estimated for automobiles. 
The following parameters were observed from the 
equations: 

l. The mean speeds at free flow decreased from 
tbe median lane to the shoulder lane. These speeds 
are 75, 63, and 59 mph for median, middle, and 
shoulder lane, respectively. 

2. Jam density increased from the median lane to 
the shoulder lane. The values of jam density were 
114, 131, and 143 vehicles per mile in the median, 
middle, and shoulder lane, respectively. 
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3. The maximum volumes for the median, middle, 
and shoulder lane were 2,130, 2,150 and 2,100 vehi
cles per hour, respectively. 

Table 11 qives a summary, by lane , of the linP.~r 
equations and their respective parameters. A statis
tical t-test, performed at the 95 percent signifi
cance level to test whether these rates are differ
ent from each other, showed that the volumes 2,130, 
2,150, and 2,100 vehicles per hour were not signifi
cantly different from each other. 

TABLE 11 Summary of Lane Flows of Automobiles 

Lanes 

Description Median Lane 

Equation 
r2 

Ur 
Ki 
Km 
Um 
Om 

U = 74.74 - .66K 
.9 3 
74.74 
114 
57 
37.4 
2,130 

DISCUSSION OF RESULTS 

Middle Lane 

U = 62.82 - .46K 
.92 
62.82 
137 
68.5 
31.4 
2,150 

Traffic Composition and Charac.teristics 

Outer Lane 

U = 58.72 - .41K 
.90 
58.72 
143 
71.5 
29.4 
2,100 

The maximum traffic volumes that have been estimated 
by the models from the 1980 LaPorte Freeway data 
are, to a certain extent, comparable to those esti
mated by Drake's equations (Table 1) developed from 
the 1965 data. For the case of mixed traffic, of 
which 10 percent is trucks, the maximum volumes pre
dicted from LaPorte data are practically equal to 
the corresponding values estimated by Drake with the 
Greenshields, Greenberg, and Underwood hypotheses. 
For automobiles, all maximum volumes estimated for 
the LaPorte data are higher than Drake's. 

Incidentally, Drake did not explicitly report the 
composition of the vehicular traffic data that were 
used in the comparative statistical analysis of the 
traffic stream models. Because of the lack of infor
mation about traffic composition it, unfortunately, 
becomes difficult to make direct comparison between 
the parameters obtained by Drake and those estimated 
from the data collected on LaPorte Freeway in 1980. 
Consequently, no inference can be made with cer
tainty regarding between-data comparison. 

The results of comparison of the various models 
for LaPorte data exhibited a trend that is in agree
ment with previous observations made by Drake wherein 

1. The value of Uf predicted by the Underwood 
curve has been observed to be considerably high, 

2. The values of critical speed estimated by 
most of the models are much lower than the critical 
speeds obtainable by inspection of speed-volume 
data, and 

3. The linear model tends to underestimate jam 
density but predicts high values of maximum volumes. 

Capacity and Maximum Serv ice Vol umes 

In both the 1965 Highway Capacity Manual (£) and the 
Interim Materials on Highway Capacity (1), six 
levels of service, A through F, are defined. For 
each level of service performance criteria based on 
threshold speeds and ceiling densit i es are given. 

With the speed-density linear equation estimated 
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for automobiles on LaPorte Freeway, estimates of 
maximum service volumes for levels of service A 
through E were calculated according to the criteria 
specified in the 1980 Interim Materials on Highway 
Capacity .. ThP! v(")lnm~~ An nh+-;:dnP~ ;::11grcu:1, wi .. h +-hnao 

estimated in the Interim Materials for levels of 
service B, C, and D. The Interim Materials give 
rather conservative values of maximum volumes for 
levels of service A and E (see Table 12). 

TABLE 12 Service Volumes for Basic Freeway Segment 

Performance Criteria Maximum Service Volume 
(vph)8 

Level of Speed Density 
Service (mph) (vpm) I Lane 2 Lanes 3 Lanes 

A > 50 < 15 2,700 2,400 2,400 
B > 50 < 25 4,100 3,900 3,500 
C > 48 < 35 5,180 5,100 4,800 
D > 40 < 47 6,060 5,775 S,400 
E > 30 < 67 ~6510 ~6000 ~6000 
F < 30 > 67 

»Mnximum se.rvict,. volumes: 1 lane, r•lh1111 1ed from Jlnt"n.r equ1uJon U c-
67.9 - .S3 K (Lo Poree Jiita); 2 lanes. glve.n in ln tc.riin M0i 10.ri11l1 on H1ghway 
Cnpat:Hy. 1980. (J); ci nd 3 lanes, old ngut('S r,oin the J?6S Hfghway "-
1>nch y Mnnu ol. 1965 /2). 

bNot epplicab1e. 

Time Headways at Near-to- Capac i t y Flow 

On the basis of the overall average value of time 
headway, which was 1. 89 sec for peak flow, it ap
pears that the maximum uniform rate of flow that can 
be expected under the traffic conditions appertain
ing to the experimental data is around 1,900 vehi
cles per hour. This value is an estimate for mixed 
traffic, 

From the mean headway estimated for headway Type 
1 (automobile following aut omobile ), the 95 percent 
confidence interval for maximum volumes is estimated 
to be 1,830 to 2,080 passenger cars per hour (pcph), 
with a mean of 1,955 pcph. This estimate is not 
unreasonable considering that it is not based on 
homogeneous automobile traffic. It should be noted 
that although the volume estimate of 1,955 pcph is 
based on the mean of Type 1 headways (automobile 
following automobile) these passenger cars experi
ence a wave of turbulence caused by the trucks that 
are in the traffic stream. 

PROBLEMS ENCOUNTERED IN COMPARATIVE ANALYSIS 

The most stubborn problem in this research was that 
of lack of exact comparable conditions under which 
data were collected for the various previous traffic 
stream analyses. Some of the problems associated 
with the incomparability between data from LaPorte 
Freeway and data from earlier studies are discussed 
next. 

It was difficult to compare model parameters 
estimated on the basis of data from LaPorte Freeway 
with those obtained by Greenberg (15), Edie (16), 
and Gazis (17) and data from LincolnTunnel bec~se 
traffic flo;- in tunnels resembles single-lane con
ditions in which, unlike in three-lane flow, over
taking is not possible. 

H.uber (1) studied the performance of the Merritt 
Parkway in Norwalk, Connecticut, operating over a 
temporary bridge. The study conditions on the parkway 
were dissimilar to those of LaPorte Freeway in that 

• LaPorte Freeway carried mixed traffic with 10 
percent trucks; 
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• LaPorte Freeway study site was a three-lane 
section; and 

• Overtaking was prohibited at the Merritt 
Parkway study site so traffic flow was, to a large 
extent, similar to that under single-lane conditions. 

Studies carried out by Haynes (i), in Houston, 
and Drake (7), in Chicago, are the two that in
volved, to the author's knowledge, data with the 
greatest similarities to the 1980 LaPorte Freeway 
data. But here too there was a problem of dissimi
larities in truck proportions. 

SUMMARY 

Due to the problems encountered because of lack of 
exact correspondence between the conditions as
sociated with data from LaPorte Freeway and those 
associated with data previously collected elsewhere 
it was not possible to make numerical comparisons of 
the parameters obtained in this analysis and those 
previously obtained. However , two of the three ob
jectives that were defined at the outset of the 
research were achieved. These objectives were 

1. Investigation of speed-density-flow relations 
under current traffic conditions. The set of traffic 
flow data collected in 1980 was taken to represent 
current traffic conditions. This analysis involved 
estimation of traffic flow parameters obtainable by 
speed-density models, the predicting capabilities of 
which were compared in terms of results from statis
tical tests and inspection of flow data. 

2. Evaluation of maximum possible passenger car 
volumes under operating conditions applicable to 
specified leve l s of service. The volumes estimated 
were calculated in accordance with the threshold 
speeds and ceiling densities specified in Interim 
Materials on Highway Capacity. 

In addition, the analysis of time headways at near
to-capacity flow was conducted to supplement the 
efforts to estimate maximum possible values of ca
pacity flow on fr eeway sections unde r traff ic condi
tions similar to those of the analysis data . 

CONCLUSIONS 

On the basis of the results obtained from the analy
sis, the following conclusions can be drawn : 

1. Among the speed-density models, the Underwood 
exponential c ur ve has the h ighest pred i c t ing capa
bili t y . The Greenberg logar ithmic curve follows with 
the second highest predicting capability. 

2. The value of jam density estimated by the 
Greenshields linear model is lower than those pre
dicted by other models and than would reasonably be 
expected on i nspec tion of traffic flow data. 

3. The Gr eenshields relation is the most ac
curate in predicting critical speeds, and despite 
its tendency to underestimate jam density it out 
performs t he other models in predicting r easonable 
high values o f maximum volume . Its meri t i n estimat
ing er itical speeds and maximum volumes appa rently 
outweighs its s hortcomi ng in relation to jam density. 

4. The val ues of max imum pal!senger car vol umes 
obtained in the analysis of data from the LaPorte 
Freeway s ugges t that conditions affecting the 
character is tics of traffic flow are probably com-
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pensating so that the macro-characteristics of traf
fic flow ultimately remain essentially unchanged. 
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lndo-Swedish Road Traffic Simulation Model: 
Generalized Traffic System SimuJ:.:1tor 

S. P . PALANISWAMY , G. GYNNER STEDT, and Y. R. PHULL 

ABSTRACT 

A stochastic discrete-event simulation model system for heterogeneous road 
traffic, which prevails on the Indian highway network, is presented. The origi
nal Swedish Road Traffic Simulation Model system, designed for motorized traf
fic, has been generalized to cover heterogeneous traffic that includes slow
moving nonmotorized traffic. The model has also been extended for narrow roads 
and covers roadwidths from 3. 75 to 13 m with different shoulder types and 
alignments in flat, rolling , and hilly terrains. Submodels for the basic de
sired speed, power-to-mass ratio, overtaking gap acceptance and yielding prob
ability distributions, passing speeds, and fuel consumption rates have been 
calibrated with extensive field data for subsequent validation of the simula
tion model. The output of the model has been intended primarily (a) to furnish 
relevant vehicle operating data for appraisal of individual road projects, (b) 
to constitute background data for a relevant level of service concept, and (c) 
ultimately to provide a basis for an appropriate policy on geometric design of 
rural roads in general. The model has been progranuned in SIMULA-67 language 
using Jacl<eon Str•.!t1tured Programming ccnceptz. Th~ r~aults of validation ~x~r
cises have been convincing: the model should be useful to decision makers for 
obtaining reliable data for investment analysis. 

There have been various attempts in the past to 
simulate rural two-lane road traffic and the most 
successful among them is the model developed at the 
Swedish National Road and Traffic Research Institute 
(VTI) (!-!). This is the first discrete-event simu
lation model with a long history of development and 
rigorous validation. The objective of the research 
reported was to adapt, modify, and extend the basic 
structure of the VTI model to the heterogeneous 
traffic prevailing on the Indian road network. The 
modified Swedish Road Traffic Simulation Model 
(INSWERTS) simulates eight different vehicle types 
including the slowest moving bullock carts. Road
widths considered varied from 3.75-m-wide single 
lane to two lane with auxiliary lanes. Multilana 
highways have also been treated. 

Many submodels such as the basic desired speed 
(BDS), power-to-mass ratio, gap acceptance proba
bilities, passing speed, yielding probabilities of 
vehicles for passing opportunities, and fuel con
sumption have been calibrated with extensive field 
data (5). These submodels along with the main simu
lation - model have been validated for traffic on 
flat, rolling, and hilly terrains for different road 
categories. Measures used for the validation are 
travel time, spot speed, time headway, and number of 
overtakings over road~tretches of about 5 km. 

INDIAN HIGHWAY TRAFFIC SYSTEM 

Bidirectional single-lane roads (3.5 m wide) with 
soft shoulders constitute the largest percentage of 
the rural road network in India. Traffic on these 
roads is subjected to significant delay due to high 
levels of overtaking and passing impedance. The sec
ond largest road type is known as intermediate-lane 
road, which is 5. 5 m wide and has fewer impedances 
than single-lane roads. Two-lane roads (7 m wide) 
constitute a small percentage and traffic on these 

roads also experiences significant delay due to the 
behavior of heterogeneous traffic. 

Traffic is composed of a spectrum of vehicle 
types that share the available road space. Vehicles 
differ considerably in their physical size, motive 
power, and control and guidance as well as perfor
mance capabilities. Passenger cars, buses, and 
trucks operate at higher speeds, and animal-drawn 
vehicles (ADVs) move at speeds of about 5 km/hr. A 
large number of motorcycles and scooters also oper
ate on these roads. The interaction among these 
vehicles takes place in complex ways that result in 
congestion even under low to medium flows due to 
frequent bottlenecks caused by slow-moving vehicles. 

Traffic Behavior on Indian Roads 

On two-lane roads, vehicles in opposing streams do 
not interact when they pass. However, passing imped
ance increases as the roadwidth decreases and, in 
the extreme, passing vehicles are forced to stop 
because there is room for movement of vehicles in 
only one direction. Especially on narrower roads 
vehicles normally operate in the middle of the road
way. Drivers of slower vehicles do not yield when 
faster ones catch up from behind resulting in delays 
to the latter. 

Narrow roads present a formidable impediment to 
the catching-up vehicles because they have to follow 
slower ones that have to reduce their speeds and then 
move partly onto the shoulder to enable the faster 
ones to overtake. Often slower vehicles do not yield 
when a faster one catches up. A queued vehicle is 
normally allowed to overtake after a period, which 
is rather random. However, if the shoulder ahead is 
in good condition, the probability of the slower 
vehicle yielding is higher. Other roadway parameters 
affecting this yielding probability are the road
width and geometric details (_~). 
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On wider two-lane roads, slower vehicles do not 
move to the shoulder to enable faster ones to get by 
because there are overtaking opportunities for the 
latter (2). However, on narrow roads, the operating 
rules are such that slow-moving vehicles are virtu
ally forced to use the shoulder, which results in 
reduced operating speed. Thus, on narrow roads, the 
shoulders play a significant role in determining 
overtaking and passing speeds. 

This discussion establishes that the decision 
maker in overtaking situations on narrow roads is 
the leader not the follower, which complicates the 
decision logic of drivers on these roads. In addi
tion, there are no flying or accelerative overtak
ings on narrow roads. The overtaking sequence is 
akin to that in the inner lane of multilane unidi
rectional traffic <i>• 

SIMULATION MODEL 

The model has been programmed in SIMULA-67 language 
using Jackson Structured Programming (JSP) concepts 
that permit lucid organization of vehicle flow logic 
(.l!_-!.Q). The entities considered in the modified 
Inda-Swedish model are the r oads, the vehicles, and 
the drivers. The following sections contain a brief 
explanation of how the VTI model has been success
fully adapted and modified for Indian traffic. 

Road sections with varying width, roughness, curves, 
grades, and speed limits can be simulated. The road 
is represented by homogeneous blocks with the same 
geometry a.nd traffic regulations. Sight distance 
along the road stretch, presence of good shoulders 
as well as auxiliary lanes, overtaking restrictions, 
and presence of overtaking and no-overtaking zones 
are also included. Each block is associated with a 
median speed about which vehicle speeds are dis
tributed. 

Vehicle Types 

The significant factors contribut ing to the perfor
mance of traffic are the physical size and power-to
mass ratio distributions of vehicles. Each vehicle 
type has been identified within this framework: 

• Passenger cars, pickups, and jeeps; 
• Trucks and buses [heavy motor 

(HMVs)J; 
• Farm tractors and ADVs; and 
• Motorcycles and scooters. 

vehicles 

These four vehicle groups constitute the majority of 
traffic on Indian roads. In addition, bicycles, 
pedaled cycle rickshaws, and other slower vehicles 
also form part of the traffic, but their effect on 
traffic flow has been taken as noise on the system 
and calibrations of submodels have been adjusted for 
this noise. 

Basic Desired Speed and Passing Speed Distribution 

The notion of basic desired speed (BDS) distribution 
i.s pivotal to the modeling of a traffic system. On 
ideal roadways drivers are assumed to travel at a 
speed restricted only by the characteristics of 
their vehicles; this distribution is the BDS. BOS is 
the starting point for modeling speed reductions 
caused by roadwidth and alignment. Figure 1 shows 
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the BOS distribution for passenger cars, trucks and 
buses, and two wheelers. 

Submodels Describing the Effect of Roadwidth, 
Curvature, and Speed Limit on BOS 

The effects of roadwidth, curvature, and speed limit 
on BDS have been considered in a recursive model 
form. The effect of roadwidth is modeled first. Then 
individual curves that cannot be taken at the speed 
limit are modeled. Grade has been taken into account 
in the simulation model by using the force equation. 

For roads that have straight horizontal alignment 
and are 12 m or more wide, there is a BOS distribu
tion with a given median speed (V0 ). For roads that 
have straight horizontal alignment but are less than 
12 m wide, V0 is reduced to Vi where V1 is a function 
of roadwidth. At this stage, v1 is reduced by ac
counting for the horizontal alignment. Thus a new 
median speed (V2l, which is a function of roadwidth 
and its curvature, is obtained. Curves with a mean 
ra.dius of 1000 m or less are cons i dered. The new 
median speed (V2l is adjusted for the spe-ed limit 
to v3 • After the median speed v3 has been calculated 
a resulting new speed distribution is calculated. 
This is accomplished by moving the BOS from the 111edi
an value V0 to the new median V3 and at the same time 
rotating it about v3 so that the dispersion of the 
distribution decreases. 

A transformation measure (Q-value) is used to in
dicate how far the BDS must be rotated about V3. The 
Q-value, which is a function of the median speeds 
V0 , V1, V2, and V3, is expressed as 

where V0 i and V3i are the speeds at an arbitrary 
percentile in the respective distributions, The 
distributions are thus shifted parallel to each 
other in the space VQ as r·1own in Figure 2. For 
Q = 1 the relation implies a purely parallel shift 
of the two distributions and no rotation about the 
median value V3. For Q < 1 the desired distribu
tion is rotated counterclockwise about V3. This 
rotation results in smaller variation between dif
ferent percentiles compared with the .BOS d istribu
tion. These rotations imply that a vehicle with a 
higher BOS reduces its speed more than those with a 
lower speed when influenced by speed-reducing fac
tors. Furthermore, the smaller the value of Q, the 
larger will be the rotation (.l!.l. In.dividual road 
factors have their own speed reduction measure (q1). 
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FIGURE 2 Effect of roadway factors on basic 
desired speed. 

Model for Speed Sequence on Grades and 
Acceleration Sections 

Consider the free-body diagram of forces acting on a 
vehicle on an upgrade: 

m (dv/dt) = F - FL - Fr - mg sin i 

where m is mass of the vehicle, v is speed, i is 
elope, and t is time. The tractive force at the 
wheel is 

F = P/V 

where P is the power of the vehicle in Watts mea
sured at the wheels. The air resistance is 

where CL is 
kilograms per 
posed area in 
is 

the air resistance coefficient in 
cubic meter and A is the frontal ex
square meters. The rolling resistance 

Fr= m cos i (Crl + cr 2 • v),.,, m (Crl + Cr2 • V) 

where Crl and Cr2 are rolling resistance coef
ficients. Force due to gravity is mg s i n i,.,, mgi. 
These expressions are substituted in the force equa
tion and the following is obta i ned: 

(dv/dt) = (p/v) - [(C2A/m) v 2
] - (Crl + Cr2 • v) - gi 

where p = P/m is the power-to-mass ratio of the 
vehicle. Each vehicle is allotted a p-value, which 
is the maximum power-to-mass ratio that the driver 
desires to or can use. Figure 3 shows the p-distri
bution for different vehicle types obtained from the 
field studies. Each time a vehicle passes a block 
limit, its ability to maintain its desired speed 
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(V3il is tested. If a < 0 or if the vehicle's 
current speed is lower than v 31 , the speed is 
calculated by solving the force equation numeri
cally. In this way a free-running speed profile 
along thP. toad is created. This prcc~dure is uso&d 
only for fast traffic. Animal-drawn vehicles and 
farm tractors move at constant speeds that are in
dependent of roadwidth, curves, and gradient. 

Speed Reduc t ion for Heavy Vehic les Traveling Downh ill 

For faster vehicles traveling downhill, the addi
tional gravitation force results in higher accelera
tion ability and hence such vehicles could attain 
the desired block speed (V3i) quite r apidly . How
ever, observations of veh icles on hills i ndicate that 
they descend in lower gears and thus maintain a lower 
rate of acceleration in reaching V3i• For this reason 
the p-value available to them is not fully used. This 
is more pronounced in the case of heavy vehicles. To 
account for this downhill travel behavior, adjustment 
has been made to reduce V3i (2>· The block speed re
duction for heavy vehicles on grades with slope .s_ -1 
percent has been empirically determined to be 4. 24 
m/sec for p .S. 3.3, 11.39 - 2.166p for 3.3 < p < 5.25, 
and O for p ~ 5.25. 

Mnnal -f!nr 17.o.h-l,..1o 

The modeling of vehicle behavior that constitutes 
the core of the simulation model considers criti
cally different kinds of vehicle interactions and 
develops concepts necessary for a dynamic sequence 
of vehicle movement. A free-moving vehicle interacts 
with the road and its speed is conditioned by road
width, curves, hills, speed limits, and other road 
conditions. However, as traffic flow inc r eases, 
interactions among vehicles are to be consider ed as 
well. For example , when a faster vehic le catches up 
with a slower ve h i cle the interaction is v iewed in 
terms of the catching-up vehicle that reduces its 
speed and prepares to follow if the slower one de
cides not to yield space by moving to the hard 
shoulder. On narrow roads, when two vehicles travel
ing in opposing streams meet, both vehicles reduce 
their speed to a level at which they can pass each 
other. As the flow increases, a multiplicity of 
events occurs; such events require specific deci
sions t hat are di scussed els ewhere (..!!_). Most of 
these events are common to vehicles traveling on 
narrow as well as wider roads. On narrow roads there 
are more stringent rules to be considered for event 
prediction . As roadwidth increases, narrow lane 
t:raffic behavior can be logic;illy extended to wider 
two-lane roads as well as to four-lane divided high
ways. These are discussed later. 

Traffic Interactions on Narrow Roads 

For narrow roads a distinctive behavioral logic has 
been developed to reflect the peculiar conditions 
prevailing on the Indian road network. This is one 
of the maj or achievements of the research reported 
in this paper . 

Overtaking Decisions 

Consider what happens when two vehicles with dif
ferent desired speeds travel in the same direction. 
The road stretch is assumed to be free of any on
coming vehicle. Let e1 be the faster vehicle and 
e, the slower one in front. Eventually ei catches up 

J 
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with ej. The decis ion situation for ei is whether to 
continue to t ravel at the same speed. The point at 
which this decision has to be made is similar to 
that at which the decision about flying overtaking 
is made in the case of two-lane roads except that 
ej is the decision maker . Veh i cle e i could con
tinue to t ravel at its own desired speed i f ej 
decides to move par t ly to the shoulder I otherwise 
ei becomes constrained. Observations in the field 
can be used to assess the yielding probability dis
tribution of the slower vehicle, which is a function 
of roadway and vehicle parameters. The Monte Carlo 
method is used to decide whether ej will yield 
space so that ei can travel unimpeded (~.>. 

When ej do~s not yield , ei must dece lerate and 
f ollow ej until ej does yield . If the shoulder ahead 
i s equivalent to an extra lane , e j will yield with a 
spec ified probabili t y and change to the shoulder to 
travel with a speed consistent with shoulder condi
tions. Other sections at which ej could yield are 
where there is adequate shoulder (beginning at a 
block border) and the maximum sight point. This 
overtaking opportunity is accepted if the obstruct
ing vehicle (e;i) yields way by moving to the hard 
shoulder or climbing lane and if the trailing vehi
cle (ei) has sufficient ability to overtake. Three 
different conditions must be fulfilled for an ob
structing vehicle to yield for overtaking: 

1. There must be a hard shoulder or extra lane 
at least a certain number of meters in front, and 
this model constant is set at 200 mi 

2. Surrounding traffic must be such that space 
is availablei and 

3. A stochastic function for yielding must be 
true. 

The trailing vehicle is considered to be able to 
overtake the lead vehicle if the driver estimates the 
distance available for overtaking to be< x m. Vehi
cle ej returns to its norma l lane when ;i has over
taken it and space is ava ilable. The i mportance of 
alignment (in terms of the frequency with which maxi
mum sight distance is provided), shoulder type and 
condition, and their effect on traffic flow on nar
row roads are captured in this decision submodel (.~). 

Meeting and Passing Decision Process 

Consider the trajectories of two vehicles that meet 
and pass each other. Let e1 be the vehicle travel
ing in direction 1 and e 2 the vehicle traveling in 
direction 2. Let v1 be the speed of e 1 and v2 the 
speed of e 2• Scanning the road ahead the driver of 
each vehicle identifies the oncoming vehicle. Both 
e1 and e2 are required to decelerate and pass each 
other at their desi red passing speeds. Let the pass
ing speeds of t hese veh icles be vi and v;. Both vehi
cles then decelerate at acceptable rates to reach 
their passing speeds. The decision point at which 
e1 initiates its deceleration need not be the same 
as that of e 2• For instance a bullock cart never 
reduces its speed when passing. Deceleration dis
tances (D1 and D2) are determined and are known 
as passing head lengths for e 1 and e 2 , respectively. 
It is now possible to identify the start of decelera
tion decision points for e1 and e2. When coordinates 
of their current positions in space and time are 
given, the corresponding coordinates at which their 
passing head lengths overlap can be determined. This 
point of overlap is defined as the meeting point. 
Therefore, meeting point is the decision point for 
vehicles to start deceleration. There are three 
phases in a passing sequence. First, a vehicle decel
erates to its desired passing speed. Second, the 
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passing vehicle travels at a constant speed during 
the passing mode. Finally, the vehicle accelerates 
to attain its desired operating speed. This sequence 
involving deceleration, lower speeds during passing, 
and then acceleration results in higher levels of 
acceleration noise and considerable delay to vehi
cles. In addition, they are exposed to severe con
flict situations that lead to high accident rates on 
these roads. 

Meeting and Passing Involving Platoons 

A more complex passing situation involving a two 
vehicle platoon and an oncoming vehicle can be 
modeled now. Let e11 and e12 be the platoon leader 
and constrained vehicle traveling in one direction 
and e2 the vehicle traveling in the other direction. 
To start with, assume that e12 is not constrained and 
that e11 and e2 are separated by a large gap. Eventu
ally e12 catches up with e11• At this time, it has 
also been assumed that e 11 and e 2 are close to their 
meeting point. In this situation, it is important to 
know how the decisions are made by e11• There are 
two possibilities: In the first case e11 allows e12 
to overtake and then passes e2• In the second case 
e11 passes e2 and then allows e12 to overtake while 
it is still on the shoulder lane. 

In the first case the speed of e11 depends on 
the shoulder condition as well as the speed of the 
overtaking vehicle and e 12 will have to decelerate 
to pass e 2 immediately after overtaking e 11• In 
the second case e 12 follows e 11 and both move to 
the shoulder and then pass e 2• When e 11 and e12 have 
passed e2, e11 allows e12 to overtake by accelerating 
(see Figure 4). The second case has been chosen for 
use in the simulation logic so that account is taken 
of the preferential structure of drivers; namely, 
that priority is given to passing and only then are 
other events considered. This is more often true of 
fast-moving vehicles except motorcycles. 

The procedure involving the prediction of event 
times during passing is unique to this model. It 
must be emphasized that when the meeting of vehicles 
in opposing streams is imminent, this meeting event 
is given top priority in obtaining vehicle trajec
tories (§). 

Application of Overtaking and Passing Behavior on 
Indian Roads 

Passing is a totally unavoidable event on narrow 
Indian roads. Overtaking can be avoided or deferred. 
Therefore, it is passing that is given top priority 
in obtaining vehicle trajectories on narrow roads, 
even if overtaking is imminent. The behavior of the 
platoon leader is not irrational in that it is he 
who is in the best position to judge passing safety 
in light of the absence of forward visibility to the 
following vehicle. 

It has been shown that overtaking and passing are 
highly interrelated on narrow roads. The degree to 
which this interaction is reduced is not dependent 
on road designation but on effective pavement width. 
Due to the ubiquity of narrow vehicles on Indian 
roads, even in the case of two-lane roads effective 
roadwidth is often diminished to the extent that 
narrow road behavior is required. However, the num
ber of events will be extremely large if passings 
have to be taken into account. On wider two-lane 
roads, if it can be assumed that the medial friction 
due to passing is negligible, relevant events could 
be modeled appropriately as discussed next. 
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Traffic Interactions on WideI T.wo-Lane Roads 

On wider roads overtakings and passings are con
sidered in detail. In considering overtaking situa
tions the VTI model has been adjusted for the re
duced impedances of narrow vehicles and ADVs. Gap 
acceptance functions obtained from the field studies 
on flat terrain have been adjusted for hilly terrain 
condit ions. Detailed accounts of various events on 
two-lane roads have been documented elsewhere (6-8). 
Only the salient modifications proposed for Indian 
traffic are given here. 

Gap Acceptance Function and Modification for 
Hilly Roads 

Overtaking gap acceptance functions have been devel
oped for 32 different situations using test vehicles 
fitted with video and radar speedmeter instrumenta
tion identical to that used by the Australian Road 
Research Board (11). They are applicable for roads 
in flat and rolling terrain. The general form of the 
functions is expressed as 

P(x) = 
0 

(X - S1)/(S2 - S1) 
1 

if X 2- Sl m 
if Sl < X < S2 m 
if X ~ 82 m 

where x is the sight distance and s1 and s2 are 
the calibration constants for each of the 32 over
taking situations (1). On hilly roads, vehicles 

travel slower and therefore distance required for 
overtaking is smaller. Thus, the probability of a 
given gap being accepted is higher on hilly roads. 
The values obtained for S1 and S2 on level roads 
have been modified as follows: 

and 

S2 = s! + (S2 - S1) (Vhil1/V1eve1> 

where s£ is the minimum gap for overtaking on hilly 
roads, S2 is the distance with highest probability, 

and Vhill and Vievel are the mean free speeds of ve
hicles on hilly and level roads, respectively ; n is 
a calibration constant that is equal to unity in this 
case. 

Modifications for ADV and Narrow Vehicles for 
Interaction Decisions 

In the VTI model decisions regarding overtaking and 
following are made when a vehicle is close to an
oth~r vehicle in the same track. This logic holds as 
long as wider vehicles, which occupy the full lane, 
are considered but needs modifications to adjust for 
the interactions involving narrow vehicles such as 
motorcycles. For example, two motorcycles may be 
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found traveling beside each other in the same lane 
at their free speeds. Thus, in decisions involving 
interactions, distinction should be made in terms of 
whether a vehicle interacts with a vehicle immedi
ately in front or behind. If vehicles in the immedi
ate vicinity do not interact, the vehicle with which 
interaction ts likely should be identified. The 
modified model calculates a reference to the inter
acting vehicle in front of (or behind) the vehicle 
in question. If the vehicle so identified is not 
likely to interact, the next vehicle in the lane is 
tested for interaction and the procedure is repeated 
until an interacting vehicle is found (if one 
exists). When the interacting vehicle has been 
identified, all decisions are made with reference to 
this vehicle only (1.). 

Extension of the Model to Four-Lane Divided Highways 

In the previous sections traffic on narrow roads and 
wider two-lane roads was discussed. A logical ex
tension of these models to the case of four-lane 
divided highway has been achieved by invoking the 
auxiliary lane concept embedded for overtaking sit8-
ations on two-lane roads and especially in the case 
of narrow roads if passing is eliminated ( 6, 7) • In 
unidirectional flow situations the logic ;sed for 
vehicle movement in the opposing lane and traffic 
from that direction are omitted while vehicles in a 
normal lane yield and allow catching-up vehicles to 
overtake as in the former category of roads. The 
yielding probabilities are obtained from field 
studies. The highest probability of a slower vehicle 
yielding by moving to the outer lane has been set to 
one with all other conditions having been met. This 
way, the proposed extension is much simpler than the 
complex multilane traffic process. 

Input Data to the Model 

Two types of data are used in the validation of the 
model. The first consists of data structure describ
ing the road alignment and traffic regulations. The 
road is described for each direction as a series of 
homogeneous blocks and the data required are (a) 
space coordinate for the beginning of each block, 
(b) carriageway width, (c) hard shoulder width, (d) 
speed limit, (e) slope, (fl curvature, and (g) 
roughness. In addition, space coordinates for each 
sight section and the sight distance available at 
this section are also required. Codes are used for 
stretches having overtaking restrictions and hard 
shoulders or climbing lanes. The second data type 
consists of data on traffic to be simulated over the 
defined road stretch. They are, for each vehicle, 
(a) identity number, (b) vehicle type, (c) basic 
desired speed, (d) p-value, (e) direction of travel, 
(f) coordinates for entry and exit from the road, and 
(g) time and spot speed at entry to the road stretch. 
Individual vehicle data are collected for both direc
tions of traffic at three points along the road: at 
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the ends and midway. Because vehicles have to be as
sociated with their basic desired speed, an inverse 
transformation is made on the Q-model on the basis 
of their entry speed. The p-value for each vehicle 
is obtained from the known distributions for each 
vehicle type. 

Output Data from the Simulation Model 

The resulting events from a traffic simulation are 
obtained in chronological order for statistical 
analysis of time headway, travel speed, spot speed, 
number of overtakings, and so forth. Twenty types of 
situations have been defined that are stored in the 
form of an event file. There are a number of post
processing programs to analyze the event file to 
obtain histograms of travel speeds, time headways, 
and spot speeds. For any stretch of road, a table of 
overtakings (by type of overtaken and overtaking 
vehicle) is obtained along with the percentage of 
free, constrained, and overtaking vehicles. 

VALIDATION OF SIMULATION MODEL SYSTEM AND 
DISCUSSION OF RESULTS 

In the validation exercise comparisons were made 
between the observed and the simulated distributions 
of travel speeds, spot speeds, time headways, and 
overtakings. In addition, the validation test con
sidered the difference between observed and simu
lated means and standard deviations in order to 
quantify just how "good" or "bad" the comparisons 
were. The road stretches used in this test are clas
sified according to topography and Indian road des
ignation. Table 1 gives the sampling framework used. 
Further validation is in progress for those cells in 
the matrix that were not included in this study. 

Compar i son of Observed and Simulated Travel Speeds 

Travel sp_eed distribution for the heavy motor vehi
cles on the single-lane, intermediate-lane, two
lane, and four-lane divided highways are shown in 
Figures. The figure indicates consistently good fit 
between the observed and the simulated travel 
speeds. For example, on the single- and intermedi
ate-lane roads for a number of simulations the mean 
percentage differences between the two distributions 
are 0.635 and 1.917, respectively, indicating an 
extraordinary fit (6). For certain simulation runs 
the observed and the simulated mean values were 
almost the same, confirming the capability of the 
model. Also, it can be seen from this figure that 
the effect of roadwidth is captured in the model 
system in a rather convincing manner. Similar re
sults have been obtained for the spot speed distri
butions of vehicles, which further reinforces the 
validity of the model (6,7). 

In addition, Figures -6-8 show the plot of ob
served versus simulated mean travel speeds for all 

TABLE 1 Sample Distribution of Roads and Flows Used in Calibration and Validation 

Terrain 

Flat 

Rolling 
Hilly 

Designation 

Single-Lane Road 

Five stretches with negligible gradient and 
curves (9 flows) 

One stretch (3 flows) 

Intermediate-Lane Road 

Two stretches with negligible gradient and 
curves (3 flows) 

Two-Lane Road 

One stretch (5 flows) 

One stretch (3 flows) 
One stretch (2 flows) 

Four-Lane Road 

One stretch (3 flows) 
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the simulations performed on narrow roads as well as 
for other, wider roads. This, too, indicates the 
predictive power of the model. 

Comparison of Time Headways at Rxtts 

The mean time headway for a flow of traffic is given 
by the inverse of the rate of flow. Because the rate 
of flow for each simulation run was specified from 
the data, the mean simulated time headway was con
strained to be approximately equal to the mean ob
served time headway for each run. Figure 9 shows the 
observed versus simulated time headways at exit for 
the single-lane road. Because the traffic flow was 
iow to medium on all sites, the time headway distri
butions were all exponential indicating random ar
rival process at any given point on the road and 
especially at the exits that have been replicated by 
the simulation model in close agreement with ob
served values. 

Comparison of Observed and Simulated Overtakings 

One of the stringent validation measures in traffic 
simulation concerns the number of overtakings by 
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different combinations of vehicle types. Figure 10 
shows the observed and simulated overtakings for the 
two-lane road stretches simulated. The results for 
other roads are of similar accuracy (i,ll. The num
ber of overtakings increases as the roadwidth in
creases attaining the maximum in the case of divided 
multilane highways. The results also provide a mea
sure of restraint a given road has on the free move
ment of the vehicles. The comparison of overtakings 
was made feasible by the carefully designed data 
collection procedure as well as by modeling the 
overtaking decision processes. 
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SUMMARY AND CONCLUSIONS 

Indian road conditions are unique in a number of 
ways and have provided fertile ground for research 
on quality of traffic flow and resulting highway ca
pacity. Until now, highway capacities and leve l of 
service were measured effectively only under the 

relatively homogeneous vehicle flow conditions found 
in many Western countries. There, driver behavior is 
contingent on specific road classification (two lane, 
four lane divided, and so forth) where specific ma
neuver patterns are required and better understood 
by all road users. Heterogeneity in the traffic 
stream changes the basic premises of Western traffic 
flow models. On Indian roads, size, width, speed, 
and operational characteristics vary greatly from 
one vehicle to another. Individual interactions with 
other vehicles demand a unique decision-making pro
cess. Rigid rules of movement and segregation of 
vehicles by speed, classification, or direction do 
not exist on the majority of Indian roads. There
fore, it is the shear width of roads that determines 
the range of possible driver behavior and hence 
interaction among vehicles. The breakthrough of the 
adjusted Swedish model is that it allows analysts to 
calculate the impact of roadwidth on a myriad of 
episodic road encounters and the resulting travel 
time and highway capacity. Combined with the exist
ing knowledge, based on conditions in Western coun
tries, the model for heterogeneous traffic now com
pletes coverage for all rural traffic and road 
conditions. This model can truly be called a gener
alized model for vehicle behavior under heteroge
neous traffic conditions. 
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Reduced-Delay Optimization and Other 

Enhancements in the PASSER 11-84 Program 

EDMOND CHIN-PING CHANG, CARROLL J. MESSER, and BLAIR G. MARSDEN 

ABSTRACT 

The development of a research study conducted by the Texas Transportation In
stitute entitled "Reduced-Delay Optimization and Other Enhancements to PASSER 
II-80" is summarized. The research was sponsored by the Texas State Department 
of Highways and Public Transportation (SDHPT) in cooperation with the FHWA, 
U.S. Department of Transportation. The brief 6-month research effort was di
rected toward several topic areas including development of a reduced-delay 
optimization procedure that could fine tune the offsets of traffic signals to 
reduce total arterial system delay and maximize arterial progression, develop
ment of methods that can better estimate vehicular delay in a nearly saturated 
traffic system, and development of methods to estimate fuel consumption for 
arterial traffic movements in an urban network. Significant enhancements have 
been made to the popular PASSER II program. This study also demonstrated the 
practical combination of the maximum bandwidth procedure and the minimum delay 
algorithm to effectively maximize progression and reduce delay, stops, and fuel 
consumption in optimizing arterial traffic signal operations. An enhanced ver
sion of the PASSER II-80 program, PASSER II-84, was programmed on Texas SDHPT's 
computer system. Program documentation and revised data-coding instructions 
were also prepared. 
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Continued demand for urban mobility requires that 
the highest degree of traffic service be obtained 
from existing urban arterial streets and intersec
tions, The ability of signalized intersections to 
move traffic depends on the concurrent functioning 
of existing traffic control devices and proper 
signal timing settings on the street (.!_-}), 

Traffic signal optimization is a complicated 
process that determines the cycle length, green 
time, phase sequence, and offsets between the 
signals. Optimization depends heavily on the rela
tionships among the distances between signalized 
intersections, travel speed, cycle length, roadway 
capacity, and side friction along the arterial. 
Global optimization is time consuming and difficult 
to achieve without a thorough understanding of the 
interactions and sensitivities of the site-dependent 
variables. An alternative is to select proper in
dependent variables, define relationships, and solve 
the optimization problem heuristically. 

Computer techniques for off-line, fixed-time 
signal timing optimization have commanded widespread 
interest, but they can optimize merely a portion of 
the signal timing plan variables, one step at a 
time. Above all, the models involving a nonlinear 
formulation still cannot guarantee an optimal solu
tion. The major development of a computerized signal 
timing optimization algorithm began in the early 
1960s with the coordinated offsets of consecutive 
traffic signals for maximum throughput (1-3). 

Currently, two major approaches to -coordinating 
traffic signals along arterial streets are used: (a) 
the bandwidth maximization-based procedure and (b) 
minimization of disutility functions such as delay, 
stops, fuel consumption, or air pollution. The 
former includes Progressive Analysis and Signal Sys
tem Evaluation Routine (PASSER) , MILP, and MAXBAND 
(.!-.§.> • The latter includes TRANSYT-7F, MITROP, and 
SIGOP (1.-12) • 

Because of the easily understood time-space dia
gram and the favorable progressive movement, several 
maximum bandwidth-based procedures were developed. 
Generally, relative progression efficiency depends 
on distances between signalized intersections, 
travel speed, cycle length, roadway capacity, and 
side friction along the arterial. On the other hand, 
delay is well recognized by traffic engineers as a 
useful tool for evaluating a traffic control system 
(13,14), However, the calculation with maximum band
width does not necessarily minimize the total delay 
due to the difference of objective functions. Appro
priate traffic signal settings can help smooth the 
traffic flow through a street network, thereby re
ducing delay and stoppage (7,15-17). 

Many traffic engineers still prefer maximum band
width settings because of the easily applicable 
time-space diagrams and the apparently verifiable 
progression along a major arterial street (_!,2,2, 
10,18). The benefit of signal progression synchroni
zation can be confirmed visually in the field, there
by minimizing complaints from a demanding public. In 
addition, several studies [e.g., Wagner (19) i Wallace 
(~) i Ger lough and Barnes, cited by Rogness (21) i 
Rogness (21), and Cohen (14) l together with much 
practical user experience demonstrate that the 
bandwidth method does yield consistently good 
results on arterial progression systems. 

Research by Huddart (~) indicated the possibil
ity of arriving at a compromise between the maximiz
ing bandwidth and minimlzlny delcty methuu (using a 
stop penalty) in computing traffic progression per
formance. Wallace (12) also encouraged the use of 
PASSER II as a preprci"cessor for TRANSYT to minimize 
systemwide delay. Rogness (21) used a heuristic pro
cedure to study the relative performance of PASSER 
II and TRANSYT programs under synthetic scenarios of 
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cycle length, intersection spacing, and phasing 
sequence for single arterial street signal timing 
optimization. He further concluded that there is 
potential for obtaining good to optimal solutions by 
combining PASSER II and TRANSYT with some recom
mended enhancements. Cohen (14) suggested a similar 
heuristic using MAXBAND with TRANSYT. 

Substantial improvement of the total arterial 
system operations could be achieved by combining the 
apparent advantages of maximum bandwidth and minimum 
delay (1,19-21). The maximum bandwidth solution, 
based on the time-space diagram calculation, is the 
most efficient way to provide optimal signal phasing 
sequences. It is less affected by travel demand 
fluctuation than are solutions of minimum delay. 

The PASSER model was first developed by Messer et 
al. (_!) and modified to an off-line computer program 
cooperatively by the Texas Transportation Institute 
and Texas State Department of Highways and Public 
Transportation (SDHPT) (23). PASSER II was designed 
primarily for high-type arterial streets with pro
tected left-turn lanes and phases. It provides the 
timing parameters for modern eight-phase control
lers, such as the phase sequences, cycle length, 
green splits, and offsets, to provide the minimum 
interference and maximum progression bandwidth ef
ficiency. The theory, model structure, methodology, 
and logic of PASSER II have been evaluated and docu
mented (_!,1}_-25). 

PASSER II is widely used because of its ability 
to select multiple phase sequences in an easy, 
understandable maximum progression solution format. 
However, the heavy reliance on bandwidth optimiza
tion to achieve maximum progression might somehow 
limit its optimal solution capability to minimize 
systemwide vehicular delay. To improve the PASSER II 
computer program, the Texas SDHPT sponsored a high
way planning and research project entitled "Reduced
Delay Optimization and Other Enhancements to PASSER 
II-80." This study developed the fundamental proce
dures of fine tuning offset to minimize total arte
rial delay and preserve the convenience of bandwidth 
maximization for multiphase traffic signal timing 
optimization. By applying the enhanced reduced-delay 
algorithm and fuel consumption computations, improved 
signal timing can be expected for PASSER II users in 
the future. 

STUDY PROCEDURE 

This study was undertaken to find an efficient and 
usable delay-based search algorithm for selecting a 
reduced-delay, arterial signal timing plan based on 
a maximum bandwidth solution. Four major items were 
developed: delay calculation methodology, offset 
fine-tuning capability, offset optimization routine, 
and fuel consumption computations. 

The delay reduction procedures have several as
sumptions: 

1. Cycle length, green split, phase sequence, 
and progression speed are known for each signal; 

2. The optimal time-space diagram, shown in 
Figure 1, a maximum bandwidth solution, is provided 
as the starting solution and constraint for arterial 
system delay-offset analysisi and 

3. The interactions between two intersections 
depend on the signal phase pattern, traffic volumes, 
and offsets of neighboring inter&ections. 

At first, specific enhancements to improve the 
performance of PASSER II-80 as a maximum bandwidth
based procedure were identified. Then, the existing 
PASSER II-80 program was extended to provide a maxi
mum bandwidth-based minimum-delay solution and, at 
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FIGURE 1 Example of slack time, slack-time allowance, and allowable offset 
range in PASSER 11-80 time-space diagram (Skillman Avenue, Dallas, Texas). 

the same time, to minimize delay, stops, and fuel 
consumption on arterial streets. Finally, the fuel 
consumption computations of TRANSYT-7F were enhanced 
for PASSER II-80 with the capability for future 
coefficient modifications by FHWA. 

PASSER I I ENHANCEMENTS 

Efforts were made to improve the PASSER II-80 pro
gram to reflect users' working experience (24,25). 
The basic objective was to add a system offset"°fine
tuning optimization routine to PASSER II-80. The new 
extensions began with fine tuning the offsets start
ing from an existing progression solution in 
straightforward, deterministic, and noniterative 
approaches without affecting the major input and 
output structure. 

Figure 2 shows a summary of the initial PASSER 
II-80 solution and enhanced PASSER II-84 program 
outputs. At first, the green splits are calculated 
by the modified Webster green split routine to 
equalize the specific volume-to-saturation flow 
ratios on critical movements. Then, optimal progres
sion solutions are calculated by Brook's minimum 
interference theory to optimize phasing sequence and 
offset arrangements within coded preferable speed 
and optimal cycle length (~. The progression band
widths are further adjusted to the sum of the total 
link volumes in both the A and the B directions. 

After these calculations, the "best solution" and 
resultant time-space diagram, as in PASSER II-80, 
provide the initial solution to PASSER II-84. The 
enhanced PASSER II-84 can further provide the fol
lowing capabilities: 

1. Check the through progression band versus the 
actual green time interval. Detect any "plot through 
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3. BEST SOLUTION 

4. TIME-SPACE DIAGRAM 
(DELETED) 

t 
NEW ENHANCEMENTS 

~--------, I OFFSET FINE-TUNING ALGORITHM I 
OFFSET OPTIMIZATION ALGORITHM 

I NEW NCHRP DELAY EQUATION I 
LF~~S~T~~E~_J 

t r---------~ I 5. NEW M.O.E. INCLUDE FUEL I 
I CONSUMPTION ESTIMATION I 
I 6. NEW TIME-SPACE O[AGRAM I ....._ ______ .... 

FIGURE 2 Schematic layout of elements in 
new PASSER 11-84 output. 
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the red" and correct it, and then revise the avail
able slack-time allowance in the time-space diagram. 

2. Optimize offsets between intersections using 
delay-offset analysis. Adjust the time-space coordi
nate for a new time-space diagram. 

3. Calculate the average delay per vehicle eval
uation using the tentative NCHRP delay estimation 
equation to account for the oversaturated condition 
with saturation ratio greater than 1.0. 

4. Estimate total fuel consumption (gal/hr) by 
the modified fuel consumption estimation model used 
in TRANSYT-7F. 

5. As an option, compute the perfect one-way 
progression solution with the allowable design speed 
variations. 

6. Provide the optional translation of the phase 
movement definitions of NEMA and PASSER II. 

Finally, the result of the enhanced PASSER II-84 
calculations will supply a reduced-delay best solu
tion, including a fine-tuned time-space diagram and 
fuel consumption calculations. 

Tentative NCHRP Delay Equation 

Analytical delay estimates are commonly used in many 
computer models. The most widely used one is the 
Webster's model as plotted in Figure 3, which is 
based on Pignataro (~). However, because of the 
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mathematical discrepancy, it is only applicable for 
a saturation ratio (or V/C ratio) up to about 0.95. 

In updating the 1965 Highway Capacity Manual, 
National Cooperative Highway Research Program Proj
ect 3-28 (2) developed a capacity and level of ser
vice method for urban signalized intersections. 
Specifically, a tentative delay estimation equation 
was developed to calculate delay and level of ser
vice for each lane combination (right, through, or 
left-turn lane), approach, and the overall intersec
tion under normal, saturated, and oversaturated 
conditions. Summaries of the delay equations for the 
basic delay conditions are shown in Figure 4, which 
is based on Messer and Roess (27). 

Uniform delay (UD) occurs in the period when all 
queued vehicles clear the approach on each cycle, 
assuming that none of the queued vehicles has to 
wait through more than one red period. The UD 
formula estimates the average stopped delay per 
approach vehicle for lane groups with a V/C ratio 
less than or equal to the overflow condition. The 
formula is based on uniform arrivals for various 
analysis period lengths (5 min to several hours). 
Overflow delay (OD) occurs when, on some cycles, all 
queued vehicles clear the approach while, on other 
cycles, some of the queued vehicles do not clear the 
approach due to variation of the traffic volume. 
Overflow delay is estimated according to the amount 
of the V/C ratio: that is, this empirically derived 
value adjusts the amount of the overflow delay ac
cording to the degree of oversaturation and random
ness of traffic arrival patterns. The uniform delay 
component is not affected by the length of the anal
ysis period. The overflow delay, because it is an 
estimate of arrival variations, is highly dependent 
on the analysis period. For convenience, a 15-min 
analysis period was assumed in PASSER II-84. 

The tentative NCHRP delay estimation equation is 
valid for a V/C ratio above 1. 0. However, the fol
lowing guidelines should be noted when the V/C ratio 
is over 1.0: 

1. use the actual approach volumes. Check the 
analysis to assure that the volumes have not been 
adjusted to analyze the peak 15-min period or the 
worst lane: 

2. use the V/C ratio derived from the actual 
volumes, not the adjusted volumes: and 

3. Use the time period that relates to the vol
umes and the V/C ratio. 

Figure 3 indicates that the tentative NCHRP equa
tion estimates the same or less delay than Webster's 
equation when V/C < 1.0 and provides a much better 
estimate of delay in oversaturated conditions. How
ever, because the NCHRP delay equation was primarily 
designed for evaluation of uncoordinated signalized 
intersections, a version of this tentative NCHRP 
equation with a modified uniform delay term was 
added to the PASSER II-84 program by "platoon inter
connection" adjustment as used in the existing 
PASSER II-BO program (3..!!_). 

Offset Fine-Tuning AlgorLthm 

To minimize total arterial system delay, efforts 
were made to find an efficient and applicable method 
to fine tune the offsets of individual intersections 
in an arterial system. It was determined that any 
new enhancements to PASSER II-80 should not conflict 
with the original maximum progression solution: such 
enhancements should, instead, fine tune this base 
solution by adjusting the relative offsets. 
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NCHRP DELAY = UO + OD 

WHERE [
(Ci•(i- G/Cfijl 

UD = 0.5• (1-V/S) 

OD= 225•F• (X)
2
• ~X-1)+ (X-1)

2
+ 

1!~ ] 
WHERE UD- UNIFORM DELAY 

OD- OVERFLOW DELAY 

C- CYCLE LENGTH 

G - EFFECTIVE GREEN TIME 

V- DEMAND VOLUME 

S- SATURATION FLOW RATE 

X· SATURATION FLOW RATIO 

F- STUDY PERIOD ADJUSTMENT FACTOR 

F• 1.0 WHEN STUDT PERIOD IS I~ MIN. 

F•4.0 WHt:N STUDT PERIOD IS I HOUR 

F1GURE 4 Tentative NCHRP delay estimation equation. 

In 
II-84, 

the offset fine-tuning 
subroutines FINTON and 

algorithm of 
PUSHUP first 

PASSER 
check 

through band versus actual green time, detect and 
correct the rare "plot through the red" condition, 
indicate the available slack-time allowance for the 
offset optimization, then reconstruct the time-space 
coordinates by travel time and distance calcula
tions. The available slack-time allowance is the 
Rlack t.ime, for " p;irt.ir.111;,r ilirer.t.ion ;,t. e;ir.h 
signal, that the offsets could be adjusted without 
losing the optimal progression solution and band
width. 

Then, all the slack time is identified on both 
sides of the progression band for both travel direc
tions at each traffic signal. The minimum value of 
the slack time that can be adjusted indicates the 
maximum amount of allowable green time available for 
adjusting the existing offset at each signal without 
affecting the bandwidth of the correct progression 
solution. This algorithm further reduces the need 
for manual adjustments on the final time-space 
diagram and provides a basic range of solutions for 
later constrained offset-optimization without 
searching through the entire cycle length as is done 
in the ordinary delay-offset analysis. 

This offset fine-tuning algorithm is illustrated 
using the example time-space diagram of Skillman 
Avenue shown in Figure 1. At first, the slack time 
available for through movement but not used in the 
existing time-space diagram is indicated by hash 
marks. After the comparison of the relative magni
tude of the slack time, the minimum values of slack 
time in each direction are identified as the allow
able slack-time ranges at each signal for later 
offset fine-tuning optimization. 

For example, in Figure 1, the slack times at the 
second signal are identified, respectively, as 28, 
O, 5.8, and 18.2 sec on either side of the progres
sion bands in both the A and the B directions. Be
cause the A direction progression band is con
strained by the zero slack time on the upper side of 
the A progression band for downward offset adjust
ment, the only allowable slack time available for 
upward offset adjustment, without affecting the width 

of both progression bands in either direction at in
tersection 2, is 5. 8 sec on the lower end of the 
progression band in B travel direction. The resul
tant allowable slack-time range as found by this 
algorithm is 5.8 sec, and the resultant allowable 
offset adjustment range is, therefore, from the 
original 26 sec to a possible 31.8 sec. 

Offset-Optimization Algorithm 

In PASSER II-84, subroutines OFSE2, OFSE3, and 
TSCORD provide an optimum progression offset between 
each signal. Further fine-tuning optimization would 
be obtained by adjusting the initial progression 
offset to some other fine-tuned offset within the 
allowable slack-time range to reduce the total two
way link delay from subroutines FINTON and FKCDLY. 

In this algorithm, progression remains the 
highest priority optimization objective and serves 
as the base for further optimization. The delay-off
set analysis only fine tunes the offset within the 
allowable slack-time range. Operational performance 
is evaluated by average vehicle delay experienced by 
all vehicles. Hecause the total number of vehicles 
operated in the arterial street system during a 
fixed time period is a constant, adjusting signal 
settings can only redistribute the traffic and 
resultant delay on the network. Vehicular delays 
occurring between the intersections are calculated 
by a ver- sion of the deterministic delay-offset 
technique similar to that used in PASSER III for 
signalized diamond interchanges (24,29-31). 

According to the combination method,-;,here two or 
more links occur in parallel joining two nodes, the 
delay function of the individual links can be com
bined with reference to the same offset to yield an 
aggregate delay function. Then, the total delay 
function is calculated by combining all the individ
ual delay-offset functions of the through links in 
both the A and the B directions. The average com
bined delay function is obtained by dividing the 
total delay of the adjacent signal pairs by the 
total link traffic volumes. An optimal offset, be-

= -
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tween the adjacent pair of signals, is obtained by 
searching for the minimal value of the combined 
delay-offset function. 

Figure 5 shows the basic theory of the con
strained delay-offset analys is in PASSER II-84. As 
indicated, the delay-offset curves Dl and D2 for 
each internal link are first developed. Then, the 
total delay-offset curve between a pair of signal
ized intersections is derived by accumulating the 
delays on each link at respective offset locations. 
The TD curve shown in Figure 5 is volume weighted 
instead of the sum of Dl and D2. The slack time 
allowance range (t.SLACK) for each intersection is 
then identified by the range between -DOWN and UP+. 

DELAY 

( secs/veh) D2 

OFFSET (sec) 

- DOWN UP + 

STEP l. Calculate Average Delay-Offset Curves (01 and D2), 

STEP 2. Sum Up Individual Link Delay-Offset Curves to Obtain 

Total Systemwide Average Delay Per Vehicle Curve (TD), 

STEP 3. Identify Slack Time Allowance Ranye (C:.Slack) on TO, 

STEP 4. Obtain Reduced-Delay Solution ( NEW) from Existing 

Progression Solution (OLO). 

FIGURE 5 Delay offset analysis in PASSER 11-84 offset
optimization algorithm. 

Finally, the systemwide average delay per vehicle of 
the existing progression solut ion (OLD OFFSET) is 
calculated, and the offset optimization algorithm 
will search over the slack-time-allowance range 
(t.SLACK) to obtain the reduced-delay solution (NEW 
OFFSET) as shown. Therefore, the optimization prob
lem becomes: 

Find a new reduced-delay offset (NEW) within 
the slack-time allowance (-DOWN<SLACK<UP+) 
for a given combination of fixed cycle, phase 
sequence, green split, initial progression 
offset, and two delay curves (Dl and D2) of 
right-turn and through movements in both A 
and B directions. 

In this algorithm, both the original maximum 
bandwidth procedure and the minimum delay algorithm 
are considered. The maximum bandwidth solution (OLD) 
in PASSER II-80 can be improved by this modified 
delay-offset algorithm to a reduced-delay solution 
(NEW) under multiphase operation in PASSER II-84. 
The detailed evaluation procedure and study results 
comparing the PASSER II-80 and the PASSER II-84 
programs are discussed in another paper in this 
Record entitled "Minimum Delay Optimization of a 
Maximum Bandwidth Solution to Arterial Signal 
Timing." 
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Fuel Consumption Model 

Faced with a fuel shortage and the increased fuel 
prices prevalent in the 1970s, traffic engineers 
became more and more sensitive to the consequences 
of delay and stops. To provide a more realistic 
evaluation of traffic signal alternatives, a fuel 
consumption estimation model was applied with the 
measure of effectiveness from PASSER II-84. It is 
capable of accepting any future modifications, by 
FHWA, to the fuel consumption equations. 

After reviewing the available fµel consumption 
estimation models, the fuel consumption routine in 
TRANSYT-7F was modified and added to PASSER II-84. 
The model was developed from a series of stepwise 
multiple regression analyses of data collected and 
programmed by the Transportation Research Center of 
the University of Florida <!>• The basic model esti
mates the total arterial system fuel consumption 
(gal/hr) as a function of total travel (veh-mile/ 
hr), total delay (veh-hr/hr), total stops (veh/hr), 
and cruise (free) speed (mph). 

Among these variables in the fuel consumption 
model, the total stops in vehicles per hour was the 
only variable not available in PASSER II-BO. There
fore, a modified formula, developed by Akcelik and 
Miller, was applied in PASSER II-84 to estimate the 
total stops for coordinated multiphase traffic 
signals operated on arterial streets (B,17). In 
summary, the formula for estimating total -number of 
stops per hour is calculated directly as 

H = (3240/C) • [ (vr/1 - g/s) + N0 ] 

where 

v = arrival flow rate (veh/sec), 
c 2 cycle time (sec), 
g • effective green time (sec), 
s saturation flow rate (veh/sec), and 

N0 
2 average overflow queue (veh/sec) 

where 

N0 = exp ({1.33 • ((1 - vC/gs)/(VC/gs)J 

• (s • g)l/2}/(2 - vC/gs)). 

Perfect One-Way Progression 

Because of the physical restrictions and unique 
traffic characteristics of the urban street network, 
the PASSER II program may sometimes be used to pro
vide one-way progression. This option can provide 
the optional time-space diagram for a one-way street 
or for an arterial street system with heavy direc
tional peak-hour travel. 

Subroutine ONEWAY, similar to the one in PASSER 
III, calculates the offsets and overwrites the time
space coordinates providing "perfect" one-way pro
gression along a two-way arterial street (~,p.27). 
The "perfect~ one-way progression solution in either 
the A or the B direction can be obtained by specify
ing a 1 or a 99 in the optional "min. B direction 
band split" of the PASSER II-84 input data set. 
Figure 6 shows an example of the result hom the 
subroutine when 1 is specified for the "perfect" 
one-way progression option in the A direction. 

As ind icated , a •,perfect• progression band that 
uses the whole amount of the available green time 
for progr.ession 111 veroent in the A travel direction 
is provided as specified. Similarly, the "perfect" 
one-way progression band can be provided for the 
progressive movement in B travel direction by 
specifying 99 in this one-way progression option. In 
both cases, the traffic signal settings optimized 
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FIGURE 6 Time-space diagram of the perfect one-way progression in A direction. 

for the original two-way progression solution of the' 
PASSER II program are used with the fine - tuning 
offsets. 

Phase Movement Translations in NEMA and PASSER 

Two widely accepted phase movement designations have 
been used in PASSER II-80: National Electrical Manu
facturers' Association (NEMA) and PASSER phase defi
nitions, As shown in Figure 7, the NEMA designation 
could be considered as swapping the major street 
movements 3 and 4 with the minor street movements 5 
and 7 compared to PASSER'S designation. 

NEMA PASSER 'IC 

4 7 6 7 

+ " +-2 ~\ .-2 
rs ,r-3 

, _.- I~ 

s-+ '\ t 4_. '\ t 
3 8 5 8 

FIGURE 7 Movement definitions in NEMA and 
PASSER II. 

As the data in Table 1 indicate, PASSER II-80 
uses PASSER's phase designation as default input 
with the option of using the NEMA movement defini
tion as an alternative. As indicated, PASSER Il-84 
still has the existing PASSER II-80 options to 
choose between: the NEMA (option 1) and the PASSER 
phase definition (option 0). In addition, if the 
user wants to use PASSER's phase definition as input 
but chooses the NEMA phase definition as output, a 2 
may be entered. If the user prefers to use the NEMA 
phase as input but desires PASSER'S movement number
ing definition for output, 3 may be entered in the 

TABLE 1 Movement Translation Codeti for NEMA and 
PASSER II 

INPUT EOiO 

P2 NEMA 

P2 a 3 
OUTPUT 

NEMA 2 1 

data field. PASSER II-84 recognizes the options 
selected (or default) and provides proper phase 
movement designations in both the echo printout of 
input data deck and the final printout of the PASSER 
II-80 "best solution.• 

Sununary 

In sununary, significant progranuning efforts have 
been completed using ANSI FORTRAN 77 standard on the 
Amdahl Computer System at Texas A&M University. The 
results comprise the revised PASSER II-84 program 
with the new delay calculation and offset optimiza
tion routine, as shown in Figure 8. These efforts 
permit the user to determine the optimal signal 
settings for progression operation on signalized 
arterial streets without having to manually adjust 
the offsets of the final time-space diagram for 
reduced-delay operation. 

CONCLUSIONS AND RECOMMENDATIONS 

The enhanced reduced-delay optimization in PASSER 
II-84 guarantees minimizing total arterial system 
delay within the slack-time allowance of the origi
nal PASSER II solution. However, the general im
provement that can be achieved by PASSER II-84 
relies mainly on the quality of the original answer. 
If the green times were intentionally constrained, 
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FIGURE 8 Functional flowchart for PASSER 11-84. 

or had been engineered in an expert manner, the 
improvements would not be as significant as they 
would be for ordinary PASSER II solutions. 

This study and several other related studies have 
also found that trading off progression bandwidth in 
either arterial travel direction, instead of using 
the total directional traffic volume ratios and 
minimum green as constraints, may further improve 
the total system performance. Because the enhanced 
PASSER II-84 program does not have a microscopic 
simulation model to predict actual platoon disper
sion effects on the downstream signals, the accuracy 
and estimation ability of the "platoon projection 
model" or the "platoon interconnection effect" is 
constrained by site-dependent travel behavior, ve
hicular mixes, and travel speeds. 

Therefore, further research is recommended on 
field validation of the reduced-delay offset-optimi
zation algorithm, the calibration of platoon disper
sion models, alternative strategies for allocating 
the directional bandwidths, revision of green split 
routine to account for the impact of green time 

adjustment on overall system delay, and trade-offs 
of local and system optimization problems in arte
rial signal optimization. 

Documentation of research results in the develop
ment of PASSER II-84, the latest version of arterial 
traffic signal timing computer model of the Texas 
State Department of Highways and Public Transporta
tion, is available elsewhere ( 32) • A comparison of 
the basic features in existing PASSER II-BO, en
hanced PASSER II-84, TRANSYT-7F, and MAXBAND com
puter models is given in Table 2. No modifications 
to the existing user's manual or data coding are 
required in the enhanced PASSER II-84. The basic 
program is currently operational on the Texas SDHPT 
district remote computer terminals. 
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TABLE 2 Comparison of PASSER 11-80, PASSER 11-84, TRANSYT-7F, and MAXBAND 
Computer Programs 
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Conin,l V anabln 
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ou .. , Oflse1 OilMI ou..t 
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Minimum Delay Optimization of a Maximum 

Bandwidth Solution to Arterial Signal Timing 

EDMOND CHIN-PING CHANG and CARROLL J. MESSER 

ABSTRACT 

This study indicated the advantages and drawbacks of combining the two major 
state-of-the-art traffic signal control strategies: the bandwidth maximization 
procedure and the delay minimization technique. The enhanced reduced-delay 
optimization model provided in PASSER II-84 guarantees minimum total arterial 
system delay within the slack-time allowance range of the original PASSER II-80 
maximum progression solution. Modifications to the PASSER II signal timing plan 
for an arterial street sy·stem, using both a maximum bandwidth procedure and a 
minimum delay signal timing optimization algorithm, are evaluated. An efficient 
and usable delay-based search algorithm to assist traffic engineers in select
ing a minimum delay arterial street signal timing plan that optimizes phasing 
sequence, cycle length, and offsets based on maximum bandwidth calculations in 
an urban network is demonstrated. The maximum bandwidth procedures are based 
mainly on calculations of distuncc, truvcl opccd, and continuity of available 
green time for progressive movements without direct relationship to delay. The 
minimum delay algorithm minimizes total system delay endured by all traffic in 
the analysis network. Resulting offsets confirmed the feasibility of minimizing 
delay by the optimal offsets from the maximum bandwidth algorithm. When minimum 
delay and maximum progression are used, as calculated by the enhanced PASSER 
II-84, an improved level of service results thereby providing maximum progres-



= 

90 Transportation Research Record 1005 

sion and m1n1mum total system delay within the offset slack-time range. This 
research has provided various insights into the operational characteristics of 
the enhanced PASSER II-84. It was found that PASSER II-84 consistently outper
formed PASSER II-80. A consistent and satisfactory trend of delay reductions 
··-- # ...... -..:a 1,., ................ - T"l"~ll'"'T':'n TT ~,4 --.:a ., .. ,T:1mt"IT11• ......... , •• _ .... .,___ "-------.::11-.a...: ___ -~- --~ 
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implement the enhanced PASSER II-84 with possible field validation, to develop 
alternative strategies for allocating directional bandwidths, and to explore 
execution time and program efficiency. 

This study evaluated the modifications to PASSER 
II-84 for an arterial street system using both 11 

maximum bandwidth procedure and a minimum delay 
algorithm (l-!>• The objectives were to devise a new 
delay optimization mechanism and to develop ari ex
perimental design for validating, evaluating, and 
comparing the enhanced PASSER II-84 and the existing 
PASSER II-BO. Specifically, the study demonstrated 
an efficient and usable delay-based search algorithm 
to assist traffic engineers in selecting a minimum 
delay arterial traffic signal timing plan that 
optimizes the arterial offsets based on the optimal 
maximum bandwidth solution. 

DELAY MINIMIZATION 

A major task was to add a system offset optimization 
routine to the basic PASSER II program (1,7). The 
new extensions began by fine tuning the offsets from 
an existing progression solution using only straight
forward approaches. The PASSER II-84 minimum delay 
optimization is designed to (!) minimize total arte
rial system delay as function of the offset at each 
signalized intersection. It is subject to (a) cycle 
length, (b) green split, (c) phase sequence, and (d) 
slack-time allowance of the optimal PASSER II-80 
time-space diagram where the available slack-time 
_,, _______ ,:_ .._,__ .._,_ _____ ._ ----- ... .: __ c ........ - ---L..! ...... 
Q.L.LU'ffClll\.,.;C .LO l.U'C' \...111.VUYU y1.cc11 1...1.mc, .LUL a pa.1. "-J.\,;U-

lar direction at each signal, that the offsets could 
be adjusted without losing the optimal progression 
bandwidth. This formulation is shown in Figure 1. At 
first, the input is given by geometric, traffic, and 
traffic signal control characteristics. The objective 
function is constructed according to constraints from 
the maximum bandwidth solution. Finally, the con
strained optimum solution set is obtained by itera
tion using the modified system offset optimization
modified "sectioning" method (!). 

PASSER II-84 OPERATIONS 

Using the PASSER II-80 optimal time-space diagram as 
the starting solution and constraint, the PASSER 
II-84 optimization routine first identifies the 
offset slack-time allowance range to determine the 
possible optimum offsets for each intersection in 
the study arterial network. Then, the offset optimi
zation algorithm starts a search within the slack
time allowance range for each intersection from the 
lowest possible optimum offset while keeping all the 
other intersection offsets constant. When the mini
mum arterial system delay is found within the slack
time allowance of a particular signal by simulating 
the system operations in PASSER II-84, the search 
will continue onto the next intersection until no 
further reduction of the total arterial system aver
age delay value of this iteration can be found. 

The major benefit of this systemwide offset 
optimization technique is that the objective func
tion always remains the search for minimizing total 
arterial system average delay when performing the 
offset fine-tuning optimization within the slack-

INPUT 
GEOMETRIC CHARACTERISTICS 
TRAFFIC CHARACTE~ISTICS 
TRAFFIC SIGNAL CONTROL 

' I 

OBJECTIVE FUNCTION 
MINIMIZE SYSTEMWIDE AVERAGE 
DELAY MEASUREMENT WITHIN 
THE SLACK TIME ALLOWANCE RANGE 

' ' 
CONSTRAINTS 

1. EXISTING TIME-SPACE DIAGRAM FROM 
MAXINUM-BANDWIDTH SOLUTION 

2. EXISTING SLACK TIME ALLOWANCE 
IN THE TIME-SPACE DIAGRAM 

' J 

ITERATION METHOD 
SYSTEM OFFSET OPTIMIZATION TECHNIQUE 
- MODIFIED "SECTIONING" METHOD 

1~ 

OPTIMUM SOLUTION 
A CONSTRAINED REDUCED-DELAY OFFSET 
COMBINATION SET WITHIN THE SLACK 
TIME ALLOWANCE 

FIGUR.R l Formulation of conRtrained offAet 
optimization problem. 

time allowance constraints. The optimization algo
rithm is constantly fixed at "system optimization," 
instead of at "local optimization" from link-to-link 
delay-offset analysis. 

EVALUATION 

Because actual traffic fluctuates, the NETSIM simu
lation program (9) was selected for its ability and 
complexity in changing traffic signal timing to 
achieve specific experimental conditions for field 
validation. As shown in Figure 2, the test procedure 
followed a straightforward analysis. First, the 
experimental plan was developed. Then, simulation 
techniques were used to enumerate the results of 
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DEVELOP EXPERIMENTAL PLAN 

SELECT TEST MODEL 

NETSIM Simulation Model 

Optimization Runs 

1. PASSER II-80 Program 
2. PASSER II-84 Program 

Simulation Runs 

Simulation of all possible offsets 
Combination within the slack time 
Allowance 

POST-PROCESSOR 
SAS ANALYSIS PACKAGE 

Summarize NETSIM Output 
Compare MOE's from runs 

at Link Base, 
Movements, 
Arterial Street Direction, 
Intersection, and 
Systemwide Basis 

RESULT SUMMARY 

FIGURE 2 Evaluation of solution methodology. 

arterial traffic signal systems. By measuring the 
systemwide measure of effectiveness (MOE), mainly 
delay and stops, at the end of the simulation study 
period, the operational performance of traffic on 
each segment in the analysis network can be eval
uated, The simulation at first evaluated the en
hanced offset fine-tuning optimization by analyzing 
one detailed test case as described by Rogness (2_) • 

A subsequent analysis was performed to evaluate 
PASSER II-80 and PASSER II-84 using 13 test sce
narios under good, fair, and poor progression opera
tions (!Q.,11). This was done to answer the following 
questions: 

1. Did the reduced-delay system optimization 
algorithm find the minimum delay offsets within the 
slack-time allowance? 

2. On the basis of the PASSER II-84 evaluation, 
did the PASSER II-84 model improve on the systemwide 
delay and stops of the existing PASSER II-80 model? 

3, On the basis of the NETSIM evaluation, did 
the PASSER II-84 model improve on the existing 
PASSER II-80 model? 

tluk Deh,y-OHsel:. A1'1a.lysls 

An example of the NETS IM simulation analysis ( sum
marized by SAS) for comparing the measures of effec
tiveness from different offset combinations either 
inside or outside the slack-time allowance ranges is 
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shown in Figure 3. The horizontal axis is the offset 
value for intersection 2, in seconds. The vertical 
axis represents the average total systemwide delay 
per vehicle, in seconds per vehicle. The two verti
cal lines mark the range of slack-time allowance for 
intersection 2, The PASSER II-80 solution, as simu
lated by NETSIM, is labeled "OLD" and the enhanced 
PASSER II-84 solution is represented as "NEW," Fig
ure 3 shows the average delay versus relative off
sets at intersection 2. The figure also shows the 
sensitive change of average delay or stop perfor
mance with respect to any of the three offsets of 
intersections 2, 3, and 4 in the systemwide delay
offset response space. It could be considered as 
slicing the objective performance curve by "section
ing" at that particular intersection offset. 

Each small dot in the diagram represents one 
individual NETSIM run for a given cycle length and 
progression phase sequence and their effects--either 
inside or outside the allowable slack-time range for 
each traffic signal. The feasible solution sets with 
all the intersection offsets inside the slack-time 
allowance ranges are represented by the solid boxes. 
These 310 NETSIM simulation runs evaluated the pos
sibly feasible or infeasible solutions that may be 
generated through existing PASSER II-80, enhanced 
PASSER II-84, or any other traffic signal timing 
optimization program. 

The solid curved line is the approximated regres
sion line of the relationships between the total 
systemwide average delay and the offset value of 
intersection 2 in the Skillman Avenue network, The 
numerical value on the curve is calculated by aver
aging the amount of average delay per vehicle with 
respect to the different offset combinations having 
that particular offset value on intersection 2, The 
dashed curved lines delineate the 95 percent con
fidence limits for mean prediction of the average 
delay per vehicle as estimated by the SAS package. 

The optimum offset obtained by this constrained 
reduced-delay offset optimization is represented by 
the offset combination with the offset at that in
tersection of that value. The optimum offset set, in 
this particular case, moved from the PASSER II-80 
solution of 26, 85, and 49 sec to the PASSER II-84 
solution of 31, 83, and 49 sec for offsets at inter
sections 2, 3, and 4, respectively. Applying a 
similar analogical relationship, the NETSIM simula
tion results were evaluated in terms of the average 
stops per vehicle versus the relative offsets for 
intersections 2, 3, and 4. 

For this particular problem, the constrained 
optimum offset set was the same whether minimum 
delay or minimum stop was used as the selection 
criterion. Both the systemwide delay and the stop 
measurements of the optimum solution obtained from 
the maximum bandwidth procedure by PASSER II-80 were 
improved by the reduced-delay fine-tuning optimiza
tion technique in the PASSER II-84 model. Not only 
was the systemwide average delay per vehicle reduced 
to the minimum value within all the feasible offset 
solutions, but the average stops per vehicle were 
also reduced to the minimum value among all the 
possible offset solutions either inside or outside 
the slack-time allowance ranges. 

As shown in Figure 3, both the PASSER II-80 and 
the PASSER II-84 solutions have a lower MOE than do 
arbitrary offset searches within the slack-time al
lowance range. This comparison indicated the superi
ority of offset optimization as calculated by PASSER 
II-80 and PI\SSER II-8'1 using the offi;;et fine-tuning 
optimization algorithm in the enhanced PASSER II-84. 

Even though absolute magnitude differences did 
exist between the measures of effectiveness of 
PASSER II-80, PASSER II-84, and NETSIM, the evalua
tion based on the NETSIM simulation provided a 
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FIGURE 3 Summary of NETSIM simulation results-average delay per vehicle versus 
relative offset at intersection 2. 

favorable examination of the system offset fine-tun
ing optimization algorithm developed for PASSER 
II-84. Several interesting results can be observed: 

1. The reduction of average delay from PASSER 
II-80 (OLD OFFSET) to PASSER II-84 (NEW OFFSET) 
suggested that the offset fine-tuning optimization 
did reduce delay based on the original progression 
settings by the system offset optimization algorithm 
in PASSER II-84. 

2. The minimum systemwide delay and stops may 
not always exist within the slack-time allowance 
range; they sometimes exist outside the allowable 
slack-time ranges based on the NETSIM evaluation. 

3. The wide range of resultant total system MOEs 
from the NETSIM simulation analysis indicated sensi
tive interactions among the individual traffic 
signal timing parameters and the systemwide MOEs. 

4. Difficulties exist in predicting the trend 
and magnitude of influence on the total systemwide 
MOEs if based only on the relative amount of change 
in the traffic signal offsets at any individual 
intersection. 

5. Further reduction of average arterial system 

delay from the enhanced PASSER II-84 could possibly 
be obtained by moving to another offset combination 
outside the feasible slack-time allowance range. 

Overall, the reduced-delay cyctcm offcct optimilila
tion in PASSER II-84 found the signal offset solu
tion with the minimum systemwide delay within the 
slack-time allowance of PASSER II-80 while not 
changing the optimum progression solution. In the 
next section the most significant results of the 
reduced-delay fine-tuning offset optimization in 
PASSER II-84, according to both PASSER II-84 and 
NETSIM evaluations, are summarized. 

Performance Analysis 

The NETSIM evaluation examined the robustness of the 
reduced-delay optimization under various test sce
narios having different progression quality. To 
permit some range of progression efficiency while 
confining the number of alternatives, three spacings 
(full scale, half scale, and quarter scale) of the 
arterial were selected. The three cycle lengths 
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selected were 80, 90, and 100 sec, which appeared to 
be representative and still provided a nominal range 
of solutions. These NETSIM comparison runs wer e 
enumerated under 13 test scenarios, including the 
basic test case, with progression efficiency values 
ranging from 0.15 (poor progression) to 0.25 (fair 
progression), to 0.38 (good progression). These test 
arterial systems were selected so that the evalua
tion of the system offset optimization could be 
tested under various progression conditions. Figure 
4 shows the systemwide average delay comparisons of 
PASSER II-80 on the horizontal axis versus PASSER 
II-B4 on the vertical axis. Both PASSER II-B4 and 
NETSIM evaluations are i ncluded. The consistent 
performance of PASSER II-84 over PASSER II-80 i s 
identified by the locations of all the PASSER and 
NETSIM data on the lower side of the 45-degree line, 
which means that the enhanced PASSER II-B4 calculated 
a consistently equal or lower delay than was calcu
lated by the existing PASSER II-BO. This result indi
cated that in some cases, even though the PASSER II
B4 offset optimization could not find a lower system 
delay solution due to the limited slack time, it 
would still provide the original PASSER II-BO solu
tion instead of a worse solution. 

As shown in Figure 4, there are four possible 
results that both PASSER II-B4 and NETSIM programs 
could possibly generate from PASSER II-B4 and PASSER 
II-BO solutions. Quadrant I indicates that with both 
PASSER II-B4 and NETSIM evaluations the average 
delay was reduced using PASSER II-84 compared with 
PASSER II-BOi Quadrant III shows both PASSER II-84 
and NETSIM evaluations and indicates that average 
delay was increased due to the use of PASSER II-B4 
for the PASSER II-BO original solution. Quadrants II 
and IV show the possible inconsistent results as 
evaluated by the PASSER II-B4 and NETSIM programs. 
This figure indicates that the PASSER II-84 MOE 
provided a slightly higher estimation of the per
centage of average delay reduction than did NETSIM 
but in an extremely consistent manner throughout all 
13 test scenarios. 

( IV) AVERAGE DEALY 
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Sununary 

More than 310 NETSIM runs were made using the Skill
man Avenue test bed. The detailed NETSIM analysis on 
this test case indicated that a reduced-delay solu
tion could be found by PASSER II-B4 among all the 
possible solutions including existing PASSER II-BO, 
enhanced PASSER II-B4, or any other signal timing 
program. The overall NETSIM simulation indicated 
that the system offset fine-tuning optimization can 
provide reduced delay and stops within the slack
time allowance range under all 13 NETSIM simulation 
test scenarios by trend analysis, binomial test, and 
paired t-tests. Figure 5 shows a sununary of the 
percentage of systemwide delay reduction using the 
enhanced PASSER II-84 model with respect to the 
various progression efficiencies of the arterial 
progression systems used. This provided a basic 
indicator for estimating the possible systemwide 
delay reduction when the decision had to be made 
whether to implement the signal timing plan from the 
existing PASSER II-BO solutions or from the enhanced 
PASSER II-B4 solutions. However, no specific trend 
of percentage of delay reductions versus progression 
efficiency could be observed. 

The NETSIM analysis of average delay and stops on 
the link-to-link basis and total arterial travel 
direction indicated mixed results. That is, when the 
total arterial system delay is fine tuned based on 
the PASSER II-84 progression solution, the delay 
measurement may decrease on some links and increase 
on other links. The NETSIM analysis also indicated 
the difference that exists in total arterial system 
delay and delay incurred just in the arterial travel 
directions. 

FINDINGS AND RECOMMENDATIONS 

The maximum bandwidth procedures are based mainly on 
calculations of distance, travel speed, and con
tinuity of available green time for progressive 

II) AVERAGE DELAY 
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FIGURE 4 Comparisons of percentage change of average system delay in PASSER 11-84 solutions and PASSER 11-80 
solutions as evaluated by PASSER 11-84 and NETSIM programs. 
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FIGURE 5 Comparisons of reductions in NETSIM average arterial delay per vehicle of PASSER 11-84 
solutions over PASSER 11-80 solutions versus progression efficiency. 

movements without direct relationship to delay. The 
minimum delay algorithm minimizes total system delay 
endured by all traffic in the analysis network 
whether there are progressive movements or not. The 
overall result offsets confirmed the feasibility of 
minimizing delay by the optimal offsels ·from thi, 
maximum bandwidth algorithm. When minimum delay and 
maximum progression are used, as calculated by the 
enhanced PASSER II-84, an improved level of service 
results thereby providing maximum progression and 
minimum total system delay within the offset slack
time range. 

Findings 

This study provided various insights into the opera
tional characteristics of the enhanced PASSER II-84. 
It indicated the advantages and drawbacks of combin
ing the state-of-the-art bandwidth maximization 
procedure and the delay minimization technique. 
However, the general improvement by PASSER II-84 
relies primarily on the quality of the original 
PASSER II-80 solution. Several findings were ob
tained from this research: 

1. PASSER II-84 consistently outperformed PASSER 
II-80 on the basis of two evaluations of delay as 
the measure of effectiveness. These delay evalua
tions were performed by the deterministic delay 
simulator found in PASSER II and by the unbiased 
microscopic delay simulator in NETSIM. 

2. Consistent and satisfactory trends in the 
prediction of delay were found between PASSER II~84 
and NETSIM. PASSER II-84 predictions of delay reduc
tion, however, were somewhat higher than those de
rived from NETSIM. 

3. PASSER II-84 solutions reduced total system 
delay from Oto 4 percent for the 13 test scenarios. 
Arterial movement delays were reduced from O to 23 
percent. These findings are based on NETSIM simula-

tion using PASSER II-80 progression solutions as the 
base condition. 

4. No apparent correlation was found between 
average arterial system delay reduction and progres
sion efficiency. The amount of delay reduction pos
sible depends heavily on the available slack-time 
allowances and on the efficient use of green time 
for progressive movements. 

5. Instead of using the total directional traf
fic volume ratio and minimum green time constraint 
alone to provide the best directional bandwidth 
weighting, an optimization search outside the exist
ing slack-time allowance ranges can further reduce 
the total arterial system delay by slightly varying 
the optimal progression solution. 

Recommendations 

As a result of this research, five recommendations 
are made: 

1. The enhanced PASSER II-84 model should be 
implemented to further improve arterial traffic 
signal system operations. 

2. Field validation of the reduced-delay off
set-optimization algorithm to confirm the benefits 
yielded by the enhanced PASSER II-84 should be 
undertaken. 

3. If minimum system delay is the most important 
objective for a particular arterial traffic signal 
system, the optimization search outside the existing 
slack-time allowance ranges is suggested. This is 
done by slightly varying the optimal progression 
solution to further reduce total system delay. 

4. Alternative strategies should be developed 
for allocating the directional bandwidths to deter
mine the best directional bandwidth weighting for 
minimizing total system delay. 

5. This study did not explore the question of 
execution time and program efficiency. Benchmark 



Chang and Messer 

tests to examine the run time efficiency of the 
enhanced PASSER II-84 versus the existing PASSER 
II-80 on different computer systems are recommended. 
Developing possibly more efficient program architec
ture for PASSER II-84 to optimize calculation and 
eliminate duplicated FORTRAN coding is also recom
mended. 
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Analysis of Traffic Network Flow Relations and 
Two-Fluid Model Parameter Sensitivity 

JAMES C. WILLIAMS, HANI S. MAHMASSANI, and ROBERT HERMAN 

ABSTRACT 

Presented in this paper is a systematic exploration, using microscopic simula
tion, of the sensitivity of network-level traffic flow descriptors and rela
tionships, particularly those of the two-fluid theory of town traffic, to net- ' 
work features, traffic control, and traffic-interfering urban activity levels. 
Moving traffic interference, which is represented by stochastic short-term lane 
blockages of varying duration and frequency, is shown to be a key determinant 
of the traffic character of an urban street network and of the behavior de
scribed by the two-fluid theory and verified operationally. In addition, the 
sensitivity of the two-fluid model parameters to a change in traffic control 
strategy, in this case the coordination of signals to achieve progression, is 
demonstrated. Furthermore, keeping the same network configuration, the effect 
of network topology on traffic flow is examined by changing the identical 
length of the links. 
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The importance of characterizing traffic in a city 
network stems from the need to evaluate and compare 
control strategies in terms of their overall network 
impact, to assess the quality of operations and 
,4A,...""'~-l,Fy A,..,F.;,...;,....,.,..;,..,. in ,Z. -:,.:.v,...u u,;;;t"...,.._~, and tO 

monitor the level of traffic service over time in a 
designated area. The complex interactions taking 
place in a traffic network effectively preclude the 
analytic derivation of network-level macroscopic 
relationships from the basic principles governing 
microscopic traffic behavior or from link-level 
macroscopic models. In addition, field validation of 
postulated theories requires considerable and often 
elaborate data-gathering efforte. 

In a previous paper (1) , Williams et al. estab
lished the feasibility of using microscopic simula
tion to study network-level traffic flow relation
ships. Computer simulation offers the opportunity to 
conduct systematic analyses of network traffic per
formance under controlled experimental conditions. 
In the previous effort, the NETSIM model was em
ployed to examine the variation of mean speed with 
concentration in a closed test network, as well as 
to establish and verify relationships among certain 
fundamental network-level traffic flow descriptors. 
In addition, the sensitivity of network performance 
to various control and operational features was 
demonstrated. Furthermore, a preliminary investiga
tion of certain aspects of Herman and Prigogine's 
twerfluid th3cry of town traffic {_~} was conducted, 
particularly with regard to the dependence of the 
fraction of veh.icles stopped in a network on the 
concentration in that network <.!)• 

The two-fluid theory of town traffic provides a 
useful framework within which to attempt to charac
terize with a small number of parameters for traffic 
flow in a network. The two "fluids" consist of vehi
cles moving in the system and of stopped vehicles 
(still in the traffic stream, such as at traffic 
signals, as opposed to parked vehicles). The theory 
leads 1.,u a relat.i.vely ~.1.mp.Lt: i:-elaLionship betweer1 
the average running time and the average stopped 
time in a network (~) • Validation studies, relying 
on chase-car techniques and, more recently, aerial 
photographs, have been ongoing for the past 5 years 
and have firmly established the basic underlying 
premises of the theory under operating conditions 
found in actual city networks (l-i>• 

In addition to the description of traffic flow in 
a given network under a particular traffic control 
scheme and usage pattern, it would be of consider
able interest and practical importance to understand 
the mechanisms and factors affecting network-level 
performance characteristics such as those proposed 
by the two-fluid theory. Conducting this type of 
investigation with exclusive reliance on the obser
vation of actual systems is clearly prohibitive and 
unpractical, given the need for extensive data from 
a large cross section of actual networks and operat
ing conditions. As noted earlier, microscopic simu
lation has already yielded useful insights into 
these phenomena (1). 

Presented here-is a systematic exploration, using 
NETSIM, of the sensitivity of network traffic de
scriptors and relationships, particularly those of 
the two-fluid theory, to network topology, traffic 
control, and an urban area's "activity level" 
(events that interfere with the flow of traffic). 
The results presented contribute to two interrelated 
fundamental research objectives. The first is to 
determine how to capture, in a microscopic simula
tion model such as NETSIM, the fundamental character 
of an urban network, including the often intense 
levels of interfering activities. The second objec
tive is the identification and ultimate representa
tion of the effect of key traffic mechanisms and of 
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a network's physical and operating features on net
work-level macroscopic descriptors and relations. 

The relevant conceptual background is briefly 
presented in the next section, with particular em
phasis 011 the key traffic flow clesci:ipl.oi:s used in 
the analysis as well as in the two-fluid model pa
rameters. The basic structure of the simulation 
experiments is presented in the third section, along 
with a description of the features of the test net
work common to all the simulations performed in this 
study. The fourth section is a description of how 
interference with flow, which is an inherent charac
teristic of traffic in city networks, is captured 
using the "ohort-tcrm cvcnto" capability in NET6IM. 
A systematic analysis of the effect of this mech
anism for representing interfering urban activity 
levels on the two-fluid model parameters and their 
descriptors is presented in the fourth section. 
Further investigation of the sensitivity of net
work-level traffic flow relationships to network 
topology (block length) and traffic signal coordina
tion is discussed in the fifth section. Concluding 
comments, including some implications for city traf
fic network operations and future research, are 
presented in the final section. 

REVIEW OF RELATED CONCEPTS 

The P<incipal netwo<k-level traffic flow descriptors 
and their interrelation are described elsewhere (1). 
A brief review of concepts relevant to the present 
paper is presented in this section. These include 
the definition of average speed and concentration at 
the network level, the principal variables addressen 
in the two-fluid theory and the interpretation of 
its parameters, and the related variation of the 
average fraction of vehicles stopped in a network as 
a function of concentration. 

Speed-Concentration Relation 

The three fundamental traffic variables speed, con
centration, and flow, extensively studied in the 
context of flow along arterials or through intersec
tions, have been generalized to the network level 
elsewhere (1). Of interest here is the variation of 
average netw"ork speed (V) with average concentration 
(Kl • These averages are taken both over time and 
over all vehicles in the network. Average speed, in 
miles per hour, is thus taken as the ratio of total 
vehicle-miles traveled to total vehicle-hours on the 
network during a given observation period. The aver
age concentration, for the same time period, con
sists of the time average of the number of vehicles 
per unit lane-length in the system. One element of 
control exercised in these experiments is to main
tain concentration constant throughout any given 
observation period in order to avoid confounding 
effects due to varying concentrations with those 
under investigation. 

Previous simulations (!) clearly indicated that V 
is a decreasing function of K at the network level 
also, as would be expected from the well-known 
speed-concentration behavior on arterials. Further
more, the sensitivity of the K-V relationship to 
traffic control and usage patterns in the network 
was also observed in earlier simulations (!l, sug
gesting that this relationship can provide a good 
indicator of a network's performance under varying 
network physical and operating characteristics. 
However, the way in which this relationship is af
fected by the various factors of interest remains to 
be established. The present computer experiments 
provide important insights into this relationship. 
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Two-Flu id Theocy of Town Traffic 

In their kinetic theory of multilane highway traf
fic, Prigogine and Herman (l) recognized the exis
tence of two distinct traffic flow regimes: the 
individual and the collective flow regimes, which 
are a function of vehicle concentration. When con
centration rises so that traffic is in the collec
tive flow regime, the flow pattern becomes largely 
independent of the will of individual drivers. The 
two-fluid model (.3_) views traffic in this latter 
regime, in an urban network, as two "fluids": one 
consisting of moving vehicles and another of stopped 
vehicles, which remain in the traffic stream. 

The basic postulate of the two-fluid theory 
states that Vr, the average speed of the moving 
vehicles, is related to fs, the fraction of vehi
cles stopped, in the following manner: 

(1) 

where Vm is the average maximum running speed in 
the network and n is a parameter that has been found 
to be a useful indicator of the quality of traffic 
service in a network (4,5). 

This postulate leads- to a relationship between 
three principal variables, T, Tr, and Ts, respec
tively, average travel time, average running (or 
moving) time, and average stopped time, all per unit 
distance, of the following form (±_): 

Ts= T - TJl/(n + l)]T[n/(n + 1)1 (2) 

where Tm is a parameter 
Vjiil and thus reflecting 
per unit distance in the 
conditions. ' 

of the model equal to 
the minimum travel time 

network under free-flow 

The calibration of the model parameters Tm and 
n (both of which were found to be robust charac
teristics of a given network) to a particular city 
has been performed empirically using trip time and 
stop time information obtained by one or more cir
culating vehicles "sampling" the network according 
to the chase-car technique (4,5). From Equation 2, 
Tr is given by - -

(3) 

In simulation experiments, Tr and T can be cal
culated over any desired observation period and 
obtained from the output of the simulation package 
C.!.> • The two parameters Tm and n can then be found 
by simple linear regression using a log transforma
tion of Equation 3: 

tn Tr= [1/(n + l)] tn Tm+ [n/(n + 1)] ln T (4) 

The network parameter n can be viewed as an ap
proximate measure of the slope of the T-versus-Ts 
relation CI). If n = O, Tr= Tm (see Equation 3), and 
trip time would increase at the same rate as stop 
time. If n > 0, trip time increases at a faster rate 
than stop time, meaning that running time (Tr) is 
also increasing. Intuitively, n would be expected to 
be greater than zero because the usual cause for in
creased stop time is heavier congestion, which gen
erally results in vehicles moving at lower speeds, 
which implies higher average running time per unit 
distance. 

The two parameters Tm and n, as well as the 
interrelation between Tr, Ts, and T and their 
dependence on network concentration, are important 
performance indicators of the effect of the various 
network and traffic control features of interest. 

Another important quantity in the two-fluid con
ceptualization of traffic is fs, the average frac-
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tion of vehicles stopped in the network, taken over 
a given observation period. This quantity was pos
tulated to be an increasing function of network con
centration (.3_), a result that was later verified (]:). 
The variation of fs with K and the factors that 
affect this variation are given particular consider
ation in these simulation experiments. Note in this 
regard that the mean fraction of time stopped (Ts/Tl 
is used here in lieu offs because it is more readily 
calculated from the simulation output. The equality 
of fs and Ts/Tin a closed network has been shown 
theoretically (}) and verified by simulation (ll. 

EXPERIMENTAL DESIGN AND DESCRIPTION OF BASE CASE 

In this section, the structure of the simulation 
experiments, as well as the characteristics of the 
network and traffic control scheme specified for the 
base condition used in this paper, is described. 
Although the same basic network configuration was 
used in all simulations, three different factors 
were varied in accordance with the experimental 
design. These factors are (a) level of traffic-in
terfer ing urban activity, (b) network topology, and 
(c) traffic control scheme. For each combination of 
factor levels, a set of five runs was performed, 
each run corresponding to a different network con
centration level. The approximate concentration 
levels used within each set were 8, 15, 30, 45, and 
60 vehicles per lane-mile. Note that, in a given 
simulation run, the interest is in the network-level 
properties of a fixed number of vehicles circulating 
in the specified closed system, thereby maintaining 
a constant concentration in the network throughout 
the simulation period. 

A series of sets of simulation runs was first 
conducted to analyze the effect of the first factor, 
namely the level of interfering activity. Next, a 
representative activity level was selected for use 
in the reference base case and a second series of 
sets of runs was performed with each set correspond
ing to a change in one of the other two experimental 
factors of interest. 

The NETSIM model, which was used to perform these 
experiments, is a fixed-step, microscopic, network 
traffic simulation model. Each vehicle in the system 
is treated separately during the simulation; its 
behavior is governed by a set of microscopic car
following, queue-discharge, and lane-switching rules 
(_!!,~). The feasibility of using the NETSIM model in 
this type of study was established previously (1). 

Further details on the simulation experiments are 
presented hereafter i particulars concerning changes 
in activity levels and other network and traffic 
factors are presented in the next two sections, 
along with the results of these changes. 

Network Configuration and Geometric Features 

As noted in the previous section, a degree of 
regularity and uniformity was sought in the test 
network. This network consists of 25 nodes, arranged 
in a 5-node by 5-node square, connected by two-way, 
four-lane streets forming a regular, central busi
ness district (CBD)-like grid. Because only directed 
links can be used in representing the network in 
NETS IM (i.e. , all links are one way) , there are 80 
one-way, two-lane links, as shown in Figure 1. Each 
link (block) is 1,000 ft lony, wllh no right- or 
left-turn bays, and all grades are zero. 

Vehicles are injected onto the network via 12 
entry links placed around the perimeter, three to a 
side, with each entry link connecting a source node 
(source nodes are labeled 801 to 812 in Figure 1) to 
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FIGURE 1 Network configuration. 

a noncorner boundary node. No sink nodes have been 
designated because a closed system, where vehicles 
remain in the network once they have entered it, is 
under consideration. 

Traffic Characteristics and Control Strategy 

The mean desired speed for all the simulations was 
35 mph, the desired speed of a given driver being 
the speed at which he would travel in the absence of 
other vehicles and of traffic controlo, The model 
assigns desired speeds to vehicles as they enter the 
system according to a distribution about the spec
ified desired speed. Likewise, the same vehicle
turning movements were used throughout the simula
tion runs: 10 percent of the vehicles turned left, 
15 percent turned right, and 75 percent continued 
straight through at each interior intersection, 
whereas at the boundary nodes traffic split equally 
between the two available options. Fixed-time traf
fic signals were placed at all but the four corner 
nodes. At the interior nodes, two-phase timing with 
a 50-50 split and no protected turning movements was 
used. Three-phase signals were used at the boundary 
intersections, providing a protected left turn for 
vehicles reentering the interior of the system . The 
time was nearly equally allocated between the vehi
cles leaving the interior of the network and those 
reentering it from the boundary. Two-way progression 
at the mean desired speed was provided along the 
interior arterials by using a 40-sec cycle length 
with single alternate operation (offsets between 
adjacent signals were all 50 percent of the cycle 
length). Application of Webster's equation (10,p.57) 
indicated that this cycle length was adequate to 
handle the traffic volumes encountered in the 
various simulation runs. 

There were no pedestrians and right turn on red 
was allowed at all intersections in all simulations. 
Additional details of the conduct of individual runs 
are presented next. 

Individual Runs 

A start-up period ranging from 5 to 15 min was used 
in all runs, during which vehicles were generated 
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uniformly on the 12 entry links. The length of the 
start-up period depended on the number of vehicles 
necessary to achieve the desired concentration level 
in the network. Vehicles were injected directly into 
th4:1 ne t work interior by not allowing turns onto the 
boundary from the entry links. The vehicles were 
then allowed to circulate in the network for the 
desired observation period of 15 min. Intermediate 
Olltput was printed every minute, providing a "snap
shot" of each link's condition (at that time) along 
with some cumulative information about each link. 
Network-level information, as well as additional 
cumulative link data, was printed every 3 min during 
the Rimnlat.inn period. 

As mentioned earlier in this section, the vehicle 
concentration ranged from 8 to 60 vehicles per lane
mile within each set of runs. Specific changes from 
the base case and the results of these changes are 
analyzed in the next two sections, starting with the 
traffic-interfering activity factor. 

ACTIVITY LEVEL EFFECTS 

Considered here is the effect of differing levels of 
traffic-interfering activity in the test network on 
the quality of traffic service, as described by the 
network-level quantities and relations presented in 
the second section. "Activity level" refers to the 
degree of interference experienc ed by moving vehi
cles. Such interference may be d ue to intralink per
turbations such as vehicles stopping to pick up or 
drop off passengers or goods, illegal parking and 
related maneuvers, pedestrian activity (other than 
that at intersections), and many other similar activ
ities that are an inherent feature of a city street 
network. The NETSIM model provides for activities of 
this type with a "short-term events" option, whereby 
the user may specify, by link, the mean duration and 
the frequency of the events. In the model these are 
introduced stochastically anc'I tnilP.pP.nc'lent.ly i'tf'l hlnck
ages in the right lane in the center of the link. In 
the experiments described herein, short-term events 
were identically specified for all BO links in the 
test network at the six levels given in Table 1. The 
first column gives the level designation; the second, 
the mean duration of each event; the third, the mean 

TABLE 1 Activity Levels 

Mean Event Time Fraction of 
Activity Du ra tion Bet ween Time Lane 
Level (sec) Events (sec) is Blocked 

0 0 0.000 
A 10 740 0. l 2'i 
B 45 120 0.375 
C 14 36 0.389 
D 30 36 0.833 
E 30 120 0.250 

time interval between the beginning of successive 
events on a link; and the fourth, tlie fraction of 
time the right lane of a link is blocked by an event, 
which is the duration (in column 2) divided by the 
time between events (in column 3). Note that Level B 
is the one specified in the base case mentioned in 
the previous section. For each of these six activity 
levels, a set of five runs at varying concentrations 
was performed with all other factors remaining the 
same. 

Single values of T and Tr were calculated from 
the final 12 min of each simulation run, resulting 
in five pairs of data for each set of runs. The 
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values of the two-fluid parameters Tm and n were 
then obtained as described in the second section. 
The results are given in Table 2 along with the 
corresponding r 2

, using only the lowest four of 
the five concentration levels. The omission of the 
highest concentration level in the estimation of 
Tm and n is based on a comparison of estimates 
with and without this highest point, which revealed 
substantial discrepancies in the magnitudes of the 
parameter estimates. Further examination of the 
variation of Tr with concentration, shown in Fig
ure 2, revealed clearly that, at extremely high con
centrations, Tr exhibits as substantially lower 
rate of increase than at lesser, and more prac
tically meaningful, concentration levels. This may 
mean that these are limiting cases of the two-fluid 
theory in that they go to concentration levels that 
are clearly beyond the range encountered in previous 
supporting empirical work. 

The effects of these activity levels on the net
work performance parameters can be analyzed in three 
ways: (a) as a function of the mean event duration 
for a given mean interevent time, (b) as a function 
of the intereveilt time for a given mean duration, 
and (c) as a function of the fraction of time that 

TABLE 2 Estimates of the Two-Fluid 
Parameters Tm and n 

Activity 
Level n 

0 0.076 
A 0.338 
B 0 .845 
C 0.784 
D 1.738 
E 0.573 

2.238 
2.196 
2.135 
2.123 
1.997 
2.173 

0.947 
0.964 
0.973 
0.982 
0.993 
0.966 
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the right lane of each link is blocked, thus allow
ing both the mean event duration and interevent time 
to vary. 

Effect of Mean Event Duration 

Two groups of runs can be distinguished: Activity 
Levels o, C, and D (with a mean interevent time of 
36 sec) and O, E, and B (with a mean iriterevent time 
of 120 sec). Average speed is plotted against con
centration in Figure 3 (a) and fraction of vehicles 
stopped (f 8 or TsfT} is plotted against concen
tration in Figure 3(b) for Activity Levels O, c, and 
o. As the mean event duration increases from Oto 14 
to 30 sec, both the average speed and the fraction 
of vehicles stopped decrease. Figure 3 (a) also re
veals that, at the lowest concentration considered, 
the average speeds are nearly identical for the 
three duration levels because of the ability of 
vehicles to get around the right lane blockages in 
the absence of significant competing traffic. As 
concentration increases, this ability is substan
tially hampered, resulting in a decrease of the 
average speed with increasing mean event duration. 
It can also be noted that, at higher concentrations, 
the speed differentials across mean event durations 
tend to decrease, as typified by the speed values 
for K ""' 60 vehicles per lane-mile in Figure 3 (a) • 
This is because, at higher concentrations, the frac
tion of time vehicles are stopped or slowed due to 
short-term events becomes smaller relative to the 
fraction of time they are stopped or slowed for 
other reasons, namely queueing at traffic signals 
and overall congestion. 

Figure 3 (b) reveals that, as expected, fs in
creases with concentration, though at a slower rate 
with increasing mean event duration. At the lowest 
concentration, f 6 is nearly identical for all 
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versus concentration and (b) fraction of vehicles stopped versus 
concentration. 

three durations considered for the same reason that 
speeds are almost equal: vehicles in this nearly 
empty network encounter little impedance in getting 
around temporary obstructions. However, at each 
higher concentration level, anr'I AnmPwh;it. ~ount.P.r
intuitively, fs is consistently smaller for longer 
event durations. This phenomenon can best be ex-
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plained be realizing the identity, mentioned in the 
second section, offs and Ts/T. Essentially, as seen 
in Figure 2, increasing event duration results in a 
faster rate of increase of the average running time 
(Tr) with respect to concentration. Therefore, be
c~u::;~ T = T8 --:. Tr, the relative cont.ribu Lion of Tr to 
total trip time increases with increasing event du
ration, resulting in the observed decrease in fs, 
particularly because Ts decreases with increasing 
mean event duration for a given concentration, as 
discussed hereafter. 

Table 3 gives the average speed (V), trip time 
(T) and its two components Tr and Ts, along with the 
fractions Tr/T and Ts/T, corresponding to the three 
activity levels (O, C, and D) under three levels or 
concentration (approximately 8, 30, and 60 vehicles 
per lane-mile), The data in this table reveal that, 
at low concentrations (K ~ 8), there is essentially 
no difference in the descriptors across activity 
levels because of the ability of vehicles to get 
around the obstructions with minimal running or 
stopped delay, However, at higher concentrations, 
average (total) trip time (T) increases with activ
ity level, as shown in Figure 4(a). This increase is 
due exclusively to the increase in running time 
(Tr), which even compensates for a decrease in 
average stop time (Tsl. This somewhat counter-in
tuitive decrease in Ts is more evident at the 
highest concentration considered (K ~ 60). This 
probably arises because (stopped and moving) delays 
at the obstructions reduce the otherwise dominant 
stopped delays at the intersections • 

Similar results were found for Activity Levels O, 
B, and E, where the mean duration time varied from O 
to 30 to 45 sec for a mean interevent time of 120 
sec, However, the effects were present to a lesser 
extent because the essentially similar durations 
took place within a much longer interevent time and 
therefore had a lesser impact on traffic. The effect 
of interevent time is further discussed hereafter. 
Finally, the two-fluid parameter n is plotted in 
Figure 4(b) as a function of mean event duration for 
the two levels of mean inter event time considered, 
indicating that n appears to increase linearly with 
duration time (for a given event frequency). 

Effect of Mean Interevent Time 

Activity levels at a 30-sec mean duration can be 
arranged in the order of least frequent (i.e., never 
occurring) events to most frequent events as fol
lows: Level O (no events), Level A (240 sec between 
events), Level E (120 sec between events), and Level 
D (36 sec between events) , Speed and fraction of 
stopped vehicles are plotted against concentration 
in Figures 5(a) and 5(b), respectively, for the four 
levels. The effect of decreasing interevent time (or 
increasing frequency) is essentially similar to that 

TABLE 3 Effect of Activity Level on Average Speed and Trip Time Components Under Varying 
Concentration. 

Concentration Activity Average Speed Trip Time Stop Time Running Time 
K (veh/ln-mile) Level V {mph) T{min/mile) T, (min/mile) T, (min/mile) T,/T T,/T 

7.92 0 24.03 2.50 0.26 2.24 0.897 0.103 
C 23.84 2.52 0.27 2.25 0.895 0.105 
D 23.64 2.54 0.26 2.28 0.896 0.104 

30.89 0 15.84 3.79 1.45 2.33 0.616 0.384 
C 14.27 4.20 1.26 2.94 0.700 0.300 
D 12.52 4.79 1.25 3.54 0.738 0.262 

61.38 0 8.53 7.03 4.65 2.38 0.339 0.661 
C 8.18 7.33 4.10 3.24 0.441 0.559 
D 7.73 7.76 3.44 4.32 0.557 0.443 
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of increasing event duration, discussed earlier, and 
for the same reasons: as either mean duration in
creases or the interevent time decreases, the frac
tion of time a lane is blocked increases. The change 
between Levels E and D in Figures 5 (a) and 5 (b) is 
appreciably larger than the change between Levels E 
a nd A because events occnr t wice as frequently in 
Level E as they do in Level A but more than three 
times more frequently in Level D than in Level E. 

Figure 2 shows that Tr increases with concen
tration at a faster rate for decreasing interevent 
times (Levels O, A, E, and D, respectively), indi
cating that the parameter n increases correspond-
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FIGURE 5 Effect of mean interevent time for a mean duration 
of 30 sec (Activity Levels 0, A, E and D): (a) av rnge speed 
versus concentration and (h) fraction of vehicles slopped versus 
concentration. 
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ingly. The T-versus-Ts plot for these four levels 
is shown in Figure 6 (a), revealing an increasing 
slope with decreasing inter event time. Figure 6 (b) 
shows n as a function of the frequency of events, 
holding mean duration constant at 30 sec. As in 
Figure 4(b), this relationship appears to be linear. 

Effect of Fraction of Time Lane Is Bl ocked 

Next the effect of the fraction of time that the 
right lane is obs'tructed, without regard to the 
actual durations and interevent times, is con
sidered. Activity Levels B and C were selected to 
have nearly equal values of this fraction (the 
slight difference is due to the necessity of spec
ifying integers in the NETSIM model) • The data in 
Table 2 indicate that n and Tm are extremely close 
(though not identical) for both levels, and only 
Level B will be used in the following comparisons. 
The remaining levels can be arranged in order of 
increasing fraction of time of lane blockage: Level 
0 (no events), Level A (0.125), Level E (0.250), 
Level B (0.375), and Level D (0.833). 
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FIGURE 6 Effect of mean interevent time 
for a mean duration of 30 sec (Activity Levels 
0, A, E, and D): (a) trip time versus stop time 
and (b) n versus event frequency. 

Speed and fraction of stopped vehicles are shown 
plotted against concentration in Figures 7 (a) and 
7(b), respectively, and, as expected, bear a marked 
resemblance to the previous figures corresponding to 
duration and interevent time individually. Simi
larly, n increases with the fraction of time that 
the lane is blocked, as seen in Table 2 and re
flected in the T-versus-Ts plot in Figure 8 (a). In 
addition, n appears to be a linearly increasing 
function of this fraction, as shown in Figure 8(b). 

Remarks 

As was pointed out in the second section, an in
creasing Tr with respect to concentration is a 
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FIGURE 7 Effect of fraction of time lane is blocked (Activity 
Levels 0, A, E, B, and D): (a) average speed versus concentration 
and (b) fraction of vehicles stopped versus concentration. 

result of congestion and perturbations in the moving 
traffic. When no short-term events are specified, n 
is nearly zero, intersection effects dominate intra
link effects, and traffic-interfering activities 
normally observed in city streets at all but the 
lowest concentration levels are not represented in 
the simulations. As short-term events are intro
duced, Tr is allowed to increase with increasing 
concentration, resulting in non-zero values of n. 
When n is related to the specific components of the 
short-term events, as well as to a single measure of 
the event intensity, a linear relationship develops. 
Of course, other factors also affect the value of n, 
some of which will be discussed in the next section 
and others of which will be mentioned in the final 
section. In investigating these other factors, a 
moderate level of short-term events (Activity Level 
B) was used because the resulting higher values of n 
(as opposed to a case with a zero activity level) 
are more representative of traffic conditions in 
cities, thus allowing this parameter to better re
spond to changes in the network and traffic factors 
under consideration, as described in the next sec
tion. 
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NETWORK FEATURES AND TRAFFIC CONTROL 

The sensitivity of the selected network parameters 
and traffic flow relationships to changes in traffic 
control strategy and network topology (block length) 
is addressed in this section. The base conditions 
de11cr ibad in the third A<?,:,t. ion and used in the 
fourth section are also employed here, except to 
examine the effect of block length as indicated in 
the appropriate subsection. As mentioned in the 
previous section, Activity Level B was specified in 
order to provide a suitable degree of intralink 
friction in all runs. 

103 

Values of Tm and n used i n this section were 
estimated in the manne r described earlier and are 
given in Table 4, where the base case consists of 
Activity Level B applied to the base conditions 
descr i bed previously. Again , values obtained by 
regressing T and Tr from the four lower concentra
tion levels only will be used, as discussed in the 
previous section. The results are presented here
after for each of the two factors, 

TABLE 4 Estimates of the Two-Fluid Parameters Tm and n 

Case n Tm r2 

Base casc8 0.8 45 2.135 0.973 
Traffic control strategy, no profession 0.490 2.196 0.92 1 
Network to,pology, 400-ft Jinks 0.394 2.580 0.994 

al,OOO·ft links, progression. 

bThis case shou]d be compared with the no~progression case not the base case. 

Traffic Con tro l Strategy 

A question of considerable practical importance is 
that of the effect of a major change in the traffic 
control scheme of a city network on the two-fluid 
parameters and on n in particular. To address this 
question, the base case, where signals were timed 
for progression (see the third section), was com
pared with a situation in which signal timing did 
not explicitly provide for such progression. Under 
the latter scheme, the cycle length of all the traf
fic signals in the test network was 50 sec (versus 
40 sec in the base case). The percentage of signal 
splits and offsets remained unchanged. 

The average speed and the fraction of vehicles 
stopped are plotted against concentration in Figures 
9(a) and 9(b), respectively. Over all concentration 
levels, average speed dropped and the fraction of 
vehicles stopped rose. Because signal progression is 
implemented to reduce stopping, these results are 
not surprising. The drop in average speed results 
from vehicles being stopped a greater fraction of 
time while holding the desired speed constant. 

After beginning at nearly the same value, average 
running time (Tr) increases with concentration at 
a faster rate under progression (see Figure 10), 
meaning that while they are moving vehicles are 
traveling at a slower speed than when there is no 
progression. But the higher average overall speed 
under progression along with the reduced fraction of 
vehicles stopped (and therefore fraction of time 
stopped for any one vehicle, averaged over all veh i 
cles) indicate a system that is operating more 
smoothly with progression, 

The slower increase of stopped time (Ts) with 
an increasing T when the signals are timed for pro
gression is shown in Figure ll (a). This difference 
in slopes is also reflected in the values of n: 
0,490 for no progression, 0.845 for progression. The 
values of Tm are nearly identical (see Table 4) 
with that for progression being slightly lower indi
cating a slightly higher Vm, the average minimum 
running speed in the network. The change in cycle 
length may be responsible for part of the difference 
between progression and no progression; however, 
such cycle changes are often necessary when imple
menting proqression schemes in urban areas. The main 
result from the perspective of the present paper is 
that n can be quite sensitive to major changes in a 
network traffic control scheme. Such sens i tivity had 
not been established previously and is quite impor
tant for practical enginee-ring use of the two-fluid 
model. 
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FIGURE 9 Traffic control strategy-progression versus no progression: (a) average speed versus concentration and (h) fraction of vehicles 
stopped versus concentration. 
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FIGURE 10 Running time versus concentration: network and traffic factors. 

Ne twor k Topology--Block Length 

The block length used to study network topology was 
reduced from 1,000 to 400 ft, A SO-sec cycle length 
was used so that these runs could be compared with 
the no-progression case, because a 40-sec cycle 
length no longer provided progression with the re
duced block length, Average speed and fs are 
plotted against concentration in Figures 12 (a) and 
12(b), respectively, and both indicate that the 
effect of block length is substantial. At low con-

centrations average speed for 400-ft • links is re
duced by almost half of that for the longer links. 
The more frequent intersections (associated with the 
shorter links) require vehicles to stop much more 
often (particularly because there is no progression 
in either case) , and many are unable to ever reach 
their desired speed. However, at higher concentra
tion, intense congestion does not allow vehicles to 
build up much speed in either case. 

The fraction of vehicles stopped at the low con
centrations is much higher for the shorter blocks, 
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as expected. However, as concentration increases, 
Figure 12(b) reveals that the fs-versus -K lines 
corresponding to the two lengths cross, and fs for 
short block lengths becomes less than that for the 
longer block length. 

The running time (Tr) for the short blocks is 
consistently higher than that for the longer blocks 
(see Figure 10), but the slope for the 1,000-ft 
blocks is somewhat steeper. The effect of this dif
ference in slope on the value of n is somewhat o.ff
set by the fact that the slope of •r (travel time, 
the inverse of the average speed) as a function of 
concentration K is steeper for the long links. The 
resulting values of n are 0.394 and 0.490 for the 
400- and 1,000-ft links, respectively (Table 4). The 
difference in the values of Tm is substantial as 
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FIGURE 12 Network topology- 1,000-ft versus 400-ft block 
lengths: (a) average speed versus concentration and (b) fraction of 
vehicles stopped versus concentration. 

well (see Table 4), with Tm for short links (2.580 
min per mile) being larger than that for the long 
links (2.196 min per mile). The difference between 
the values of n and Tm are reflected in the T-ver
sus-Ts plot in Figure ll(b). 

CONCLUDING REMARKS 

The analysis of network-level traffic flow relation
ships p r e sent ed i n th is paper has add.r.essed t wo 
aspects o f th is p roblem. F irst , although the feasi
bility o f using t he NETSI M mic r oscopic traffic s imu
lation model was established in previous work (1), 
serious limitations were present due to the highly 
idealized nature of traffic operations in the test 
network. In particular, the values of the two-fluid 
model parameters indicated that insufficient moving 
traffic interference was encountered by the vehicles 
circulating in the test network under the specified 
conditions. Therefore, as trip time increa sed with 
concentration, running time remained virtually un-
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changed <.!.l• By use of the short-term events feature 
of NETSIM, this interference, or intralink friction, 
could be introduced into the traffic stream at spec
ified levels. The model proved quite sensitive to 
these traffic-interfering urban activity levels, as 
was shown by the two-fluid parameter values. Essen
tially, it is such perturbations that give a city 
street network its inherent traffic character and 
the kind of behavior described by the two-fluid 
theory and verified by observation. 

Second, although the two-fluid theory has been 
extremely successful at capturing relationships 
between macroscopic traffic flow descriptors, it 
does not explicitly address the key underlying 
mechanisms or how the model parameters may be af
fected by the physical and operational features of a 
given network. Analyses such as the present one can 
contribute greatly to those aspects that are outside 
the scope of the theory. For instance, this work has 
helped confirm the previously mentioned role of 
traffic-interfering activities in determining the 
behavior of a system. In addition, the effect of two 
major factors, namely block length and the traffic 
control scheme, were ascertained. Changes in both of 
these factors resulted in significant changes i n the 
two-fluid model parameters as well as in other net
work traffic flow descriptors and relationships. It 
was thus seen that a major change in traffic control 
strategy, in this case retiming of all signals to 
achieve flow progression, could be detected by the 
two-rluid model parameters. 

The two-fluid parameter n can be viewed as an 
indicator of overall network intralink friction, the 
effect of which becomes more apparent with increas
ing concentration. Specifically, n is a measure of 
how quickly average running time increases with 
average (total) trip time: the higher n is, the 
greater is the rate of increase of running time with 
respect to trip time. 

Although one of the modeling objectives of this 
study was to achieve relatively high values of n 
that were comparable to values that have been ob
served in related field work in order to provide a 
realistic system representation, high values of n 
are not desirable from a traffic engineering design 
perspective. Indeed, all else being equal, a small n 
value would indicate less intralink friction (i.e., 
smoother flow) and a shorter running time for a 
given stop time. This clearly indicates that this 
parameter must not be used in isolation as an indi
cator of traffic service quality. A case in point is 
the introduction of progression in the timing of 
signals, whereby the value of n actually increased, 
though other indicators, such as average speed (or 
trip time) and fraction of vehicles stopped, clearly 
supported the desirability of the new timing scheme. 

_'J'hus.,_ al though_ T_r-f.or_ a_g.iv.en- concen tra.t ion- ...l.ev.e.J.. 
was lower under progressive timing, the correspond
ing increase in average speed (or, conversely, de
crease in T) offset the effect of the variation of 
Tr, resulting in the observed higher n value. 

Field studies indicate that running time con-
tinues to increase with trip time and rising concen
tration. However, field studies can only observe 
existing conditions, and the highest observed con
centrations have been around 40 vehicles per lane
mile. The simulation experiments discussed here have 
gone as high as 60 vehicles per lane-mile and appear 
to indicate that the rate of increase of Tr may 
decrease at exceptionally high concentrations, with 
Tr perhaps approaching an upper limit. After all, 
there is a limit below which drivers will just stop 
instead of creeping along. 

Finally, it has already been noted that the 
activity level was the one factor that allowed the 
greatest control over the selected network param-
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eters. However, it is likely that there may be an 
upper limit to the extent to which the activity 
level (at least as defined here) can affect these 
parameters. The other network and traffic factors, 
discussed in the previous section, we-re a l so shown 
to have an effect on these parameters. The test 
network used herein, however, is still rather ideal
ized, with uniform streets and intersections. Field 
studies conducted in reference to the two-fluid 
model have shown that relatively regular street 
systems (e.g., the Houston CBD) result in lower 
values of n than do the more irregular street net
works of other cities (5). Thus, one of the next 
steps in these simulation experiments ia to inl".ro
duce network topological irregularities, such as 
boulevards, missing links, one-way streets, and so 
on. Naturally, numerous other avenues for addit i onal 
research exist in the development of a macroscopic 
network-level theory of traffic flow. 

ACKNOWLEDGMENTS 

Partial funding for this research has been provided 
by a grant from the Bureau of Engineering Research 
at the University of Texas at Austin to H.S. Mahmas
sani. Computer funds were provided in part by the 
Department of Civil Engineering and the Center for 
Studies in Statistical Mechanics at the university. 
The assistance of Alfredo Hinojos in the preparation 
of the graphic material is appreciated. The authors 
of course remain solely responsible for the contents 
of this paper. 

REFERENCES 

1. H.S. Mahmassani, J .c. Williams, and R. Herman. 
Investigation of Network-Level Traffic Flow 
Relationships: Some Simulation Results. In 
Transportation Research Record 971, TRB, Na
tional Research Council, Washington, o.c., 
1984, pp. 121-130. 

2. R. Herman and I. Prigogine. A Two-Fluid Ap
proach to Town Traffic. Science, Vol. 204, 
1979, pp. 148-151. 

3. M.F. Chang and R. Herman. Trip Time Versus Stop 
Time and Fuel Consumption Characteristics in 
Cities. Transportation Science, Vol. 15, 1981, 
pp. 183-209. 

4. S. Ardekani and R. Herman. Quality of Traffic 
Service. Research Report 304-1. Center for 
Transportation Research, University of Texas at 
Austin, 1982. 

5. R. Herman ands. Arde kan i. Char act e r izing Traf
fic Conditions in Urban Areas. Transportation 
Science, Vol. 18, 1984, pp. 101-139. 

6. s. Ardekani, v. Torres-Verdin, and R. Herman. 
- -- - -'!'he- Two-F-1-u·i-d- Modecl-and- t-h~- Qua-Hty- of- Tr-aff-ic-· 

in Mexico City. University of Texas at Austin, 
1984. 

7. I. Prigogine and R. Herman. Kinetic Theory of 
Vehicular Traffic. American Elsevier, New York, 
1971. 

8. Peat, Marwick, Mitchell and Company. Network 
Flow Simulation for Urban Traffic Control Sys
tem--Phase II, Vol. 1-5. FHWA, U.S. Department 
of Transportation, 1973. 

9. Traffic Network Analysis with NETSIM--A User 
Guide. Implementation Package FHWA-IP-80-3. 
FHWA, u.s. Department of Transportation, 1980. 

10. F.V. Webster and B.M. Cobbe. Traffic Signals. 
Road Research Technical Paper 56. Her Majesty's 
Stationery Office, London, England, 1976. 

Publication of this paper sponsored by Committee on 
Traffic Flow Theory and Characteristics. 



Transportation Research Record 1005 107 

Macroparticle Traffic Simulation Model To Investigate 

Peak-Period Commuter Decision Dynamics 

GANG-LEN CHANG, HANI S. MAHMASSANI, and ROBERT HERMAN 

ABSTRACT 

A special.-purpose, macroscopic highway corridor traffic simulation model is 
presented. The model views traffic as discrete vehicle bunches or macropar
ticles that are moved according to loc:al speeds defined by local concentra
tions, resulting in high computational efficiency. The model allows the 
investigation of commuter decision dynamics and their interrelation with time
dependent congestion patterns, Two applications of the model are described 
illustrating its use (a) in conjunction with behavioral rules by which com
muters respond to experienced congestion and (b) as part of an interactive 
experiment involving decision making by real commuters. 

Peak-period traffic congestion is an everyday occur
rence in most metropolitan areas, particularly in 
commuting corridors. The excessive delay, i nstabil
ity of travel time, and increased fuel consumption 
that accompany congestion translate into significant 
economic and social cost. With the well- known dif
ficulties that preclude the expansion of roadway 
capacity in urban areas, most efforts to relieve 
congestion during the past decade have centered on 
improving system usage through traffic control as 

_well as demand-side strategies. An understanding of 
the day-to-day interaction between traffic patterns 
and commuters' departure time and route choice be
havior is essential to the analysis of peak-period 
congestion and the design and proper evaluation of 
control measures. 

Some recent analytical studies have addressed 
commuter departure time decisions and the resulting 
temporal traffic pattern in a dynamic user equilib
rium framework (1-5), Most of these studies have 
considered an idealized system with a single origin 
and a single destination, with congestion occurring 
at a unique bottleneck along the only available 
route. However, a more realistic though more complex 
situation is that of multiple origins and multiple 
destinations in a particular commuting corridor, 
where congestion may develop at more than one loca
tion and vary from day to day. 

The analysis of the interrelationship between the 
time-dependent congestion patterns and commuters' 
responses in such a system is actually too difficult 
to be tackled analytically under realistic assump
tions. A more convenient and effective approach is 
to use a special-purpose simulation tool that can 
capture the complex dynamics of the system, partic
ularly t.he fluctuation of travel time with depar
ture time and the time-dependent congestion pat
terns. This tool should also possess the capability 
to explore the impact of control strategies of al
ternative user decision rules on the pecformance of 
the system and its convergence properties. It was in 
response to these nPP.nR that the Macroparticle Simu
lation Model (MP$M) was developed. 

The purpose of this paper is to introduce the 
logic employed in this special-purpose simulation 
model and to describe its application to ongoing 
research on the dynamics of user decisions and peak
period congestion. Further, because appropriate data 
for the study of commuters' departure time choice 

dynamics are quite difficult to obtain in a real
world context, interactive use of t his program, in 
conjunction with survey techniques to study these 
phenomena, is discussed. 

The general structure of th is model and some of 
its key features are outlined in the next section, 
including a discussion of the i nputs and major op
tions available to the model user, In the second 
section computational experience and a brief sen
sitivity analysis with x-espect to key control vac !
ables are presented. The application of this model 
'is the principal concern in the third section, in 
which is presented a summary of a number of computer 
simulation experiments tha·t were conducted to in
vestigate a conunuting corridor system's convergence 
status under prespecified user decision rules. Fur
ther illustration of the model's application is 
given in the fourth section, in which a description 
is given of the use of the Ml?SM in conjunction wi'th 
an ihteractive experimental procedure in which par
ticipants make daily departure time decisions in a 
hypothetical commuting situation. The variation of 
congestion patterns as well as the evolution of sys
tem concentration predicted by the MPSM, given the 
participants' choices, are examined therein. Finally, 
concluding comments and possible further extensions 
of this work ace presented in the last. seetion. 

DESCRIPTION OF THE MPSM 

Overview 

Because the major concern is with the dynamics and 
convergence properties of the corridor system, the 
simulation program must possess the capability of 
providing the following information: (a) the con
centration fluctuation in each section along the 
highway corridor for a given time-dependent demand, 
(b) the variation of travel time versus departure 
time for a given origin-destination pattern, and (c) 
the day-to-day evolution of the system's performance 
under various postulated rules that might yovern 
users' departure time choice behavior. 

Most of the existing macroscopic corridor simula
tion packages, such as MACK and SCOT, can meet these 
requirements (6,7), However, each simulation package 
was developed -for appl.icat ions that are not neces
sac ily consistent with the present purpose, result-
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ing in excess requirements and processing informa
tion and additional computational cost. These are 
important considerations in this research because 
the search for system covergence typically r eq1_1 i res 
a considerable number of repeated simulations, often 
in excess of 50 simulation days. These considera
tions have led to the development of the special
purpose MPSM. 

The MPSM is a fixed-time macroscopic traffic 
simulation model, which uses established traffic 
flow relationships to simulate the movement and the 
interaction of vehicles in a commuting highway cor
ridor. Unl ike most macroscopic simulation programs, 
for instance the MACK or FREFLO family (6 ,7), the 
traffic flow in the highway is not model ed as a 
compressible fluid but is v i ewed as a collection of 
vehicle groups or bunches, termed macroparticles 
[somewhat similar to the platoons used in the DAFT 
model (8,9)]. The model keeps track of the physical 
positio~ -of those particles using a prespecified 
speed-density relationship. The macroparticle ap
proach avoids the significant computational cost of 
tracing individual vehicles, which is not essential 
to the present research. In addition, it avoids 
approximating traffic as a continuous fluid and the 
resulting inaccuracies such as the occurrence of 
nonphysical speeds. Further details regarding the 
tracing of vehicle movement are presented later in 
this section. 

The MPSM consists of two principal components. 
The first component, or vehicle generation compo
nent, processes the daily decisions of users into 
sector-specific discretized time-dependent vehicle 
demand patterns. A user-decisions subroutine is also 
included to allow the researcher to specify depar-

USER DECISIONS SUBROlITINE 

(Option available l. Update perceived service levels 
to analyst) r--• 

2. Departure t i me adjus tment 
I 
I 
I 
I 
I 

FINAL OUTPlIT 

1. Concentration 
and mean speed, 
per sector, as 
a fw,ction nf 

Transportation Research Record 1005 

ture time readjustment rules governing the behavior 
of commuters on a daily basis. The second component, 
or simulator, actually simulates the flow of traf
fic, including queueing at entrance ramps and vehi
cle movement along the highway. The overall frame
work and the interrelationship between each principal 
component are shown in Figure l. 

The input to the MPSM consists of two principal 
categories: supply-s i de data and demand-side i nfor
mation. The first category contains information on 
the key physical and operational features of the 
highway facility, such as the total corridor length, 
the number of analysis sections Lhal Lht! euudlur is 
subdivided into, and the number of lanes as well as 
the allowable free flow speed in each section. The 
parameters of the speed-density model, as well as 
various simulation control parameters (described 
later in this section) , are also included in this 
category. 

The second category consists of information about 
usage level and commuter behavior. These are dis
cussed hereafter in conjunction with the vehicle 
generation component of the model. 

Vehicle Gene ration Component 

The key demand-side input to the traffic simulation 
is the time-dependent vehicle departure patterns from 
each of the residential or origin sectors consider ed 
in the analysis. There are two principal approaches 
available to the model user; the approach used de
pends on the particular research application. The 
first approach consists of specifying the generation 
functions directly for a particular simulation day. 

Discretized Parameters of 
time-varying predetermined 

i-- - -to departure departure 
distributions distributions 

l l 
VEHICLE GENERATION COMPONENT 

Input departure time , origin 
and destination of each user. 

S I MU L AT O R 
,1r 

time. HIGHWAY TRAFFIC SIMULATOR RAMP-HIGHWAY INTERFACE 

2. Travel time for 
1. Update average concentration 1. Code at tributes of 

selected departure in each sector each vehicle (departure 
times . from alternative time, priority index) 
origins. ~ ~ 

2. Update mean speed in each -
sector 2. Determi ne waiting time 

of each user. 

INTERMEDIATE OUTPUT J . Update physical position 
of each macroparticle 

-At each time step , 

1. Average concentration, 
per sector 

2. Mean speed, per sector 

J. Physical position 
of each macroparticle 

FIGURE 1 Overall framework of the MPSM. 
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The second approach treats the focmation of the time
varying departure pattern endogenously, using indi
vidual decision rules to determine users' departure 
time choices on a given simulation day in response 
to the service levels experienced on previous days, 
as determined by the traffic simulation. This second 
approach would be appropriate when the _objective is 
to investigate the effect of alternative models of 
individual behav-ioc, or when such models have been 
calibrated on actual observations and are used to 
evaluate the effect of alternative control strat
egies on peak-period congestion. 

When following the first approach, the model user 
can specify the departure time distributions in one 
of two forms: (a) as a discretized function giving 
the number of departures, from a particular origin, 
in each time interval or (b) as one of a numbec of 
commonly used distributions for which the model user 
has to supply the appropriate parameter values. An 
example application using this first approach will 
be given in the fourth section, where departure time 
decisions are made by real commuters participating 
in an interactive experiment. The vehicle generation 
component then processes the individual decisions 
into the desired time-dependent input functions. 

Under the second approach, a user-decisions sub
routine needs to be specified. It essentially takes 
the output of the traffic simulation on a given day, 
particularly travel time and schedule delay (defined 
as the difference between a commuter's desired ar
rival time and actual arrival time at the work desti
nation) , and determines each user's response in the 
form of a departure time selection for the following 
day. The rules used for this readjustment process 
constitute one important area of the overall re
search effort. Possible behavioral rules include 
those based on the widely used utility maximization 
principle (1,5), as well as other less restrictive 
heuristic rul-;;s reflecting so-called boundedly ra
tional or •satisficing• behavior (10). A brief ex
ample application of this approach is given in the 
third section; further details of this particular 
aspect are outside the scope of this paper and can 
be found elsewhere (10). 

Essentially, undec the second approach, the 
simulations automatically proceed from one day to 
the next, as the individual decisions determined in 
the user-decision subroutine are internally trans
formed into time-dependent departure patterns. The 
process takes place over a prespecified maximum 
number of days or until steady state is reached, 
whichever occurs first. It should also be noted 
that, under eithe.c approach, additional demand-aide 
input information includes users' respective desired 
a-rrival times (used in the schedule delay calcula
tions) , which need not necessarily be identical to 
their work start times, as well as the desired 
destination. 

SIMULATOR 

Ramp-Highway Interface 

Every departing vehicle is assumed to start directly 
at the corresponding entry ramp onto the highway 
facility. Therefore access time from a specific 
residence to the ramp is not explicitly considered 
in these analyses, which is equivalent to implicitly 
assuming that it is a constant term and thus would 
merely shift a user's departure time by a fixed 
amount. A depar~ing vehicle is identified by its 
departure time and the required travel distance 
(baaed on the desired destination). Naturally, vehi
cles cannot all enter the facility simultaneously 
due to physical and operational capacity constraints 
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(including possible traffic control devices). Be
cause the microscopic details of merging maneuvers 
are beyond the level of detail of the model, a 
simple deterministic queueing approximation is 
employed to handle this phenomenon. 

Denoting the service rate by s, the queue length 
at tim.e t by D(t), and the fixed simulation time 
step by At, a user wishing to depart in the inter
val [t, t + At] is considered to incur a wait time 
only if D(t) > sAt. 

Note that the service discipline at the ramp 
queue is first come, first served. However, in the 
event that some users wish to depart simultaneously, 
the departures need to be ordered. A priority index 
is defined for this purpose and can be either as
signed exogenously by the model user or randomly 
generated by the model using the Monte Carlo tech
nique. 

Vehicles leaving the queue are subsequently 
grouped. in macroparticles for moving on the highway 
proper. When using a fixed maccoparticle size, a 
minor problem arises when the number of entering 
vehicles does not form an integer number of complete 
macroparticles, thus delaying some vehicles until a 
sufficient number are present to complete that last 
group. Because a typical macroparticle size is be
tween 5 and 10 vehicles, the resulting delay is often 
negligible and not in excess of At (At= 1 min was 
used in most of the simulations), except possibly at 
extremely low usage levels (when congestion is not 
of concern anyway). One way to get around this issue 
altogether is to use variable size macroparticlee; 
in this case it is, however, recommended not to go 
below 5 vehicles per particle in order to maintain 
the computational cost advantages. Issues relating 
to ·macroparticle size are _discussed hereafter in 
conjunction with traffic movement on the highway 
proper. 

Highway Traffic Simulator 

The highway traffic movement simulator is the core 
of the MPSM. Thie part of the program executes a set 
of procedures at every simulation interval, the 
length of which is user controlled and possibly 
different from that of the vehicle generation com
ponent. These procedures are described here and 
contrasted with other available models. 

Most of the commonly used macroscopic simulation 
models (6,7,11,12), though developed for their own 
particular - purposes, aha.re the following set of 
assumptions: (a) time is discretized into small, 
equal intervals1 (b) the highway facility is divided 
into sections, (c) traffic demand and system perfor
mance are effectively constant over a given time 
interval, and (d) traffic flow is viewed as a com
pressible fluid where the details of individual 
vehicle movement are inconsequential. Three basic 
equations are then used to govern the flow of traf
fic in the facility (12): a conservation equation, a 
speed-concentration relation, and the identity of 
flow to the product of speed and concentration. The 
conservation of vehicles can be stated as 

- l t+l + (Nt+l/At)] 
i qi+l i (1) 

where 

k1 concentration in section i during the 

t-th time step, in vehicles per lane-mile; 
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t qi flow into section i during the t-th 

time step; 

Nt number of vehicles generated in section 
i 

i minus those exiting in section i during 
the t-th time step; 

li = number of lanes of section i; 
AXi length of section i; and 

At simulation time step. 

The second equation is the speed-concentration 
relationship, which varies between the various 
mudels, and the third equation simply states that 

(2) 

In the MPSM, both conservation and speed-con
centration equations are used. However, as noted 
earlier, the flow relation (Equation 2) is not used. 
Instead, vehicles in the flow are viewed as groups 
of physical entities, termed macroparticles, and 
move in accordance with the local speed field, spec
ified by a speed-concentration relation. Thus, the 
concentration of each section can be updated at 
every time step by tracing the actual physical posi
tions of the particles. The general approach of 
tracing the position of groups of vehicles seems to 
have been adopted by the DAFT/SCOT family of simula
tion packages (~1 ~), in which vehicles are moved in 
platoons whose lengths are followed. In the MPSM, 
however, the length of the macroparticle need not be 
explicitly considered, as long as its size is not 
excessively large. The logic of the macroparticle 
approach adapted in this work follows that of the 
•magnetohydrodynamic particle code" developed for 
the fluid simulation of plasmas (13). 

The conservation equation us~ in the MPSM then 
has the following form: 

ktl ,. k1 + (1/Ri AXi) (M~,t+l 

_ Mo,t+l + Nt+l) 
i i 

(3) 

M
e,t+l o,t+l 

where i and Mi denote the vehicles that 

enter section i from the preceding section and those 
that move onto the next section, respectively, in a 
given time step At. 

In the MPSM, the concentration in each section is 
updated, using Equation 3, at the beginning of every 
time step, and it is assumed to remain constant over 
the interval [t, t + t,t]. The corresponding mean 
speed prevailing during this interval can then be 
obtained from the speed-concentration relation. The 
functional form adopted in most of the simulations is 

v~ = (vf - v0) (1 - k~/k0)
0 

+ v0 

where 

t vi mean speed in section i during the 

t-th time step; 
Vf, vo mean free speed and minimum speeds 

the facility, respectively; 
ko = maximum or jam concentration; and 

o = a parameter. 

(4) 

on 

Note that the speed-concentration relation could 
be modeled using different or more elaborate formu
lations. However, this particular aspect has not 
been the focus of the present research, and Equation 
4 has been found perfectly adequate to capture the 
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character of the system's performance in the context 
of investigating the dynamic interaction between 
commuters' decisions and peak-period congestion. 

Macroparticles are moved at the prevailing sec
tion mean speed, yielding the respective distances 
traveled during a particular time step and the re
sulting positions at the end of the interval. Sec
tion concentrations are subsequently updated, as 
described earlier, for the next time interval. In 
addition to its computational efficiency, tracing 
the macroparticles obviates the need for monitoring 
the traffic flow with a macroscopic flow equation 
(Equation 2). As mentioned earlier, the use of such 
a flow equation to control the flow from one finite 
section to another can transport material in unreal
istic;:ally short times over long distances, thereby 
resulting in nonphysical high transport speeds. For 
example, if there are n finite sections in a linear 
highway, material will be transported every time in
terval At, no matter how small, so that some material 
will traverse n sections of finite length n • AX in 
the time nAt, yielding the possibly unrealistic speed 
AX/At, regardless of prevailing conditions. Further 
details on the particle-moving process are given 
hereafter. 

Vehicle-Moving Process 

The physical position of each macroparticle is up
dated at the end of every simulation' interval and 
stored as one of the attributes of that macr.opar
ticle. Le t X( i ,m,t) denote the position of macropar
ticle m in section i (measured, in the direction of 
flow, relative to the beginning of the section) at 
the end of interval t, and R(i,m,t) the distance 
from its current position to the beginning of the 
next (downstream) section, as shown in Figure 2. Of 
course, R(i,m,t) = AXi - X(i,m,t). The new posi
tion of particle m at the end of interval t+l will 
be obtained by advancing it by a distance d(m,t+l) = 

t+l At • vi as long as d(m,t+l) .s_ R(i,m,t), meaning 

that its new position remains in section i. 
In the event that d(m,t+l) > R(i,m,t), the parti

cle will have to travel in the next section, i+l, 
during a fraction of the interval At. However, the 
mean speed in section i+l may be different from that 
in the preceding section. The travel distance of mac
roparticle m during this At can thus be broken 
into two parts. The first part, which is equal to 

t+l 
R(i,m,t), proceeds at the mean speed, vi for 

t+l a fraction of the At equal to R(i,m,t)/vi In the 

remaining part of the time interval, namely At' 

At - [R(i,m,t)/v~+ll, travel takes place in section 
1 

i + 1. Denote this second part of the distance trav
eled by R' (i+l, m,t+l). However, it does not seem 

reasonable to maintain a speed of 
t+l 

tically change, midway, to vi+l" 

t+l vi , nor to dras-

A plausible way to 

handle this aspect is to assume that drivers will re
adjust their travel speed while entering i + 1 in a 
manner that is consistent with prevailing traffic 
conditions; the following averaging mechanism has 
been adopted in the model: 

R' (i+l,m,t+l) = At' [<1/2) (vt
1 

+ v~:~] (5) 

Of course, the significance of this problem de
pends greatly on the size of the time step At, as 
well as on the section lengths. For sufficiently 
small At, the correction should not be of concern, 



G.-L. Chang et al. 

I 
'- ·,; ¥-
/ ' 

I 

I 

X(i,m,t) 
I 
I 

~•,. 
'" 

llXi 

(sector i) 

F1GURE 2 Graphic illustration of vehicle-moving process. 
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particularly for the presen t research applications. 
Selection of the number and lengths of the sections, 
of the time step tit, and of the macroparticle size 
should be made judiciously. The frequently encoun
tered trade-off between accuracy and computational 
efficiency is naturally present here. Sensitivity 
analyses have been conducted to provide useful in
sights into this aspect, as described in the next 
section. 

MODEL USE CONSIDERATIONS AND SENSITIVITY ANALYSIS 

In this section, some general considerations for 
select ing the key simulation parameters of the MPSM 
are disc ussed. In addition, the results of a number 
of numerical experiments conducted on the CDC system 
(Dual cyber 170/750) of the Unive rs i t y of Texas at 
Austin are presented in order to better understand 
the effects of each key parameter. The numerical 
tests reported hereafter were carried out using a 
h.ypothetical 7-mile c ommut ing cor r i dor , with 2,400 
trip makers unifo rml y distributed along its e ntire 
length, exce p t f o r the last 1- mile sec tion t hat im
med i ately prece des the presumed common dest i na tion 
[central business district (CBD)). In all cases, 
unless otherwise indicated, the highway facility was 
divided into seven 1-mile sections, with two lanes 
in each direction, though only the inbound (home-to
wor k) d i rect ion was c o nside i:ed here . The pai:ameter 
va lues used in Eq uation 4 we re v = 45 mph, v o 6 
mph, kj 180 ve h icles per l a ne-mi le , and a 
3. 1416 (or 11). 

There are three key simulation parameters in the 
MPSM: the simulation time step tit, the macropar
ticle size tim, and the section length tiX. These 
are discussed in turn hereafter. 

Selection of Section Length tiX 

As noted earlier, the continuous highway facility is 
usually divided into several discrete sectors in 
most macroscopic simulation models. Because system 
performance characteristics, such as concentration 
and speed , a long each section are assumed to remain 
constant within each simulation tlme interval, a 
shorter section length can better reflect the loca
tion-dependent performance variation. Although the 
computational cost of course increases with the num
ber of eecto i: s specified (for a given total highway 
length), the relatively high efficiency of the MPSM 
is such that the incremental cost of increasing the 

R(i,m,t) 

I 
I 

I 
I 

' ,. If 

,. ' 

I 

.... , 
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number of sectors, or conversely of reducing tiX, 
is rather small. This can be seen in Table 1 that 
gives the relationship between computational cost 
and number of sectors based on a set of numerical 
experiments under these conditions. In general, it 
is suggested that sector length not exceed l mile. 
Naturally, geometric features should be homogeneous 
within each sector. In addition, the sector length 
should provide adequate space for the vehicles dis
charged from the on-ramp during any simulation in
terval. 

TABLE 1 Effect of Section Length (L'>X) on 
Computational Effort 

No. 
Sectors• L'>X(mile) cpub CPUC 

21 0.3 3.56 9.304 
13 0.5 3.25 8.468 
7 1.0 2.98 8.042 
5 1.5 2.54 6.89 
4 2 .0 2.01 5.77 

Note: In oU experiments, .6.t = 1 min, .6.m = 10 vehicles, Yr= 
45 mph, Vo= 6 mph, a= 1r, and simulation period= 60 min. 
8
The last 1 mile of this 7-mile facility was treated as one 
sector in all the cases reported here. 

bNo intermediate report is included in the program output. 

clntermediate report of system performance and all vehicle 
positions during each sJmulation interval is included in the 
output. 

Se l ec tion o f Simulation Time St ep lit 

It can generally be expected that a smaller simula
tion time step tit will result in greater simula
tion accuracy, particularly when there are large 
fluctuations in the vehicle generation pattern or 
significant variations in traffic c o ndi t i ons from 
sector to sector. Because traffic performa nce char
acteristics are assumed to remain constant during 
tit, exc e ssively long simulation i nt ervals wil l , in 
gene r a l , lead to h ighly artific i a l d isc retize d traf
fic f low. The resulting l oss o f accuracy is e v ident 
in Table 2, which gives a summary of the results of 
numerical experim1mts for valu~s of tit equal to 
0.5, 1.0, 1.5, 2.0, and 3.0 min, respectively. For 
each case, the travel times associated with selected 
departure times from the same sector are given in 
this table, indicating that the magnitude of the 
discrepancies could be substantial, particularly for 
the largest value of tit considered here. 
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TABLE 2 Travel Time (min) Versus Departure Time for 
Alternative Simulation Time Intervals (L::.t), Sector I 

llt(min) 
ut:piilLUtt;; 

Time (a.m.) lit: 0.5 li t: 1.0 lit: 1.5 lit: 2.0 lit: 3.0 

7:15 9.0 9.0 9.0 12.0 18.0 
7:20 9,0 9.0 10.0 12.0 18.0 
7:25 9.5 10.0 10.5 12.0 18.0 
7:30 10.5 11.0 12.0 14.0 30.0 
7:35 16.0 17.0 19.5 22 .0 36.0 
7 :40 23.0 22.0 22.5 24.0 39.0 
7 :45 26.0 25 .0 29.0 32.5 36.0 

Note : In all cases O.rt'I = 1 U veh1cJes, 400 vehicles/sector, two lanes In each direction, 
Vf = 45 mph, vo = 6 mph, a: = 1T, and sJmuJaUon duration= 60 min. 

Fortunately, the computational efficiency of this 
model relieves to a great extent the concern for 
computation cost in selecting tt. The computa
tional effort is nonetheless quite sensitive to the 
size of tt, as illustrated in the results, given 
in Table 3, of several numerical experiments. 

TABLE 3 Effect of 
Simulation Time Step (L::.t) 
on Computational Effort 

ll t(min) cpu• CPUb 

0.5 5.32 14.105 
1.0 2.98 8.042 
1.5 2.16 5.975 
2.0 1.82 4.684 
3.0 1.43 3.873 

Note : 6m = 10 vehicles/particle, 400 
vehicles/sector, two Janes in each 
sector, vr = 4S mph, vn = 6 mph, Ck= 
1r, and simulation duration = 60 min. 
8 No Intermediate report Is included in 
the program output. 

blntermedie.te report of system per-
formance and alt vehicle positions 
during each simulation interval ls 
included in the output. 

selection of Macroparticl e size Am 

As described in the previous section, vehicles bound 
for the same destination are grouped into macropar
ticles and thus enter the facility simultaneously. 
Conceptually, no problem would arise if each par
ticle consisted of a variable number of vehicles, 
which would be specified as an additional attribute 
identifying each particle. However, for operational 
convenience, the use of identically sized macropar
t icles is suggested unless the number of vehicles 
arriving during 6g is insufficient to meet the 
prespecified size. In general, heavy traffic genera
tion during t he peak period can accommodate any rea
sonable predetermined particle size. 

The specification of the particle size does not 
appear to significantly affect the accuracy of the 
simulation, as revealed by several numerical experi
ments. A summary of the results is given in Table 4, 
which depicts the travel time associated with var
ious departure times under alternative macroparticle 
sizes ( tm = 5, 10, 15, and 20 vehicles per par
ticle, respectively). The size of tm does, how
ever, contribute to the model's computational ef
ficiency, although the marginal contribution of an 
increase in tm beyond about 10 vehicles per par
ticle decreases sharply, as seen in Table 5. 
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TABLE 4 Travel Time (min) Versus Departure Time 
for Alternative Macroparticle Sizes, Sector I 

Particle Size 
Departure 
Time (a.m.) Lim : 5 

7:15 9 
7 :20 9 
7 :25 10 
7 :30 II 
7:35 16 
7 :40 28 
7 :45 28 

Lim= 10 

9 
9 

10 
II 
17 
26 
29 

Lim: 15 

9 
9 

10 
II 
16 
26 
28 

Lim :20 

9 
'9 

10 
11 
15 
25 
28 

Note : In all cases .6.t = 1 min, 400 vehicles per sector, two lanes in each 
direction, vr = 45 mph, vo = 6 mph, a:= 11', and simulation duration = 60 
min. 

TABLE 5 Effect of 
Macroparticle Size ( L::.m) on 
Computational Effort 

Lim CPU" cpub 

5 3.54] 10.025 
JO 2.980 8.042 
15 2.811 7.854 
20 2.703 6.945 

Note: In all cases, the following condi
tlon1 hold: 6t = l min, 400 vehlcles/ 
sector, two lanes in each direction, 
Vf = 45 mph, vo = 6 mph, a= n. and 
simulation duratJon = 60 min . 
8No intermediate report 1s included jn 
the program output. 

blntermediate report of system per
formance and all vehicle pmdtions 
during each simulation interval is in
cluded in the output. 

Note that in the selection of tm, care must be 
taken to ensure that it is less than the maximum 
ramp entry rate (per unit simulation time step). A 
size of 5 vehicles per particle per lane (j..e., 10 
vehicles for a facility with two lanes in each di
rection) has been found particularly convenient and 
appropriate in these experiments. 

In the remainder of this paper an illustration is 
presented of the application of this model to the 
type of investigation for which it was developed. In 
particular, its application to the study of the 
dynamic behavior of traffic systems during peak
period congestion, under both mathematical decision 
rules and in conjunction with real commuters supply
ing departure time intormation, ia deacribed. 

APPLICATION l: SIMULATION EXPERIMENTS TO 
INVESTIGATE SYSTEM CONVERGENCE 

This section contains a description of the use of 
the MPSM to explore the dynamics of a commuting cor
ridor through a set of simulation experiments aimed 
at investigating the system's convergence statue 
under alternative behavioral mechanisms. The latter 
are specified in the user-decisions subroutine in
troduced in the first section. Note that the presen
tation herein is intended primarily for illustrative 
purposes, further discussion of the details of the 
experiments, of the underlying assumptions, partic
ularly those regarding user behavior, as well as of 
the results can be found in Mahmassani and Chang 
(10). In this section, the relevant features of the 
system and the type of behavioral rules that were 
considered are presented. Next, the key results per-
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taining to system convergence that emerged from this 
particular set of experiments are highlighted. 

System Features and Experimental Conditions 

Supply-Side Input 

The commuting corridor considered here is comprised 
of seven 1-mile sectors, with the common single work 
destination at the end of the seventh (and last) 
sector, as would be the case for CBD-bound work 
trips. Sectors are numbered from l to 7 in decreas
ing order of distance from the CBD. The highway 
facility consists of two lanes in each direction, 
although only the inbound direction is of concern 
here, with a mean fre e speed (Vf) of 40 mph and 
"jam" concentration (kol of 200 vehicles per lane
mile. The maximum entry rate, reflecting physical 
capacities as well as operational controls, is spec
ified here as a constant of 80 vehicles per minute 
per sector. Note that a minimum speed of vo = 6 
mph was specified in all cases to prevent a complete 
blockage of the system at high concentrations. 

Demand-Side Input and user-Decisions Subroutine 

The same number of users (in vehicle trips) was as
sumed for each of Sectors l through 6, with no trips 
generated in Sector 7, which can be viewed as a non
residential fringe sector. For simplicity, and with
out loss of generality, all commuters in these 
exper i ments were assumed to have the same work 
starting time of 8: 00 a .m., although the model al
lows for a more general distribution of work start 
times. 

Commuter behavior mechanisms of particular in
terest to this research application were specified 
in the user-decisions subroutine in order to provide 
daily departure time distributions. Two basic 
mechanisms can be distinguished in this subroutine: 
the first determines the acceptability, to a given 
user, of his most recent departure time, and the 
second determines the amount by which an unsatisfied 
commuter will adjust his departure time on the fol
lowing day. 

The first mechanism reflects a "satisficing,• or 
boundedly rational view of commuter decisions in 
everyday situations (10,13). Essentially, it states 
that a user evaluatis" his departure time choice 
based on its outcome. A plausible rule is that users 
will accept a particular departure time, and main
tain it on the next day, if the schedule delay, or 
the discrepancy between the resulting arrival time 
and the desired arrival time, is less than a certain 
tolerable level. This "indifference band" of toler
able schedule delay is viewed as a characteristic of 
each user (j) and is denoted by IBj• It is natural 
to expect a d i stribution of IBj across the population 
of commute rs ; the mean o f th is distribution, denoted 
by E[IB], is one of the experimental factors of con
cern in this research application. Three non-zero 
values of E[IB] were cons i dered, namely, 5, 10, and 
15 min, in addition to the extreme case of no indif
ference band. The distribution of IBj acro ss users 
was taken as a truncated normal distribution, 
coarsely discretized for the present purpose with a 
constant variance-to-mean ratio equal to 0.2. 

The second mechanism, which specifies the depar
ture timP. readjustment in response to previous days' 
performance, has been examined under two possible 
rules : 

• A •myopic" rule, which says that the re
adjustment depends only on the latest day's schedule 
delay and 

• A "learning• rule, whereby the readjustment 
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explici t].y takes into consideration the travel out
comes on more than just the latest day; typically, 
the relative weight accorded to recent exper i ence is 
greater than that accorded to earlier experience. 

The specific mathematical expressions for these 
mechanisms are presented in the Appendix. Simulation 
experiments were conducted to explore the dynamics 
of the system's behavior under the alternative 
myopic or learning readjustment rules. In addition, 
these experiments addressed the effect of two key 
factors: (a) the mean indifference band (E [IB]) for 
which the four different cases mentioned earlier 
were considered and (bl the usage level, whereby 
three different values were considered: a "refer
ence" value V = 420 vehicles per sector, and V1 = 
0.6V and v 2 1.4V. The interaction between the 
usage level and the indifference band in determining 
the system's convergence properties is of particular 
interest and is described hereafter. Note that other 
factors, such as the parameters of the previously 
mentioned mechanisms (see Appendix) and the system's 
initial conditions (specified in terms of initial 
departure time distribution for each s ector), were 
also explored , as described elsewhere (!.Q). 

Summary of Results 

The corridor system was simulated for a period rang
ing from 50 to 70 consecutive days under each combi
nation of values for the mean indifference band and 
the usage level, for both myopic and learning depar
ture time adjustment rules. Convergence is examined 
in terms of the departure time distribution in each 
sector. When all users in a sector settle on their 
respective departure times, steady state is attained 
in that sector. For each simulation, the state of 
each sector after 70 days was recorded as one of the 
following: C for convergence to a steady state, o 
for r egular oscilla t ory behavior , or NC for no con
vergence. A sununar y o f th i s i nf ormation is give n in 
Table 6 fo r all the expec iments i n wh ich the myopic 
adjustment r ule was used and in Tabl e 7 for those in 
which the lea r ning-based rule was used. In both 
tables the number of days after which a steady state 
or regular oscillations were attained is indicated 
( in parentheses following the symbols C or o, re
spectively), where applicable . Note that in those 
situations where steady state or regular oscilla
tions were not attained in all six sectors, partial 

· steady state or oscillations, or both in only some 
of the sectors, are not necessarily guaranteed to be 
maintained indefinitely (..!..Q.). 

Effect of Mean Tolerable Schedule Delay 

The data in both Tables 6 and 7 reveal that, all 
else being equal, the system is more likely to 
stabilize for larger values of E[IB]. This seems to 
be the case under both myopic and learning-based 
adjustment rules. For i nstance, consider the state 
of the system under experiments 2, 5, 8, and 11 in 
Table 7, corresponding to E[IB] values of O, 5, 10, 
and 15 min, respectively. For the largest E[IB] 
value of 15 min, convergence to a steady state is 
reached in all sectors by Day 13. For E [ IB] = 10 
min, only partial convergence is attained, with the 
three sectors closest to the destination attaining a 
steady state, and under E [IB] = 5 min, convergence 
occurs in Sectors 5 and 6 only. Finally, under the 
assumption of no tolerable schedule delay, only sec
tor 6 attains a steady state. This suggests the 
existence of a critical, or threshold, level of 
tolerable schedule delay above which a given system 
will be able to reach a steady state. This critical 
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TABLE6 State of System After 70 Days, Myopic Behavior 

Sector 
Experiment Usage 
Nu. Levet 2 j 4 5 6 

No Indifference Band; E[IB] = 0 

I 0.6V NC NC NC NC NC C(14) 
2 V NC NC NC NC NC C(37) 
3 1.4V NC NC NC NC NC NC 

Mean Tolerable Schedule Delay E[IB] = 15 Min 

4 0.6V NC NC NC NC C(50) C(56) 
5 V NC NC NC NC C(64) C(12) 
6 1.4V NC NC NC NC NC NC 

E[IB] = !O Min 

7 0.6V C(8) C(8) C(18) C(7) C(8) C(7) 
8 V 0(46) 0(46) C(45) C(34) C(7) C(7) 
9 1.4V NC NC NC NC C(44) C(IO) 

E[IB] = 15 Min 

10 0.6V C(7) C(7) C(7) C(7) C(7) C(7) 
11 V C(14) C(13) C(14) C(13) C(8) C(4) 
12 1.4V NC NC NC NC C(9) C(9) 

Note: NC= no convergence by Day 70; C(I) = convergence achieved after I days; 0(1) = regular oscillations 
started after I days. 
8 V is the reference value of 420 vehicles per sector. 

TABLE 7 State of System After 70 Simulation Days, Leaming Behavior 

Sector 
Experiment Usage 
No. Level" 2 3 4 5 6 

No Indifference Band; E[IB] = 0 

I 0 .6V NC NC NC NC NC C(32) 
2 V NC NC NC NC NC C(55) 
3 1.4V NC NC NC NC NC NC 

Mean Tolerable Schedule Delay E [IB] = 5 Min 

4 0.6V NC NC NC NC C(8) C(4) 
5 V NC NC NC NC C(36) C(6) 
6 1.4V NC NC NC NC NC NC 

E[IB] = JO Min 

7 0.6V C(9) C(IO) C(IO) C(9) C(9) C(4) 
8 V NC NC NC C(52) C(6) C(6) 
9 1.4V NC NC NC NC C(48) C(9) 

E[IB) = 15 Min 

JO 0.6V C(6) C(6) C(7) C(5) C(6) C(4) 
II V C(l l) C(12) C(l l) C(12) C(l3) C(4) 
12 J.4V NC NC NC NC C(21) C(9) 

Note: NC= no convergence by Day 70; C(J) = convergence achieved .after I days; 0(1) = regular oscillations 
started after I days. 

fly is the reference of 420 vehicles per sector. 

level would essentially reflect the users' flexibil
ity and willingness to compromise. The tighter this 
tolerable amount, the less likely it is that users 
will be able to reach a stable state (or a repeat
able daily routine). It can also be noted that, all 
else being equal, the time needed to reach a steady 
state in a given sector appears to increase as the 
tolerable schedule delay increases. 

Effect of Usage Level 

The data in Tables 6 and 7 also reveal that, for a 
given E [IB], the system is more likely to converge 
at lower than at higher demand levels. Furthermore, 

higher usage levels (number of trip makers per 
sector) require a longer period to converge. For 
instance, consider experiments 10, 11, and 12 in 
Table 7, corresponding to usage levels of 0.6V (V = 
420 vehicles per sector) and 1.4V, respectively, 
with E[IB] = 1 .5 min. At the highest demand of 1.4V, 
only the last two sectors appear to have reached a 
steady state. At the reference demand level V, all 
sectors converge to a steady state as of Day 13. On 
the other hand, at the lowest usage level con
sidered, 0.6V, convergence to steady state is 
reached in all sectors as of Day 7. The same general 
effect of the usage level can be observed in all the 
other experiments summarized in Tables 6 and 7. 

In summary, there appears to be a strong inter-
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relation between the usage level and the amount of 
tolerable schedule delay in determining the ability 
of the system to converge to a steady state, as well 
as the duration needed to achieve this convergence. 
Heavy traffic levels require wider indifference 
bands on behalf of system users, reflecting greater 
tolerance for delay, for a given system to equili
brate. It can also be noted that sectors closer to 
the destination generally atta in their steady state 
sooner than more distant sectors and at lower values 
of E[IB] for a given usage level. This implies that 
more distant trip makers must be prepared to toler
ate greater delay for the system to equilibrate, 
which is important in the design and evaluation of 
demand-side congestion relief measures. 

APPLICATION 2: INTEGRATION OF SURVEY TECHNIQUES AND 
COMPUTER SIMULATION 

Instead of employing prespecified mathematical ex
pressions to supply users' decisions in the simula
tions, a number of real commuters were asked to take 
part in an experiment in which they provided daily 
departure time choices in a given hypothetical 
situation. Detailed description and in-depth analy
sis of the experimental results can be found else
where (!). A summary of this research and highlights 
of its results, with emphasis on congestion dynamics 
and system convergence, are presented in this sec
tion. 

Description of Experiment 

Much like the example application described in the 
previous section, the commuting corridor considered 
here consists of a highway facility used by adjoin
ing residents f o r their da ily home-to-wo rk commute 
to a single wo rk de stination (CBD). Th is fac ility of 
two lanes i n eac h direction is subdivided i n t o n ine 
identical 1-mile sectors, with the common work 
destination at the end of the last sector. Sectors 
are numbered from l through 9, with Sector l being 
the farthest outbound and Sector 9 the closest to 
the destination. The parameters used in the MPSM 
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were Vf = 40 mph, vo = 6 mph, ko • 180 vehicles per 
lane-mile, and the maximum entry rate is taken as a 
constant equal to 60 vehicles per minute. 

A total of 400 trip makers was assumed in each of 
the five residential sectors (from Sector 1 through 
Sector 5). A total of 100 participants was involved 
in this experiment, with each participant in effect 
representing 20 vehicles (or one macroparticle in 
each lane, with m = 10) in the MPSM program. 

Each participant was initially given information 
about the highway facility (free speed, number of 
lanes) and his location, as well as the familiar 
decision situation of starting work at 8:00 a.m. 
Under those conditions participants were asked to 
state their desired arrival time and the correspond
ing departure time. The departure time decisions of 
all participants were obtained daily and input into 
the MPSM. The latest outcome of their choices, 
namely the respective actual arrival time on the 
previous day, as determined by the simulation, was 
provided to each participant individually on the 
following day, before his choice for that day was 
made. ~o relate the experiment to participants' 
actual daily commute, the survey was administered 5 
days per week during the entire survey period. 

Note that, because departure times were deter
mined directly by actual commuters, there was no 
need to specify a user-decisions subroutine in this 
case. 

SUMMARY OF EXPERIMENTAL RESULTS 

System Convergence 

This experiment covered 24 days, at which time all 
sectors in the system had already attained a steady 
state. The day-to-day evolution of average travel 
time over the period of the experiment is shown in 
Figure 3. It can be seen that the system's perfor
mance did not change as of Day 21. The steady-state 
values were actually attained on Day 18, exhibiting 
a fluctuation on Day 20 due to a few participants' 
(in Sector 1) unsuccessful attempt to improve their 
outcome, after which they reverted back to their 
steady-state choices (see Figure 4). 

17 21 
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F1GURE 4 Cumulative departure pattern evolution for Sector 1. 

An examination of the day-to-day evolution of the 
cumulative departure time distributions in each 
sector, considered separately, reveals that sectors 
with less travel distance tend to reach their 
steady-state values earlier than more distant sec
tors. This is exemplified by the day-to-day patterns 
for Sectors 1 and 5, respectively the farthest and 
closest, as shown in Figures 4 and 5. It can be seen 
in Figure 5 that all users in Sector 5 maintained 
their departure time choices as of Day 5, whereas 
Figure 4 indicates that the steady-state distr ibu
tion in Sector 1 was completely reached as of Day 
21. This phenomenon is consistent with the conclu
sions suggested by the simulation experiments de
scribed in the previ~us section, 
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F1GURE 5 Cumulative departure pattern evolution for Sector 5. 

The day-to-day variation of the average schedule 
delay of users in each sector is shown in Figure 6. 
It is worth noting that the average schedule delay, 
observed at steady state, increases in magnitude 
with increasing travel distance. In other words, 
commu~.PrR located in di11tant 11ectors have to. toler-
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ate longer schedule delays than those in near sec
tors in order to converge to a steady state. This 
interesting result is consistent with the conclusion 
of che sirnu.lat1on experiments described in the pre
vious section . 

Congestion Evoluti on and Travel Ti me Variability 

The time-dependent pattern of traffic concentration 
in each sector is shown in Figures 7-11 for each of 
the first 5 days (first week), respectively. It can 
be seen that congestion was not severe on Day 1, 
with concentration in most sectors remaining below 
2ko/3 (120 vehicles per lane-mile). A general 
worsening on Days 2 and 3 can be detected, with Sec
tors 3 through 5 and Sectors 7 through 9 manifesting 

Std. 
Cone. 
1.00 
0.67 
0.33 
0 .00 8=10 

F1GURE 7 Time-dependent concentration pattern on Day 1, by 
aector. 
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F1GURE 8 Time-dependent concentration pattern on Day 2, by 
aector. 
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FIGURE 9 Time-dependent concentration pattern on Day 3, by 
aector. 
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F1GURE 10 l'ime-dependent concentration pattern on Day 4, by 
sector. 
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F1GURE 11 Time-dependent concentration pattern on Day 5, by 
sector. 

relatively long periods of high concentration. 
Users' responses to these high levels led to a shift 
of the concentration distribution on Day 4 to an 
earlier time relative to Day 3 in all sectors, the 
overall pattern on Day 4 is quite similar to that of 
Day 2. Conversely, the temporal distributions of the 
concentration in all sectors moved forward on Day 5, 
resulting in a pattern that is similar to that of 
Day 3, except that the magnitude of the shift was 
less drastic on Day 5 than on Day 3. In other words, 
the range of the day-to-day fluctuation of con
centration appeared to be narrowing until steady 
state was reached. This phenomenon can be attributed 
to the effect of commuters' previous experience with 
their departure time choices. Detailed discussion 
regarding commuters' departure time choice behavior 
and its interaction with congestion variation is 
outside the scope of the present paper and can be 
found elsewhere (10,14). 

The steady-stati""" time-dependent concentration 
pattern in each sector is shown in Figure 12, which 
reveals the high cqngestion periods for each sector. 
In addition, a typical example of the day-to-day 
evolution of the time-dependent concentration is 
shown in Figure 13 for Sector 3. 

Table 8 gives a further summary of congestion 
patterns, of concern are both the occurrence of high 
concentration periods and their duration. Opera
tionally, and somewhat arbitrarily, high congestion 
in a given sector was defined as the occurrence of 3 
or more minutes within which concentration was con
tinuously greater than or equal to 2ko/3. The dura
tion of periods in which this criterion held, in each 
sector, is given on a daily basis in Table 8. Appar
ently, Sectors 3 through 5 experience the longest 
high congestion periods at steady state as well as 
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F1GURE 12 Time-dependent concentration pattern at 
steady state, by sector. 
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throughout the duration of the experiment. This con
gestion, with a time lag, spreads to downstream 
sectors, which experience shorter congestion periods 
overall. 

The record of travel time fluctuation for dif
ferent departure times in each sector is one of the 
principal results of the MPSM. The steady-state pat
tern of travel time versus departure time [Figure 14 
(d)J exhibits clear peaking characteristics with 
more distant sectors experiencing higher peaks than 
closer sectors. The peaking phenomenon, initially 
not very pronounced on Day 1 [Figure 14(a)J, becomes 
more distinct as the system evolves, as illustrated 
by the patterns for Days 1, 6, and 11, and at steady 
state [Figure 14 (a) , (b) , (c) , and (d) , respec
tively). 

The extent of the sensitivity of travel time to 
the choice of departure time can also be seen from 
these patterns. For instance, if a commuter were to 
depart (at steady state) from Sector 1 at 7:10 a.m. 
instead of 7:05 a.m., he would experience as much as 
a JO- min increase in travel time. Similar situa
tions also exist in other sectors, although sensi
tivity to departure time choice is somewhat less 
drastic in closer sectors. 

TABLE 8 High Congestion Duration in Each Sector• (min) 

Sector 

Day 2 3 4 5 6 7 8 9 

I 0 0 0 22 23 8 0 4 0 
2 0 0 14 23 23 II 7 0 0 
3 0 0 21 20 24 13 17 7 4 
4 0 10 15 17 18 II 3 3 0 
5 0 0 16 15 9 21 15 8 4 
6 0 13 16 16 22 7 7 7 4 
7 0 19 21 20 26 7 17 10 6 
8 0 0 20 25 21 3 0 0 0 
9 0 21 25 26 24 6 4 5 0 

10 0 0 19 13 12 3 6 0 0 
II 0 14 27 27 27 22 20 0 0 
12 0 13 16 17 15 17 4 0 0 
13 0 14 17 20 19 11 8 3 0 
14 0 12 8 14 13 16 7 3 0 
15 0 II 25 25 28 7 4 6 4 
16 0 0 14 22 24 16 7 s 0 
17 0 7 8 19 15 10 7 8 4 
18 0 5 22 17 17 16 10 7 5 
19 0 4 22 17 17 8 7 10 s 
20 0 13 19 18 14 8 15 7 3 
21b 0 4 22 17 17 8 7 10 s 
3 High congestion is defined as the occurrence of k > 2ko/3 for more than 3 min. 
bDays 22-'2-4 are identical to Day 21. 
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F1GURE 13 Evolution of time-dependent concentration pattern, Sector 3. 
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FIGURE 14 continued. 

CONCLUSION 

A special-purpose macroscopic model for the simula
tion of highway corridor traffic has been presented. 
The model was developed in conjunction with studies 
of the dynamics of peak-period traffic congestion in 
commuting systems and the interrelation between user 
decisions and congestion formation and dissipation. 
The model moves vehicles in small bunches or macro
particles using local speeds defined by the speed
concentration relation resulting in high computa
tional efficiency, which is essential for the type 
of application for which the model is intended. 

The details of merging and passing maneuvers are 
not captured by the simulation. However, the simu-

lated system's behavior has been found adequate to 
pursue the investigation of peak-period congestion 
dynamics. Two such applications of the model have 
been presented: In the first, users' daily departure 
time decisions were simulated by the model using a 
set of specified dynamic decision rules. In the 
other application, a number of real commuters par
ticipated in a novel interactive experiment in which 
Lhe traffic simulation model was used to determine 
each participant's arrival time, given all par
ticipants' departure time decisions for that day. 

To further support this investigation of the 
dynamics of peak-period congestion, the following 
extensions and modifications of the MPSM are under 
way: (a) inclusion of more than one route, whereby 
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users can select both their departure time and their 
routei (b) better representation of traffic control 
devices, particularly at the entry points, to en
hance the model's capability to evaluate traffic
based congestion relief measures, and (c) incorpora
tion of the commuter's search for a parking space at 
the work destination, which is of particular rele
vance for downtown-oriented commuting in many large 
cities. 
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APPENDIX: EQUATIONS FOR USER-DECISIONS SUBROUTINE 

Two basic equations govern the dynamics of user de
parture time decis i ons in the commuting corridor. 
The first equation simply determines acceptability 
of a given departure time on the basis of its out
come. Let Di t and ATj t denote user j's depar
ture time ana' the resulting actual arrival t i me at 
work, respectively, on day t. The mechanism for the 
acceptability of this outcome used in the simulation 
experiments, and based on the notation of indif
ference band, states that 

6j t • 11 , 0 otherwise 

where 6· t is a binary variable that takes the 
value 1 J{f the actual arrival time on day t is ac-
ceptable t o user j and O othe rwise , OATj is the 
desired ar riva l time of user j, and IB · i s the 
indifference band, o r tole r able schedule tle-1ay , of 
user 1. Note that different indifference bands could 
be specified for earliness as opposed to lateness 
(10)1 however, this distinction was not made in the 
experiments reported in this paper, for the sake of 
simplicity. Furthermore, IBj could be specified as 
varying from day to day, though it was treated as 
constant, for a given individual in these experi
ments, for lack of a clear explanatory mechanism for 
this daily variation. This aspect is the subject of 
onqoing research by the authors. 

The second equation governing user behavior is 
the depar ture time read j ustment whereby Dj , t+l is 
deter mi ned given t hat 61 t • 1. Two al t ernat ive 
rules wer e desc ribed !.'l th~ third sect i on: a myopic 
rule and a learning-based rule. In both cases, the 
commuter c an be viewed as setting Dj, t+l by sub
t racting his a nticipated travel time ATTi , t +l• on 
day t+l, from hi s des ired arrival t i me , as f ollows: 

Dj,t+l = DATj - ATTj,t+l 

The myopic and learning rules differ in how ATTj t+l 
is obtained given user j's prior experience. ' 

Rule 1: Myopi c Adjustmen t 

e 
ATTj,t+l = TTj,t + ayj,t(ATj,t - DATj) 
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where 

actual trip time experienced by user j 
on day t; 
a binary variable equal to -1 if 

(ATj t - DATj) < O (i.e., user j is 
early on day t) and O otherwise; 
a binary variable equal to -1 if 

(ATj,t - DATjl > 0 (i.e., user j is 
late on day t) and O otherwise, and 

a,b = two parameters in the interval (O,l], 

where, wi, i = t 0 , ••• ,t denotes a set of non-negative 
weights attached to each day, starting with the ini
tial day t 0 • It is expected that users attach 
greater weight to more recent days than to earlier 
ones, Therefore, the following special form of the 
equation was used in the experiments: 

ATTj,t+l = [(1 - Wt)/(t - toll ( 1 TTj,i) + Wt TTj,t 
i=t0 

The values a= 0.5, b = O were used in the ex
periments described in the third section of this 
paper. Sensitivity analysis with respect to these 
parameters as well as an in depth discussion of the 
embedded behavioral assumptions can be found else
where (l.Q.) • 

where O < wt .S. 1. Thus all days before the last one 
are given a total weight of (1 - wt>, equally al
located among all prior days; the last day is given 
a weight Wt· In the experiments repo~ted in the third 
section of this paper, a value of 0.5 was used for 
Wt, The effect of the value of this parameter on 
system behavior does not, however, affect the general 
conclusions of the third section, as shown elsewhere 
(10). 

Rule 2 : Lea rning-Based Adjustment 

Here ATTj ,t+l is a function of all prior experi
ence with the sys t em, as follows: 

t 
ATTj, t+l = L Wt (TTj, tl 

i= t
0 
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Creation of Data Sets To Study Microscopic 
Traffic Flow in Freeway Bottleneck Sections 
STEVEN A. SM ITH and MA RK E. RO SKIN 

ABSTRACT 

The methodologies employed in an FHWA research study entitled "Freeway Data 
Collection for Studying Vehicle Interactions" are described. The purpose of 
this study was to develop a series of data sets on microscopic vehicular traf
fic flow for selected types of freeway sections. The methodology used to de
velop these data sets involved digitizing vehicle positions from time-lapse 
aerial photographs of a series of freeway sites with various geometric con
figurations. Six types of freeway geometry were of interest: ramp merges, weav
ing sections, upgrade sections, reduced-width sections, lane drops, and hori
zontal curves. The aerial photography involved the use of a full-frame 35-nun 
motion picture camera operating in time-lapse mode mounted in a fixed-wing, 
short-takeoff-and-landing (STOL) aircraft. The sites were filmed at one frane 
per second with the aircraft flying clockwise at a slow speed around each site 
at altitudes ranging between 2,500 and 4,500 ft. Data were reduced to 1 hour of 
film (3,600 frames) of each site, Sites ranged between 1,200 and 3,200 ft in 
length. The data reduction method involved a microcomputer-based digitizing 
system. The most important components of the system were the mathematical tech
niques for computing vehicle position and the method of vehicle matching, which 
yielded complete vehicle trajectories for all vehicles passing through the sec
tions studied. The data sets are expected to be useful both for empirical re
search on freeway traffic flow and for the validation of freeway simulation 
models. The data sets are being made available to those conducting research in 
these areas. 
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The methodologies used in an FHWA research study en
titled "Freeway Data Collection for Studying Vehicle 
Interactions" (Contract DTFH61-B2-C-00001) are de
scribed. The pux:-pose or this study was C.o develop a 
series of data sets on microscopic vehicular traffic 
flow for selected types of freeway sections. The 
methodology used to develop these data sets involved 
digitizing vehicle positions from time-lapse aerial 
photographs of a series of freeway sites with various 
geometric configurations. Six types of freeway geom
etry were of interest: 

• Ramp merges, 
• Weaving sections, 
• Upgrade sections, 

Reduced-width sections, 
Lane drops, and 
Horizontal curves. 

There were several reasons for selecting these 
types of sections for analysis. These types of geo
metric configurations are the most frequent causes 
of bottlenecks or recurrent congestion points on 
freeways, and therefore a study of these types of 
sections is likely to provide ·the greatest benefit 
to overall freeway operations. In addition, these 
types of sections represent some of the more dif
ficult situations for which to accurately simulate 
freeway traffic flow in mathematical models. Data on 
microscopic vehicle movements through such sections 
are expected to be useful in enhancing freeway simu
lation models as well as in direct empirical re
search. 

The objective of the study was to develop data 
sets that could be used in the study of traffic flow 
in these sections. No actual analysis of the data 
was to be performed in the study. The data sets are 
being made available to other researchers who will 
use the data to study particular aspects of traffic 
flow that are of interest to them. Information on 
how to request a copy of a data set is presented 
later in this paper. The following sections discuss 
the operational characteristics of freeway bottle
neck sections and the current need for data on vehi
cle interactions, as developed in this study. 

OVERVIEW OF METHODOLOGY 

The collection of data for studying microscopic 
traffic flow in freeway bottleneck sections implies 
the need for detailed data on vehicle trajectories. 
'!'his is t.hP most. r'liffic11lt. t.ypP of t.rnffic data tn 
obtain because the position of all vehicles must be 
known for short time increments (1 to 3 sec) and 
vehicles must be completely traced through the sec
tion. 

There are two basic approaches to developing de
tailed vehicle trajectory information. The first 
approach involves the placement of closely spaced 
pairs of axle detectors on the roadway. The detec
tors are used to recorn the exact time of each axle 
crossing. This enables the identification of vehi
cles by axle character is tics and the matching of 
these characteristics from one detector to the next, 
thus tracing the vehicles through the section. De
vices such as FHWA's Traffic Evaluator System (TES) 
have been used to develop vehicle trajectories using 
this method. However, the number of detectors re
quired to track vehicles through a section in short 
time increments is not practical for the lengths of 
sections required in this study, In addition, the 
TES software has not been designed for vehicle 
matching under congested flow conditions. 
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The second approach to developing vehicle trajec
tory data involves the photographic tracing of vehi
cles. In this approach vehicles are tracked through 
the section of interest and their positions recorded 
at discrete points in time. This approach has been 
attempted in the past with varying degrees of suc
cess. One of the methods used for matching vehicles 
in these photographic methods has been to record the 
position of vehicles at short time increments (e.g., 
1 sec) and to match vehicles from one frame to the 
next using a computer algorithm based on the posi
tion of vehicles and on known speed and lane-chang
i ng behavior. Th i11 method wa11 u 11ed in a e tudy by 
UCLA and System Development Corporation (1) to re
duce vehicle trajectory data from aerial 70-mrn 
films. Data were collected at three sites, and the 
data were reduced by the transformation of vehicle 
positions into digitized form. However, numerous 
problems were encountered in the vehicle matching 
algorithm, and an evaluation of the UCLA/SOC experi
ence by Raudseps (ll was not terribly optimistic 
about this approach. This technique was also used in 
a study by Garner and Mountain in the United Kingdom 
Cll, but an approximate 85 percent matching rate was 
reportedly all that could be achieved. 

The data collection and reduction method adopted 
for this study involved an aerial photographic 
approach in conjunction with a microcomputer-based 
digitizing system. The key to the success of the 
system was the method of vehicle matching, which 
yielded complete vehicle trajectories for all vehi
cles passing through the sections studied. The 
matching method involved the digitizing of all vehi
cles within defined section limits on each succes
sive frame of film, relying on the operators' abil
ity to match vehicles on the basis of four key 
characteristics: 

• Order of vehicles in the previous frame, 
• Color of vehicle, 
• Type of vehicle, and 
• Lane vehicle was in in the previous frame. 

The operator was assisted in the matching process by 
error checks built into the computer software. The 
operator matching approach (with computer assist) is 
superior to the computer matching approach because 
the operator-computer interaction allows many poten
tial errors to be caught before entry of data into 
the working data files. 

Some researchers have suggested that a fully 
automated system might be employed using the image 
recognition capabilities of video-recording methods. 
Although this method is conceptually attractive, 
both eliminating the need for operator matching and 
potentially accelerating the data reduction process, 
major advances need to be made in video resolution, 
image recognition, aud matching algorithms before 
this technique will be feasible for the lengths of 
freeway sections studied here. It is possible that 
video methods may be developed for applications that 
require considerably larger-scale images. 

The aerial photography involved the use of a 
full-frame 35-mrn motion picture camera operating in 
the time-lapse mode mounted in a fixed-wing, short
takeoff-and-landing (STOL) aircraft. The sites were 
filmed at one frame per second with the aircraft 
flying clockwise at a slow speed around each site at 
altitudes ranging between 2,500 and 4,500 ft. Data 
were reduced to 1 hour of film of each site. Sites 
ranged between 1,200 and 3,200 ft in length. The 
sites included all six of the types of sections dis
cussed previously. The following sections describe 
the filming and data reduction procedures in detail. 
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AERIAL PHOTOGRAPHY 

I nitlal Experiments 

Aerial photography proved to be one of the more dif
ficult aspects of the study, given the stringent 
filming requirements and the budget 1 imitations. A 
pilot study was conducted in which experiments were 
made using various combinations of film formats and 
aircraft until an optimum filming method was 
achieved. Requirements for the filming were as fol
lows: 

• The same section had to be filmed continu
ously at one frame per second for more than 1 hour, 

• The camera angle had to be as nearly vertical 
as practical to maximize the accuracy of measure
ments, and 

• The film format had to be as small as pos
sible for reasons of economy and yet of high enough 
resolution for all vehicles to be distinguished. 

Experimentation with the photography was begun 
with a light plane circling in a tight radius and 
testing both 16-mm and half-frame 35-mm film for
mats. (Note that a half-frame 3 5-mm film frame is 
half the size of a standard 35-mm slide and a full
frame 35-mm film frame is the same size as a 35-mm 
slide.) A camera mount was constructed and affixed 
to the floor of the aircraft enabling the camera to 
be angled toward the ground as the aircraft was 
banked in a continuous circle around the freeway 
section being photographed. In this first experiment 
it was found that the aircraft (a Cessna 206) did 
not provide a stable enough platform and could not 
fly sufficiently slowly to enable the photographer 
to keep the camera continuously on the section. The 
16-mm film format was clearly unacceptable for the 
length of sections studied. The 35-mm half-frame 
format, although considerably better, was still in
sufficient to obtain the resolution required. 

A brief experiment was also conducted using a 
hovering helicopter and 35-mm half-frame format. 
This configuration was also found to be impractical. 
Although 1 hour of film could conceivably be ob
tained with this method, ideal conditions of wind 
velocity and direction would be needed at every site 
to avoid overheating of the helicopter engine. These 
highly restrictive requirements and the cost of 
helicopter rental eliminated this method from fur
ther consideration. 

The final experiment involved the use of a Heli 
Porter STOL aircraft and a full-frame 35-mm film 
format. This configuration proved to meet all of the 
filming r equ i r e ments and was therefore adopted for 
use. Enough test film was shot in the fall of 1982 
to allow furthe r development of the data reduction 
p r ocess. Al though 70-mm film was cons i dered in these 
expedme n ts , t he cost of the f ilm a nd o f p roj ection 
equip me nt was subs tan tially h i gher t han for 35-mm 
fi lm , and only 40 mi n o f continuous 70- mm filming 
could be obtained with the a vailable f ilm magaz i ne 
size. 

Filmi ng o f l'' reeway Sec tio·ns 

The actual filming was undertaken in the spring of 
1983 on freeway sections in both the Washington, 
D.C., and the Los Angeles metropolitan areas. A 
Helie-Courier STOL dlr:craft was used along with a 
35-mm full-frame camera and a 1,000-ft film maga
zine. This magazine size enabled two sites to be 
filmed back-to-back in one flight, speeding up the 
filming process and reducing filming costs consider
ably. The camera was a Flight Research Model 207 
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equipped with a high-resolution Nikkor 35-mm focal 
length lens and automatic exposure control. The 
automatic exposure control was an important feature 
because camera angle with respect to the sun was 
continuously changing. The frame number was super
imposed on the film image. The camera was angled out 
the rear right-side door, and the camera operator 
was responsible for keeping the freeway section con
tinuously in view. Figure 1 shows the aircraft and 
Figure 2 shows the camera mounted in the aircraft. 

Filming was done primarily in the evening peak 
period and s ometimes in midafternoon, depending on 
traffic conditions . The characteristics of both the 

FIGURE 1 STOL aircraft. 

FIGURE 2 35-mm camera mounted in aircraft. 
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site itself and the traffic conditions on the site 
were critical. Some of the site requirements in
cluded the following: 

• Traffic levels of service should be in the c 
tc E range, depending en tha type of site. Fvr most 
sites an effort was made to include the transition 
period from uncongested flow to congested flow. 

• There must be no condition downstream of the 
site that influences congestion within the site. In 
other words, there can be no backup from a down
stream location into the site area. 

• There should be few or no bridge structures 
passing over the site, and those that are present 
shuuld not be so wide as to obscure vehicles from 
view in the films. 

• For best film resolution, the site should 
generally be no longer than 3,000 ft. The average 
site was approximately 1,800 ft long. 

• The peak traffic time to be filmed must occur 
when light conditions are favorable for filming. 
Image quality significantly deteriorates with low 
sun angles. 

• Suitable locations must exist for establish
ing and placing control points. 

• The site should not be so incident prone that 
obtaining satisfactory film footage of incident-free 
traffic flow is unlikely. 

No sites were filmed in the morning peak period 
because of low sun angles that existed at the times 
the filming would have had to be begun. Other than 
this, the traffic flow requirement was the most dif
ficult criterion to satisfy in the site selection 
process. 

A total of 18 sites was filmed, 8 in Washington 
and 10 in Los Angeles. The following numbers of 
sites were obtained: 

• Weaving sections (7 sites, not all under the 
preferred traffic conditions): 

• Ramp merges (3 sites): 
• Reduced-width sections (2 sites): 
• Upgrades (2 sites): 
• Horizontal curves (2 sites): and 
• Lane drops (2 sites, not all under the pre

ferred traffic conditions). 

Before filming, a set of targets, which would be 
visible in the film, was set out on the right 

DIGITIZING 
BOARD ~ 

-~-~ DIGITIZING-5 
-........__ ---- KEYPAD ---

PROJECTOR 

FIGURE 3 Schematic of digitizing system components. 
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shoulders of each direction of travel on the freeway 
sections to filmed. The targets consisted of 3- to 
4-ft squares of dayglow orange plastic material with 
nylon mesh and were nailed to the pavement the day 
of or the day before filming. Typically four pairs 
of targets were laid out on each section to be 
filmed. The relative position of the targets was 
established by a ground survey. These positions 
served as control points and were used to establish 
a known ground coordinate system for the data reduc
tion process. 

DATA REDUCTION 

Digitizing 

The data reduction system consisted of a digitizing 
tablet and processor, a microcomputer and terminal, 
a voice synthesizer, and a 35-nun full-frame film
strip projector. The system components are shown in 
Figure 3. A SAGE IV microcomputer with 512K bytes of 
memory and an 18-megabyte hard disk was used, and 
UCSD Pascal was employed as the programming lan
guage. The microcomputer was operated under a multi
user configuration, enabling two digitizing systems 
to be operated simultaneously. 

The digitizing process is controlled by the oper
ator primarily through the digitizer keypad. The 
keypad can be used to generate and transmit to the 
computer the X and Y coordinates of any point on the 
active area of the digitizing surface and to trans
mit numerical codes entered by the operator. Com
puter algorithms are used to transform digitized 
positions on the film to meaningful information on 
vehicle positions. The voice synthesizer is used to 
prompt the operator with audible feedback from the 
computer. 

The key components of the data reduction process 
are the algorithms used to compute vehicle position 
and the method of tracking vehicles through the sec
tion. A two-stage process is used to compute vehicle 
position. First, a photogrammetric technique is used 
to translate the X-Y coordinates digitized from the 
projected film image (which is in a perspective 
view) into the coordinate system of the ground 
established with the control points (plan view). The 
specific technique used is termed nprojective trans
formationn and involves the use of eight simulta
neous equations to compute the coefficients of equa-

DIGITIZING 
PROCESSOR 

VOICE 
SYNTHESIZER 

MICRO
COMPUTER 
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tions that are, in turn, used to compute the X and Y 
coordinates of the ground plane for any digitized 
point on the film. This technique has been well de
scribed in previous publications (3, 4) and the de-
tails need not be repeated here. - -

Figure 4 shows the relationship between the plane 
of the film and the plane of the ground and how the 
digitized position of a vehicle would be translated 
f rom one plane t o another. The p r imary r ule govern
ing the establishment of the contro l po i nts is t hat 
they lie in t he s ame pl ane and t ha t that plane fol
l ow the vert i cal a l i gnment of t he h ighway as c l osely 
as possible. All vehicles or points digi t ized will 
thus t ake on the coordinates of that plane . If 
changes in vertica l alignment occur within a sec
tion, separate p lanes, with separate sets of control 
points, are needed to adequately carry out the 
transformation to ground coordinates. Any points 
digitized that are not in that plane will in troduc e 
a parallax error if the point i s not v i ewed d irectly 
from a bove. This was particular ly impor t ant f or t h i s 
study because all highway sections were photographed 
at an oblique angle. 

Other rules governing the use of control points 
included the need to maintain all of the internal 
angles of the quad r !lateral r easonably c los e to 
r igh t angles and to ma ke all side s of t he quadr !
lat eral of s ufficient length. I t was found t hat the 
width of the highway did not generally provide suf
ficient lateral distance between control points to 
enable stability to be achieved in the film-to
ground coordinate transformation. Therefore, a new 
set of control points was often established on one 
side of the highway using points outside the highway 
right-of-way that were also visible on the film 
(e.g., corners of rooftops) and were roughly within 
the plane of the highway. Other rules were also ap
plied to mi nimize transf ormation e r r o r s . 

The se cond coord i nate transformati on process in
volved translating the coordinate system of the 

Roadway Plane 
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ground i nto the coordinate system of the h ighway. 
The highway coordinate system was established to 
follow the ho r i zontal al i gnment of the highway . The 
longitudinal axis was parallel to the highway cen
terline, coinciding with the right edge of the main 
line, and the lateral axi s was always perpendicular 
to the l ongitud i nal axis . The longitudinal coordi
nates began wi t h zero a t t he upstream end of the 
section and ended at the downstream end of the sec
tion, The lateral coordinates were measured from the 
baseline at the right edge of the main line. The 
positive direction was defined as being to the left 
and the negative direction was to the right, so that 
the positions of any vehicles on an off-ramp or on
ramp took on a nega t ive value. 

The mathematic s used to translate ground coordi
nates to highway coordinates were based on standard 
tr i gonometric equations used in highway des ign. More 
detai ls on the ma t hemat i cs are available in the 
final report (5). Subsections were defined by high
way sections with homogeneous geometry. A number of 
the sections were either entirely tangent or en
tirely curved throughout, whereas others required up 
to three subsections. 

The digitizing process is shown in simplified 
form in Figure 5. The figure shows the basic itera
tions involved but does not show the error checking 
and correction features, the initial creation of the 
geometric p rof ile , a nd other more detailed aspects 
of the process. The d ig itiz i ng of each frame of film 
begins with e ntering the next f r ame to be digiti zed. 
The four control po ints are t hen digitized and , fol
lowing a computer calibration , a f ifth eoint with 
known position is used to c heck the calibra t i on . 

Following a successful calibration, the computer 
recalls the most downstream vehicle digitized in the 
prev ious frame and , through the voice synthesizer, 
promp t s the operator wi th several items o f informa
tion : (a) the color of the vehicle, (b) the vehicle 
type, and (c) the number of the lane in which the 

FIGURE 4 Relationship of points in roadway plane to points in film plane. 
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FIGURE 5 Ove~iew of digitizing process. 
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vehicle was positioned in the previous frame, on the 
basis of this information, the operator finds the 
vehicle matching that description, beginning the 
search at the downstream end of the section. The 
cross hairs of the digitizer's cursor pad are placed 
over the center of the front bumper of the vehicle, 
and the key corresponding to the current lane number 
of that vehicle is depressed, The depression of the 
key on the cursor pad transmits the X-Y coordinates 
of that point on the projected film image and the 
lane number to the computer. A vehicle may have 
changed lanes since th.e last frame, so the lane num
ber may have changed since the previous frame. The 
compul:.ti1 then perrorms the film-to-ground and 
ground-to-highway coordinate transformations and a 
series of checks to screen out possible errors made 
by the operator iparticularly digitizing the wrong 
vehicle) , Provided the computer finds no errors in 
the operator's digitizing of that vehicle, a new 
record is created in the vehicle file. The new rec
ord includes the frame number, a unique identifica
tion for that vehicle, the vehicle's lateral and 
longitudinal position, and other data such as the 
vehicle's color, type, and length. The computer then 
prompts the operator with the next upstream vehicle, 
which the operator then locates in the current 
frame, just as was done with the first vehicle. The 
digitizing proceeds in the upstream direction until 
all of the vehicles that appeared in the previous 
frame are digitized in the current frame. Vehicles 
that are entering the section for the first time are 
then digitized, The vehicle color and type are en
tered along with the lane number, using the digi
tizer's cursor pad, Vehicle length is also obtained 
by digitizing the rear of the vehicle the first time 
it enters the section. 

The accuracy of the longitudinal and lateral 
position is dependent on a multitude of factors. The 
most important control on errors is the placement of 
the control points and the accuracy of the ground 
measurements taken. Ideal conLrol point conflyura
tions are not always possible, As the points being 
digitized become farther from either of the control 
point pairs, the higher the error is likely to be, 
Points digitized close to a control point will be 
subject primarily to errors by the operator in plac
ing the cross hairs of the cursor over the true 
position of the vehicle. These errors are typically 
2 ft or less. Errors arising from control point 
calibration are typically greater in the longitudi
nal dimension than in the lateral dimension because 
the distance from a control point is likely to be 
greater in the longitudinal than in the lateral 
dimension, The overall positional error is estimated 
to be within ±5 ft in the longitudinal direction 
and ±3 ft in the lateral direction. 

The prompting of the operator by the computer is 
done primarily through a general purpose speech 
synthesizer. The color, type, and lane number of the 
next vehicle to digitize are given audibly, enabling 
the operator to continually keep his or her eyes on 
the projected film image instead of having to look 
back and forth between a CRT screen and the digitiz
ing surface, When an error or special situation is 
encountered, a message is sent to. the operator 
through the speech synthesizer to look at the CRT 
screen where additional information is displayed, 
The speech synthesizer not only saves substantial 
amounts of time in the digitizing process but also 
reduces both operator fatigue and the probability of 
error. 

The digitizing rate varied with the quality of 
the film, Sections with asphalt pavement tended to 
be more difficult to digitize because of the greater 
difficulty in seeing dark-colored vehicles on the 
dark pavement. Better contrast was achieved on con-
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crete pavements, especially those that had been 
heavily traveled and had both dark and light tones. 
Digitizing vehicles that had been previously digi
tized could be accomplished at a rate of approxi
mately 5 sec per vehicle. New vehicles just entering 
the section could normally be digitized in 20 sec, 
including color, type, and length information. 
Entering the control points at the beginning of each 
frame could be done in approximately 30 sec. Thus 
the time to digitize one frame would depend pri
marily on the number of vehicles within each frame, 
which, in turn, is dependent on the section length, 
number of lanes, and traffic density. The time to 
digitize one frame of film would ordinarily be be
tween 4 and 12 min, depending on these factors and 
assuming minimal need for error correction. Error 
correction is handled through an error correction 
menu on the CRT screen, which gives the operator the 
options of nlodifying an entry, restarting the frame 
at any point, or deleting an entry, among others. 
The number of errors and the time to correct an 
error are dependent on a number of factors, pri
marily image quality and operator proficiency. 

Format of Data Files 

Figure 6 shows the format of the data file created 
as a result of the digitizing process. The section 
shown is from an upgrade section with five 11-ft 
lanes, filmed in Los Angeles. The distance of each 
vehicle from the beginning of the section is shown 
in field 6, and the lateral position is shown in 
field 7. If vehicles are traveling in the center of 
the lane, the value in field 7 should be approxi-
mately equal to 11 times the lane number minus 5 or 
6 ft (half a lane). Speeds are shown in field 5. 

FIELD NUMBERS 

1 I 2 /3 / 4 / 5 / 6 I 7 18 I 9 

53 125 14 59 234 512' 3 5 
53 121 17 46 199 7 7 
53 126 15 48 146 E, 6 
53 127 18 46 112'6 19 E, i:~ 
53 128 4 19 12' 28 8 I 1 
54 82 I 12 48 1248 E, 3 1 
54 86 I 13 47 12412' "-'-' 6 3 
54 92 18 57 1234 36 4 4 
54 93 15 52 1 !E,5 48 C, 5 
54 94 14 52 115121 3121 2 3 
54 95 4 13 55 1111 49 9 5 
54 91 I 17 45 1074 26 7 3 
54 912' 1 12 46 1055 4 I 1 
54 97 I 1 E, 55 llll35 38 8 4 
54 95 1 20 48 954 27 2 3 
54 98 I 14 52 '346 15 3 2 
54 99 I 15 52 941 48 2 5 
54 101 4 19 52 '300 16 9 2 
54 105 1 15 61 870 36 8 4 
54 100 1 20 52 847 IE. 2 2 
54 103 12 52 846 5 7 
54 112'4 19 55 843 50 2 5 
54 102 18 48 790 26 2 3 
54 106 1 19 55 782 49 7 5 
54 11218 4 c..:. 52 683 26 4 3 
54 111 I 13 59 577 49 2 5 
54 107 1 19 47 E,E,7 16 2 2 
54 110 1 19 50 609 24 4 3 
54 115 1 IE. 59 589 39 2 4 
54 109 13 44 587 IE. 2 2 
54 113 1 1::, 50 54121 28 3 .., 
54 114 4 IE. 52 509 5 9 
54 112 1 15 46 4'32 16 3 2 
5 11 11 E, 17 5ill 41,4 5 4 
54 118 12 55 431 48 7 5 
54 119 16 48 347 4 1 
54 124 16 55 335 36 2 4 
54 125 14 58 319 49 3 5 
54 120 11 48 31E. 27 7 3 
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Records with a zero speed represent vehicles that 
had only been digitized once at this point in the 
file and therefore could not have developed a speed 
history. As indicated, the file is organized by 
frame number with vehicles ordered sequentially from 
the downstream to the upstream end. 

In each film there are approximately 3,600 frames 
to be digitized (1 hr at one frame per second). The 
number of vehicles within the section may range be
tween 25 and 130, depending on the section and traf
fic characteristics, but will typically be in the 50 
to 60 vehicle range. Thus, the average size of a 
data set may be nearly 200,000 records, but certain 
data sets may be half that size and others may be 
twice that size. 

The data files are assembled in stages, beginni~g 
with the individual microcomputer files. The micro
computer files are limited in size so that final 
editing can be accomplished on the microcomputer 
itself. One microcomputer file might consist of be
tween 5 and 30 frames of data. These files are con
catenated in the process , of being telecommunicated 
to a mainframe computer. 

The validity of the data is dependent primarily 
on the validity of the calibration of each frame 
using the control points. Because eight pairs of 
control points were generally available at each 
site, it was possible to use several of the points 
other than the four used in the calibration itself 
to check the calibration. Although no ground-based 
data were collected at the same time as the film 
data, careful calibration of the film frames ensures 
that the data adequately represent traffic flow 
within the general tolerances indicated earlier. 
Because the vehicle positions are not perfectly 
precise, there will be some degree of jerkiness as
sociated with vehicle movements, especially if 

KEY TO FIELD NUMBERS 

1 - FRAME NUMBER 

2 - VEHICLE ID 

3 - VEHICLE TYPE CODE 

4 - VEHICLE LENGTH (FEET) 

5 - SPEED (MPH) 

6 - DISTANCE FROM BEOINNING 
OF SECTION TO FRONT 
OF VEHICLE 

7 - DISTANCE FROM RIGHT 
EDGELINE TO MIDDLE FRONT 
OF VEHICLE 

8 - VEHICLE COLOR CODE 

9 - LANE NUMBER 
(RIGHT LANE= LANE 1) 

FIGURE 6 Sample record format of digitized data file. 
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viewed in the unsmoothed 1-sec increments. The vehi
cle movements could be smoothed, if desired, to 
eliminate some of the jerkiness of movement. Study
ing movements over time increments longer than 1 sec 
will nronnrt.inn;:itf:lllv r4=1~11~,:11 t-hi !Cl ,::a,ff!,::.rt- :=ic:::i wa11. 

Availabil ity of Data Sets 

Each data set is available on 9-track magnetic tape 
from the FHWA Office of Research, HSR-20, Turner
Fai rbank Highway Research Center, 6300 Georgetown 
Pike, McLean, Virginia 22101. Fourteen data sets 
were reduced in the study, inoluding eix weaving 
sites, three ramp merges, two grades, one curve, one 
lane drop, and one reduced-width section. In addition 
to the vehicle data file, each magnetic tape contains 
a file of geometric data for the section, coded in 
accordance with the conventions used in the INTRAS 
freeway simulation model. More information on the 
data sets is available elsewhere (2,). 
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