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Queens Subway Options Study Station Access Forecasts 
CARTER W. BROWN and XIMENA de la BARRA Mac DONALD 

ABSTRACT 

In 1968, New York's Metropolitan Transportation Authority (MTA) embarked on a 
large subway expansion program. Two projects were started and are nearly 
finished in the program affecting the fast growing Borough of Queens: a new 
East River tunnel from 63rd Street, Manhattan: and a new subway on Archer Ave­
nue in eastern Queens. Escalating costs and fiscal crises halted further work. 
These two unconnected sections, which are intended to relieve overcrowded con­
ditions, will provide no relief unless linked in some way. The Queens Subway 
Options Study (QSOS) evaluated five alternative courses of action. Key evalua­
tion er iter ia included the degree of overcrowding relief to existing Queens 
lines, and the extent to which committed capital investment is utilized. This 
paper contains a description of an evaluation methodology developed for this 
study that combines computer-based Urban Transportation Planning System (UTPS) 
network assignment techniques, 1980 Census socioeconomic tract data, and de­
tailed land-use information, especially as they relate to the area of influence 
of proposed heavy rail transit stations. The potential for proposed stations to 
attract riders from overburdened existing facilities demands realistic assess­
ment of trip origins and destinations, station access modes, and ridership. The 
specific travel demand characteristics for each station are needed to: (a) 
evaluate the options, (b) dimension the frequency of service provided on af­
fected rail and feeder bus lines, and (c) evaluate the environmental costs of 
introducing a new service into developed urban environment having a complex 
existing public transportation network. Characteristics of travel behavior and 
land use within station tributary areas provided by this methodology can be 
used to prepare functional designs to accommodate transfer demands that mini­
mize negative impacts and enhance development opportunities. 

The 230-mi New York City subway links three of New 
York City's outer boroughs and that portion of Man­
hattan north of 60th Street to the Manhattan Central 
Business District, a 9-mi2 district containing 
approximately 2 million jobs. Housing and population 
growth in the Borough of Queens, the last of the 
outer boroughs to develop, has outpaced subway fa­
cilities that had been completed by 1955. As a re­
sult, subway lines that link Queens and Manhattan 
are among the most heavily used and overcrowded 
heavy rail transit facilities in the United States. 
The 53rd Street Tunnel, the East River crossing with 
the highest weekday use, regularly carries more than 
55,000 passengers during the morning peak hour on 
one inbound track. 

In response to the need to alleviate this conges­
tion, an ambitious construction program was initiated 
in the mid-l960s. The heart of this plan was a new 
East River Tunnel between Manhattan and Queens con­
necting with new and existing subway lines in both 
boroughs. Although it was eventually recognized that 
the entire plan could not be carried out in the near 
future because of cost escalation and New York's 
fiscal problems, construction of the 63rd Street 
Tunnel together with connections to two existing 
Manhattan lines had already begun, and is nearing 
completion. In Queens, however, the tunnel has not 
yet been linked to any existing lines, and instead 
terminates at an isolated station at 21st Street 
shortly after crossing the East River. In addition, 
a small segment of one of the other planned new 
lines, the Archer Avenue Subway and its connections 
to two existing Queens subway lines in eastern 
Queens, is also virtually complete, but not yet in 
use. The New York City Transit Authority (NYCTA), a 
constituent agency of the Metropolitan Transporta-

tion Authority (MTA), constructed these lines and 
also operates New York City's Subway System. 

The New York MTA assembled a study team to carry 
out the Queens Subway Options Study (QSOS). The team 
consisted of members of the MTA Planning Department, 
including systems analysis personnel and staff urban 
planning consultants, as well as selected outside 
consultants. In order to select a preferred improve­
ment option that would effectively utilize the fa­
cilities currently under construction and relieve 
overcrowded conditions that now prevail in the Queens 
corridor, the following five options were evaluated: 

1. No additional construction 
2. Queens bypass express 
3. Queens Boulevard line local connection 
4. Subway/Long Island Rail Road (LIRR)--Montauk 

transfer 
5. Montauk-Archer Avenue subway connection 

Under the first option, only the work now nearing 
completion would be finished and placed in opera­
tion, and no further construction would be under­
taken. This option requires no further capital ex­
penditures, and no new stations are involved except 
for opening the six under construction. However, 
extensive feeder bus changes are proposed to several 
of the new stations. 

The second option represents the original 1968 
proposal that was deferred when costs escalated and 
New York City's fiscal crisis hit. Although found to 
be the most costly option, it provides the greatest 
improvements in service. Two new stations and one 
rebuilt station are involved. 

The third option is a short link from the end of 
present construction to a connection with the nearby 
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local tracks of the overcrowded four-track Queens 
Boulevard Subway line. After making certain service 
adjustments, the local tracks have capacity avail­
able to utilize the new 63rd Street Tunnel to ap­
proximately one-half of its capacity, thus affording 
a meaningful degree of relief. This is the least 
costly of the "build" options. Although no new sta­
tions would be built, a new subway-subway transfer 
connection between two nearby stations is needed to 
restore a link disrupted by the service adjustments. 

The final two options make use of the lightly 
used, mostly freight Montauk Branch of the LIRR. 
Under the fourth option, the LIRR, an MTA-owned 
facility, would operate service from Southeast Queens 
to a new under-over transfer station to be built in 
western Queens where passengers would change to 63rd 
Street subway trains to complete their journey to 
Manhattan. In addition to this new suburban rail­
subway transfer station, six existing LIRR stations 
would also be upgraded. Feeder bus service would be 
enhanced, and some intermodal bus transfer facilities 
provided. 

Under the last option, subway trains would oper­
ate directly over the tracks of part of the LIRR 
Montauk branch to a connection with the nearly com­
pleted Archer Avenue Subway. Three new stations 
would be built and one existing LIRR station would 
be upgraded, and feeder bus service would be en­
hanced. One of the new stations, Fresh Pond, is the 
example discussed in this paper. The five options 
are shown in Figure 1. 

With the exception of the first option, each 
option assumes construction of new lines that would 
permit the integration of the new tunnel with exist­
ing Queens subway lines. The QSOS was structured to 
adhere to UMTA Alternatives Analysis and Draft En­
vironmental Impact Statement (AA/DEIS) procedures in 
order to meet federal requirements. Because the 
options involve new subway services and stations 
that will be integrated into a complex existing 
system, the study objectives are broader than would 
be the case for a single line, new start system. 

One of the most important system-wide study ob­
jectives was the need to forecast the passenger 
volumes that use each East River crossing. This was 
critical to the study because the utilization of the 
new 63rd Street Tunnel and the relative change in 
overcrowding of the parallel crossings were important 
criteria in option evaluation. The nature of subway 
service in Queens is such that the choice of Man­
hattan entry point is a rather complex issue. Each 
line ties into a unique service area in Manhattan, 
but the rider is generally provided with a choice of 
routes before leaving Queens. This choice is pro­
vided by either the use of multiple routes serving 
the same station (flexing), or by the provision of 
relatively convenient free transfers. The new rout­
ings assumed for the various options increased the 
range of choice to include the new 63rd Str eet Tun­
nel. Consequently, the study team had to forecast 
paths based on extensive origin and destination data 
and a complex route structure. 

The other major, system level concern that in­
fluenced station use analysis is the complexity of 
the extensive bi-modal subway and feeder bus system 
that is already in place in Queens. Each new station 
or revised bus route will draw riders from stations 
or r o ut es that are currently in use. Normally, a new 
transit line draws trips from the automobile mode, 
so the former path of the diverted trip is not a 
matter of concern. However, in many parts of Queens, 
transit is by far the dominant mode for Manhattan­
bound work trips. (In some places, the share exceeds 
80 percent of total travel.) Consequently, trips 
using the new stations are generally diverted from 
another station and line. Because this shift, if it 
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results in a reduction in crowding, is desired, the 
study team had to closely account for every trip to 
measure system loading for each option. 

In addition, the complexity of the transit system 
coupled with the rather dense development in many 
parts of Queens increases the importance of local 
neighborhood character is tics. In cases where sta­
tions are close together, a physical barrier or an 
unattractive land use might have a more important 
influence on station choice than simple walking 
distance. In other instances, two bus routes passing 
within blocks of each other might serve two totally 
different subway lines. 

These factors determined the choice of an evalua­
tion methodology that combined both system-wide 
analysis and detailed station-area analysis. The 
main outputs expected from it are as follows: 

1. Year-2000 peak-hour forecasts of subway sys­
tem use reflecting shifts in station and route load­
ing that will result from proposed new stations, 

2. Ridership estimates for each proposed station 
by mode of access, and 

3. Identification of bus and pedestrian flow 
characteristics . 

System volumes and station ridership forecasts 
contribute to a justification of the choice of an 
option and delineate the volume and frequency of 
service that has to be provided in the future subway 
line and the feeder bus system. The volume of each 
access mode has a strong influence on station design 
with regard to modal interchange facilities and 
access and f~re collection location= The th ree n1_1t­
puts combined contribute to determining the extent 
of the physical and social impact of the location o f 
a station in each particular neighborhood. 

EVALUATION APPROACH 

In order to meet the specific requirements stated 
previously, the study team developed an analysis 
approach that combined computer-based UTPS network 
assignment techniques with a more fine-grained, 
detailed analysis of each station area's physical, 
land use, population, and travel behavior charac­
teristics. The key to this approach was the juxta­
position of census tracts and UTPS zones. In this 
way, the census tracts could be used as the basic 
analysis unit for detailed analysis while maintain­
ing controls for system level network assignments 
based on UTPS zones. Thus, more detailed information 
was included in the analysis without increasing the 
complexity of network coding and data processing. At 
the same time, the battery of planning and analysis 
programs available in UTPS could be used for system 
analysis and corridor-wide summaries. 

Census tracts were chosen as the minimum physical 
unit for this analysis, although site level land use 
information was used when the distribution of hous­
ing within the tract was important. oocioeconomic 
and travel information data at tract level were 
available from the 1980 Census. 

The basic information that was utilized is as 
follows: 

1. 1980 Census data at tract level 
a . Subway work trips to Manhattan 
b. Income levels 

2. New York City Department of City Planning 
1981 Land Use Maps 

a. Residential locations 
b. Housing typology 
c. Physical barriers to pedestrians 
d. Street patterns 
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3 . UTPS Trip Tables and Networks 
4. NYCTA City Wide Origin and Destination Survey 
5. Existing subway, bus and commuter rail sched­

ules 
6. Walking reconnaissance of the community 

The City Planning Land Use Maps were adopted as a 
working base and all basic information was added to 
these maps. Census Tract boundaries and the UTPS 
gr id were super imposed on the land use information. 
Existing and proposed station locations were plotted. 
Physical barrier s t o pedes trians wer e established. 
The location of trip origin location and trip den­
sities were also plotted at the tract level. Public 
transportation routes for all modes available in the 
area were mapped on the same base. Finally, a walk­
ing reconnaissance of the community confirmed the 
up-to-date validity of the information and, in some 
cases, identified relevant new intormation. In this 
way, all basic information was visually correlated. 

The analysis at the tract level is flexible and 
allows several simultaneous station options for each 
tract, even if stations may be located outside the 
tract. Furthermore, it is possible to assume that 
the tract is served by several modes of access. The 
share of walk access is related to the distance and 
accessibility to the station and the share of bus­
drive access of the remaining trips is related to 
the future bus service availability within the tract. 

Station Area Evaluation 

In order to explain the station area evaluation 
methodology in detail, a specific case has been 
selected from the study area. A typical application 
is shown for UTPS Zone 344 for the Montauk-Archer 
Avenue Subway Connection Option within the Fresh 
Pond station area of influence. This zone constitutes 
a good example because it is located in an area 
currently being served by several existing subway 
stations and bus lines. Zone 344 contains the origins 
of most of the walking trips to the proposed Fresh 
Pond station. In addition, the Fresh Pond station 
can be expected to have the largest volume of walk­
ing trips within the Montauk-Archer Avenue Subway 
Connection Option, as well a s the largest volume of 
bus-automobile trips from within its area. Some 
bus-automobile trips will also come from distant 
zones. 

UTPS Zone 344 is illustrated in Figure 2 showing 
its relation to the Fresh Pond station and other 
existing stations, and to the physical barriers that 
impede pedestrian flow. Figure 3 shows the census 
tracts that are totally or partially within the zone. 

The method that determines passenger volumes and 
mode of access to intermodal transfer facilities 
includes the following four phases: 

• Allocation of census tract information to 
UTPS zones; 

• Walking access determination; 
Mode allocation of nonwalk trips; and 

• Year-2000 peak-hour volume projection by mode 
of access. 

Allocation of Census Tract Information to 
UTPS Zones 

In order to link the detailed census analysis with 
the UTPS network assignment analysis, each census 
tract segment was allocated to a specific UTPS zone. 
There are 17 tracts or tract segments in UTPS Zone 
344. Some of them lie within two or more adjacent 
UTPS zones. 

• proposed station 

• existing Myrtle /l.ve subway line Stations 

[] high density residential-trip origin-area 

D low density residential-trip origin-area 

~ physical barriers to accessibility 

FIGURE 2 Fresh Pond station-tributary area and physical 
barriers. 

e existing Myrtle Ave subway line Stations 

• proposed stations 

FIGURE 3 Fresh Pond station-UTPS zones and census tracts. 
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The data sources cited previously indicate that 
residential areas were generators of these trips. 
The land use analysis provided a good notion of 
densities related to housing typology. City Planninq 
1981 Land Use Maps indicated the following residen­
tial uses: one-family detached, one-family attached, 
two-family, walk-up multiple, and elevator multiple. 
With this information, the distribution of population 
within a tract could be determined. Therefore, tract 
allocation to UTPS zone could be conducted by con­
sidering actual resident population distribution 
rather than in proportion to surface area, which 
would have been a less accurate approach. 

Walking Access Determination 

1980 census tract subway trips to Manhattan were 
allocated by mode of access to the stations. The 
first mode to be allocated was the walking mode. For 
each census tract, real average walking distances to 
the station were determined. Trip origin distribu­
tion was not considered homogeneous within each 
tract, but was related to the actual residential 
distribution within it. Rather than using airline 
distances, walking distances were measured over the 
land use map that shows residential location, exist­
ing street network, and physical barriers. rt was 
assumed that the probability that people will walk 
to the stations following optimal walking paths is a 
function of walking distances. A probi t model de­
scribing this relationship was developed for the 
QSOS study (see Figure 4). The Citywide Origin and 
Destination Survey prepared by the NYCTA, was the 
primary source of data used to establish this proba­
bility. Only zones in Queens with characteristics 
similar to the study area were considered in devel­
oping this probability curve. 
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FIGURE 4 Probit walk access model. 

If a tract had more than one station option on 
subway lines having similar destinations, it was 
assumed that the choice would be the nearest station. 
When several subway lines with different destinations 
were competing with the future stations, trip as­
signments by tract were made according to destina­
tion and time saving. In the Fresh Pond station 
example, the new station would compete with the 
existing Myrtle Avenue (M) and Canarsie (LL) lines, 
which are within walking distance from some tracts, 
and with more distant Queens Boulevard line and 
Flushing line stations reachable by feeder bus. 
Based on UTPS network and trip table values, it was 
determined that 25 percent of the trips would use 
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the Myrtle and Canarsie lines to reach Wall Street 
areas while 75 percent of the trips had midtown 
destinations and would use the new station. 

Allocation of Nonwalk Trips 

Riders who would not be expected to walk to the 
stations according to the walk probi t predfotion 
because their origin was too distant from the sta­
tion were assumed to use a bus or automobile to 
reach the station. Bus route information was com­
bined with census tract subdivision and residential 
distribution in the allocation of trips to a spe­
cific bus route and station destination. The possi­
bility of extending existing bus routes or slightly 
modifying them to cover more demand was also con­
sidered. Additionally, bus-automobile estimates were 
augmented with UTPS trips that had their origin in 
zones that were distant from the stations, and that 
the detailed method now described could not account 
for. The bus-automobile mode split for nonwalk trips 
in tracts with available bus service was made ac­
cording to a model that relates the probability of 
automobile usage to the number of peak-hour buses 
serving each station. Because bus routes in the 
study area generally use the higher level arterial 
streets (freeways are extremely congested), it was 
assumed that automobile trips would choose the same 
station as bus trips. In this way, every 1980 subway 
work trip to Manhattan was assigned a specific sta­
tion origin, a mode of access to the station, and, 
in the case of feeder bus, a specific bus line. 

Year-2000 Peak-Hour Volume Estimation by 
Mode of Access 

The initial allocation of trips by mode to each 
station was done by using tract data from the 1980 
census. However, resident-based work trips could not 
be used for subway-system volume estimates because 
other trip purposes were not accounted for and no 
indication of time of day is included. For system 
analysis, the UTPS trip table and network were cali­
brated for the morning inbound 8:00 to 9:00 a.m. 
peak hour. The peak hour was used because this time 
period corresponds to the time of day when Queens 
subway riders are currently subject to extreme over­
crowding. To reconcile the census work trips with 
peak period inbound travel, a peak adjustment factor 
was developed for each UTPS zone. This factor is 
given in Table 1 for the Zone 344 example. The 0.519 
factor is typical of Queens where the dominant sub­
way trip purpose is Manhattan-bound work travel. 
These peak factors were reviewed for each zone. 
Adjustments were made to the 1980 UTPS trip table 
where the factor fell outside of the expected range 
of variation. 

Future travel for the QSOS was forecast for the 
morning peak hour in the inbound direction for the 
year 2000. First, the 1980 trip table was calibrated 
to reflect 1980 morning peak-hour volumes. Then, by 
utilizing econometric modeling techniques, the 
anticipated increase in peak-hour ridership was 
determined for the year 2000. These models estab­
lished aggregate ridership controls for NYCTA rapid 
transit lines at the East River and western termi­
nals of the LIRR. The forecast ridership was allo­
cated to zones by computing zonal growth factors 
based on study area districts and then applying 
these factors to the 1980 zone-to-zone trip table. 
The output of this step was a detailed inventory of 
year-2000 travel in the study area at the zonal 
level. 
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TABLE 1 Montauk-Archer Avenue Subway Connection (Zone 
344): Manhattan-Bound Workers Using Subway by Station 
Access Mode 

Fresh Pond Station BMT Station 

Census Total Walk 
Tract Trips (%) 

601 193 75 
603 167 75 
599 53 75 
535 19 40 
595 252 70 
525 84 71 
539 224 29 
593 465 75 
613 497 75 
587 439 75 
589 559 60 
591 346 65 
545 123 35 
547 95 35 
549 95 20 
551 245 19 
585 504 60 
583 83 52 

Total 1980 4,443 

1980 PK 2,306 
2000 PK 2,417 

Note: PK= peak. 

Walk 
Trips 

145 
125 
40 

8 
176 
60 
65 

349 
373 
329 
335 
225 

43 
33 
!9 
47 

336 
43 

2,751 

1,428 
1,497 

Bus 
Trips 

II 
13 
3 

84 
17 

38 
52 
69 
42 
19 

343• 

181 
190 

Walk 
(%) 

25 
25 
25 

25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
25 

~llU.'..lud c;ac bus limn: BSB, ll53, Q38, Q39, Q67 to Fresh Pond station. 
lnclud ~s bus Un ru; B58, Ql\9 to OMT subway lines. 

Walk 
Trips 

48 
42 
35 

63 
21 
56 

116 
124 
110 
140 
87 
31 
24 
24 
61 

126 
21 

1,129 

586 
614 

Bus 
Trips 

103 

49 

63 

215b 

110 
115 

As with the peak factor, a future factor was 
developed for each zone. This factor was applied at 
the tract level so that year-2000 trips could be 
summarized to UTPS zone and to station of interest. 
It was then possible for the team to allocate year-
2000 peak-hour values by census tract for each mode 
of access. Tract level forecasts were first aggre­
gated at zone level for the purpose of corridor 
evaluation and final adjustments. Later, they were 
aggregated to station influence area for the purpose 
of station design proposals and for the evaluation 
of the physical and social impacts of the station on 
the neighborhood. Knowing the physical location of 
every tract with regard to stations and the existing 
street network, the physica l impact of the demand 
flow for each mode could be clearly visualized. 

Summary of the Zone 344, Fresh Pond Station Example 

Table 1 shows the result of this methodological 
process for Zone 344 and all the census tracts with­
in it, and Figure 5 shows the physical impact of the 
demand on the transfer area. In the case of Fresh 
Pond, the study team found that most of the walking 
trips originated from census tracts in Zone 344. In 
addition, some of the tracts in Zones 343, 345, 357, 
and 358 also generated walking trips to this sta­
t ion. Together, these tracts constitute the Fresh 
Pond tributary area. This area was also found to 
produce walking trips to competing stations on the 
Myrtle Avenue and Canarsie lines. It was estimated 
that the total Fresh Pond tributary area would pro­
duce 1,976 walk trips to Fresh Pond during the year-
2000 peak hour. Most of these walk trips come from 
south and southwest of the station, where the higher 
residential densities are located and where the 
pedestrians encounter fewer physical barriers. 

Bus trips to Fresh Pond and other existing sta­
tions within the Fresh Pond tributary area were also 
estimated in detail, allowing several simultaneous 
bus options for nonwalk trips from each census tract. 
The study team determined that the bulk of the bus 
trips to Fresh Pond station originated in Zone 345, 

bus line B58 

bus line B53 

bus line 38 

bus line 39 

bes line 67 
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~ llow ol pedestrian demand 

Q future station loca1ion 

FIGURE 5 Physical impact of transfer demand. 

which is southeast of the station, approaching the 
transfer from Fresh Pond Road on the B58 bus route. 
Other bus routes that transfer at Fresh Pond and 
that bring passengers from within the tributary area 
are lines B53, Q38, Q39, and Q67. As many as 1,500 
bus transfers are expected for the year-2000 peak 
hour, with 1,000 of them corning from within the 
detailed study area and 400 from t he periphery. 

Automobile trips to Fresh Pond station were esti­
mated to be 500 for a year-2000 peak hour. Most of 
them originate from Zone 345 (southeast of the sta­
tion) within its tributary area. Some automobile 
trips will come from the periphery, following a 
similar pattern to the bus trips. In all, it was 
established that the Fresh Pond station will have to 
accommodate almost 4,000 trips in the year-2000 peak 
hour. The tributary area will also produce bus and 
drive trips to Myrtle Avenue and Canarsie Line sta­
tions and to the Hunters Point Avenue station on 
another line. 

corridor Evaluation 

The methodology described in detail for the proposed 
Fresh Pond station UTPS Zone 344 was carried out for 
zones encompassing twelve other proposed station 
sites. Figure 6 shows 14 of the 37 UTPS zones where 
station area analysis was applied. Although some 
station sites were unique for a par ticular option, 
other sites would be included in a number of options. 
In these cases, multiple forecasts were generated to 
take into account variations in service between 
options. 

The detailed station area analysis was incorpo­
rated into the systernwide UTPS analysis through a 
two-step process. While the station analysis was 
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FIGURE 6 Montauk Archer Subway Connection-Detail Analysis 
Area-UTPS zones. 

being developed, interim UTPS assignments were run 
for each of the five options. In the UTPS model, 
trips originate at the zone and are loaded onto the 
system at the station by means of walk links, or by 
bus transfer links if no station is within the zone. 
As was shown in the sample station area analysis, 
the mode of access forecasts were summarized both by 
station and by UTPS zone. By cornpar ing the zone 
summaries to the inter irn UTPS runs, the study team 
was able to identify differences between the two 
techniques. 

It was possible in many instances to change the 
UTPS walk links to reflect the more precise access 
measurements made as part of the detailed analysis. 
So, although the access link coded for a square-mile 
zone still represented a generalization of the ex­
pected walk trips after adjustment, the link more 
accurately reflected such things as physical bar­
riers and actual distribution of housing uni ts. In 
zones not served by subway stations, similar adjust­
ments were made to bus access links. By means of 
such adjustments, the final UTPS assignment was 
brought into close agreement with the station area 
analysis. 

In order to maintain consistency with the systern­
wide forecasts, subway link volumes were based on 
the UTPS runs. However, the mode of access determi­
nations made as part of the station area analysis 
were used to establish forecasts superseding those 
based on UTPS techniques. In some instances, the bus 
access forecasts were developed by combining UTPS 
results with station area estimates. In these cases, 
where the bus tributary area extended beyond zone 
boundaries used for detailed analysis, UTPS bus 
route volumes were added to the mode of access esti­
mates. 

For the final forecasts that were used in the 
UMTA AA/DEIS, station, link, and line volumes were 
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taken directly from UTPS output. By using this in­
formation, East River crossing volumes for each 
option were further analized to establish levels of 
crowding and measures of tunnel capacity utiliza­
tion. UTPS output was also used to estimate pas­
senger minutes saved for each option and the number 
of riders who would experience crowding in each 
option. The data were, in turn, used for the cost­
benefit analysis carried out as part of the alterna­
tives analysis • 

The Subway-LIRR Montauk Transfer option assumed 
an upgrading of suburban railroad service to five 
existing stations in Southeast Queens. For the 23 
UTPS zones making up the tributary area for those 
stat ions, the methodology used was different from 
the techniques described in the example. For this 
option, the new service would be in addition to 
existing feeder bus service, and was assumed to have 
higher fares and higher quality service, with greater 
speeds and more comfortable rolling stock than the 
four all-subway options. Because of the added number 
of choice i terns, a log it type submodal split model 
was used. (This model is described in greater detail 
in the Alternatives Analysis Technical Supplement.) 
As with the example zone, the census tract was the 
basic analysis unit, and station area measures such 
as walking distance to stations were developed in 
the same way. However, for these tracts, income 
level and various measures of service were explicit 
model input. Submode choice (and thereby station 
choice) was developed for each tract based on the 
probabilities developed from the model. Trips were 
then allocated to stations or bus routes as was 
shown in the example. 

STATION AREA EVALUATION APPLICATIONS 

The main purpose of the station-area evaluation was 
to produce adjusted travel demand forecasts by mode 
of arr iv al by census tract for each station. The 
objective was to evaluate the viability of proposed 
stations and the effectiveness of each of the alter­
natives in the QSOS--that is, to evaluate what ser­
vice improvements could be achieved, and at what 
costs in terms of investment and environmental im­
pacts. 

The introduction of a new heavy rail service into 
an older, developed urban environment presents 
special challenges. The most critical interface 
between the new facility and existing development 
occurs at the station. The proposed station facility 
must be compatible with the urban structure already 
in place. For bus access, existing service patterns 
cannot be radically changed as a given route may 
serve other stations as well as other important trip 
generators. At the station site, local streets may 
be heavily used and frequently all land is developed 
with uses that may or may not be compatible with a 
transit facility. The detailed tract and land use 
analysis provides the planning information needed to 
deal with these concerns. 

Impacts on the environment brought about by the 
insertion of a new transit facility can be both 
positive and negative in character. Negative impacts 
often can be controlled, mitigated, and even elimi­
nated with appropriate design of the new facility 
and with proper design of the operating schemes. 

Negative impacts that can be expected are mainly 
those produced by the increase in traffic activity 
to and from the station. These impacts were quanti­
fied for each station site as part of the detailed 
analysis. Volume estimates of bus and automobile 
trips by direction of origin were added to current 
traffic counts to develop measures of emissions and 
noise. Both traffic estimates and land use infor-
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mation were used to identify potential problems at 
intersections, bus stop locations, and pedestrian 
street crossings. As part of this effort, sensitive 
land use types such as schools and parks were identi­
fied. 

The most evident positive impacts will undoubtedly 
be the accessibility improvements to and from the 
area and the potential revitalization in the station 
vicinity. If the new station is combined with addi­
tional needed services and commercial facilities, 
then the whole neighborhood may be upgraded. New 
development could also be programmed in locations 
with "soft spots" or on sites that are not fully 
developed. 

By determining the main characteristics of travel 
behavior and land use for each tract in the station 
tributary area, the basic information needed to 
establish a functional design for each intermodal 
transfer was available. such a design should not 
only accommodate flows of pedestrians, buses, and 
automobiles, it should also minimize the negative 
impacts expected from the new facility and enhance 
the development opportunities for the site. 

The peak-hour volume forecasts are the main factor 
for designing these facilities. Forecasts of walk 
trips from each tract indicate the best location for 
station entrances. Estimates of expected transfers 
for each bus route in the area, along with existing 
patterns of bus stops and terminals, lead to the 
design of bus facilities. From this information, 
design requirements for curb space, layovers, turn­
arounds, and pedestrian crossings can be established, 
as well as possible modifications to route struc­
t"res to improve station area circulation. For each 
station, the volumes of expected transfers will 
indicate which mode should be given priority and the 
nature of the design solution proposed for the sta­
tion site. 

The land use in the station vicinity also affects 
station design. Evaluations of structural condition 
and use led to the identification of "soft spots" 
where sites could be acquired for bus access road­
ways and other station-related uses. In other in­
stances in which analysis showed places where bus 
circulation might produce negative impacts, solu­
tions such as noise barriers comprised of vegetation 
were considered. Topographical features were also 
taken into account in the functional design and, in 
some cases, multilevel stations were considered to 
minimize impacts. 

Because this was an alternative analysis study, 
and specific study sites might not have been in­
cluded in the ultimate preferred alternative, the 
main use of the functional design process in this 
study was to develop cost estimates. However, when 
a preferred alternative is selected and further 
stages of design are undertaken, the station analy-
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sis will have provided the basic information needed 
to further highlight the positive impacts on the 
station site. The knowledge of land use and of the 
availability of commercial and other services in the 
neighborhood might indicate activities that could be 
included within the station site to benefit the 
community and improve station utilization. A properly 
designed station could lead to the upgrading of the 
whole neighborhood. 

SUMMARY AND CONCLUSIONS 

The methodology presented in this paper complements 
the standard UTPS. The procedure is relatively 
straightforward, and yields highly reliable data 
that are critical to developing circulation and 
station design criteria. In addition, the procedure 
optimizes the relationship between walk, bus, and 
automobile access modes to a particular station 
within a well-defined geographical area. It further 
allows interfacing of both manual and computer tech­
niques to provide a total picture of projected use 
of planned subway stations. The procedure reduces 
the degree of abstraction so that the results are 
more meaningful and understandable to planners, 
decision makers, and the public, who generally have 
a reasonably accurate, comprehensive, and intimate 
knowledge of their community. Thus, the planning 
process is improved, and a better facility is likely 
to be built. 
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Development and Application of Time-Series 
Transit Ridership Models for Portland, Oregon 

MICHAEL KYTE, JAMES STONER, and JONATHAN CRYER 

ABSTRACT 

Described in this paper are the development and application of a methodology to 
identify and analyze the factors that influence changes in public transit 
ridership. The data used in the model development and testing are from Port­
land, Oregon and cover the period 1971 through 1982. Models were developed at 
the system, sector, and route levels, and were used to assess the impacts of 
past changes in service level and fare, as well as to forecast future transit 
patronage. The statistical approach used here was developed by Box and Jenkins 
for time-series data, and is therefore more appropriate and powerful than the 
more traditional regression analysis. Of particular interest here is the 
identification of the lag structures and functional forms that constitute the 
relationships between transit ridership, level of service, travel costs, and 
market size. 

Analysis of past variation in transit ridership and 
forecasting of future ridership are two important 
concerns for the public transit analyst. Before a 
service or fare change is instituted, its potential 
impact on ridership must be assessed. After imple­
mentation and equilibrium conditions have been 
reached, the impact of the change must be analyzed. 
Has ridership increased or decreased, and has this 
been the result of the service or fare change? Often 
it is difficult to isolate the variation in rider­
ship that can be attributed to a fare or service 
level change from the effects of some exogenous 
factor such as a change in gasoline supply or price. 

There are usually several processes that are 
occurring simultaneously, each affecting ridership 
in some way. A change in transit ridership in 1979, 
for example, might have been strongly related to 
rapidly increasing gasoline pr ices and supply con­
straints. But changes in the size of the travel 
market or in the level of transit service would also 
have had a direct impact on ridership levels if 
these variables were also changing during this time. 
Thus, any study of the variation in transit rider­
ship must consider all of the relevant factors that 
are also exhibiting variation. Similarly, to satis­
factorily forecast future transit ridership, a clear 
understanding of these factors is necessary. 

TWo basic classes of models (cross-sectional and 
time-series) have been developed by transportation 
analysts. Each class seeks to define the nature of 
travel demand and the factors that influence it. 
Cross-sectional models are developed using data 
collected at one point in time. Often, intensive 
travel surveys are undertaken and detailed charac­
teristics of the transportation system are measured. 
The level of detail of the data allows the develop­
ment of models that are able to relate microlevel 
character is tics of the system. For example, charac­
ter is tics of individual trip-making patterns such as 
traveler demographics and travel costs and time by 
competing modes can easily be handled with cross­
sectional models. However, using these models to 
assist in evaluating the impacts of a change over 
time involves some degree of risk. It is not clear 
that structural relationships estimated at one point 
will remain stable over time. In addition, data are 

expensive and time-consuming to collect and analyze. 
Time-series models are based on data collected over 
a period of time and thus allow for direct measure­
ment of the nature of these dynamics. The trade-off 
is that the level of detail for time-series data is 
usually not nearly as great as for cross-sectional 
data. This reduces the precision with which time­
series models can approximate true time-dependent 
structural relationships in the data. However, time­
series data are typically collected regularly by the 
transit operator and are readily available to the 
analyst. Because the nature of these relationships 
may itself change over time, it seems clear that 
models based on time-series data are more likely to 
capture these dynamics than those based on cross­
sectional data. 

There have been several important efforts in 
recent years in the development of time-series-based 
transit ridership models. Of particular importance 
is the work of Gaudry (!_,~), Kemp (l_,_!l, and Wang 
(2,~J. The data in this paper are built on the work 

of these researchers, and extend it into several 
important areas: 

1. A methodology is proposed that provides a 
logical framework for the analysis and forecasting 
of transit ridership. The essence of the methodology 
is that in order to assess past impacts or to fore­
cast future variation, a model must be developed 
that is time-series in nature and explicitly con­
siders all of the relevant factors that influence 
transit ridership. 

2. Consideration is given to the functional 
relationship between the input variables and transit 
ridership, particularly the nature of the delay that 
exists between a change in an input variable and 
when its effects in ridership can be measured. Also 
of importance is the method of specifying transit 
service level when using time-series data. 

3. Extensive use is made of a statistical meth­
odology that has not had wide application in trans­
portation, the Box-Jenkins time-series models. This 
technique resolves several problems that occur when 
standard regression models are used with time-series 
data, including multicollinearity and serial corre­
lation. Recent availability of the appropriate com-
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puter software makes use of this approach practical 
and available to most analysts. 

METHODOLOGY 

The proposed methodology that has been used in this 
research includes three phases. The first phase, 
model development, consists of postulating the form 
of the model, identifying the structural relation­
ships between transit ridership and the input vari­
ables, estimating the model parameters, and checking 
the validity of the model. Impact Analysis is the 
second phase. Here, the model that has been devel­
oped is used to determine the impact on ridership of 
a previous change in transit service level or fare. 
The final phase is forecasting, in which the model 
is used to forecast future transit ridership levels 
(Figure 1). 

M0del Development 

It is hypothesized that transit demand can be de­
scribed as a function of level of service, cost, and 
market size. This approach has been variously used 
by Gaudry (.!_,~), Kemp (2._,_!), and Wang (~,£_). 

A model structure suggested by theory must be 
tempered with the reality of the data that is actu­
ally available. The model considered here has been 
developed with this balance in mind. the model can 
be written as 

where 

Rt; transit ridership, 
SLt level of transit service, 
TCt travel costs by automobile 

' <!Jo 

"" ''" .C• 

""' ' LJO 

(1) 

and by transit, 

Postulate 
all 
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size of the travel market, 
seasonal factors such as weather, 
interventions such as gasoline shortages, 
marketing plans, and so forth, and 
the noise model or error structure. 

The first issue to be considered with respect to 
model form is the level of change that can be ex­
pected for a given change in the input. In other 
words, does that relative change in transit rider­
ship depend on whether the change in the input is 
large or small? It is assumed here that changes in 
transit ridership resulting from changes in service 
level or travel costs are subject to the law of 
diminishing returns. That is, for a fixed market 
size, there is a maximum number of transit riders 
that can be expected to use the transit system (as­
suming no capacity constraint) even if service level 
is raised to an extremely high level and if the 
transit fare is zero. For a variety of reasons, some 
travelers must or will always use their automobile 
no matter how attractive public transit becomes. 
Thus, for each additional increment of service level 
that is added, for example, there will be a smaller 
increase in the number of new riders that result. 
While a more generalized functional form can be 
used, log transformations, which have other useful 
properties as well, have been used here. 

The second issue with respect to model form is 
that of lagged response. Changes in service level, 
travel costs, or market size do not always result in 
instantaneous changes in transit ridership. It takes 
time for potential riders or current riders to hear 
about or perceive a ch2nge in the level of servicei 
for example, and then make decisions about whether 
to change their pattern of usage. For this reason, 
the function relating transit ridership to changes 
in the independent variables must allow for these 
lag effects. While the form of the lag is unknown, 
it may have the form as shown in Figure 2. 
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F1GURE 2 Lagged response. 

Previously, the variables of the model were listed 
in general form as service level, travel cost, market 
size, and seasonal variation. The final issue with 
respect to model form is the specific form of the 
variables. 

Service Level 

One of the major determinants of transit ridership 
is the level of service available on the transit 
system. Most cross-sectional travel demand models 
use such measures as in-vehicle time, waiting time, 
and access time by transit and by automobile for 
each origin-destination pair to describe level of 
service. In time series models, however, the data is 
simply not available at this level of disaggrega­
tion. Typically, time-series demand models use such 
measures as platform hours or miles of service as a 
surrogate for transit service level. [Exceptions are 
Gaudry (1) and Kemp (3,4), who each attempted to 
construct waiting time- ind in-vehicle time time­
ser ies for Montreal and San Diego. Gaudry was work­
ing at the system level, while Kemp was working at 
the route level.) Here, platform hours, platform 
miles, and route miles are used. 

Platform hours and platform miles are gross mea­
sures of the amount of service provided each day, 
but each also includes nonservice layover and dead­
head time. Route miles describes the extent of the 
coverage of the system. Classification of the data 
by service change category (frequency of service, 
times of operation, network modification, new route, 
service reduction, and route elimination) provides a 
further useful refinement. Combinations of these 
three variables are also of interest. Platform miles 
per platform hour yields a crude measure of system 
speed, while platform miles per route mile describes 
the intensity of service over a given network. 

For the Portland data, at the route and sector 
levels, these variables are reasonable estimates for 
level of service. At the system level, the aggrega­
tion of service level into one variable such as 
platform hours results in a variable that is insen­
sitive to the variation of ridership productivity by 
geographic sector of the service area. For this 
reason, the service level variable has been disag­
gregated by sector, even when using the system data. 

Travel Cost 

Two variables are used to describe travel cost: 
transit fare and gasoline price. Transit fare is the 

11 

actual (average) cost for a transit trip, while 
gasoline price is a surrogate for the cost of an 
automobile trip. Assuming that trip lengths have 
remained fairly stable between 1973 and 1982, gaso-
1 ine price is a reasonable estimate of automobile 
travel costs. It can be argued on economic grounds 
that both transit fare and gasoline price should be 
deflated using the consumer pr ice index [see Kemp 
(l_,j_) for a discussion of this approach). However, 
it was found here that nondeflated prices are more 
directly correlated with transit ridership. The size 
of the travel market (market size) is described by 
employment. 

Seasonal Variation 

Transit ridership varies in a seasonal manner for 
two major reasons. First, ridership declines in the 
summer are directly related to vacations from school 
and work. Second, adverse weather conditions during 
the nonsummer months (particularly during the winter) 
often make transit more attractive than walking or 
using an automobile. In regression analysis, seasonal 
variation must be specifically accounted for by 
dummy variables. Seasonal variation can be con­
sidered in the transfer function models more simply 
by adding a seasonal difference and/or a seasonal 
multiplicative component to the error structure of 
the model. 

Other variables 

The variables listed previously are the primary ones 
considered here. Others that could be tested include 
the effects of gasoline supply constraints (1973-
1974 and 1979) , marketing and promotional programs, 
and construction of capital facilities. 

Identifying , Estimating, and Checking the Model 

The statistical methodology that has been used to 
develop these models has come to be known as the 
Box-Jenkins approach. The models themselves are 
known as autoregressive-integrated moving average 
(ARIMA) models. This approach is based on the phil­
osophy that models should be parsimonious (or repre­
sented with the smallest possible number of param­
eters) and that model building should be iterative. 
That is, there is a logical sequence of steps and 
checks that should be followed when constructing a 
model and that may need to be repeated until a 
satisfactory model results. These steps include 
identification of a tentative model based on various 
s ta tis tics constructed from the data itself, esti­
mation of parameters for the tentatively identified 
model, and diagnostic checking for model adequacy. 
One of the most important aspects of this approach 
is that the form of the model is not assumed in 
advance but is inferred based directly on the data. 
While theory may provide some guidance regarding 
which variables to include and the signs of the 
model coefficients, the analyst must look to the 
data for clues regarding the lag structure of the 
independent variables and the error structure of the 
model. 

Tentative models are identified by analysis of 
the autocorrelation function (ACF) and partial auto­
correlation function (PACF) of a given series Zt. 
For a discussion of the ACF and PACF, the reader is 
referred to Box and Jenkins (7). The class of ARIMA 
models of particular interest- here is the transfer 
function model, which can be written as 

(2) 
i 
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where Yt is the dependent variable, or the transit 
ridership series in this case. The Xi t terms are 
the independent variables or those factors that ex­
plain or effect the variation in Yt• The polynomial 
ratio w i (B)/6 i (B) represents the lag structure asso­
ciated with the variable Xit• The error structure 
is represented by the ARIMA model 0 (B)at/$ (B). 

An example may help to illustrate this general 
form. Suppose that two factors, service level (SL) 
and transit fare (F) are found to affect transit 
ridership. Further, the effects of a service level 
change begin immediately and decay over the next 
several time periods, while transit fare has an 
impact one period (month) after a fare change. Then, 
the general model (Equation 2) can be written as 

Rt = (w o/1-6 B) SLt + w lFt-1 + [0 (B) at/$ (B) l (3) 

Several methodologies exist tor identifying the form 
of the transfer function model. The one used here is 
not unlike stepwise regression in which one variable 
is added to the model at a time. The following steps 
are included in this process: 

Step 1. Differentiate between each series of 
interest so that each is stationary. 

Step 2. Analyze the ACF and PACF for the dependent 
variable (or output series) Yt• The 
ARIMA model suggested for this series 
should then be used as the first approxi­
mation for the noise model of the trans­
fer function model so that 

(4) 

Step 3. Add the first variable X1t to the model 
with a lag structure sufficient to cover 
all lags possibly suggested by theory. 
Estimate the parameters of this model 
using generalized least squares methods 
so that 

Yt =voXlt +v1 X1t-l +v2 X1t-2 + ••• 
+ [a (B) at/P (B) l 

Yt 

Yt 

= v (B) xlt + [0 (B) at/$ (B)] (5) 

Step 4. Analyze the coefficients v (B) repre­
senting the lag structure for the vari­
able X 1 t and keep only those that are 
statistically significant [v ' (B)] and 
of the correct sign. Re-estimate the 
model parameters using only those coef­
ficients v' (B) so that 

=v'(B)x1t+ (0 (B) at/$ (B)] (6) 

Step 5. Add the second variable X2t and follow 
the procedure of Steps 3 and 4. After 
analysis and re-estimation, the model 
will be of the form 

= v' (B)x1t + v '2(B)x2 t + [0 (B) at/$ (B)] (7) 

Step 6. After all of the input variables have 
been added in this manner, and the sig­
nificant ones identified and estimated, 
the model can be estimated in its more 
parsimonious form of 

Yt = l [wi(B)/6 i(B)] Xit + (0 (Blat/$ (B)] 
i 

(8) 

where 

the output series, 
the transfer function poly­
nomial ratio, 
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the input series, xit 
(B)/$ (B)at 

B 

the ARIMA noise model, and 
the backshift operator. 

Step 7. Finally, the independence of the 
uals at, the adequacy of the 
model (0 (B) at/$ (B)] and the 
pendence of the at series with 
Xit series can be checked. 

res id-
noise 
inde-
each 

If all conditions are satisfied, the model is 
assumed to be in its final form. It should also be 
noted that a one-way relationship is assumed between 
Xit and Yti that is, Xit may cause changes in Yt, but 
not vice versa. Although this assumption is a reason­
able approximation for this case, it should be 
pointed out that, in fact, a two-way relationship 
does exist. For example, continued growth in transit 
riderohip will eventually require an increase in 
capacity and thus in level of transit service pro­
vided. This case can be handled by the general 
multiple time-series model, but will not be covered 
in this report. For a discussion of the multiple 
time-series methodology, see Tiao and Box (~). 

Impact Analysis 

The transfer function model developed in the first 
phase (model development) provides an indication of 
the average response of transit ridership to changes 
in service level or transit fare. The model is esti­
mated based on all of the service level or transit 
fare changes that occur during the period for which 
the data are available and thus the elasticities 
represented by the model coefficients represent the 
combined effect of all of these changes. If, how­
ever, the analyst desires to study the impact of one 
particular change, that change must somehow be iso­
lated from the other changes that occurred during 
the study period. This can be achieved using inter­
vention analysis. 

Intervention analysis, developed by Box and Tiao 
(9), is based on the transfer function mode l but 
with the addition of a variable that represents one 
specific change or even t . The event, which could be 
a strike, the impleme ntation of a marketing program, 
or a gasoline shortage, is represented by a binary 
variable ~ jt• which assumes a value of 0 before 
or a f t e r tne event and a value of 1 during the time 
that the event or intervention is taking place. 

The basic form of the transfer function model 
with intervention is 

[wi(B)/6i(B)] Xit + l [wj(B)/6j(B)] ~jt 
j 

+ [0 (B) /$ (B)] at (9) 

The variables of Equation 9 are the same as pre­
viously defined for Equation 8, with the addition of 
the j intervention variables~ jt• 

The following steps are included in the impact 
analysis: 

step 1. Identify, estimate, and check the trans­
fer function model. This represents the 
model development phase. 

Step 2. Describe the past change whose impact is 
to be analyzed. Formulate an intervention 
variable to represent this change. 

Step .l. Modify the data base to eliminate the 
effects of this change from the other 
data representing this variable. For 
example, if the impact of a previous 
$0.05-fare increase is to be analyzed, 
this increase should be subtracted out of 
the fare data. 
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Step 4. Re-estimate the model with the interven­
tion variable included, as in Equation 9. 
If the coefficient of the intervention 
variable is statistically significant, 
the coefficient represents the effect of 
the specific change under analysis. If 
the coefficient is not statistically 
significant (that is, not significantly 
different than zero) , then the interven­
tion had no measurable impact on transit 
ridership. 

Forecasting 

The transfer function model developed in the first 
phase (model development) can also be used to fore­
cast future levels of transit ridership. But because 
the model depends on several inputs, these variables 
must also be assumed or forecast. Some of the input 
variables are under the direct control of the tran­
sit manager (e.g., service level and fare), and 
thus, a given policy option (e.g., reduced fares) 
can be assumed. Other variables such as employment 
and gasoline price, however, are exogenous and these 
must be forecast directly. Forecasts of the input 
variables are accomplished by using "univariate" 
models. A univariate model for gasoline price is 
simply a model of today's gasoline price as a 
function of past values of gasoline price. 

The following steps are included in the forecast­
ing phase: 

Step 1. Identify, estimate, and check the trans­
fer function model. This represents the 
model development phase. 

Step 2. Describe the nature of the forecast prob­
lem including the input assumptions and 
the length of the forecast period. 

Step 3. Forecast the future values of the exoge­
nous input variables, such as employment 
and gasoline price. 

Step 4. Using either the forecast or assumed 
values for the input variables, forecast 
the future values of transit ridership. 

The actual computations involved in transfer 
function forecasting are complex and are not de­
scribed here. Several computer programs include the 
forecasting process and, once a transfer function 
model has been developed, are straightforward and 
easy to use. See, for example, SAS <.! .. QJ and SCA (11) 
for further information. 

CASE STUDY: PORTLAND, OREGON 

The Portland, Oregon metropolitan area includes 1. 2 
million people and covers over 900 mi2 • The tran­
sit operator in Portland is the Tri-County Metro­
politan Transportation District of Oregon (Tri-Met). 
Tri-Met was formed in 1969 by the Oregon legislature 
to take over the private bus operations within the 
City of Portland and to expand services into the 
rapidly growing three-county area. 

Starting from 50,000 weekday riders in 1970, 
ridership had grown to over 140,000 by 1980, averag­
ing a 9-percent annual growth rate. The 3-year pe­
riod 1973-1976 saw nearly a 20-percent annual in­
crease. Platform hours and miles increased at an 
annual rate of nearly 7 percent between 1972 and 
1982. The major period of expansion was from 1973 to 
1976 when the annual growth rate was 14.5 percent. 
Area coverage, as measured by route miles, increased 
by 4.3 percent annually during this 10-year period. 
Service level intensity (platform miles per route 
mile) increased by an annual rate of 11.5 percent 
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from 1973 to 1976, but remained constant between 
1976 and 1982. 

By nearly all measures, automobile travel costs 
increased significantly during this pPrion, while 
transit travel costs declined. Gasoline price in­
creased at a 15.6-percent annual rate during the 
10-year period, with the largest increase occurring 
between June 1979 and June 1980, when a 30-percent 
annual rate was recorded. Employment increased at an 
annual rate of between 2 and 5 percent until 1980 
when it began to decline. Some of these trends are 
shown in Figures 3 through 7. 

Model Development Phase 

Data for Portland, Oregon covering 1971 through 1982 
were used to develop a total of 16 transit ridership 
models: one for the system as a whole, six repre­
senting distinct geographic sectors of the Portland 
region, and nine for individual routes in the Port­
land transit system. The three different data sets 
used here and their interrelationships are given in 
Table 1. 

Four input variables were used for each of the 
models: transit service level, transit fare, gaso-
1 ine price as a surrogate for automobile operating 
costs, and employment as a measure of the travel 
market size. Natural logarithms of the data were 
used, so that model coefficients give the elastic­
ities directly for each variable. The nature of the 
market response was included in the model by intro­
ducing lagged variables. This allowed a direct 
assessment of the time delay between the introduc­
tion of a service level or fare change and when a 
change in ridership could be measured. Service level 
delays ranged from 1 to 10 months for the system 
model and O to 3 quarters for the sector and route 
models. Fare delays ranged up to 2 quarters. A 
summary of the elasticities and lags are given in 
Table 2. 

Examination of Table 2 shows that there are some 
important consistencies in the results obtained by 
the three model categories. For example, the re­
sponse delay to service level changes tends to be 
about two to three times longer for urban routes 
than for suburban routes. Another comparison is the 
consistency of the elasticities for the four input 
variables between the system model and the sector 
models, as shown in Figures 8 and 9. Note that the 
elasticities estimated for the six sector models 
tend to vary around the system mean for each 
variable. 

Impact Analysis Phase 

The elasticities computed in the model development 
phase represent an average elasticity for a given 
variable over the entire study period. If four ser­
vice changes were implemented during a given period, 
for example, the service level elasticity would be 
an average of the impact of each service level 
change. However, to study the impact of a specific 
service level change, an intervention variable, 
which represents that change alone, must be added to 
the model. The model is then re-estimated with the 
intervention variable and the coefficient yields the 
elasticity of the specific change under study. If 
the variable coefficient is not statistically s ig­
nificant, it can be concluded that the change had no 
measurable impact on ridership. 

Eleven service changes instituted between 1973 
and 1979 were analyzed using the intervention analy­
sis technique. The results are given in Table 3. 
Seven of the eleven changes were found to have had a 
significant impact on ridership. 
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F1GURE 7 Tri-County employment, Portland data. 

Forecasting Phase 

The models developed in the initial phase of this 
project can be used to forecast future transit 
ridership variation. For example, the impact of a 
future fare change can be estimated using the ap­
propriate model. But because the model depends on 
future variation in gasoline price and employment as 
well, these variables must also be forecast or as­
sumptions must be made about their future values. 

Figure 10 shows the results of a forecast of 
system ridership for 12 periods (months) ahead. It 

TABLE 2 Summary of Models 

Data 
Aggregation 

System 
Sector 

Route 

Model Description 

Data 
Period 

Monthly 
Quarterly 

Quarterly 

Model 
Description 

System 
City radial lines 
City crosstown lines 
Urban Eastside lines 
Westside suburban lines 
SW suburban lines 
SE suburban lines 
City radial line 

Route 2 
Route 3 
Route 6 
Route 8 

City Crosstown line 
Route 71 
Route 72 
Route 73 
Route 75 
Route 77 

Service Level 

Elasticity 

.5 1 

.71 

.60 

.55 

.80 

.49 

.88 

l.81 
l.73 
.23 
.25 

.72 

.55 

.35 

Lag 

1,10 
2 
0-3 
2 
0 
0 
0,2 

0,2 
0,2,3 
0 
3 

0 
0 

0 

15 

TABLE 1 Summary of Portland Data Base 

Variable 

System level data 
Transit ridership 
Service level 

Travel costs 

Market size 
Sector and route level data 

Transit ridership 
Service level 

Travel costs 

Market size 

Time-Series 

Average weekday originating transit riders 
Daily platform bus hours 
Daily platform bus miles 
Daily route miles 
Daily platform miles per route mile 
Average bus fare in cents 
Gasoline price per gallon in cents 
Total employment by county 

Total weekday boarding rid ers 
Daily platform bus hours 
Daily platform bus miles 
Daily rout e miles 
Daily platform miles per route mile 
Average bus fare in cents 
Base cash fare in cents 
Gasoline price per gallon in cen ts 
Total employment by county 

was assumed that service level and fare were set by 
policy and that gas pr ice and employment had to be 
forecast using time-series models. These results, 
with a mean absolute percent error of 2.1 percent, 
show the high quality of forecast that can be 
achieved by using this approach. 

COMPARISON WITH STANDARD REGRESSION MODELS 

It has been traditional to use multiple regression 
models when developing models that relate transit 
ridership to explanatory variables. Using time-series 
data with regression models, however, invariably 
leads to a variety of statistical problems. Table 4 
contains data that highlight the following major 
areas in which problems are likely to arise by con­
trasting standard regression with transfer function 
models: multicollinearity, autocorrelated errors, 
lag structures, and coefficient estimates and stan­
dard errors. To determine whether these problems 
would, in fact, result, both standard regression and 
transfer function models were developed using the 
Portland system data. 

In using the nondifferenced data, a high degree 
of correlation was found among the input variables. 
Seven of the ten input variable combinations were 
highly correlated, with correlation coefficients of 

Fare Gas Price Employment 

Elasticity Lag Elasticity Lag Elasticity Lag 

-.29 0 .32 0 .49 0 
- .13 0 .14 0 .43 0 
-.42 0 .39 0 
-.15 0 .18 0 .65 0 
-.32 0 .31 0 .47 0 
-.22 I .28 0 .67 0 
- . 16 0 .27 0 .69 1 

-.39 0 .72 0 1.14 2 
-.90 0,1 l.39 0-3 
-.80 0 .62 0 .95 0 
- .35 2 l.23 0,1 

3.24 2 
.68 3 
.60 0 

1.72 3 
.24 2 

Note: Elasticity:::: total eJastlcity for given variable . Lag= lag or delay for which change in ridership was measured. 
cates that a change b ridership was measured 2 quarters after the lnput variable was changed. 

A lag of 2 using quarterly data, for example, in di-
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TABLE 3 Impact Analysis of Past Service Changes at the Route Level 

Coefficient 
of the 

Significant l11LtH v~uliuu 
Route Date Type of Change Impact? Variable 

2 1975 Frequency improvement Yes .13 
1978 Route extension No impact 

3 1973 Frequency improvement Yes .II 
1974 Frequency improvement, route extension Yes . 13 
1978 Service reduction No impact 

6 1974 Route extension No impact 
1975 Frequency improvement Yes .23 

71 1979 Frequency improvement, route extension Yes .72 
72 1976 Route extension 
75 1979 Route extension 
77 1979 Frequency improvement 
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FIGURE 10 Comparison of forecasts, system model. 
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0.60 or greater (see Table 5). Second, the residuals 
were highly correlated and not independent as re­
quired for regression models. Third, the delay in 
the response to service level changes would hav e 
been missed if only contemporaneous correlations 
were included in the model. Finally, the biased 
standard errors from the regression model would have 
erroneously led to the conclusion that one of the 
variables (service level-suburban lines) was statis­
tically significant when in reality it was not (see 
Table 6). These results argue for the wider applica­
tion of the appropriate statistical methodology when 
time-series data are used. 

CONCLUSIONS 

This paper has presented the initial results from 
the development and application of Box-Jenkins 

Yes .8 1 
No impact 
Yes .35 

transfer function and intervention models to time­
ser ies transit ridership and operations data for 
Portland, Oregon. The results indicate that this 
methodology is appropriate for evaluation and fore­
casting of transit ridership changes. Evidence is 
presented for the lag structure of the market re­
sponse to the various factors that influence transit 
ridership. Service level changes, for example, may 
require up to 2 quarters or 10 months for their 
effects to be realized, while fare changes have lag 
effects of up to 1 quarter or 1 month. Response to 
gasoline prices and employment level changes are 
more rapid, though lag effects have been found at 
the route level for up to 3 quarters for gasoline 
price changes. 

This work has also shown the consistency of re­
sults that may be obtained between system and route 
models when using different data bases. In addition, 
the effectiveness of intervention variables to model 
a specific change or event was demonstrated. Finally, 
some evidence was found on the variation of the 
structural relationships in the model over time. 

While requiring a somewhat longer learning period 
than would more traditional multiple regression 
analysis, time-series ARIMA models offer a substan­
tial advantage to the transportation analyst. With 
the recent availability of new computer software 
designed specifically to handle time-series prob­
lems, their use in transportation analysis will 
hopefully increase. 

There are several areas in which further research 
is needed; some of this work is now underway by the 
authors of this paper, including: 

1. Development of route level models for all 37 
route pairs operated by the Portland transit system. 
This will enable a thorough statistical analysis of 
elasticity measures of service level and transit 
fare, and a better categorization of impact of these 
changes. 

2. Development of multiple time-series models 
that will enable a study of two-way causality. 
Multiple time-series models are much more difficult 
to develop than transfer function and intervention 
models, but the r esults of the work provide more 

TABLE 4 Comparison of Standard Regression and Transfer Function Models 

Comparison 

Correlated input variables 

Automobile-correlated errors 

Lag structure for input 
variables 

Coefficient estimates and 
standard errors 

Standard Regression 

Yes, the input variables are highly correlated; 
multicollinearity is present 

Yes, the error structure is highly autocorrelated, 
violating basic model assumptions 

No, on ly contemporaneous correlation assumed 

Estimates are inefficient and the standard errors 
(and thus the significance tests) are biased 

Transfer Function 

No, data are differenced 

Yes, but model structure allows for correlated errors 

Yes, methodology directly investigates the nature of dynamic relation­
ships 

Estimates are efficient and the standard errors are unbiased 
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TABLE 5 Correlation Matrix Showing Multicollinearity of 
Nondifferenced Data 

Service Level 

City Suburban Gasoline 
Input Variables Lines Lines Fare Price Employment 

Service level 
City lines 1.00 .96 .45 .85 .89 
Suburban lines .96 1.00 .48 .88 .84 

Fare .45 .48 1.00 .80 .60 
Gasoline price .85 .88 .80 1.00 .89 
Employment .89 . 84 .60 .89 1.00 

TABLE 6 Comparison of Coefficient Estimates: 
Standard Regression versus Transfer Function Models 

Input Variables 

Service level 
City lines 
Suburban lines 

Fare 
Gas price 
Employment 

Coefficient Estimate and Standard 
Error 

Regression 

.39 ± .21 

.31 ± .12 
-.30 ± .08 

.27 ± .07 

.48 ± .09 

Transfer Function 

.28 ± .17 

.08 ± .06 
-.28 ± .07 

.25 ±.I I 

.57 ± .26 

useful insights into the structure and dynamics of 
the factors that influence change in transit rider­
ship. 
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Forecasting Future Transit Route Ridership 

HERBERT S. LEVINSON 

ABSTRACT 

This paper contains an analysis of the ridership potentials of various public 
transportation options for the Michigan Avenue Corridor in East Lansing (.!_). 

Ridership projections were based on: corridor population and employment growth; 
changes in service levels resulting from the various options: and effects of 
changes in gasoline price, parking costs, and increased traffic congestion. An 
origin-destination matrix of bus riders was derived from on-and-off counts. 
Differential growth rates for various sections of the corridor were developed 
and applied to this derived matrix to derive future bus trip interchange pat­
terns. Elasticity factors were applied to specific trip linkages to estimate 
the impacts of reduced travel times for both the $0.35 fare in effect during 
1979-1980, and the $0.50 fare placed in effect during June, 1981. Sensitivity 
analyses were conducted to quantify the impacts of changes in gasoline costs 
and availability, increased traffic congestion, and changes in downtown parking 
policy. Ridership estimates were developed for 1985 and 2000 for five service 
options. The daily ridership would increase from 6,235 passengers in 1980 (with 
a $0. 35 fare) to between 7, 200 and 9 ,ODO passengers by year 2000 for a $0. 50 
fare. Peak-hour one-way riders at the maximum load point would rise from 440 
passengers in 1980 to 860 passengers by year 2000 depending on the service 
option. The ridership forecasting methods have applicability in other urban 
areas as well. They are particularly valuable where it is reasonable to assume 
that transit will retain its share of the corridor travel market (i.e., short­
range forecasts). Where this is not the case, adjustments can be made to the 
future-year base service option before elasticity factors are applied. 

Many public transportation planning decisions must 
be based on a limited amount of data. This is espe­
cially true for forecasting future route ridership 
in a small or medium-size community where detailed 
travel patterns or network information is not avail­
able. 

Long-term patronage forecasts for corridor tran­
sit alternatives in a medium-size urban area--Lans­
ing, Michigan are developed in this paper. It shows 
how future corridor ridership can be estimated based 
on on-and-off counts, population and employment 
forecasts, travel time studies, and elasticity fac­
tors. 

In addition, the paper also contains an analysis 
of ridership potentials of various public trans­
portation options for the Michigan Avenue corridor 
in Lansing and East Lansing, Michigan. It is based 
on surveys and analyses conducted during 1981-1982 
as part of an alternatives analysis study. 

GENERAL PROCEDURES 

The transit ridership estimates were based on the 
following steps: 

1. A field reconnaissance study was made to 
identify corridor characteristics, observe traffic 
conditions, and determine travel times. 

2. Available information on population, employ­
ment, bus ridership, and traffic flow was assembled 
and reviewed; this included population forecasts, 
on-and-off bus ridership surveys; and traffic volume 
trends. The data were analyzed to obtain a picture 
of existing conditions and likely changes over the 
next several decades. Agency projections were modi­
fied where appropriate to reflect the 1980 U.S. 
Census results, and prospects for growth in Michigan 

State University (MSU) enrollment and Lansing cen­
tral business district (CBD) employment. 

3. A generalized origin-destination pattern for 
Route 1 bus riders was derived from the Capital Area 
Transit Authority's (CATA) on-and-off passenger 
counts. 

4. Bus travel patterns for 1985 and the year 
2000 were derived, taking into account corridor 
population and employment growth. Differential growth 
rates for various sections of the corridor were 
developed and applied to the derived origin-destina­
tion matrix to develop 1985 and 2000 bus trip pat­
terns, assuming that existing bus service is adjusted 
to reflect and realize this corridor growth. 

5. Travel time estimates were developed for five 
basic transit service options: 

• the base condition 
• improved bus service 
• trolley bus 
• high-capital bus (busway) 
• light rail transit 

6. Elasticity factors were then applied, taking 
into account (a) changes in service levels resulting 
from the various options, and (b) effects of changes 
in gasoline prices, parking costs, traffic conges­
tion, and transit fares as follows: 

• The elasticity factors were applied to spe­
cific trip linkages to estimate the impacts of re­
duced travel times for each service option. Estimates 
assumed that the fares would be the same for each 
option, and that there would be no sustained fuel 
shortages or major policy disincentives to driving. 

• Ridership estimates were keyed to the $0.35 
fare in effect during 1979-1980; they were then 
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adjusted to reflect the $0.50 fare in effect in June 
1981, based on information received from CATA. 

• Sensitivity analyses were conducted to quan­
tify the effects of changes in gasoline cost and 
availability, increased traffic congestion, and 
changes in downtown parking policy. 

• Estimates were prepared for 1985 and 2000 
ridership on a daily basis, and also for peak-hour, 
peak-direction passenger flows past the maximum load 
point. 

The ridership forecasts assumed that the base 
condition would adjust existing services sufficiently 
to enable ridership to increase proportional to 
population and employment growth in the corridori 
otherwise, bus ridership would essentially remain at 
existing levels. Ridership would also increase as 
service levels in the corridor were improved--the 
increases would reflect both trips diverted from 
cars and new trips. 

EXISTING CORRIDOR CHARACTERISTICS 

The Michigan Avenue Corridor was defined as an area 
approximately 1 mi wide bisected by Michigan and 
Grand River Avenues, having as its western terminus 
the Lansing CBD, and extending eastward through the 
East Lansing CBD to Hagadorn Road and beyond to the 
Meridian Mall--a major generator (see Figure 1). 

Deue lonm~n t. P<?i t_ t_pr n ~ 

The 7-mi corridor had a population of approximately 
90 ,ODO people in 1980--approximately 22 percent of 
the 417,000 people residing in the Tri-County Region. 
It contained more than 40 percent of the 140,000 
jobs in the Tri-County area, including the Lansing 
CBD (20,500 jobs) i MSU (8,800 jobs), and the East 
Lansing CBD (1,800 jobs). It includes MSU with 45,700 
students, the Frandor Shopping center with 500,000 
f~ of floor space, and Meridian Mall with 1 
million ft' • 

FIGURE 1 Study corridor and environs. 
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Traffic and Person Flows 

Daily and peak-hour traffic flows on Grand River 
Avenue between Michigan Avenue and Bogue Street, as 
observed by the Michigan Department of Transporta­
tion, approximated 39, 00 O vehicles i peak-hour peak­
d irection flows ranged from 1,700 to 2,100 vehicles-­
approximately 4-5 percent of the daily two-way total. 
The 2, 100 vehicles operated in three lanes on a 
28-ft wide roadway through signalized intersections 
in East Lansing. Buses carried approximately 12 per­
cent of the daily person-movements along Michigan 
Avenue and about 4-8 percent within the corridor. 
During the morning peak-hour, 11,000 people entered 
downtown Lansing, of which 11 percent came by bus. 

Travel Times and Traffic Conditions 

Relatively little congestion was observed in the 
corridor and its environs. Speeds along Michigan 
Avenue between Cedar Street and Marsh Road ap­
proximated 28 to 32 mph during the a.m. peak, 29 mph 
midday and 25 to 26 mph during the p.m. peak. They 
were largely governed by the traffic signal progres­
sion that is reportedly set for 30 mph. Travel times 
between the Lansing CBD and Abbott in East Lansing 
approximated 8-10 min by car, 15 min by express bus, 
and 15-20 min by local bus with variations by time 
of day. Travel times between the Lansing CBD and 
Marsh Road (Meridian Mall) approximated 14-17 min by 
car, 25 min by express bus and 30-35 min by local 
bus (see Table 1). 

Bus Ride rship 

Public transport was provided by two agencies--CATA 
and the MSU bus system. CATA's bus fleet included 74 
buses and 6 paratransit vehicles of which 52 ran in 
peak periods and 3 5 ran midday . Weekday CATA rid er -
ship averaged 16 ,000 in 1980, reaching 20 ,000 on 
days when MSU was in session. MSU bus system daily 
ridership ranged from 7,500 in the spring of 1980 to 
17,000 during the 1980 winter term. A $0.35 to $0.50 

Number 

Meridian 
Mall 
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TABLE 1 Michigan Avenue Profile Comparative Avenue Travel Times 

Grand-Abbott (min) 

Direction of Local 
Travel Automobile Bus 

Eastbound 
AM 9 15 
Midday 8 20 
PM 10 20 

Westbound 
AM 9 15 
Midday 8 20 
PM 10 20 

Express 
Bus 

15 

15 

Grand-Marsh Road (min) 

Local 
Automobile Bus 

14 30 
15 35 
17 35 

16 30 
15 35 
17 35 

Express 
Bus 

25 

25 

Sources: Michigan Department of Transportation speed runs; CATA Route l schedules, effective September 
15, 1980; H.S. Levinson speed runs, June 1981. 

CATA fare increase in 1981 resulted in a 7-8 percent 
decline in average weekday ridership. 

Daily ridership in the corridor totaled 6,235 
passengers in 1979, of which Route 1 (East Lansing 
Mall) carried 5,470 passengers, or one-third of the 
system's total weekday ridership. westbound buses 
during the morning peak hour on a typical April 1980 
day had 90 riders on vehicles at the eastern end of 
the study area (Meridian Mall). The number of riders 
on buses increased to 280 west of Abbott in downtown 
East Lansing and reached 440 as buses entered the 
Lansing CBD. 

DEVELOPING TRAVEL PATTERNS 

A profile of eastbound and westbound Route 1 rider­
ship was derived from CATA on-off counts. Table 2 
gives a summary of weekday eastbound and westbound 
ridership that includes the following data: 

1. The maximum accumulation of passengers that 
occurred in Section 6 between Homer and Grand. 

2. Approximately 47 percent of all riders board­
ing westbound buses had destinations in the Lansing 
CBD; similarly, approximately one-half of all east­
bound alighting passengers initiated their trip in 
the Lansing CBD. 

3. On the average, 21 percent of all Route 1 
riders had their origin or destination in the East 
Lansing CBD. 

4. The surveys also found that approximately 55 
percent of the total riders passed the maximum load 
point--this corresponds to a turnover of about 1.8. 
One set of (westbound) riders boards buses for 
destinations at MSU or downtown East Lansing. Another 
group of riders boards buses west of the East Lansing 
center for destinations in the Lansing CBD. The bus 
trips between each pair of sections were derived 
from the CATA counts on a proportional basis. Because 

TABLE 2 1979-1980 Route 1 Daily Ridership Profile for Both 
Directions-Percentage Distribution 

Section 
(WB-off; EB-on) 

I Meridian-Mohawk 
2 Mohawk-Hagadorn 
3 Hagadorn-Charles 
4 Charles-Harrison 
5 Harrison-Homer 
6 Homer-Grand 
7 West of Grand 

Lansing CBD 
Orientation 
(WB-on; EB-off) 

13.0 
13.1 
13.7 
30.5 
13.3 
16.4 

Note: WB = •..vestbound and EB= eastbound. 

Source: CATA ridership survey. 

Meridian Mall 
Orientation 
(EB-on; WB-off) 

I.I 
2.1 
6.8 

12.3 
8.0 

22.7 
47.0 

Accumulation 
of Riders(% 
of maximum 
accu mu lat ion 
on line) 

20.2 
39.5 
53.0 
86.9 
96.7 

100.0 
84.4 

of the short length of most sections, it generally 
was assumed that bus riders would travel from one 
section to another. However, in the case of Sections 
1 and 6, intra-section trips were included. 

Figure 2 shows how the trip matrix was developed. 
Section 1, for example, had 13 percent of all west­
bound "on" trips, and 1.1 percent of all westbound 
"off" trips. Thus, 11.9 percent of these westbound 
trips were to other sections. Section 2 had 2. 1 
percent of all westbound "off" trips. Because no 
intra-Section-2 trips were assumed, these trips came 
from Section 1. The remaining 9.8 percent of trips 
from Section 1 were to other sections. Section 3 had 
6.8 percent of all "off" trips, which came from Sec­
tions 1 and 2. Section 1 contributed 9.8/(9.8 + 13.1) 
percent or 43 percent, which is 2.9 trips; and Sec­
tion 2 contributed 13.1/(9.8 + 13.1) percent or 57 
percent, which is 3.9 trips. This process was 
repeated until a complete trip matrix was obtained. 
It was varied slightly to account for intrazonal 
trips in Section 6. 

The results of this process are given in Table 3. 
The 1979-1980 Route 1 ridership patterns by type of 
trip can be summarized as follows (note that Charles 
is the eastern limit of most transit options): 

Type of Trip 
Begin and end east of Charles 
East of Charles to or from 

points between Charles and 

1979-1980 Ridership 
Percent 

Percent 
10.0 

(cumulative) 

Grand 20.6 
East of Charles to or from 

Lansing CBD 
West of Charles to or from 

points between Charles and 
Grand 

West of Charles to or from 
Lansing CBD 

9.2 

22.4 

~ 
100.0 

PROJECTING CORRIDOR AND RIDERSHIP GROWTH 

39. 8 

60.2 
100. 0 

General growth trends were derived from an analysis 
of actual experience and agency forecasts. They were 
modified as appropriate to reflect results of the 
1980 U.S. Census, and likely development in central 
Lansing. These growth trends were developed before 
the economic recession occurred in central Michigan; 
therefore, they may be optimistic when viewed from 
the perspective of 1985--especially Lansing CBD 
employment. 

Corridor Growth Indices 

Growth factor summaries for the corridor are given 
in Table 4. These indices that 1985 travel would 
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FIGURE 2 Sample development of 0-D matrix. 

TABLE 3 Estimated Distribution of Route 1 Bus Riders from 1979 to 1980 

WB-On; EB-Off(%) 
Section 
(WB·off; EB-on) 2 

I Meridian-Mohawk I.I 
2 Mohawk-Hagadorn 2.1 
3 Hagadorn-Charles 2.9 3.9 
4 Charles-Harrison 2.9 3.8 
5 Harrison-Homer 0.6 0.9 
6 Homer-Grand 1.2 I. 7 
7 West of Grand 2.2 2.8 

Totals 13.0 13.1 

Note: WB =westbound and EB= eastbound. 

Source: CATA ridership survey. 

TABLE 4 Travel Growth Indices in the Michigan 
Avenue Corridor 

Ratios• 

Basis Year 1985 

Regional population growth 1.07 
Corridor population growth: l .08 

East Lansing 
Lansing Township 
Meridian Township 

Corridor employment 1.06 
CBD Lansing employment 1.17 
Traffic growth in East Lansing area 1.05 
Averages 1.09 

8 Calculated ratios are future year to 1979-1980 base year. 

Year 2000 

1.27 
1.31 

1.21 
1.36 
1.20 
l.27 

5.6 
1.4 
2.5 
4.2 

13.7 

4 6 7 Totals 

1.1 
2.1 
6.8 

12.3 
5.1 8.0 
9.4 4.9 3.0 22.7 

16.0 8.4 13.4 47.0 

30.5 13.3 16.4 100.0 

average approximately 9 percent more than in 1980, 
while 2000 travel would increase approximately 27 
percent. Thus, assuming bus ridership in the corridor 
would retain its present market share, it would grow 
by 27 percent between 1980 and 2000--from 6,235 to 
7,920 riders. 

A more refined set of growth factors were derived 
for specific types of trips in the corridor. Three 
sets of population factors and four sets of employ-
ment factors were developed, drawing en previous 
analyses and, where needed, the Tri-County zonal 
employment forecasts. Composite factors for expanding 
bus trips were then derived based on the geometric 
mean of employment and population change for specific 
trip linkages as follows: 
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Factor (for a trip between Section i and j), 
F2,1= [(P2/P1Jix (E2/E1Jj1 1 / 2 (1) 

where 

Section i 

Section 

P1 and P2 

the section furthest to the east, 
relative to the Lansing CBD; 
the section furthest to the west, 
relative to the Lansing CBD; 
the population of various zones 
associated with Section i at times l 
and 2; hence, P2/P1 is their 
ratio; and 
the employment of various zones 
associated with Section j at times l 
and 2; hence, Ez/E1 is their ratio. 

The various factors that were applied to specific 
trip linkages are given in Table 5. 

Bus Ridership Implications 

Bus ridership was estimated for 1985 and 2000 by 
applying both average and sectional growth factors. 
In both cases, it was assumed that sufficient ser­
vice adjustments would be made to enable ridership 
to keep pace with corridor population and economic 
growth. I·t was also assumed that there would be no 
fare increases, relative to the base year, in real 
dollars. 

Table 6 contains a representation of the antici­
pated 2000 bus ridership matrix for Route 1. Rider­
ship is expressed on a percentage basis, with 1979-
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1980 ridership equal to 100 percent. For 2000, Route 
1 ridership would increase by 25.7 percent. 

'i·able 7 contains a summary of present and antici­
pated ridership. Corridor bus ridership would grow 
from 6,235 in 1980 to about 6,800 in 1985 and 7,900 
by 2000. The average and sectional factors give 
similar results. As in 1980, about 55 percent of the 
daily riders would pass the maximum load point. 

Peak-hour, one-way bus riders at the maximum load 
point in 1979-1980, 1985, and 2000 are given in 
Table 8. These calculations assume that the peak-hour 
riders would increase proportional to daily rider­
sh ip. Under these assumptions, peak-hour ridership 
on Routes 1, 13, 15, and the Meridian Mall express 
would increase from 440 in 1979-1980 to 490 in 1985 
and 585 by 2000. 

Developing Ridership Projections 

Ridership was projected for four basic transit ser­
vice options based on (a) the effects of changes in 
travel times and fares, and (b) the effects of 
changes in other factors. 

Initial Assumptions 

The initial projections of 1985 and 2000 ridership 
based on changes in service levels and fares re­
flected the following assumptions: 

1. The base condition would adjust bus service 
frequencies to' reflect ridership generated by popu­
lation and economic growth in the corridor. Other-

TABLE 5 Growth Factors By Section 

Section 

Individual factors 
A. Meridian Township population 
B. East Lansing population 
C. Lansing population (in corridor) 
I. Meridian Township employment 
2. East Lansing employment (including Frandor) 
3. Lansing employment (in corridor excluding CBD) 
4. Lansing CBD employment 

Combined factor for various trips• 
A-1 Meridian-Meridian 
A-2 Meridian-East Lansing 
A-3 Meridian-Lansing (in corridor) 
A-4 Meridian-Lansing CBD 
B-2 East Lansing-East Lansing 
B-3 East Lansing-Lansing (in corridor) 
B-4 East Lansing-Lansing CBD 
C-3 Lansing-Lansing (in corridor) 
C-4 Lansing (in corridor)-Lansing CBD 

Ratios 

1985/1980 2000/1980 

1.137 l.549 
1.058 1.203 
1.000 1.000 
1.080 1.562 
1.052 1.562 
1.035 1.132 
1.171 1.366 

1.108 1.555 
1.094 1.332 
1.084 1.324 
1.154 1.455 
1.055 1.174 
1.046 1.167 
1.113 1.282 
1.017 1.064 
1.082 1.169 

3Factors are computed as the square root of the population factor multiplied by the employ­
ment factor. 

TABLE 6 Anticipated Distribution of Route I Bus Riders-2000 Weekday 

WB-On; EB-Off(%) 
Section 
(WB-off; EB-on) 2 3 4 5 6 7 

I Meridian-Mohawk 1.7 
2 Mohawk-Hagadorn 3.3 
3 Hagadorn-Charles 3.9 5.2 
4 Charles-Harrison 3.9 5.1 6.6 
5 Harrison-Homer 0.8 1.2 1.6 6.0 
6 Homer-Grand 1.6 2.3 2.9 11.0 5.7 3.2 
7 West of Grand 3.2 4.1 5.4 20.5 10.8 15.7 

Totals 18.4 17.9 16.5 37.5 16.5 18.9 

Note: Maximum accumulation= 67.5/125.7 = 53.7 percent; WB =westbound and EB= eastbound. 

Totals 

1.7 
3.3 
9.1 

15 .6 
9.6 

26.7 
59.7 

125.7 
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TABLE 7 Summary of Present and Anticipated Bus Ridership for 
a Typical Weekday-Base Condition 

Year 

Route 1980 1985 2000 

5,470 5,940 6,876 
Meridian Mall Express 300 346 436 
13-15 465 503 544 

Totals 6,235 6,789 7,856 
Index from Table 6 1.00 1.09 1.26 

Applying total average growth factor from 
Table 4 6,235 6,796 7,917 

Index 1.00 1.09 1.27 

Source: Michigan Department of Transportation, East Grand River Corridor Review 
Draft. 

TABLE 8 Present and Anticipated Peak Hour-Peak Direction 
Bus Riders at Maximum Load Point in the Base Condition 

Year 
Route 1979-1980 Year 1985 Year 2000 

I East Lansing-Meridian Mall 300 330 (1.10) 390 (1.30) 
Meridian Mall Express 75 90 (1.20) 115(1.53) 
13-15 Groesbeck 65 70(1.08) 80 (1.22) -

440 (1.00) 490(1.12) 585 (1.33) 

Note: Figures in parentheses reflect ratio to 1979-1980 base. 
Source: CATA Ridership Survey. 

wise, the base case ridership forecast would not be 
realized. 

2. Each option generally would provide the same 
basic service frequency between Meridian Mall and 
downtown Lansing. Running times reflect the transit 
service characteristics developed by the George 
Beetle Company (2). 

3. An effective level of local service would be 
maintained between East Lansing and downtown Lansing 
under a ll options. 

4. Schedules between Route 1 feeder services 
and the trolley bus, busway, and light rail services 
would be fully coordinated to minimize transfer 
times. A two-minute transfer time was assumed for 
these options. 

5. Ridership in 
along Grand River and 
to be concentrated at 
section. 

each of the seven sections 
Michigan Avenues was assumed 

the easternmost point in each 

6. Ridership growth in the Williamstown Express 
bus route--to east of the study area was not con­
sidered. 

7. Fares would remain at 1980 levels ($0.35) in 
real dollars. A $0.50 fare, such as established in 
1981, would reduce stated values by 7-8 percent, 
based on CATA's system-wide experience. 

8. Parking charges in the Lansing and East 
Lansing CBDs would remain at present levels in con­
stant dollars. 

9. The real cost ot gasoline woul~ remain con­
stant. 

10. There would be no major shortages in gaso­
line. 

Elasticity Factors 

The percent change in the number of trips that occur 
in response to a l percent change in any of the 
"costs" of travel is called the demand elasticity. 
Thus, a 50 percent gain in ridership from a 100 
percent reduction in travel time would reflect an 
elasticity of 0.5. The percent change in transit 
trips as a result of a 1 percent change in automo-
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bile parking or congestion costs is called the 
cross-elasticity. 

The elasticity factors were based on current 
experience. They were as follows: 

Elasticity 
In-vehicle travel time 
Headway 
Fare (CATA experience) 

Cross Elasticity 
Automobile travel time versus busway and 

light rail 
CBD parking costs for work trips only 
Automobile operating costs 

Application of Elasticities 

-.500 
-.250 
-.267 

.500 

.450 

.180 

In applying these elasticity factors, it was neces­
sary to make certain assumptions regarding transit 
travel times and headways for each option. Ridership 
estimations first assumed that headways would be 
generally similar for each option, and then were 
analyzed for differences in service frequencies. 

Travel Time Changes 

Table 9 gives the one-way in-vehicle travel times 
from downtown Lansing to Charles Street in East 
Lansing and Marsh Road at the Meridian Mall. Times 
are shown for the base condition, three bus options, 
a light-rail option, the existing express bus ser­
vice, and automobile trips. A 2-min coordinated 
transfer in East Lansing is included in the trolley 
bus and light rail options. 

TABLE 9 Estimated One-Way Travel Times To and From 
Capitol Avenue in Downtown Lansing 

Alternative 

Base condition 
Low-capital bus 
Trolley bus 
High-capital bus 
Light rail 
Existing express bus to Meridian Mall 

(schedule) 
Automobile 

To and from 
Charles 
(min) 

22.0 
19.0 
17.0 
12.5 
11.5 

15 
8-11 

To and from 
Meridian Mall 
(min) 

36.0 
33.0 
33.o•·b 
26.5b 
21.5•.b 

25 
14-17 

:t!Jumlnr a 'l·mln tnutsrer p:anaihy. 
U.dnJJ J:-1.S. La.v,nxon e-, 1 lmn 1~ or 14-min local bus schedule time between East Lansing 
(Charles Street) and Meridian Mall; from CATA Route 1 schedule, effective 
September 15, J 980. 

The data show that in-vehicle automobile travel 
tim&& ar& fa&tQr than tran~it travel timeR fnr ~11 

transit service options. The automobile also pro­
vides faster access times to the common line-haul 
sections--because (a) feeder bus service is infre­
quent, (b) there appear to be no park-and-ride sites 
along the line, and (c) there are no waiting times 
associated with car trips at the residential end of 
the line. For these reasons, the various transit 
options are not likely to attract motor is ts unless 
major increases in autoroobile disincentives are 
implemented. 

Table 10 gives one-way in-vehicle travel times 
from downtown Lansing to the easternmost point in 
each of the previously defined sections. These com­
parative travel times were used with a -0.500 elas-

.... 



Levinson 25 

TABLE 10 Estimated One-Way Times From Lansing CBD (Ionia Street at Seymour 
Avenue) 

Section 
Base 
Condition 

Low­
Capital 
Bus 

Trolley 
Bus 

High­
Capital 
Bus 

Light 
Rail 

CBD 
Grand-Homer 11.0 
Homer-Harrison 17 .0 
Harrison-Charles 22.0 
Charles-Hagadorn 26.0 
Hagadorn-Mohawk 31.0 
Mohawk-MerICliatlMall (Marsh Road) 36.0 

Note: Travel times are from CBD to underscored street. 
8 IncJudes 2-min transfer time. 

ticity to estimate ridership changes from travel 
time improvements. 

The percent changes in travel time for each cell 
in the year-2000 trip matrix were estimated. The 
elasticity factor was then applied to these individ­
ual values to determine the changes in riders. In 
Table 11, all ridership is expressed in percentage 
terms, with the 1979-1980 total ridership equal to 
100.0. Ridership was then summed for the Route 1 
service, and the ridership for these other lines 
along Michigan Avenue was added. The resulting year-
2000 ridership projections are given in Table 12. A 
similar procedure was used to estimate 1985 rider­
ship. This led to the following weekday ridership 
estimates based on a $0.35 fare in real dollars and 
a 1979-1980 ridership of 6,235 passengers: 

Case 
Base condition (with service adjusted 

to reflect growth) 
Low-capital bus 

Total Riders 
By Year 

6,800 
7,100 

7,860 
8,200 

9.5 
15.0 
19.0 
23.0 
28.0 
33.0 

Case 

Trolley bus 
Bu sway 
Light rail 

8.5 
14.0 
17.0 
23.0• 
28.0 
33.0 

7.0 
10.0 
12.5 
16.5 
21.5 
26.5 

6.0 
9.0 

11.5 
11.5• 
22.5 
27.5 

Total Riders 
By Year 

7,200 
7,700 
7,750 

8,300 
8,900 
8,950 

Anticipated peak-hour peak-direction passengers 
at the maximum load point are given in Table 13. 
These estimates are generally based on existing 
peaking characteristics. However, it was assumed 
that peaks for the base service condition, improved 
bus, and trolley bus options would increase another 
10 percent by the year 2000. High capital bus and 
light rail ridership estimates were increased by 25 
percent to reflect both the additional peaking and 
larger person-capacity of articulated buses and 
light-rail vehicles. These latter adjustments produce 
ridership estimates that correspond to 15 percent of 
the daily riders passing the maximum load point in 
the heavy direction during the peak-hour. (As pre­
viously indicated, approximately 60 percent of the 
daily riders pass the maximum load point. Thus, for 

TABLE 11 Percent Summary of Weekday Ridership Projections for Various Service 
Options in Michigan Avenue Corridor 

Year 2000 (% of ridership) 

Low- High-
Capital Trolley Capital Light 

Section 1980 Base Bus Bus Bus Rail 

Grand-Homer 13.0 18.4 18.5 18.5 19. l 18.9 
Homer-Harrison 13.1 17.9 18.2 18.1 18.9 18.7 
Harrison-Charles 13.7 16.5 17.0 16.8 18.3 17.7 
Charles-Hagadorn 30.5 37.5 40.2 42.3 46.2 46.7 
Hagadorn-Mohawk 13.3 16.5 17.2 17.7 20.l 20.l 
Mohawk-Meridian Mall (Marsh Road) 16.4 18.9 20.2 21.0 22.4 23.5 

Total 100.0 125.7 13 l.3 134.4 145.0 145.6 

TABLE 12 Total Summary of Weekday Ridership Projections for Various Service Options in 
Michigan Avenue Corridor 

Year 2000 (total ridership) 

Low- High-
Capital Trolley Capital Light 

Section 1980 Base Bus Bus Bus Rail 

Grand-Homer, Homer-Harrison, Harrison-
Charles, Charles-Hagadorn, Hagadorn-
Mohawk, Mohawk-Meridian Mall 
(Marsh Road) 5,470 6,876 7,182 7,352 7,932 7,964 

Meridian Mall Express 300 436 436 436 436 436 
Routes 13-15 465 544 544 544 544 544 

Total 6,235 7,856 8,162 8,332 8,912 8,944 

lndices 1.00 1.26 1.31 1.34 1.43 l.43 
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TABLE 13 Anticipated Peak-Hour One-Way Riders at Maximum Load 
Point Based on Travel Time Changes 

Base Improved Trolley Light 
Year and Service Condition Bus Bus Bus way Rail 

1979-19SO 
Route I 300 
Meridian Mall 7S 
Routes 13-1 S 6S 

Corridor Totals 440 
19SS 

Route I 330 34S 3SO 3SO 3SO 
Meridian Mall 90 90 90 90 90 
Routes 13-IS 70 70 70 70 70 
Corridor Totals 490 sos SIO S40 S40 
Adjusted Totals" 67S3 67S 3 

2000 
Route I 390 40S 4IS 4SO 4SO 
Meridian Mall llS llS llS llS llS 
Routes 13-1 S so so so so so 
Corridor Totals SSS 600 610 64S 64S 
Adjusted Totals 64Sb 660b 670b sos• sos• 

~Inc1udes 25 percent increase to reflect greater peaking in future years. 
Includes 10 percent increase to reflect greater peaking in future years. 

Source: 1985-2000 Base Conditions are taken from Table 8; increased ridership for various 
options is based on ratlos in Table 10. 

B,900 daily riders in the year 2000, under the high 
capital bus and light rail options .15 x .60 x 8,900, 
or approximately BOO riders, would pass the maximum 
load point in the peak-hour peak direction trip.) 

Fare changes 

The preceding patronage estimates would be reduced 
7-8 percent with a $0.50 fare (constant dollars) 
based on CATA's actual 1980-1981 experience. 

Headways 

All alternatives assumed that service frequency would 
be keyed to demand. In all cases, frequencies would 
equal or exceed current service frequency west of 
Charles. The higher ridership on the busway and light 
rail options would be absorbed by the larger capaci­
ties of the vehicles. Differences in frequency among 
the various options (7.5- to 10-min headways) coupled 
with a low headway elasticity (-0.25) suggest minimal 
ridership impacts. Consequently, no adjustments were 
made. 

SensitLvity Analysis 

Selected sensitivity analyses were performed to 
assess the effects of changes in traffic congestion, 
parking policy, and fuel costs and availability on 
potential transit ridership in the Michigan Avenue 
Corridor. These analyses drew on experiences through­
out the United States as they relate to the Lansing­
East Lansing situation. 

Traffic Congestion 

Travel growth of 26 percent by the year 2000 will 
substantially increase daily traffic flows along 
Michigan and Grand River Avenues and other streets 
in the core idor. Corridor peak-hour traffic growth 
will be slightly less, ranging from 15 to 20 percent 
overall. The additional traffic on Michigan Avenue 
will increase peak-period car and on-street transit 
travel times by up to 20 percent (i.e., an additional 
1-2 min between Grand and Abbott, and another 1-2 
min between Abbott and Meridian Mall). 

Available cross-elasticity data give 0.32 for bus 
riders and 0.84 for rail rapid transit riders, as­
suming that transit is not affected by congestion 
(3). Elasticities of 0.4 to 0.5 have also been used 
{~ analyzing light rail transit patronage. 

Accordingly, a cross-elasticity of +0.5 was ap­
plied to the busway and light rail options. An as­
sumed 20 percent increase in corridor congestion 
here would yield a 10 percent gain in riders. Year 
2000 corridor ridership would approximate 9, 705 for 
the busway and 9,740 for the light rail. Anticipated 
year-2000 peak-hour one-way riders at the maximum 
load point would approximate 860. Thus, as automo­
bile traffic becomes more congested, the light rail 
and busway options would become more attractive. 

Parking 

Stabilizing the downtown Lansing parking supply 
would produce up to 750 additional riders at the 
maximum load po inti however, such a parking freeze 
was considered neither realistic nor practical. 
Moreover, it would seriously deter additional in­
vestment resulting in fewer transit riders than the 
preceding figures suggest. 

Studies have suggested a cross-elasticity between 
transit ridership and parking rates of 0.51 for work 
trips and O. 38 for nonwork trips. Accordingly, a 
0. 45 factor was applied to 50 percent of the down­
town Lansing's 15,000 parking spaces (]). State 
employee parking would account for 40 percent of the 
year-2000 supply, and an additional 10 percent of 
the spaces would continue to be available without 
charge as follows: (a) A 50 percent increase in 
parking costs (in constant dollars) would result in 
an 11 percent increase in corridor transit rider­
shipi and (b) A 100 percent increase in parking 
costs (in constant dollars) would result in a 22 
percent increase in corridor transit ridership. 

Gasoline Price Increases 

Automobile costs in 1990 will be slightly less than 
in 1980 because of greater fleet efficiency and 
stabilized fuel costs. However, automobile costs by 
2000 could be 20 percent higher, assuming a high 
gasoline price scenario (j). 

..... 
""" 
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Cross-elasticities between increased transit 
ridership and automobile operating costs (excluding 
parking) have been reported as 0.21 for work trips, 
and 0.12 for non-work trips. That is, a 100 percent 
increase in fuel and automobile operating costs 
would result in a 12-21 percent increase in transit 
ridership !ll. An elasticity of 18 percent and a 
real gas cost increase of 20 percent would result in 
a 3. 6 percent gain in transit riders, in the study 
corridori a 50 percent cost increase would produce a 
9 percent gain. Consequently, increases in the cost 
of gasoline would not substantially increase cor­
ridor transit patronage unless unforeseen conditions 
occur:. 

Reduced Fuel Supply 

A sustained fuel shortage could increase transit 
riding in the Michigan Avenue Corridor by 15-20 per­
cent. This estimate is based on a 15-20 percent gain 
in Dallas (1973-1974) and 17 percent gain in Balti­
more (1978-1979) <2,2>. 

Summary of Impacts 

Anticipated year-2000 impacts of increased traffic 
congestion, parking supply constraints and costs, 
higher gasoline prices, and fuel shortages are given 
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in Table 14. Because some overlap, the combined 
effects of several measures would be less than their 
sum. 

Summary of Ridership Forecasts 

The patronage estimates suggested for use in compar­
ing alternative public transport systems ar:e given 
in Table 15. These forecasts recognize that bus 
ridership would not keep pace with population and 
economic growth unless service is improved. The 
year-2000 ridership estimates for the light rail and 
high capital bus options reflect the impact of in­
creased congestion. The peak-hour ridership esti­
mates assume some increased peaking as follows: 

• There were 6,235 daily riders in the corridor 
from 1979 to 1980. By 2000, assuming a $0. 50 fare, 
ridership could approach 9,000 for some of the 
options. 

Peak-hour ridership was 440 in 1974 at the 
maximum load point. By 2000, this ridership could 
approach BOO, assuming a $0.50 fare. 

The r: idersh ip forecasts reflect the changes in 
activity anticipated in the corridor as of mid-1981. 
Faster r:ates of population and economic growth, 
concerted efforts to revitalize central Lansing, and 
expansion of State of Michigan employment and MSU 

TABLE 14 Anticipated Effects of Traffic Congestion, Parking Constraints, Fuel Costs, 
and Shortages on Michigan Avenue Corridor Ridership 

Impact 

Automobile driving times 
Stabilizing downtown Lansing parking supply 
Stabilizing state employee parking supply in 

downtown Lansing 
Downtown Lansing parking rates 

Increased gasoline costs per mile of travel 

Sustained fuel shortage 

Percent 
Change 

+20 

50 
100 
20 
50 

TABLE 15 Summary of Daily Riders in Corridor 

Percent Increase 
in Year 2000 
Transit Riders 

+10 
+50 

15-20 
11 
22 
4 
9 

15-20 

Transit Riders 
Affected 

Busway, Light Rail options 
All options 

All options 
All options 
All options 
All options 
All options 
All options 

No. of Riders by Year and Fare 

1985 2000 

Alternative 1980, $0.35 $0.35 $0.50 $0.35 $0.50 

Daily Riders in Corridor" 

Base service alternative 
Status quo 6,235 6,300 5,800 6,300 5,800 
Service adjustment keyed to travel growth 6,235 6,800 6,260 7,860 7,230 

Low-capital bus 6,515 7,100 6,530 8,200 7,540 
Trolley bus 6,630 7,200 6,620 8,300 7,640 
High-capital bus 7,120 7,700 7,080 9,700b 8,920b 

Light Rail Transit 7,145 7,750 7,130 9,740b 8,960b 

Peak-Hour Riders at Maximum Load Point in Corridor° 

Base service alternative 
Status quo 440 450 410 450 410 
Service adjustment keyed to travel growth 440 490 450 645 590 

Low-capital bus 460 500 460 660 610 
Trolley bus 470 510 470 670 620 
High-capital bus 500 675 620 860 790 
Light Rail Transit 500 675 620 860 790 

Note: Data are .rounded. Fares are in constant dollars; riders paying a $0.50 fare= 92 percent of riders paying a $0.35 fare. 

~Buo 0011dltion (l 979-1980) ~ 6,2~S dolly riders at $0.35 fare. 
lncludc1 e.djustmonl for 1rarnc conB1:s1lon. 

cOOlc <ondition (I 919-1980)-"' 440 d•Uy riders at $0.35 fare. 
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enrollment could result in higher future ridership. 
Conversely, lower corridor growth could keep the 
ridership near existing levels. With no population 
growth, and no changes in fares, the high-capital 
bus and light rail options were estimated to attract 
17 percent more riders than the base service con­
dition. 

Changes in Lansing's economy over the last 5 
years suggest that the initial 1985 and 2000 popula­
tion and employment forecasts were too high. There­
fore, it is not likely that the year-2000 ridership 
forecasts would be achieved unless dramatic changes 
in the economy take place. 

IMPLICATIONS 

The use of on-and-off transit counts and travel 
elasticity data in conjunction with population and 
employment change provides a reasonable approach to 
estimating corridor transit ridership for various 
service options. While the data is site-specific, 
the techniques can be applied in other urban areas. 

The method is realistic for existing or short­
r ange growth. The effects of service improvements 
alone, 17 percent over base conditions, appear rea­
sonable. The method assumes that transit system 
ridership would keep pace with population and em­
ployment growth in a corridor. Such a condition, 
however, does not always existi therefore, a broader 
application would require analysis of trends in 
transit's market share, and application of appropri­
ate adjustments to the forecasted future trip inter­
changes. Given such adjustments, the methods then 
can be applied to estimate the ridership impacts of 
fare, service, and travel time changes. 
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Experiences and Issues 

ABSTRACT 

Public transportation's fiscal problems have stimulated interest in service 
contracting as a strategy for improving the cost-effectiveness of service 
delivery. This paper contains a review of available evidence on transit service 
contracting with a particular focus on: (a) the extent of service contracting, 
inclucHng who practices 1 t and the types of services involved, (b) the motiva­
tions for contracting, (c) the estimated costs and subsidy savings that can be 
realized from contracting, and (d) the major obstacles to this strategy. Avail­
able information indicates that transit contracting is a widely used strategy 
for supplemental DRT service and for small transit systems in states where 
state funds are available to subsidize transit. However, despite the impressive 
numbers of contracted services, they represent a small percentage of transit 
expenditures. The motivation for contracting is almost invariably financial, 
and contracting c.an save substantial sums. Compared to public agency operation, 
private sector contracting can produce cost savings of 15 to 60 percent, and 
subsidy savings of 50 percent or more. Resistance from transit, labor, and 
management to service contracting constitutes the major reason these large cost 
and subsidy savings have not induced more public agencies to contract. Manage­
ment is reluctant to relinquish operational control, fearing a diminishment of 
service quality, and labor fears a loss of jobs. 
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The recent fiscal problems of public transit in many 
large metropolitan areas have stimulated interest in 
alternative service delivery systems for public 
transportation. One strategy, that of contracting 
with private providers for public transportation 
services, has received particular attention. Private 
sector contracting is viewed as attractive because 
of its cost and subsidy savings potential--savings 
of 25 to 50 percent of public agency transit operator 
costs have been cited (1-3). The reality, however, 
is that relatively little transit service contract­
ing currently takes place and that substantial 
political, organizational, and legal obstacles con­
front plans to increase the use of this strategy. In 
addition, little detailed information is available 
on the extent of service contracting, its economic 
benefits, and the institutional factors that affect 
its feasibility. 

The purpose of this paper is to provide a review 
of selected experiences and issues of transit ser­
vice contracting. The paper focuses on five major 
topics: 

1. How widespread is transit service contracting, 
who practices it, and what services are involved? 

2. Why do public agencies engage in private 
sector contracting, and what are typical situations 
in which they do so? 

3. What is the magnitude of the estimated cost 
and subsidy savings that have been realized from 
contracting? 

4. What are the major obstacles to service con­
tracting and when are they able to be overcome? and 

5. What issues involving service contracting 
require additional research? 

These topics are explored with primary reference 
to service contracting experiences in California. In 
California, large numbers of local governments con­
tract with the private sector to provide a variety 
of public transportation services. In addition, 
local governments and transit agencies in Arizona, 
Michigan, Minnesota, New York, and Virginia have 
engaged in service contracting with interesting 
results. Their experiences are also included in this 
analysis. Although the data are by no means exhaus­
tive, it is probable that the experiences included 
in this paper are representative of the types of 
service contracting that occur, the economic bene­
fits of contracting, and the problems this strategy 
encounters. 

THE SCOPE OF TRANSIT SERVICE CONTRACTING 

Servic_e Contrac_ting in California 

Contracting for public transportation services is a 
nationwide phenomenon, but it has been particularly 
prevalent in California. Because relatively complete 
information is available on service contracting in 
California, that state's experiences are used to 
indicate the relative magnitude of contracting, the 
types of services that are contracted, and the local 
government entities that are most likely to utilize 
this strategy. 

As of mid-1984, it was possible to identify 204 
individual public transportation services or systems 
in California that used a pr iv ate transportation 
operator as service provider. The large majority of 
these private providers are for-profit transporta­
tion providers, al though a small portion (less than 
10 percent) are not-for-profit organizations that, 
in most cases, initially provided social service 
transportation. Table 1 gives a breakdown of these 
204 systems by type of service, total expenditures 
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TABLE 1 Expenditures for Contracted Public Transit Services 

No. of 
Type of Service Systems 

Fixed-route transit 46 
DR T and general public 79 
DRT, elderly, and handicapped 79 
All systems 204 

Total 
Expenditure• 
(million$) 

17,178 
18,117 
14,481 
49,768 

Average 
Contract 
Expenditure 
($) 

373,400 
238,700 
183,300 
244,000 

for that service category, and average expenditure 
per contracted service. 

To place this table in perspective, California 
contains approximately 375 public transportation 
systems, counting separate systems individually. 
[That is, a transit agency that provides both fixed­
route transit and demand-responsive transit (ORT) 
would be credited with two systems.] During 1982-
1983, approximately $1.3 billion was spent on public 
transportation operations in the state. Therefore, 
while although $50 million is being spent on pri­
vately contracted transit services, this represents 
less than 4 percent of all operating expenditures 
for transit in California. Because the contracted 
services are small scale in nature, they represent 
only a small fraction of the transit service delivery 
system, even though they comprise more than one-half 
of all public transportation services in the state. 
Virtually every large scale transit service is oper­
ated directly by a public organization. 

It is unlikely that the magnitude of California's 
use of transit contracting can be extrapolated to 
the national level. A direct extrapolation would 
indicate nationwide expenditures of more than $500 
million on privately contracted services, but the 
actual (unknown) amount is probably considerably 
less. The reason is that local governments in Cali­
fornia are almost certainly more prone to engage in 
transit service contracting than their counterparts 
in most other states. This is the result of both 
California's tradition of private sector contracting 
for a variety of local services, and the cost-effec­
tiveness incentives built into the state's transit 
subsidy program (_!,_?.). Nonetheless, the evidence 
from California implies that transit service con­
tracting is not a rarity, but, rather, a relatively 
common occurrence for small transit systems and 
supplemental ORT services. This service delivery 
mechanism probably accounts for at least $100-200 
million in nationwide expenditures on public trans­
portation. 

Types of Privately Contracted services 

As Table 1 indicates, all types of public transpor­
tation services are contracted to private operators. 
DRT services are the most likely to be contracted, 
but 46 fixed-route transit services in California 
also use a private operator as service provider. 
Almost all of these are entire fixed-route systems, 
and in a few cases, commuter express service is the 
only contracted service. Outside of California, 
there are several important examples of fixed-route 
services being provided by private contractors. In 
Westchester County, New York, the entire transit 
system, which consists of 321 buses operating on 
dozens of routes, is operated by private carriers. 
In both Phoenix and the Tidewater, Virginia (Nor­
folk-Virginia Beach standard metropolitan statistical 
area) region, the regional transit agency contracts 
with a private transportation firm to operate small 
vehicles (vans or mini-buses) on low-density transit 
routes. In the Houston area, most of the regional 
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transit agency's park-and-ride express services are 
operated by private bus companies in a large contract 
service that uses 113 buses. The Dallas transit 
agency has just initiated a similar contract service 
involving more than 60 buses. 

Transit service contracting is most frequently 
practiced with DRT. In fact, public agency operation 
of DRT is rare in California. Of the 85 general 
public DRT systems in the state, only 6 are operated 
by public agencies. This is a nationwide trend. Even 
transit agencies that initially operated DRT them­
selves, such as in Rochester, New York, and Portland, 
Oregon, eventually turned the service over to the 
private sector because of excessive operating costs. 
Some transit agencies have even substituted DRT for 
unproductive fixed-route services. For example, 
Phoenix Transit replaced its entire Sunday fixed­
route service with a privately contracted DRT system, 
and Tidewater Regional Transit (TRT) has termineted 
several bus routes and replaced them with DRT ser­
vices. 

Who Contracts? 

In California, transit service contracting is most 
frequently practiced by general purpose local 
governments, that is, by cities and counties. The 
following table gives data indicating that nearly 
two-thirds of all contracting entities are cities, 
and another one-fifth are counties. Although a rela­
tively small number of regional transit agencies 
engage in service contracting, they represent over 
40 percent of all regional transit agencies in the 
state. Transit agencies typically contract only for 
DRT services--only two urban or suburban transit 
agencies contract for any fixed-route service and, 
in both cases, this is express bus service into San 
Francisco, which, historically, has been privately 
provided. 

Contracting Entity 
Municipality 
County 
Transit agency 

Number of 
Entities that 
Contract Out 
104 

Others (e.g., joint power authority) 
Total 

35 
16 

6 
161 

California's experiences thus tend to support the 
widespread perception that transit agencies only 
rarely contract out for fixed-route service although 
they are much more likely to contract out for spe­
cialized DRT services. The few transit agencies 
that do contract out for any type of fixed-route 
service--for example, Houston's Metropolitan Transit 
Authority (MTA), TRT, Golden Gate Transit (GGT), and 
Phoenix Transit--have received considerable national 
attention specifically because they are so unusual. 
It is much more common for cities and counties to 
engage in service conlracling 
sit. Of course, such local 
more likely to contract for 
transportation services. 

for fixed-roule Lran­
governments are also 
all types of public 

MOTIVATIONS FOR TRANSIT SERVICE CONTRACTING 

Local governments contract for public transportation 
s~rvices for two interrelated reasons: service con­
tracting saves money, and it forestalls the need to 
create or expand a public bureaucracy to deliver a 
local service (4,5). Not only does this usually also 
save money, but-; i t also gives the local government 
more flexibility in adjusting the service output 
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level. Public officials recognize that cutbacks in 
public agency-operated services tend to be difficult 
to achieve partially because of the political in­
fluence of public employees. 

These benefits of contracting represent necessary 
but insufficient conditions for its utilization. 
Local governments are most likely to contract out 
either when they cannot afford a transit service 
otherwise or when the monetary savings that result 
from contracting can be used for other government 
purposes or to keep taxes low. These conditions do 
not exist for many transit operations, particularly 
large regional transit agencies. A major reason that 
transit service contracting is so prevalent in Cali­
fornia is that the state's transit subsidy program 
is structured in such a way that most local govern­
ments have a strong incentive to consider the mone­
tary implications of service delivery mechanisms. 

In California, fundo for public tranoportation 
subsidies are generated by a sales tax on gasoline, 
of which most of the proceeds are dis tr ibu.ted back 
to the state's cities and counties in proportion to 
their contribution to gasoline sales. Except in the 
State's ten most populous (and most urbanized) coun­
ties, these local transportation funds (LTF) can be 
used for either transit or highways, provided that 
no unmet transit needs exist. That is, once a basic 
level of transit service is provided, a city or 
county can use the remaining LTF for streets and 
highways. Because funds for street and highway re­
pairs are in continual demand, local governments 
have a strong incentive to maximize the portion of 
the LTF that can be used for that purpose. Local 
governments have determined that the most effective 
way of minimizing transit expenditures while still 
providing an adequate level of service is to maxi­
mize the amount of service contracting. In the 48 
counties where the LTF can be used flexibly, private 
sector contracting by cities and the county for 
transit services is the norm, not the exception. 

The propensity of California local governments to 
contract out for transit services in order to use 
public funds most efficiently exemplifies the incen­
tive for cost-effectiveness created by nondedicated 
transit subsidies. When the funds used to subsidize 
transit can be used for other local government pur­
poses and are not dedicated exclusively to transit 
assistance, service contracting becomes a much more 
appealing strategy. TRT and Phoenix Transit, two of 
the most active contracting agencies among regional 
transit operators, both use nondedicated local sub­
sidies, as do many municipalities and counties around 
the country that contract out for transit service. 

Powerful incentives for transit contracting are 
also created by a relative paucity of funds for 
transit, even when these funds are dedicated solely 
to transit assistance. Local governments in Michigan 
and Minnesota have made extensive use of transit 
contracting and, in both states, the major source of 
nonfederal subsidies is state funds that are subject 
to annual or biannual appropriation and are quite 
limited in magnitude. Citico in thcoc two otatco 
cannot afford to pay a high price for transit ser­
vice, for to do so would mean no transit service at 
all. Similarly, Los Angeles County is rapidly becom­
ing a stronghold of transit service contracting as 
the result of a local transit subsidy program (funded 
by a one-half-cent sales tax increment), which re­
turns substantial sums to the cities in the county, 
but not enough to enable them to afford expensive 
transit agency service. For example, a city with a 
population of 50,000 receives over $400,000 annually 
for community transit services from this subsidy 
program. This is enough to purchase a large amount 
of contracted service but represents only a meager 
amount of public operator service. Consequently, 
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most communities that did not already have a 
municipal transit operator have contracted with a 
private provider for transit or paratransit ser­
vices. There are now more than 25 privately con­
tracted public transportation services in operation 
within the county. 

One other motivation for employing service con­
tracting is to implement transit services more 
rapidly than would be possible otherwise. The Houston 
MTA turned to private bus companies for its commuter 
express bus program when it became apparent that the 
transit agency lacked the buses and trained person­
nel to quickly respond to rapidly increasing demands 
for peak period service. Cities and counties in 
California often cite the lag time required to 
develop a public sector-operated service as an im­
portant reason to engage in service contracting. 
This factor is usually less significant, however, 
than expected cost savings from contracting and 
avoiding creating (or expanding) a public bureaucracy 
for transit service delivery. 

Prototypical Service Contracting Situations: 
Regiona.l Trans! t Autho rities 

Regional transit authorities have almost invariably 
contracted out for supplemental services--such as 
DRT, commuter express services, and low-density 
fixed-route services--when they have contracted out 
at all. Table 2 gives several examples of regional 
transit agency service contracting, including some 
of the best-known cases. 

These transit authorities have engaged in service 
contracting for one of three reasons. TRT, Phoenix 
Transit, Omnitrans, and GGT face strong subsidy 
minimization pressures because of their use of non­
dedicated local subsidies. Orange County Transit 
Department (OCTD) has provided DRT service since its 
inception, and has always contracted out for such 
service because of a recognition that to do other­
wise would lead to unacceptable costs. If OCTD 
wished to provide this service at all, and it was 
subject to strong community pressures for ORT, then 
contracting was a necessity. Houston's MTA con­
tracted for its commuter bus service because this 
was the only feasible method of implementing the 
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service in timely fashion, and the a gency was under 
great political pressure to expand its peak pe riod 
services. 

In general, these transit agencies have estab­
li s hed relatively clear-cut uemarcatiun line,; l>elween 
services that are subject to contracting and those 
that are not. None of the agencies contract out with 
the private sector for all-day t'ransit service using 
standard size transit buses. TRT, however, has con­
tracted with one of its constituent local govern­
ments to provide fixed-route service in that city 
using TRT buses. TRT is also unusual in that it has 
converted unproductive bus lines to privately pro­
vided fixed-route van service--none of the other 
agencies have replaced their own fixed-route service 
in this fashion. 

In fact, only TRT and Phoenix Transit have 
directly substituted any type of privately provided 
service for their own agency-operated services. 
Omnitrans, despite operating one of the largest 
paratransi t contracting programs in the country, is 
resistant to proposals to convert agency-operated 
fixed-route services into privately operated fixed­
route or paratransit services. This is in spite of 
the agency's farebox recovery ratio on some of its 
fixed routes being less than 10 percent, and the 
average subsidy per passenger being in excess of 
$4 . 00 on these routes. GGT is similarly uninterested 
in contracting out services it now provides. It 
plans to operate all additional commuter express 
service its elf, even though the agency's unit cost 
for such service is more than 35 percent higher than 
that of the private bus companies it uses for its 
contracted subscription bus program. The major 
reasons that agencies have established fences around 
contract services are (a) potential labor problems, 
(b) perceived service quality problems with con­
tracting out regular transit services, and (c) the 
antagonism of some transit managers to relinquishing 
operation of mainline transit service. 

Pro t otypi cal Service Contracting Situations: 
Muni cipaliti e s and Counties 

Table 3 gives several examples of city and county 
transit service contracting. As is apparent, these 

TABLE 2 Examples of Regional Transit Authority Service Contracting 

Agency 

TRT 

GGT 
Houston MTA 
OCTD 
Omni trans 

Phoenix Transit 

Type of Services Contracted 

General public DRT, fixed-route 
with 3 vehicles 

Commuter express (subscription) 
Commuter express 
General public DR T 
General public and specialized DRT 

General public DRT, fixed-route 

Magnitude of Service Contracting 

13 vehicles in 8 DRT modules; 2 fixed-routes 

27 buses on 15 routes 
113 buses on 13 routes 
130 vehicles in 5 regional DR T modules 
35 vehicles in 11 municipal DR T modules 

and 20 vehicles in 2 regional specialized 
DRT services 

3 DRT services with 20 vehicles; I fixed­
route with 2 vehicles 

TABLE 3 Examples of County and Municipal Service Contracting 

Agency 

Westchester County (N.Y.) 
Los Angeles County (Calif.) 

Yolo County (Calif) 
San Diego County (Calif. ) 

El Cajon (Calif.) 
Carson (Calif.) 
Hayward (Calif.) 
Tucson (Ariz.) 

Type of Services Provided 

Entire fixed-route system 
Fixed-route, commuter express, and specialized DR T 

Entire fixed-route system 
Fixed-route and specialized DR T 

DRT (entire local transit system) 
Fixed-route and specialized DRT 
Specialized DRT 
Specialized DRT 

Magnitude of Service Contracting 

321 buses 
30 fixed-route vehicles; 6 DRT 

vehicles 
12 vehicles 
19 fixed-route vehicles, 5 DRT 

vehicles 
22 vehicles 
4 vehicles, subsidized taxi service 
Subsidized taxi service 
12 DR T vehicles 
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local governments are likely to contract out for 
entire transit systems, not just supplemental ser­
vices, al though there is a considerable amount of 
contracting for specialized ORT services by cities 
and counties. These cities and counties typically 
use nondedicated local sources of subsidy, and thus 
have compelling fiscal reasons to practice service 
contracting. In addition, the California counties 
that contract out have no desire to operate public 
transit themselves, and the only question was whether 
they would contract with a pr iv ate or public oper­
a t or . Compe t itive bidding r esolved this ques t ion i n 
favor of the private sector, as the relevant public 
operators invariably submitted a much more expensive 
bid than the competing private providers. 

El Cajon and Hayward are typical of literally 
dozens of California cities that contract out for 
either general public ORT or specialized service for 
the elderly and handicapped. Because they are located 
in large metropolitan counties, these two cities 
cannot use state transit subsidies for nontransi t 
purposes. In neither case are the available funds so 
abundant that the city can afford expensive transit 
services. El Cajon, for example, would have to pay 
the regional transit agency more than 2.5 times as 
much per vehicle mile as it is charged by the taxi 
company that actually provides the community's ORT 
service. 

The governments of Los Angeles and Westchester 
counties are among the largest general purpose 
governments in the country to contract out for tran­
sit service. Fiscal factor~ and a reluctance to 
become directly involved in transit service provi­
sion were the motivating factors in both cases. The 
Westchester County transit system is probably the 
largest contract operation in the United States, and 
one of the most interesting as well. Several private 
companies are involved in the system, each operating 
multiple routes and responsible for vehicle mainte­
nance as well as vehicle operations. The contractors 
receive a fixed fee per mile for their services, pro­
vided that they meet certain performance standards 
(e.g., maintaining schedules). If performance is 
below par, the contractor's compensation is reduced. 
Los Angeles County contracts for much less service 
than Westchester County as its transit responsibil­
ities are confined to unincorporated or unurbanized 
areas, but it has made no less of a commitment to 
this strategy. It contracts for all-day fixed-route 
service, commuter express service, and specialized 
ORT at costs far below comparable public agency- oper ­
ated services. Both of these counties have contracted 
for transit service from the outset, and thus never 
confronted labor or management obstacles to this 
method of service delivery. 
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ECONOMIC BENEFITS OF SERVICE CONTRACTING 

The economic benefits of transit service contracting 
are the primary reason for its appeal. Private sector 
contracting usually saves money compared to public 
agency operation of a transit servicei however, the 
magnitude of the savings are subject to considerable 
uncertainty. Several comparisons of public agency 
and private operator service costs are presented 
here, but these comparisons must be treated cau­
tiously. Only in the case where a private operator 
replaces or is a substitute for public agency opera­
tion of an entire public transportation service can 
any precision be attached to cost savings. For exam­
ple, if public and private operators bid $40 per 
vehicle-hour and $20 per vehicle-hour, respectively, 
to operate a city's entire fixed-route transit sys­
tem, then it is possible to conclude with high con­
fidence that the municipality saved 50 percent by 
contracting. 

In many situations, however, only a portion of a 
transit system will be contracted to private oper­
ator. In such cases, cost savings are less clear 
cut. This is because the cost to the public agency 
of operating the relevant service can only be esti­
mated through the use of a cost allocation model, 
and cost allocation methods do not necessarily pro­
duce reliable estimates of avoidable or incremental 
costs. Consequently, in those cases where cost 
models are used to determine public agency costs, 
there may be an overestimation of cost savings that 
result from contracting. On the other hand, private 
operators are often required to supply the vehicles 
for a co~t~acte.n ~ervic~~ ann the. ~b~e.nce of capital 
expenses in public agency service costs will lead to 
an underestimate of cost savings in these cases. 

All-Day Fixed-Route Services 

Table 4 presents six different cost comparisons oi 
comparable public and privately operated fixed-route 
services. These services all operate the entire 
day--none are peak-period-only operations. As is 
apparent, substantial cost savings are indicated for 
private-sector contracting ranging from 22 to 54 
percent of public agency unit costs. As might be 
expected, cost savings are greatest for regional 
transit agencies and lowest for municipalities. 
Small municipal bus operators typically have lower 
unit costs than regional transit agencies as a re­
sult of lower wage rates, lower peak-to-base ratios, 
and the ability to share overhead expenses with 
other municipal services. Even compared to such 

TABLE 4 Difference between Public Agency and Private Contractor for Fixed-Route 
Transit Services (1, 3, 6) 

Type of System 

18 small municipal systems in 
California 

Phoenix Transit bus route 
Yolo County transit system 
TRT 
2 New York City suburban transit 

systems 
San Diego County transit system 

Cost 
Difference 
(%) 

-22 
-62" 
-378 

-48 

-32 
-348 

Basis of Cost Comparison 

Direction comparison 
Agency unit costs versus private service costs 
Competitive bids 
Agency unit costs versus private service costs 

Direct comparison 
Competitive bids 

Note: Date obtained from government agencies responsible for trensit planning and provision, and from private 
operators. 
8Cost savings are understated became a private contractor was responsible for vehicle provision. 

,.... 
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TABLE 5 Estimated Cost Savings for Commuter Bus Services Operated by Private 
Contractors (1 ,2, 7,8) 

Puhlic Aeency Sponsor 
or Potential Sponsor 

Golden Gate Transit" 

Los Angeles County" 

Houston• 

Cleveland" 

SCRTDa 
Boston (MBTA) 

Cost 
Difference 
(%) 

-25 

-3 8 

-3 5 

- 58 

-51 
- 50 

Basis of Cost Comparison 

Private operator actual costs and cost models 
for public agency 

Private operator actual costs and cost models 
for public agency 

Private operator actual costs and cost models 
for public agency 

Private operator actual costs and cost models 
for public agency 

Analytical cost models 
Analytical cost models 

Note: Data obtained from government agencies responsible for transit planning and provision , from private 
operators, and from a February 1984 memorandum Mitten on the cost of peak-hour service by W. Cox of the Los 
Angeles County Transportation Commission. 
3 Cost savings are understated because a private contractor vvas responsible for vehicle provision. 

municipally operated fixed-route services in Cali­
fornia, however, similar privately contracted ser­
vices are more than 20-percent less expensive. 

Conunute r Express Bus Service 

Proponents of transit service contracting often cite 
commuter bus service as a particularly prom1s1ng 
application of this strategy. As a supplemental 
service, commuter express operations are believed to 
avoid some of the labor constraints that confront 
contracting of all-day transit services, particularly 
for expansion of commuter service. In addition, the 
cost-saving potential of contracting for peak-pe­
r iod-only services is believed to be great as these 
are a transit agency's most expensive services due 
to severe labor inefficiencies. Table 5 gives data 
on cost comparisons for the relatively few commuter 
bus services that have been contracted to private 
operators, as well as data on cost savings estimates 
derived from studies of public versus private pro­
vision. 

The studies and direct comparisons revealed that 
large cost savings are indeed possible with con­
tracting, provided that enough service is involved 
to enable the public agency to reduce overhead ex­
penses when contracting out existing services or to 
forego additional overhead expenses in cases of 
service expansion. If only one or two bus runs are 
contracted by a public transit operator, the savings 
will probably be minor or nonexistent. 

The magnitude of cost savings also depends on 
whether or not the contractor must supply the vehi­
cles. This is a common requirement for commuter 
services, but can add substantially to the private 
operator's costs as a result of the high costs of 
suitable buses and the difficulty of achieving other 
utilization of the vehicles. It has been estimated 
that the capital costs of the vehicles added as much 
as 30 percent to the service costs of private oper­
ators in Houston, where new or recent buses were 
required to be used by the contractors <1>· 

The following table gives a more detailed com­
parison of the cost and subsidy requirements for 
commuter express bus service provided by GGT and the 
pr iv ate operators who furnish its contracted sub­
scription service. At the time of this comparis on, 
27 buses were used in the subscription bus program, 
operating on routes of 20 to 60 miles in length. 
GGT's service costs we re calculated by applying the 
transit agency's cost model to a route that was the 
same length as the average route in the subscription 

program. Other aspects of the two services were also 
similar. Because the 2 7 buses then involved in the 
subscription service represented approximately 11 
percent of GGT's peak bus fleet, it is likely that 
the overhead expenses implied by the cost model 
would come into play if the transit agency were to 
take over the privately provided services or con­
tract out a similar amount of commuter service . The 
indicated 25-percent cost savings and 50-percent 
subsidy savings are probably conservative, as the 
private operators must supply their own vehicles. 
Depreciation charges would add at least 5 to 10 
percent to the private operators' total service 
costs (the buses are not new, having an average age 
of 10 years), whereas the transit agency purchases 
its buses with public subsidies and thus does not 
include depreciation in its operating expenses. 
Despite the conservative estimate of cost savings, 
this comparison indicates that GGT saves approxi­
mately 5 percent of its annual subsidy requirements 
by contracting for its subscription services rather 
than operating these services itself. (Note that the 
data in the table were obtained from Golden Gate 
Transit.) 

Provider 
Private Bus Company 
Golden Gate Transit 
Difference 

DRT 

Cost 
$1,589,510 
2,123,260 

533,750 
+33.6% 

Subsidy 
$ 575,480 
1,167,790 

592,310 
+102.9% 

DRT is the transit service most commonly contracted 
out to the private sector. Because service contract­
ing is so pervasive for DRT, it is difficult to 
identify publicly operated DRT systems for cost-com­
par ison purposes. The scattered evidence that is 
available, however, indicates that large savings are 
also possible for this transit service when it is 
privately contracted. Table 6 reveals that cost 
savings of approximately 50 percent are the norm for 
regional transit agencies, and such savings may even 
be conservative as the agencies included are rela­
tively low-cost by national standards. On the other 
hand, several of the comparisons involve the re­
placement of fixed-route bus services by small vehi­
cle (van or mini-bus) DRT operations, and the added 
dispatching costs of the latter may be more than 
o ffset by the higher v ehicle maintenance and fuel 
expenses for large transit buses. Nonetheless, the 
cost savings will always be large. 
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TABLE 6 Cost Savings for General Public DRT 
Services Operated by Private Contractors 

Public Agency for 
Comparison Purposes 

Phoenix Transit 
Rochester-Genesee Transit Authority 
Orange County Transit District 
Omnitrans 
TRT 
4 municipal systems in California (compared 

to 21 taxi company operated systems) 

Cost 
Difference 
(%) 

-54" 
-45b 
-49" 
-ss• 
-493 

-12b 

Note: Obtained from agencies responsible for transit planning 
and provision, private operators, and from References 3, 6, 9, and IO. 
8 Represents DRT service costs versus bus service costs for compar-
bnble 'l(rrv.ice ;·u·cns. · 
R~prt.i.a nls comparable DR T services. 

Large subsidy savings are also possible by sub­
stituting DRT for unproductive fixed-route services. 
Phoenix Transit estimates that it has saved $700,000 
annually by subs ti tu ting DRT for its Sunday fixed­
route services (1). This represents nearly 5 percent 
of total agency subsidy. TRT has reduced subsidy per 
passenger by as much as 64 percent in particular 
conversions of fixed-route transit to privately 
contracted ORT (3). 

Although much lower cost savings are indicated 
for municipally operated ORT services in California, 
this is because the few cities that operate their 
own ORT systems also engage in the same cost-reduc­
tion practices as private providers. They pay low 
driver wages, they use part-time labor, and they 
:shcu:e ovei:h~aa with other rnunicipal secvices. These 
are not unionized transit operations, and thus all 
wage rates are more reflective of pr iv ate sector 
conditions. In contrast, the small, municipally oper­
ated, fixed-route bus services cited in Table 4 are 
about twice as expensive as privately operated ORT. 
Thus, it appears that it is possible for public 
agencies to save upwards of 50 percent by contract­
ing for DRT service. Even the most cost-conscious 
public operators cannot match the service costs of 
private providers. 

INSTITUTIONAL OBSTACLES TO SERVICE CONTRACTING 

There exist several potentially significant obstacles 
to transit service contracting. First, transit 
managers tend to view service contracting unfavor­
ably. Second, transit labor unions are almost in­
variably strenuously opposed to contracting. Third, 
when subsidy sources are dedicated exclusively to 
transit, as is often the case for large transit 
agencies, transit policy makers usually lack the 
incentive to support contracting. Fourth, the ser­
vice quality of private operators may be below public 
agency standards, creating dissatisfaction on the 
part of both the sponsor and transit riders. Fifth, 
fiuding a suitable privete provider mey be problem­
atic, and maintaining a potentially competitive 
situation for contract renewals may also be diffi­
cult. Finally, although the monetary savings from 
contracting are impres3ive in percentage terms, they 
may not represent large enough dollar amounts (be­
cause such a small amount of service is contracted) 
to induce a transit agency to overcome other reser­
vations concerning this strategy. 

~ .. hether these obstacles in fact become manifest 
depends to a large extent on the type of public 
agency that is responsible for public transportation 
provision. When this is a city or county, the actual 
impediments to service contracting are usually rela­
tively minor, unless the local government has oper-
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ated a transit service itself for some time. As 
California's experiences indicate, general purpose 
local governments tend to view transit service con­
tracting favorably, and frequently engage in this 
practice. Moreover, when a transit operator is sub­
ject to direct policy and fiscal control by cities 
or a county, particularly those cities or counties 
that do not dedicate financial support to transit, 
the transit operator, too, may embrace service con­
tracting. Westchester County and the City of Phoenix 
are directly responsible for their transit opera­
tions, and city governments in the Tidewater and San 
Bernardino regions directly determine the amount of 
transit service they receive and the amount of local 
funds that will be allocated to the transit agency. 
In all four cases, service contracting is used far 
more than the national norm. 

In contrast, many of the potential obstacles to 
service contracting become manifest when a relatively 
autonomous transit agency is the local entity with 
the greatest influence over transit decisions. The 
most important of these obstacles are rooted in the 
monopoly organization of public transportation in 
most large Arner ican urban areas. Monopoly organiza­
tion, particularly when combined with dedicated 
transit subsidies, insulates transit managers from 
economic or political pressures to stress cost-ef­
fectiveness when making service delivery decisions. 
Even without such insulation, many transit managers 
would prefer to provide all services with agency 
personnel in order to maximize the size of the 
organization (usually a determinant of political 
influence) and to ensure maximal control over ser­
vice quality. This combination of institutional 
arrangements and management attitudes olunts incen­
tives for service contracting, and can represent an 
insurmountable obstacle. 

The monopoly framework for public transit has 
also created serious labor constraints to service 
contracting. Section 13(c) of the Urban Mass Trans­
portation Act, originally designed to protect tran­
sit workers from being displaced by capital invest~ 

ments, has been transformed into a powerful labor 
bargaining chip for preserving a monopoly on all 
jobs associated with transit service provision. The 
model agreement in Section 13 (c) tacitly endorses 
transit labor's claim on all transit jobs, and many 
local labor contracts explicitly verify this claim. 
Labor contracts can thus represent an absolute legal 
barrier to contracting, unless they can be changed 
through collective bargaining. Although Section 
13(c) itself is not an absolute barrier to contract­
ing, and tough-minded transit managers have been able 
to contract in spite of labor resistance, it is a 
rare transit agency that can engage in service con­
tracting without a major struggle with its labor 
force. Unless strong management and policy supper t 
exists for contracting, the prospect of a serious 
battle with labor may be enough to sink this strategy 
before it can be given a hearing. 

Because of the Section 13 (c) situation, service 
contracting ia virtually out of the question if 
transit workers will be displaced as a result. This 
tends to limit transit agency applications to rela­
tively small increments of service. Even some of the 
bolder uses of contracting, such as the activities 
of TRT and Phoenix Transit, have not been of a 
magnitude to require the agencies to lay off workers. 
The few truly large contracting activities undertaken 
by transit agencies, notably OCTD's ORT program (130 
vehicles) and the Houston MTA's express bus program 
(113 vehicles) , do not represent replacements of 
agency services, but are new services instead. As 
they do to affect existing transit workers, such new 
services are by far the easiest to contract to the 
private sector. However, relatively few transit 
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agencies have the fiscal resources for major service 
expansions. 

Although the major obstacles to service contract­
ing are most applicable to regional transit agencies, 
two other potential obstacles can affect any con­
tracting entity. The first is the issue of the 
quality of the service provided by a private oper­
ator. Private providers may fall short of public 
agency expectations concerning service reliability 
because of their greater concern about keeping ser­
vice production costs low. For example, the South­
east Michigan Transit Authority (SEMTA) has sharply 
reduced its use of contract services (it originally 
contracted for commuter express service and several 
ORT services) because of persistent service quality 
problems with private operators. Many of these prob­
lems were attributable to inadequate vehicle mainte­
nance, which led to unreliable service. SEMTA staff 
believes that some contractors were simply not cap­
able of providing the necessary quality of service, 
as they had never before operated in such a demand­
ing service environment. TRT has also experienced 
service quality problems with its ORT contractors, 
and has tightened its contract requirements and 
administrative oversight in an attempt to prevent 
r ecurrences (6). On the o t he r hand, other major 
sponsors of contract serv i ces have not experienced 
serious service quality problems, nor have the vast 
majority of cities and counties in California. None­
theless, the fact that negative experiences do occur 
gives credence to the belief of many transit managers 
that service quality can be a problem in contracting. 

The second potential problem is that of maintain­
ing a suitably competitive environment to keep pri­
vate contracting costs low. Private transportation 
providers with the necessary capabilities to operate 
a public transit service are often not abundant, 
particularly in small urban areas. Even in metro­
politan areas, it is not uncommon for a public agency 
to have only one or two providers to choose from . 
For example, TRT was able to interest only one local 
transportation company in bidding on its contract 
services, and several of the largest ORT systems in 
California have never had real competition for the 
service contract. 

The concern is that lack of competition could 
cause private operators to sharply increase their 
rates to the public agency. Although this may even­
tually occur, it does not appear to have become a 
serious problem to date. Service costs of most sole­
source contractors are reasonable by national stan­
dards and far below comparable public agency costs. 
Private operators view contract revenues .as desir­
able because they are a secure revenue source which, 
in most noncompetitive situations, they do not at­
tempt to exploit (_.2.). Occasionally, private operator 
rates do appear somewhat excessive (the Houston MTA 
initially paid all-day charter rates for its peak­
period-only express services), but this does not 
appear to be a widespread problem. The public agency 
almost always holds the upper hand in contracting 
situations, as it can provide the service itself or 
encourage nonlocal firms to bid when the current 
provider attempts to exploit a monopoly position. Of 
course, private operator rates may be lower when 
many firms compete for a service, but the cost dif­
ferential between public and private operators is 
typically so large that public agencies will find it 
advantageous to contract out in noncompetitive 
situations as well. 

AREAS REQUIRING ADDITIONAL RESEARCH 

This paper represents a reconnaissance of the current 
status and fUture potential of transit service con-
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tr acting. As such, it does not delve deeply into 
some of the issues that are likely to determine just 
how widely this strategy will be used in coming 
years. It is possible, however, to identify three 
arcac in which additional research is needed to help 
clarify the institutional feas i bility and economic 
benefits of service contracting. 

First, research is needed in determining the 
magnitude of the cost savings that result from ser ­
vice contracting. The cost comparisons assembled for 
this paper range from relatively sophisticated at­
tempts to model public and pr iv ate operating costs 
for the same service to straightforward but possibly 
misleading applications of agency cost models to 
commuter express services to comparisons based simply 
on unit costs for the same or similar services (_!, 
£,~,.:z., and ~; and a February 1984 memorandum written 
on the cost of peak-hour service by w. Cox of the 
Los Angeles County Transportation Commission). None 
of these approaches are without their deficiencies, 
although it is encouraging that they all yield esti­
mates of cost savings that range from 20 to 50 per­
cent. Improved approaches are necessary for more 
accurate estimation of the cost savings that would 
result from either contracting with existing public 
operator services or using private operators to 
provide additional transit services. 

This need is most acute for supplemental ser­
vices, particularly commuter express service, and 
for all types of substitution services. In these 
situations, cost savings are difficult to estimate 
because of the problem of accounting for relevant 
public agency overhead costs and, for commuter ser­
vices, because of complicated labor scheduling in­
teractions with off-peak transit operations. The 
magnitude of the research problem should be empha­
sized because cost models must: (a) be relatively 
straightforward to apply and not require substantial 
amounts of data, (b) adequately represent the cost 
implications of changing the inputs to the service 
production process as well as changes in the level 
of output itself, and (c) be capable of giving rea­
sonably accurate estimates when applied at the route 
level of analysis and when used in analyzing dif­
ferent magnitudes of service contracting. 

Research on cost differences is also needed to 
account for the effect of requiring private operators 
to supply the vehicles for a contracted service. For 
commuter express service, such effects can be pro­
found--i t is estimated that vehicle capital costs 
can represent as much as 30 percent or more of total 
private operator service costs in some situations 
(2 , 7). Without be ing able to take the vehic l e cost 
f"a°ctor into a ccount , estimates of publ i c-private 
cost differentials, such as some of those cited in 
this paper, will understate the private-operator 
cost advantage. 

A second major area for additional research is 
determining how much of a deterrent to service con­
tract ing the labor situation in public transpor ta­
tion is. There can be littl e question that fede ral 
law, l oca l labor cont r a.e ta , and t he desire of many 
transit agencies to have smooth l abor relations a l l 
make con t racting ou t quite difficu.l t . Much t oo l itt.le 
is known, howeve r , on why a few transit a gencies are 
able to contract out for a variety of services 
whereas most of their cohor ts are not able to con­
tract out at all. Are labor constraints as much 
perceived as actual, or ar e they tru l y a s for mi dable 
as t hey a ppear ? How i mportan t are the gener a lly 
unfavor able views of transi t management t owa r d ser­
vice contracting in giving influence to labor op­
position to this strategy? Is the incent ive struc­
t ure for transit service decis i ons as important as 
labor constraints in forestalling serious considera­
tion of contracting? The answers to these and other 
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related questions have major implications for the 
institutional feasibility of service contracting by 
relatively large transit agencies. 

Finally, research is needed on the question of 
how best to administer a service contracting program 
while maintaining consistency with an overall agency 
objective of minimizing service delivery costs. Some 
transit agencies, such as OCTD, have established a 
bureaucratic structure to administer their contract 
services. Although this ensures high quality of 
service as well as provider honesty, it is also 
quite costly--OCTD's administrative costs for its 
ORT program are 24 percent of the cost of service 
provision. But informal contract management can lead 
to problems, as has been learned by TRT. It seems 
that there are a sufficient number of transit 
agencies now engaged in service contracting such 
that a comparative analysis of their experiences 
would yield valuable insight into thP IJlleRtions of 
how much, and what type, of contract management is 
necessary. 
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Simulation of Transit Route Operations 

UPALI VANDEBONA and ANTHONY J. RICHARDSON 

ABSTRACT 

Public transport managers and operators face increasingly difficult problems in 
providing adequate levels of service at reasonable social and financial costs. 
A greater demand exists for analytical techniques that would allow them to 
evaluate changes to operational strategies before committing themselves to 
imp~ementation in the field. This paper contains a description of the develo~­
ment of a discrete e\'ent simulation model for the analysis of on-street trans1 t 
routes. The structure of the model is described and details are provided of the 
types of events that are explicitly modeled in the TRAMS ~ackage. The input 
requirements are described, and the modular nature of the simulation model is 
highlighted. The various options for output format are described, including the 
use of a computer graphics real-time animation option. 
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This paper reports on the development of a simulation 
model (TRAMS: Transit Route Animation and Modeling 
by Simulation) for on-street light rail transit 
(tram) route operations, The model can easily by 
applied to LRT systems operating in their own right­
of-way, but currently is unable to be used with high 
density bus transit systems operating on-street 
because of the presence of local overtaking and 
merging maneuvers in such systems. The model simu­
lates vehicle maneuvers, passenger demand, and tran­
sit vehicle interactions with other traffic. The 
simulation program is based on the event-update 
method, which simulates individual events as they 
occur in chronological order. The model consists of 
a collection of forty events in the event-update 
process and contains a computer animation interface 
that allows the user to visually monitor the simu­
lated service <.!>. The animation of the simulated 
service is useful in visual verification of the 
model and, furthermore, the animation assists the 
user in forming a qualitative opinion on the service. 

In this paper, the inputs necessary for the model, 
the modeling framework adopted, and the outputs 
obtainable from the model will be described, A more 
comprehensive description of the model can be found 
elsewhere (~·l.l. The model has been applied in 
several situations to assess various operating 
strategies (4,6; also see paper by vandebona and 
Richardson elsewhere in this record) • 

INPUT REQUIREMENTS OF THE TRAMS MODEL 

The inputs required by the model can be grouped into 
three categories: (a) supply characteristics, (b) 
demand characteristics, and (c) operational commands 
(which are responsible for the management of the 
simulation process). 

Suppl y Character ist i c s 

The supply characteristics required include (a) 
descriptions of the route, (b) the transit vehicle 
types used in the service, and (c) the prevailing 
traffic conditions along the route that affect the 
operation of the transit service. A description of 
stationary nodes and internodal lengths provides the 
basic route characteristics required by the simula­
tion program. The stationary nodes along the route 
consists of five types: 

• stop nodes 
• intersection nodes 
• route-end-point nodes 
• detector nodes 
• subdivision boundary locations 

Only the first four types of stationary nodes are 
required in the input, as the subdivision boundary 
locations are installed by the program itself. The 
route is finely separated into 10-m sections by 
setting up boundary markers along the route at 10-m 
intervals. These markers aid in reducing the uncer­
tainty of forecasting tram events over long distances 
by bringing up a tram event at least once every 10-m 
length of the route. These boundary markers are of 
great assistance in the organization of the animation 
display to be disc ussed l ater . 

All the s tat ionary nodes (except subdivision 
boundary locations) should be identified with their 
distance along the route and their elevation (to 
facilitate the calculation of gradients). Other 
required information related to stationary nodes 
includes the types of tram stop classified according 
to their functional differences. A tram stop can be 
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specified as a timetable check point where all trams 
must stop and wait until the scheduled departure 
time, or a mandatory stop where all trams must stop 
irrespective of passenger requests. However, at 
mandatory stops, the trams can leave at the end of 
the passenger servicing and need not wait until the 
scheduled departure time. Stops not belonging to 
these two categories are denoted as normal stops 
where trams may stop depending on the prevailing 
passenger demand. The timetables of tram dispatch 
times at depots and timetabled tram stops provide: 
the input required to (a) dispatch trams, (b) hold 
trams at check points, and (c) determine the route 
segments served by each tram. 

For intersection nodes, the input should describe 
the type of intersection node, which could be a 
signalized intersection, an unsignalized intersec­
tion, or a pedestrian crossing. For traffic signal 
locations, it is necessary to provide data on signal 
phasings and timings and the type of signal control 
employed (currently the program can handle 10 dif­
ferent control strategies). If a public transport 
priority option is installed at a traffic signal, 
then the core green time required on other conflict­
ing approaches is required. 

Information related to opposing traffic as well 
as other traffic sharing the tram track is provided 
in the input as an extension to the description of 
intersection nodes. The interaction with other traf­
fic is prominent in the neighborhood of intersection 
nodes because the trams are generally slower than 
cars and are seldom affected by cars except when the 
cars form a queue at an intersection. The informa­
tion required for traffic sharing the tram track is 
(a) the traffic volume at the intersection, (b) the 
length allowed for the maximum queue (if not defined, 
the inter-intersection length will be used as the 
allowable maximum length), and (c) the proportion of 
traffic turning right (left in the United States). 
Opposing through-traffic flow volume and the number 
of opposing through lanes are also required in the 
program input for the purpose of evaluating the 
opposing through flow rate and, subsequently, the 
rate at which turning vehicles can filter through 
the opposing traffic. Public transport vehicle de­
tectors are described according to their function 
(for data collection or for active priority control), 

placement (upstream, tram stop, or stop line), and 
operating character is tics (presence detector or 
movement detector). 

In addition to the stationary nodes, there are a 
number of movable nodes also along the route. The 
end-of-vehicle-queue nodes will vary over time de­
pending on the overall traffic conditions, An ac­
celerating tram will have an end-of-acceleration­
point along the route . A moving tram will have a 
next-decision-point set up along the route, where 
the decision to be made is either to maintain speed 
or to decelerate. Both the end-of-acceleration-points 
and the decision-points are variable along the route 
and are different for individual trams along the 
route. 

With respect to transit vehicle characteristics, 
the program can handle up to five different types of 
tram in a given simulation session. Vehicles are 
described in terms of their seated passenger capac­
ity, total passenger capacity (includes standing 
passengers), number of doors (which selects the 
service time model to be applied), passenger servic­
ing rates, and tram velocity-acceleration profile. 

Demand Characteristics 

The program allows for variations in passenger demand 
along the route as well as with time of day. The 
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simulation program requires the passenger origin­
destination linkages to be identified in the form of 
an origin-destination matrix for a specified time 
period. Different origin-destination matrices can be 
input for different time periods of the simulation 
session. However, in the absence of origin-destina­
tion data, the program has the facility to synthe­
size such data from boarding and alighting informa­
tion. Again, provision is allowed to incorporate 
variations with time of day. 

As described below, the pregeneration section of 
the TRAMS package processes the previously mentioned 
data and produces a passenger list, which stores the 
characteristics of all passengers who use the ser­
vice in the simulation based on stochastic genera­
tions. In some simulation experiments, it could be 
desirable to use a passenger list produced previously 
for the same network. Such a method would be espe­
cially useful for comparative studies of different 
system character is tics. Therefore, there are three 
different ways in which the passenger demand can be 
introduced to the program. The passenger demand 
could be described by an origin-destination matrix, 
by passenger boarding and alighting vectors (in 
which case, the program synthesizes the origin­
destination matrix), or by an existing passenger 
list (in which case, the pregeneration program is no 
longer required). 

PROGRAMMING METHODOLOGY 

The event-update program methodology adopted in 
TRAMS closely follows the method outlined in 
Richardson Cll. Each event processor simulates the 
event concerned and eventually establishes the types 
of events that should follow this event and the 
times at which those events are expected to occur. 
The program attends to one event at a time, and 
submits times and the nature of next events that are 
generated from a particular event to an event sched­
uler. The event scheduler simply orders all currently 
scheduled futu;;e events in chronological order. When 
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a future event is submitted to the scheduler, it 
searches for the proper location for the new event 
in the currently available queue of events and in­
serts the new event in the event queue. This ar­
rangement means that the event at the head of the 
queue is always the next event to be processed. A 
simplified flow chart of the event update process is 
shown in Figure 1. 

There are 40 events currently implemented in the 
TRAMS simulation package, and these are given in 
Table 1. 

Process of Pregeneration 

An advantage of the simulation method compared to 
other analytical methods is that simulation allows 
the modeling of stochastic processes in a behavior-
1111 y rPal istic manner. Simulation will produce sta­
tistically varying outputs with different input seed 
values for random number generation. 

Although the variation in the output measurements 
is of great importance to the transport planner, the 
variation in the input variables over different 
service options being simulated will produce dif­
ficulties in assessing the true difference between 
the different service options. For example, if a 
signal priority scheme is to be compared against 
nonpriority operation, then the planner would prefer 
to keep the same input patronage and constant input 
dispatch headways for both options for the prelimi­
nary comparisons. It would be difficult to estimate 
the short term merits of the compared services if 
those inputs were not kept constant over the options. 
In o;imulation, identical average input patronage for 
the different options may produce different passenger 
arrival times at tram stops reflecting the stochastic 
nature of the arrival mechanism. Therefore, such a 
simulation procedure would already have eroded the 
degree of control over some input variables that the 
planner would prefer to impose on different service 
options. The output will now partly reflect tt.& 
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FIGURE 1 Flowchart of a general event-update simulation model. 
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TABLE 1 List of Possible Events in TRAMS Model 

Event 
Number Descdptjon 

1 End of simulation 
2 Traffic signal green phase begins 
3 Traffic signal red phase begins 
4 Tram departs from beginning of the route 
5 Anim(Jtion clock time increments 
6 New passenger arrives at a tram stop 
7 End of passenger boarding 
8 End of passenger alighting 
9 One second update time for data collection 

JO End of passenger servicing 
11 Tram reaches end-of-acceleration point 
12 Tram arrives at tram stop 
13 Tram arrives at traffic signal or an unsigna1ized intersection 
14 Tram reaches boundary marker 
1 5 Tram reaches merge point 
16 Tram reaches end of the route 
17 Tram reaches a detector 
18 Tram reaches another tram in Front 
19 Tram reaches a car in front 
20 A scheduled event is deleted 
21 Tram departs from a tram stop 
22 Tram departs from a traffic signal or unsignalized intersection 
23 Car sharing the tram track is generated at the end of queue 
24 Beginning of green for right turn arrow signal 
25 Beginning of red for right turn arrow signal 
26 Car crosses the intersection stop line 
27 Tram restarts after the vehicle in front moves off 
28 End of opposing through traffic saturation flow at traffic signal 
29 Tram decision point for a tram in front 
30 Tram decision point for a car in front 
31 Tram decision point for end of the route 
32 Tram decision point for a non-timetabled tram stop 
33 Tram decision point for a timetabled tram stop 
34 Tram decision point for a traffic signal or unsignaJised intersection 
35 Through car joins the downstream end of queue 
36 Through car reaches a tram downstream of the intersection 
37 Detection event by a detector 
38 The beginning of opposing saturation flow platoon reaches a midblock intersection or 

pedestrian crossing 
39 The end of opposing saturation flow platoon reaches a midblock intersection of pedestrian 

crossing 
40 The end of opposing non-saturation traffic flow (i.e., the start of opposing zero traffic flow) 

reaches a midblock intersection or pedestrian crossing 

39 

variability generated for the different arrival 
times of passengers in the two options compared. 

Therefore, an attempt has been made to provide 
the TRAMS user with the ability to maintain identical 
passenger characteristics and tram characteristics 
over different options. This is achieved by the 
pregeneration of the vehicle character is tics, dis­
patch headways, and passenger characteristics. The 
pregeneration creates an ordered list that includes 
the passengers who arrive at all stops on the routes 
to be simulated. The passenger origin, destination, 
and arrival time at the origin stop are stored in 
the passenger list. Tram dispatch times, vehicle 
character is tics, and driver character is tics are 
stored in the pregenerated vehicle list. Some deter­
ministic features such as distance between stops and 
the list of routes served by each tram are also 
created at the pregeneration stage for later 
reference. 

in this category of output. This forms the base-level 
output option of the TRAMS package. The output at 
this stage is amenable to further analysis. 

MODEL OUTPUTS 

The model provides five different output options, 
which, in any given simulation, depend on the output 
option specified in the input operational commands. 
The output options are: 

1. A detailed output that provides a summary of 
input specifications and pregenerated tram dispatch 
times. The passenger list created by the pregenera­
tion session and later modified by simulation and 
data collected by data collection detectors are also 

2. An animation option that displays the opera­
tion of the service by means of the computer anima­
tion interface. The animation interface monitors 
information on geographic characteristics, demand 
character is tics, and a digital clock related to the 
simulation. Figure 2 shows a reconstructed still 
frame from the animation display. Note that the 
letters indicate the following: 

Letter 
A 
B 

c 

D 
E 
F 
G 
H 
J 

K 

L 

M 
N 

Meaning 
Route 
Intersection node in red phase (animation 
refresh feature) 
Intersection node in green phase (animation 
refresh feature) 
Unsignalized intersection node 
Timetabled stop node 
Nontimetabled stop node 
Beginning of the route 
End of the route 
Transit vehicle location showing occupancy 
in tens of passengers (animation refresh 
feature) 
Number of passengers waiting at the stop 
node (animation refresh feature) 
Digital clock showing simulation time 
(animation refresh feature) 
Detector node 
Length of the route 
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FIGURE 2 Reconstructed still-frame from the animation program. 

The animation display is suitable for forming quali­
tative opinions concerning the service. In addition, 
this display 1::> also found to be useful in validating 
the simulated behavior by visual observation. The 
animation output is displayed as the service is being 
simulated by the computer program. This method allows 
for future development of this interface to be able 
to handle keyboard instructions while the simulation 
is in progress. 

3. An animation display with numerical informa­
tion related to tram maneuvers and the passenger 
seat matrix forms the third output option available 
in the TRAMS package. This option is an extension of 
the previous option. When there are a number of 
trams on the display screen, this extended animation 
option loses its usefulness because of the increased 
amount of data output. For these reasons, this out­
put option is considered to be suitable only as a 
debugging technique for program validation purposes. 

4. An option that provides time-velocity and 
time-distance trajectory diagrams of individual 
trams. This output intercepts the program at the end 
of each 1-sec interval and retrieves tram speed and 
distance data to enable construction of these tra­
jectories. 

5. An option that yields quantitative measures 
of the level-of-service provided by the transit 
service. The analysis section of the TRAMS package 
computes these measures of level of service from the 
completed passenger list and from data retrieved bY 
data collection detectors. These level of service 
measurements are converted into graphical format to 
observe the trends and variations in such measure­
ments. The variations could be monitored along the 
route with local measures or across different oper­
ating strategies with the aid of global indices. 

As the program monitors each tram in the simula­
tion, it is possible to collect much more data by 
simulation than could be obtained by field surveys. 
The simulation data does not contain the human error 
component associated with field data collection. 
Although the simulation makes available a large 
amount of clean data, converting them into level of 
service measurements is hampered by lack of con-

sistent definitions for the level of service. In the 
literature, the level of service of public transport 
operations has been measured and reported with dif­
ferent measuring devices, depending on the nature of 
available data and the nature of the analysis. Wait­
ing time, travel time, vehicle occupancy, headway, 
deviations in headway, departure from schedule and 
generalized cost to passengers (~-11) are some fea­
tures that are often measured in the analysis of 
level of service of public transport. 

Considering the large amount of data available 
from the TRAMS package, the output measures from 
this package are not necessarily limited to the 
level-of-service measures indicated above. The anal­
ysis section of the TRAMS package can be readily 
modified to include further output measures accord­
ing to the requirements of the program user. Cur­
rently, such output measures can be obtained by 
improvising Fortran program modules to further 
analyze the data matrices (i.e., passenger, vehicle, 
and detection lists at vehicle detector locations) 
created by the simulation section. In general, how­
ever, level-of-service measurements are based on 
three basic measures of public transport performance: 
travel time, comfort level, and reliability. 

CONCLUSIONS 

Computer simulation techniques provide a reliable 
and easy-to-operate model for the analysis of the 
level of service of transit operations. The model 
has the capability to output a range of level-of­
service measures. Furthermore, the model outputs are 
available at different stages of processing, thereby 
aiding the explanation of the output results. For 
example, animation and trajectory diagrams can be 
used to supplement the implications derived from an 
analytical investigation of a particular treatment. 
As transit operations management decisions become 
more complex, and the revolution in computer tech­
nology makes computers more accessible and less 
expensive, computer simulation technology will play 
a greater role in transit route planning. 

..... 
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Contracting for Public Transportation Services: 

Some New York State Findings 

THEODORE A. THOMPSON and THOMAS J. CULLINAN 

ABSTRACT 

In f ·all 1983, the New York State Department of Transportation (NYSDOT) initiated 
an UMTA-funded study of barriers to private participation in the provision of 
public transportation services. Three counties, Onondaga, Westchester, and 
Suffolk, were to be analyzed concerning the current and potential involvement 
of private transportation firms in public transportation. Onondaga has a mostly 
public system with a few private operators, while Westchester and Suffolk make 
extensive use of private firms. Preliminary findings from the three counties 
concerning contracting indicate the following: (a) contracting with private 
operators has become the dominant institutional means of providing public 
transportation service where federal, state, and local subsidies facilitated 
the implementation of local economic preferences; (b) most public transporta­
tion contracts in New York are negotiated, not bid (however, this has produced 
no legal difficulties because of the contracting county governments with respect 
to the geographical limits of operating franchises held by private firms under 
the jurisdiction of NYSDOT's Regulation Division); (c) Incentive-based con­
tracts, which are useful in promoting efficient operations, have so far not 
been implemented in New York; (d) · the larger public transportation contractors 
tend to seek a greater role in local and regional planning and policy-making; 
and (e) performance evaluation by NYSDOT's Transit Division indicates that 
private operators under contract tend to perform more economically and effi­
ciently, but less effectively than public sector operators in similar cir­
cums ta nee s • 
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Performance of an UMTA-funded study of barriers to 
private sector provision of public transportation 
services at three study sites in New York has pro­
duced preliminary findings that are potentially 
relevant to other u.s. public transportation sys­
tems. These findings relate to: 

1. The political and economic context conducive 
to contracting with the private sector, 

2. The procedure for letting contracts, 
3. The design of contracts for profits and per­

formance, 
4. The relationship between firm size and policy 

involvement, and 
5. The application of performance measures to 

contracted operators. 

New York's experience suggests that contracting with 
private operators for public transportation s~rvicf" 

can be efficient, economical, and effective, but that 
public sector administration of these contracts must 
ensure that the private operator's profit orientation 
does not slight the requirements of public service. 

AN APPROPRIATE POLITICAL AND ECONOMIC CONTEXT FOR 
CONTRACTING 

The three New York study sites are Onondaga, West­
chester, and Suffolk Counties. Onondaga is in cen­
tral New York and has a medium-sized city (Syracuse), 
extensive suburbs, and a diversified economy. Most 
intracounty public transportation in Onondaga is 
provided by a public authority that makes use of 
private operators only when unaoLe to provide a 
needed service itself. In addition, a number of 
private firms operate a handful of intercounty com­
muter and specialized services with the county 
government providing the necessary subsidies from 
federal, state, and local sources. 

Westchester County, which is north of New York 
City, is the residence of numerous New York City 
business people, contains a number of densely popu­
lated working class municipalities, and also has 
numerous national corporate offices. Suffolk County 
comprises the eastern one-half of Long Island at the 
end of the commuter rail lines and, while lacking a 
dominant urban center, varies from dense suburbs to 
rural farmland. These two counties provide essen­
tially all their intracounty public transportation 
through contracts with private sector bus firms. 
These institutional arrangements for service provi­
sion resulted from specific political and economic 
contexts, an explanation of which follows. 

Looking first at the oldest of the current sys­
tems, Onondaga County has the greatest proportion of 
public sector service. The Central New York Regional 
Transportation Authority (CNYRTA) was given a strong 
push toward public sector operation by its enabling 
legislation. This legislation facilitated the use of 
federal funds to purchase the existing transit bus 
operation that wa11 incapable of further opl"rilt. inns 
without subsidy. Legal ramifications aside, it would 
have been unreasonable for CNYRTA to use over $5 
million of public funds to buy a private system and 
then not operate it, but instead contract with other 
private operators. 

Of perhaps greater significance is the fact that 
in 1971, when CNYRTA was formed, there was no federal 
or state operating assistance available for private 
transit firms. In addition, the other three upstate 
public authorities were also forming operating sub­
sidiaries as opposed to contracting for service with 
existing private operators. The New York City metro­
politan area still had numerous private sector bus 
systems, but its scale of operations was considered 
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too large to be a model for medium-sized upstate 
cities. Thus, CNYRTA's administration did not con­
sider contracted private operation of the local 
transit system a viable option. State operating 
assistance became available in 1974, and Federal 
assistance in 1975. Both programs had provisions for 
aid to private operators giving Westchester and 
Suffolk Counties an increased range of institutional 
alternatives. CNYRTA's first board of directors 
initially intended to run the transit operation 
profitably regardless of how much service might have 
to be cut. A subsequent board appointee with years 
of experience in the New York City transit system 
was influential in reorienting CNYRTA toward the 
service responsibilities of a public transportation 
system in the public sector. 

While although the preceding has indicated how 
CNYRTA brought Onondaga County's transit system into 
the public sector, a major factor in maintaining 
public sector operation is the skill with which it 
has developed support among those federal, state, 
and local agencies responsible for transportation 
planning and subsidies. CNYRTA is widely known for 
its facility in public and political relations. With 
external funding and significant influence over the 
local transportation planning process thus secured, 
external pressure for CNYRTA to contract with pri­
vate operators is lacking. Given this pattern of 
development, it is ironic that CNYRTA' s success in 
meeting some of its public service responsibilities 
has recently forced it to contract with taxi oper­
a tors for elderly and handicapped (E&H) service. 

When the mechanical problems of wheelchair lifts 
on 17 transit vehicles became too numerous during 
the ~·linter of 1983-1991, CNYRTP.. stepped using these 
lifts. In order to serve the demand that had been 
generated in part by these accessible transit vehi­
cles, CNYRTA shifted its wheelchair transportation 
commitments to its paratransit fleet. This fleet, 
however, could not handle this demand in addition to 
transporting the ambulatory E&H passengers. Conse­
quently, CNYRTA contracted with taxi operators to 
transport a significant fraction of its ambulatory 
E&H patrons. Although this contracted service has 
cost less than CNYRTA' s own service, the future of 
these contracts depends on studies that CNYRTA is 
conducting into the feasibility of resuming lift­
equipped transit service. 

Thus, a lack of significant influence favoring 
private sector operation when CNYRTA was established 
and a skillful development of good working relations 
with external funding agencies supportive of public 
sector operation have oriented CNYRTA to contract 
with pr iv ate firms only when it cannot provide im­
mediately necessary service itself. Public transpor­
tation contracting with the private sector undertaken 
by the Onondaga County government will be described 
later. 

The political and economic context of Westchester 
County, whose public transportation system is the 
second oldest in the study, differed significantly 
from Onondaqa County's. Its population density was 
triple that of Onondaga Countyi it had 16 private 
firms providing transit, express commuter, school, 
and charter services i and it had a strong pr iv ate 
sector orientation indicated by the numerous offices 
of U.S. corporations. At the same time, Westchester 
County was not immune to the major trends affecting 
all u.s. transit systems in the late 1960s and early 
1970s: sharply rising capital and operating costs 
combined with stable or declininq farebox revenues. 

The precipitating factor drawing Westchester 
County's disparate local transit operations into a 
unified system was the election of a new county 
executive in 1973. This executive hired a more ag­
gressive transportation commissioner and convened a 

.... 
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blue-ribbon panel to determine the best institutional 
means of providing public transportation. The panel 
concluded that contracting with private bus firms so 
as to subsidize operating deficits would be more 
cost-effective thnn " wholly public sector opera­
tion. Though the Metropolitan Suburban Bus Authority 
(MSBA) had recently been established as a subdivi­
sion of the regional Metropolitan Transportation 
Authority (MTA) to serve all the suburban counties, 
only Nassau County joined this authority. The corpo­
rate executives on Westchester County's blue-ribbon 
panel perceived public authorities as wasteful means 
of delivering public services. Consequently, West­
chester County chose to provide public transporta­
tion and other public services by contract with 
private firms. 

In constructing its first transportation con­
tracts, Westchester County determined that it would 
guarantee both coverage of operating costs and a 
regulated profit to individual firms. In addition, 
the county would secure new vehicles through federal 
and state capital grants and lease them to the oper­
a tors. The bus firms would then operate routes 
designated by the county transportation department 
following specified service quality standards. 

By the time Westchester County had made its deci­
sion to keep public transportation in the private 
sector in 1976, state and federal operating and 
capital subsidies were available for distribution to 
both public and private operators, Public operators 
could receive federal and state assistance directly 
while private operators had to have local public 
sector sponsors. Westchester County subsequently 
considered putting its system under public manage­
ment, but no steps toward implementing such a policy 
reversal were ever taken. 

For a populous part-suburban and part-rural 
county, Suffolk was slow to develop a unified intra­
county public transportation system. In fact, one 
large town had already started its own public sector 
transit system by the time the county government 
began organ1z1ng the county-wide system in 1979. 
Before this time, the county government had merely 
studied public transportation needs and acted as the 
local sponsor for state operating assistance for 
Suffolk County's private bus firms. A contributing 
element to Suffolk County's delay in organizing its 
public transportation system was the opinion of many 
residents that buses on residential streets were a 
nuisance they had hoped to leave behind when they 
had left New York City. 

Suffolk County's decision to contract with private 
operators rather than establish a public authority 
was more pragmatic and less studied than Westchester 
County's. Suffolk County already had approximately 
10 small operators providing uncoordinated local 
services throughout the county. The quickest, most 
economical way to coordinate these local services 
into a system was for county planners to design new 
routes connecting existing services and then con­
tract for service on the new routes with current 
operators in the vicinity. By making use of existing 
operators, the county could avoid the lengthy tasks 
of setting up operational staffs and securing capital 
equipment. 

Local transit service that was truly a system was 
thus established in Suffolk County with a minimum of 
new institutional structure. Subsequently, Suffolk 
County Operations (SCO), as the new system was en­
titled, has exceeded its ridership and farebox pro­
jections. 

A consultant's recent evaluation of Suffolk 
County's system has recommended more tightly con­
trolled cash collection procedures and a centralized 
maintenance facility (l). The latter would facilitate 
more uniform maintenance of the county-owned transit 
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vehicles that are currently assigned in small groups 
to private operators throughout the county. Suffolk 
County is pursuing these recommendations in a manner 
consistent with its current operating philosophy, 
which advocates the least possible expansion of 
public sector institutional structure. 

MEANS USED TO LET CONTRACTS 

In Onondaga County, the county government contracted 
with a private operator for door-through-door wheel­
chair service in 1981 after CNYRTA demurred at pro­
viding this type of service. The first year's con­
tract was negotiated, not bid. Though no challenge 
was made, the county purchasing agent determined 
that the county could be legally vulnerable and bids 
were solicited for the second year of operation. 
While although the costs of this service dropped 
immediately, the cost decline was produced not so 
much by the change to a bid contract as by respeci­
fying the service to subsidize only the trips actu­
ally taken as opposed to hours of service provided 
whether used or not. 

As indicated above, contracts with private oper-
a tors, whether bid or negotiated, are the exception 
in Onondaga County. By contrast, contracts with 
private operators are the rule in Westchester and 
Suffolk Counties, but bidding on contracts is an 
exceptional procedure. The usual procedure is to 
negotiate contracts with specific operators. A com­
petitive element may be introduced if Suffolk County 
negotiates with two firms both operating in the 
vicinity of a proposed route, but even this is the 
exception, not the rule. 

The absence of public concern over negotiated 
versus bid contracts is due to the Westchester and 
Suffolk Counties transportation departments negoti­
ating with those firms holding geographically ap­
propriate NYSDOT operating rights in the areas where 
the counties plan to subsidize service. Some of 
these franchises are decades old. To date, potential 
competitors have respected these franchises and also 
realized the high cost of establishing transit ser­
vice in areas where they lacked a service facility. 
When Suffolk County's contracts were sent to NYSDOT 
for funding approval in the early 1980's, New York's 
Division of the Budget objected to negotiated con­
tracts as appearing to contravene the State's mun­
icipal bidding law (~). NYSDOT's Regulation Division 
responded that for Suffolk County to not have awarded 
the contracts as they had could have resulted in 
extended litigation with carriers already holding 
franchises in the areas of the routes being con­
tracted. The Budget Division accepted this explana­
tion. In addition, the argument was made that the 
carriers who were awarded the contracts were the 
most responsible carriers for those routes. 

In defense of multiyear negotiated contracts, 
when a bus firm knows that it will hold its contract 
so long as it meets the county's cost and service 
quality standards, it is more receptive to long-range 
development projects such as driver and mechanic 
training and multiyear labor contracts with health 
and pension plans. Such projects promote stable, 
competent, safety-oriented labor forces--an important 
objective of the respective county governments. 

DESIGNING CONTRACTS FOR PROFITS AND PERFORMANCE 

To date, the types of contracts used by Westchester 
and Suffolk Counties to provide transit service have 
included profit for the operator with calculations 
based on revenues, expenses, or a management fee 
principle. Contracts incorporating performance in-
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centives as part of the profit calculation have yet 
to be used in New York. 

When Westchester County began contracting for 
public transportation services with private bus 
operators in 1974, profits were set at a percentage 
of farebox revenues. This worked to the operators' 
disadvantage when ridership decreases produced reve­
nue declines. These ridership decreases resulted not 
so much from declines in service quality, which 
companies could control, as from prevailing social 
trends. Consequently, in the next series of con­
tracts, 1978-1983, the profit allowed for each com­
pany was set at 6 percent of the expenses generated 
in providing the service requested by the county. 
Five years' experience with this method produced a 
negative response of a different kind--that a firm's 
profits increased as expenses increased (through 
either internal factors, such as wages, or external 
items, such as new service demands or increased fnPl 
pr ices). The public thus perceived the private bus 
firms increasing their subsidized profits by means 
of increasing costs without an incentive for quality 
service or efficient operation. 

As a result of this unsatisfactory situation with 
contracts calculating profits on both revenues and 
expenses, Westchester County began using a manage­
ment fee concept. Under this arrangement, the term 
"profit" was not used. Instead, each bus company 
contracting with the county was provided a fixed 
management fee in lieu of profit. The level of this 
fee was established through analysis of previous 
operations such that no firm would receive a greater 
amount than its profit under the former revenue or 
expense calculations. The one large firm that per­
fot"men 135 percent of the county' e ccntra.ctGd scarvicc 
would have a 5-year contract in which the fee could 
be increased up to 50 percent of the increase in the 
regional Consumer Price Index (CPI) halfway through 
the contract term. The remaining small companies are 
expected to be put on a long-term basis in January 
1985. Currently, all such management fees and any 
increases thereto are subject to NYSDOT's approval 
in addition to that of the county transportation 
department so as to prevent subsidized excess 
profits. 

This management fee concept is not completely 
satisfactory to either the bus firms or the county 
government for analogous reasons relating to incen­
tives. For the one large firm with the 5-year con­
tract, for instance, the current contract has an 
incentive only to the extent that the firm works to 
prevent increasing costs from eroding its management 
fee. 

This firm submits cost figures to the county's 
budget director annually. If the county's budget 
director objects to these cost figures, this firm 
may have its proposed budget submitted directly to 
the county's board of legislators where it has sig­
nificant political influence. The board of legisla­
tors has final budget approval. Once an annual budget 
has been approved, the large firm is reluctant to 
provide any additional service proposed by the county 
transportation department during the budget year 
knowing that under the contract, additional costs 
will erode the profit percentage represented by the 
fixed management fee. 

From a business perspective, such a position is 
logical, but it limits flexibility in service plan­
ning for the county's transportation department. 
Because this department is responsible for public 
transportation marketing, some conflict appears 
inevitable. The county transportation department 
wants effective service reaching as many people as 
is feasible while the carrier is more interested in 
economical and efficient service so as to protect 
its fees. One observer of this divergence in objec-
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tives terms it "creative tension" resulting in im­
proved service to the public. Whether this claim of 
better service is confirmed by comparative perfor­
mance measures will be considered later in this 
paper. 

Another way of calculating profits for public 
transportation services involves incentive-based 
contracts. San Diego County, California, has in­
corporated incentives and penalties based on trips 
completed and on-time performance in its contracts 
with private operators. On-time performance is mea­
sured by random time checks performed by the county 
government (as stipulated in the County of San 
Diego's "Agreement for County Transit System to 
Provide Public Transportation Services" contract 
dated July 1, 1983). Contract negotiations in 
Westchester County, however, have so far not pro­
duced performance indices or measurement methods 
that are m11t1rnlly :<111ti:<1f11ctory to the county govern­
ment and the bus companies. For example, the county 
is not certain that when a bus operator calculates 
mean distance between road failures, it counts as 
failures those times when a replacement bus can pick 
up the route of a disabled bus with only a short 
delay. 

Suffolk County compensates contracted carriers on 
a cost-plus-fixed-fee basis. The maxima for some 13 
categories of costs are determined from the car­
rier's expense records with the county transporta­
tion department figuring in an inflation factor 
based on the regional CPI. These costs are generated 
by the provision of service on specific routes. The 
county then pays the carrier operating assistance on 
these figures subject to a final audit of the car­
rier's actual costs. If a carrier keeps its cost 
below the maxima established, it can increase its 
profit percentage, but not the amount of the fee. 
such a contract has negligible incentives toward 
efficient and economical performance. However, Suf­
folk County's private operators have responded posi­
tively toward this new system. Because SCO began in 
1980, both the farebox recovery ratio and the pas­
senger count have significantly exceeded projections 
while costs per mile and per hour have been held 
below national peers (see Table 1). 

There is another type of contract designated 
119-r in use in Suffolk County as well as other New 
York counties. This was the original contract format 
used in 1974 to distribute State operating assistance 

TABLE 1 1982 Peer Comparisons-Suffolk County 

Suffolk National 
County Peer 

Comparison Category Operations Group 

Economy($) 
2.17 Cost/vehicle-mi 1.56 

Cost/vehicle-hr 24.47 33.44 
Cost/passenger 2.12 1.49 
Deficit/passenger 1.61 0.97 
Revenue/cost 0.24 0.30 

Efficiency 
1.066 Vehicle-hr /employee 1.370 

Vehicle-mi/employee 2 1,485 16,946 
Vehicle-mi/vehicle 41 ,436 33,736 
Vehicle-hr /vehicle 2,642 2,203 

Effectiveness 
Passengers/vehicle-mi 0.74 1.56 
Passengers/vehicle-hr I 1.54 25.20 
Passengers/employee 15,817 25,918 

Service quality 
11.936 2,206 Mean distance between failures (mi) 

Note : The data in this table were derived from 1983 Final Performance Evaluation of 
Suffolk County, Transit Program and Evaluation Bureau, Transit Division, New York 
state Department of Transportation. The peer group was composed of public transporta­
tion systems of similar fleet sii:e from regions of similar population density and geographic 
extent. The statistics from outside New York were derived from Section 15 and American 
Public Transit Association data and phone calls. 

,.... 
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to private operators through the intermediary of a 
county government sponsor. The state pays to the 
county sponsor an amount generated by the number of 
passengers carried and revenue vehicle-miles traveled 
by the private operator. Currently, the formula pays 
$0.18 per passenger and $0.47 per mile subject to 
discounting if the dedicated taxes providing the 
revenues for these subsidies fall short of projec­
tions. The county may also discount the subsidies 
slightly to cover its administrative costs before 
passing them through to the operators. If a county 
intends to distribute State subsidies in a radically 
different manner from the way the formula determines 
the money was generated, however, it must get NYSDOT 
approval for this alternative distribution. 

In Suffolk County, the State subsidies provided 
under 119-r contracts in addition to farebox revenues 
have been sufficient to keep a number of routes in 
the well-populated sections operating. These are the 
routes that SCO was designed to link up. 

If an operator should generate significant reve­
nues through both the farebox and 119-r subsidies, 
NYSDOT has designed additional formulas to prevent 
the earning of excess profits. It should be noted 
that no Suffolk County operator has yet been "capped 
out" through this restriction. 

FIRM SIZE AND POLICY INVOLVEMENT 

In Onondaga County, CNYRTA dominates the public 
transportation policy and planning process. However, 
private transportation firms, despite their small 
size, assert their positions when public policy 
questions are considered. Public forums used by 
these firms to present their views include CNYRTA's 
annual public hearing accompanying its federal aid 
request, representation on the local metropolitan 
planning organization by a county government admini­
strator who processes assistance applications for 
the private operators, and direct appeals to NYSDOT's 
commissioner when the private operators feel CNYRTA 
is expanding its competitive service offerings too 
rapidly. It is notable, therefore, that private 
firms in Onondaga County, despite their active role 
in the planning and policy process, seldom seek to 
increase the proportion of public transportation 
service provided by contracts with private operators. 

In Westchester County, one bus firm provides 
approximately 85 percent of the contracted service 
and carries 95 percent of the passengers in the 
county. This firm receives over $8 million annually 
in operating subsidies from the county government 
using federal, state, and local sources. Such figures 
indicate this firm'.s dominance in the provision of 
Westchester County's public transportation. In con­
sidering this dominance, the executives of this firm 
seek a greater role in the public transportation 
policy and planning process of the county and region. 
The chief executive of this carrier has close polit­
ical ties with some key county legislators and sits 
on the county Administrative Policy Committee, which 
meets monthly to discuss public transportation is­
sues. The other members of this committee are county 
officials, including the county transportation com­
missioner. The Administrative Policy Conuni ttee and 
the Westchester County Legislature are the two pri­
mary institutions where the creative tension between 
private provider and public administrator mentioned 
earlier shapes local transportation policy. The 
expected UMTA policy on private sector participation 
in urban area transportation planning will probably 
have little effect on the county planning process, 
but may affect the regional planning procedure. The 
remaining small Westchester County firms are, with 
one or two exceptions, satisfied with the participa-
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tion afforded them in the planning and policy pro­
cess. 

In Suffolk County, no one firm dominates the 
system as in Westchester County. In addition, for 
most Suffolk County firms, public transportation 
service is a small portion of their business. Suf­
folk County firms are primarily school bus operators, 
and the remainder are either municipal operations or 
commuter express services. Consequently, there is 
less concern with policy and planning matters among 
Suffolk County's operators than that expressed by 
Westchester County's dominant operator. Suffolk 
County operators are generally pleased that the 
county government has brought needed federal, state, 
and local capital and operating subsidies into Suf­
folk County• s public transportation system and 
stabilized the revenues, secondary though they may 
be, from transit services. Thus, to date, these 
operators have not sought greater participation in 
the county's planning and policy process. 

PERFORMANCE MEASURES APPLIED TO CONTRACTED OPERATORS 

In Onondaga County, as mentioned earlier, the only 
significant amount of transportation service con­
tracted for by CNYRTA was taxi service for ambula­
tory E&H passengers. Initial figures showed costs 
approximately $0. 60 per trip lower for taxi service 
than for service by Coor-trans, CNYRTA's own E&H 
service. Comparative figures for the door-through­
door service contracted by the county were not 
available. The county also signed contracts with two 
small intercounty private bus operators so as to 
provide them with state operating assistance. Cal­
culations, which are not shown here because of their 
preliminary nature, indicate that these operators 
provided service more economically than CNYRTA 
largely because of lower wages. However, the calcu­
lations also indicate that the service was less ef­
fective than CNYRTA in terms of total passengers 
carried because of low passenger turnover on routes 
through rural areas. 

In looking at the performance characteristics of 
the Westchester County system, the Transit Program 
and Evaluation Bureau of NYSDOT's Transit Division 
has compared them with characteristics of similar 
systems acros s the state and nation. Westchester's 
large private firm performs better than its state 
and national peers on most measures of efficiency 
and effectiveness. On measures of economy, the con­
clusion is less clear. The large Westchester County 
firm apparently performs better than both its New 
York State public sector peers and its national 
peers, particularly if lease costs on the maintenance 
facility are subtracted. The justification for sub­
tracting such costs is that public sector operations 
usually have maintenance facilities financed by 
government grants. However, a question has arisen as 
to whether more of the county's administrative costs 
should be counted with this large firm's operating 
costs so as to make the comparison with public sector 
peers a more equitable one. If this were to be done, 
this firm's economy measures would deteriorate to 
the point where it would be closer to its state and 
nat i o na l peers (see Table 2). 

The next largest Westchester County firm provides 
only 7 percent of the county's contracted service 
with the remaining firms having even smaller roles. 
All of these firms are less efficient and effective 
than the one large firm largely because of less 
populous service areas. On measures of economy, the 
picture is mixed with the lower wages of the smaller 
operators offset by poorer farebox recovery ratios. 

For most Suffolk County operators, their rela­
tively low wage rates give them good cost per vehi-
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TABLE 2 1982 Peer Comparisons-Westchester County 

State Peer 
Westchester's (public National 

Comparison Category Major Firm sector) Peers 

Economy($) 
Cost/vehicle-mi 3.06 3.98 2.94 
Cost/vehicle-hr 38.68 41.84 37.82 
Cost/passenger 0.93 1.25 1.04 
Deficit/passenger 0.30 0.64 0.66 
Revenue/cost 0.68 0.48 0.36 

Efficiency 
Vehicle-hr/employee 1,190 971 1,118 
Vehlcle-mi/employee 15 ,020 10,2 10 14,370 
Vehicle-mi/vehicle 30,388 26,410 25,908 
Vehicle-hr /vehicle 2,407 2,511 2,017 

Effectiveness 
Passengers/vehicle-mi 3.29 3.18 2.82 
Passengers/vehicle-hr 41.53 33.50 36.22 

Note: The data jn this tabJe were derived from J 983 Final Performance Evaluation of 
T1'cJtd1c.rtc1• Cowtty, Trom1it Progrnm nnd Evaluation Dureau, Transit Division, New York 
Stale Department of Transportation, The peer groups were composed of public transpor­
tation systems of similar fleet size from regions of similar population density and geo­
graphic extent. The statistics from outside New York were derived from Section 15 and 
American Public Transit Association data and phone calls. 

cle-mile and vehicle-hour figures, but their farebox 
recovery ratios and effectiveness measures, though 
exceeding projections, are weak when compared na­
tionally largely because of the newness of the 
system and the low population density in the eastern 
two-thirds of the county (see Table 1). 

SUMMARY OF FINDINGS 

and Suffolk Counties suggest that contracting with 
private operators has become the dominant ins ti tu­
tional means of delivering public transportation 
service when federal, state, and local subsidies are 
available to implement local economic preferences. 
In addition, negotiated contracts have produced no 
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legal complications because of the respective county 
governments that recognize the geographic limits of 
operating franchises held under the jurisdiction of 
the Regulation Division of NYSDOT. Further, though 
working toward incentive contracts that will reward 
achievement of specified performance measures, such 
contracts are not in place because of a lack of 
agreement over appropriate indices in Westchester 
County and the youth of the Suffolk County system. 
Current contracts in these two counties provide 
profits without considering performance. Transporta­
tion by service contract in Onondaga is so minimal 
as to make incentive contracts irrelevant. Fourth, 
though the sample size is admittedly small, New 
York's experience indicates that the larger the con­
tractor and the greater the proportion of its busi­
ness devoted to public transportation, the greater 
its desire to play a role in regional transportation 
policy and planning, Finally, the performance sta­
tistics of contracted firms indicate somewhat more 
economical and efficient, but less effective, opera­
tion than public sector transportation systems. 
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A Basic Method for Estimating Future Faregate 

Requirements 

GEORGE ROHRBACK and MATT du PLESSIS 

ABSTRACT 

The Bay Area Rapid Transit (BART) system may need to add faregates to its sta­
tions as patronage increases and headways are reduced in the future. A basic 
objective at BART has been the prevention of extended backlogs at the faregates. 
Essentially, patrons should be processed through the faregates at the same rate 
at which they arrive by train, or faster. This means that patrons from one 
train should be out of the station paid area before the next train arrives, 
that is, within the existing headway. To estimate the number of faregates needed 
in 1989 when patronage will have increased by 33 percent and headways are re­
duced to 2.25 min, the following steps were applied: (a) estimate the peak 
patron flows that will occur during the commute period, (b) calculate the time 
required for all passengers to exit each station, (c) develop exit time stan­
dards for different patronage levels and faregate conditions, and (d) calculate 
an index that weights the times a station does not meet the exit time standards. 
The index provides a single number to determine which stations will have the 
greater problems with patron delays. The study indicated that, based on 1980 
patronage data, between 30 and 54 more aisles will be needed in 1989. However, 
depending on the type of equipment obtained, the actual number of faregate 
consoles required could be much greater. 

Two important concepts to understand in reading this 
paper are the BART faregate consoles and the BART 
station centroids. A typical BART faregate array is 
shown in Figure 1, As indicated by the dashed lines, 
two faregate consoles make up one passenger aisle. 
The middle aisle is bidirectional and can be set by 
station agents for entry or exit, depending on the 
patron flow pattern. A centroid is a mezzanine area 
enclosed by faregates, service gates, railings, and 
a station agent booth. Stations within the BART 
system may have one, two, or three centroids. 

EX IT 
AISLE 

BIDIRECTIONAL 
AISLE 

FIGURE l Typical BART faregate array. 

ENTRY 
Al SLE 

"PAID" 
AREA 

"FREE" 
AREA 

BART is projecting that its patronage will in­
crease by 33 percent in the next 5 years. At the 
same time, BART is planning to reduce its headways 
to 2.25 min in 1989. These two events will probably 
force BART to add faregates to its stations in order 
to process patrons within the headway time and 
thereby avoid long patron delays. The primary goal 
is to process patrons through the faregates at the 
same rate at which they arrive by train or at a 
faster rate. Patrons from one train should be out of 

the station paid area before the next train arrives. 
Even with the current headways, some of the sta­

tions do not have enough aisles to process patrons 
in a timely manner, especially if two or three fare­
gates are out of service. Conditions at the busy 
downtown stations and some of the end-of-line sta­
tions can become congested when a large crowd gets 
off the train during the commute periods. Shorter 
headways will therefore increase the need for more 
faregates. The purpose of the study was to estimate 
the number of f aregates needed when shorter headways 
are implemented in 1989. 

The actual number of faregates needed to avoid 
long patron delays was determined based on the fol­
lowing factors: 

1. The projected peak number of patrons exiting 
a station from one trainload, 

2. The time required to clear a station of all 
exiting patrons from one trainload, 

3. The proposed time limits for clearing a sta­
tion, and 

4. An index for determining which stations have 
the more serious delay problems. 

The index is a weighting factor of the occasions 
on which the exit time standards are exceeded and 
gives more importance to those occasions that are 
more frequent (e.g., all faregates operational). 
This report describes the four steps of the faregate 
analysis and shows how the number of faregates needed 
to avoid excessive patron delays at the faregates 
was estimated. 

BACKGROUND 

After several years of operation, It was found that 
some BART stations had significant delays at the 
faregates while other stations seemed to have no 
delays at all. One cause to which these differences 
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can be attributed is that the patronage projections, 
on which the decision to install the automatic fare 
collection (AFC) equipment was based, were out­
dated--they had been made before the system opened 
in 1972. In many cases, the number of patrons using 
the stations was much greater or much less than the 
original estimate. A second cause can be attributed 
to reliability problems with certain AFC equipment 
installed in the busier stations. If two or three 
faregates were out of service, the patron delays 
would be extremely long. Sometimes the congestion 
became so bad that station agents would have to 
allow patrons to exit free, thus resulting in a loss 
of revenue for BART. 

To ensure optimum use of all fare collection 
equipment and to reduce patron delays, the Manage­
ment Services Division conducted a study in 1980 of 
BART's AFC equipment. Their objective was to develop 
a plan for relocating the AFC equipment in order to 
reduce patron delays at the busier stations. A sec­
ondary purpose was to reduce the number of unreli­
able faregate models used in the system. 

A simple method was developed for analyzing the 
faregate requirements of each station. Exiting patron 
data was analyzed to obtain peak patron flow figures. 
Faregate capacities were determined and exit times 
were calculated for each station and centroid. Exit 
time criteria were also established. A special index 
was then developed as a tool for comparing the excess 
processing times. The study found that 10 stations 
did not comply with the exit standards. To eliminate 
all the instances of exit time criteria violations 
while at the same time removing most of the unreli­
able equipment, BART staff had to relocate nearly 
100 faregate consoles.. Sixty-nine consoles were 
moved to other stations and 27 were taken out of 
service. After the relocation project was completed, 
the number of failures per transaction dropped by 50 
percent. The same methodology used in the 1980 study 
was used to estimate faregate requirements for the 
future. The following four sections of this paper 
describe each of the four steps of this method. 

Patron Flow Rates 

The first step in the determination of faregate 
requirements was to determine the peak patron flow 
rates that would occur during the commute period at 
each centroid. [These peaks occur when two rush-hour 
trains arrive at the station from opposite direc­
tions. Because all patrons are off-loaded almost 
simultaneously, the exit rush (7:00-9:00 a.m. at 
downtown stations, 4:00-6:00 p.m. at suburban sta­
tions) is considered to be a more critical case than 
the entrance rush.] In the 1980 study, the number of 
patrons whose tickets must be processed during these 
peak situations was determined using Data Acquisi­
tion System (DAS) 5-min traffic reports. Data from 
the 2-hr exit rush period was analyzed to determine 
both the highest patronage (worst case) and the 95th 
percentile for each station. The worst case patron­
age represented the largest number of patrons exiting 
during a 5-min period at each station during the 
days analyzed, while the 95th percentile was the 
level that was not exceeded 95 percent of the time 
during the 2-hr exit rush. These peak patron flows 
were used in the 1980 relocation design because the 
peaks were not expected to get much worse. 

A complete reevaluation of projected patron flows 
is considered necessary, however, to provide a better 
basis for determining faregate requirements for 1989. 
The Research Division at BART has been requested to 
do a study of projected patron flows through the 
stations and through each centroid. Until those data 
are available, the 1980 data have to be used to 
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provide a preliminary estimate of the magnitude of 
the problem. 

Station Exit Time 

By using the patron flow rates, the time required 
for all passengers to exit each station centroid can 
be calculated if the faregate capacity (number of 
patrons that can be processed per minute) is known. 
To establish the capacity of a faregate, stopwatch 
studies were conducted at Montgomery and Embarcadero 
stations (these are the two busiest stations in the 
BART system) to measure the flow rate of patrons 
through a faregate under queue conditions. The aver­
age processing rate measured for faregate equipment 
was slightly over 25 patrons per minute. Because 
this was determined from field observation, it is an 
actual rate that includes delays resulting from 
people inserting their tickets incorrectly or being 
underpaid and having to return to the addfare 
machine. The exit time was then calculated by divid­
ing the patron flow rates by the centroid faregate 
capacity (number of aisles one-way multiplied by 25 
patrons per minute per aisle). The calculated exit 
times for all station centroids are shown in Table 
1. Exit times were also calculated with one faregate 
out of service at each centroid. This condition was 
analyzed to ensure that sufficient equipment redun­
dancy exists at each centroid to prevent serious 
queuing problems from developing when equipment 
failures occur. 

Exit Time Criteria 

To provide a reference for evaluation of the cal­
culated exit times for each station, exit time stan­
dards were developed. The exit time criteria given 
in the following table are based on anticipated 
headways in 1989. 

All Faregates Operational for 
All Lines 

One Faregate Out of Service 
M Line (San Francisco-Daly 
K Line (downtown Oakland) 
A Line (Fremont) 
C Line (Concord) 
R Line (Richmond) 

City) 

Time for Patrons 
to Exit (min! 
95th % worst 
2-Hr Rush ~ 

2.0 2.2 

2.2 2.2 
2.2 2.2 
2.2 3.0 
2.2 3.0 
2.2 3.0 

The basic standard was set at 2.0 min. This is the 
maximum desirable exit time with all gates opera­
tional for the 95th percentile patronage level. The 
2,25-min he_adways on the M and K lines and intermit­
tently on the R line were the basis for the 2.2-min 
standards. The longer headways on the A, C, and R 
linei;; allow the maxim1.1m permiRRihlP Pxit time t.o he 
set at 3.0 min. Although the headways on the A and C 
lines will actually be 4.0 min or greater, the need 
for equity on all lines favors using the 3.0-min 
standard for the A, c, and R lines. The possibility 
does exist, however, of changing the standards on 
these lines, especially if management feels the 
number of faregates mandated by these stringent 
standards is excessive. 

Noncompliance Index 

As a further tool, a noncompliance index (NCI) was 
formulated to provide a numerical tool for compari-

-,... 
E"'! 
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TABLE 1 Station Exit Times 

Exit Time (min) 

All Faregate.s Working 1 F•regRtf\ Out of Sf\rvicr. 

Aisles 95 Percent 
Station/Centroid I Way Patron Level 

Lake Merritt 4 .7 
Fruitvale 3 1.6 
Coliseum 9 .3 
San Leandro 3 1.2 
Bayfair 4 1.5 
Hayward 3 1.6 
South Hayward 2 1.9 
Union City 4 1.5 
Fremont 6 1.2 
Rockridge 2 2. 1 
Orinda 3 1. 5 
Lafayette 4 1.4 
Walnut Creek 5 1.8 
Pleasant Hill 4 2.8 
Concord 5 2.8 
12th Street 

North 2 .7 
Central 4 .9 
South 2 .4 

19th Street 
North 4 1.5 
Central 2 1.4 
South 2 .6 

MacArthur 2 1.4 
Oakland West 2 1.6 
Embarcadero 

East 6 2. 1 
West 7 2.3 

Montgomery 
East 8 1.5 
West 10 2.3 

Powell 
East 4 .5 
West 4 2.0 

Civic Center 
East 4 1.2 
West 4 1.6 

16th/Mission 3 1.0 
24th/Mission 4 1.6 
Glen Park 5 1.7 
Balboa Park 5 1.6 
Daly City 8 2.5 
Ashby 2 .8 
Berkeley 

North 2 . I 
Central 4 .9 
South 

North Berkeley 2 1.0 
El Cerrito 2 l.7 
Del Norte 4 1.6 
Richmond 2 1.4 

son of exit time criteria violations. The NCI was 
developed by apply i ng a weight factor to the exit 
time criteria violations. The weight factor is used 
to give a higher importance to the criteria viola­
tions that occur most frequently. Because the 95th 
percentile patronage level occurs more frequently 
than the worst case and all faregates are normally 
operating, this condition was arbitrarily given a 
weight of 4. Conversely, the situation in which the 
worst case patronage level is r e ached when one gate 
is out of service is the least likely condition and 
therefore was given a weight of 1. Obviously, the 
higher the NCI the more serious the exit time cri­
teria violations. NCI is calculated by subtracting 
the exit time criteria (in minutes) from the station 
exit time (in minutes) and multiplying that by a 
weighting factor. The following calculation is for 
all faregates operational at the Pleasant Hill sta­
tion: 

Worst-Case Worst-Case 
Patron 95 Percent Patron 
Level Patron Level Level 

.9 .9 1.2 
2.3 2.3 3.5 
.3 .3 .4 

2.2 1.7 3. 3 
2.3 2.0 3.1 
2.2 2.4 3.3 
3.2 3.8 6.4 
2.0 2.0 2.7 
1.7 1.5 2.0 
2.6 4.1 5.2 
2.6 2.2 3.8 
2.1 1.9 2.8 
2.5 2.3 3.1 
3.6 3.7 4. 8 
3.5 3.5 4.4 

I.I 1.6 2.2 
1.3 I. I 1.7 
.6 .8 1.2 

2.4 1.9 3.2 
2.4 2.9 4.8 
LO 1.2 2.0 
1.6 2.8 3.3 
2.8 3.3 5.6 

3.0 2.6 3.5 
3.2 2.7 3.7 

1.7 1.7 1.9 
2.6 2.5 2.9 

.7 .7 .9 
2.4 2.7 3.2 

1.9 1.5 2.6 
2.6 2.1 3.5 
1.6 1.6 2.4 
2.6 2.1 3.4 
2.5 2.2 3.1 
2.7 2.0 3.4 
3.2 2.9 3.7 
1.3 1.7 2.5 

.2 .2 .3 
1.5 1.1 2.0 

1.9 2.1 3.5 
3.1 3.4 6.2 
2.4 2.1 3.3 
2.3 2.9 4.5 

95 percentile patronage: 

(2.8-2.0) x 4 = 3.2. 

Worst-Case patronage: 

(3.6-2.2) x 3 c 4.2. 

The following calculation is for one faregate out of 
service at the Pleasant Hill station: 

95 percentile patronage: 

(3. 7-2.2) x 2 = 3.0. 

Worst-case patronage: 

(4.8-3.0) x 1 = 1.8. 
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The total NCI factor for the Pleasant Hill station, 
thus, is 12.2. 

The NCI for the 26 stations expected to be in 
violation of the 1989 exit time criteria and the 
projected system total are given in Table 2. Although 
every station on the M line registers an NCI, the 
worst problems are expected at the Pleasant Hill and 
Concord stations. The system NCI of 110.7 gives an 
indication of the magnitude of the problems antici­
pated to occur in 1989 with the increased patronage 
and shorter headways. In the 1980 AFC Relocation 
Study, the NCI was found to be 22.4. 

TABLE 2 Stations Not Complying 
with Exit Time Criteria 

Station/Centroid 

Fruitvale 
San Leandro 
Bayfair 
Hayward 
South Hayward 
Rockridge 
Orinda 
Walnut Creek 
Pleasant Hill 
Concord 
19th Street 

North 
Central 

MacArthur 
Oakland West 
Embarcadero 

East 
\V.sst 

Montgomery 
West 

Powell 
West 

Civic Center 
East 
West 

16th/Mission 
24th/ Mission 
Glen Park 
Balboa Park 
Daly City 
North Berkeley 
El Cerrito 
Del Norte 
Richmond 

System total 

NUMBER OF FAREGATES NEEDED 

Noncompliance 
Index 

1.0 
.3 
.4 
.7 

9.6 
7.6 
2.0 
1.2 

12.2 
11.l 

1.6 
4.6 
2.3 
7.4 

4.9 
u.1 

3.7 

2.6 

.4 
2.5 

.2 
2.4 
1.8 
2.7 
7.9 

.5 
8.3 

.9 
3.2 

110.7 

The estimation of the number of faregates needed 
depends on the amount of reduction desired for the 
system NCI. For example, two levels of reduction are 
given in Table 3-- (a) completely eliminate the NCI 
and (b) reduce the total NCI to less than 10. 0. 
Fifty-four aisles are required to eliminate the NCI, 
while only 30 aisles are required to reduce the NCI 
to leoo th;:m 10, The plot of farcgatcc needed to 
reduce the system NCI is shown in Figure 2, As can 
be seen from Figure 1, 10 additional faregates could 
reduce the NCI to almost 50, and 40 additional fare­
gates would only reduce the NCI to approximately 5. 
The plot graphically shows that adding more faregates 
has a decreasing impact on reducing the NCI. Again, 
the critical issue is what level BART wants to reduce 
the NCI to. Or, in other words, what degree of patron 
delu.ys ut furcgatcz i~ Bl' .. RT willing to accept? P. .. s 
previously indicated, the exit time criteria could 
be made less stringent for the A, C, and R lines and 
thereby reduce the number of faregates needed on the 
system. 

An important consideration in determining the 
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TABLE 3 Estimated Number of Aisles Needed to 
Eliminate or Reduce the System Noncompliance 
Index (NCI) 

No. of Aisles Required 

To Reduce System 
To Eliminate NCI to Less Than 

Station/Centroid All NCI Factors 10.0 

Lake Merritt 
Fruitvale 
Coliseum 
San Leandro I 
Bayfair I 
Hayward 1 
South Hayward 2 
Union City 
Fremont 
Rockridge 
Orinda 
Lafayette 
Walnut Creek 1 I 
Pleasant Hill 3 2 
Concord 3 3 
12th Street 

North 
Central 
South 

19th Street 
North 2 
Central 2 
South 

MacArthur 1 
Oakland West 2 
Embarcadero 

East 3 2 
West 4 3 

Montgomery 
East 
West 3 2 

Powell 
East 
West 2 

Civic Center 
East 1 
West 2 

16th/Mission 1 
24th/Mission 2 I 
Glen Park 2 I 
Balboa Park 2 I 
Daly City 5 3 
Ashby 
Berkeley 

North 
Central 
South 

North Berkeley 1 
El Cerrito 2 
Del Norte 1 
Richmond 1 

Total 54 30 

number of faregates needed is the type of faregates 
to be added. BART would seek to find AFC equipment 
that would be compatible with the current system and 
that would also have high reliability. The critical 
issues would be the flexibility of the equipment and 
tile uu1111Je1 of cousoles required to achieve single 
aisles. For example, the use of two faregate consoles 
for each initial aisle added to a station could 
almost double the number of equipment pieces needed, 
Twice the equipment needs means twice the cost. 

CONCLUSIONS 

The increased patronage and the shorter headways to 
be implemented in 1989 will create the need for 
additional faregates. These additional faregates 
will help to eliminate or reduce the patron delays 
at the gate arrays. The primary objective is to 

,... 
I""' 
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ensure that the delays at the faregates do not exceed 
the headways. Based on the 1980 data, the estimated 
number of additional aisles needed to avoid patron 
delays in 1989 will probably be between 30 and 54. 
The actual number of faregate consoles required will 
be affected by the revised patronage projections for 
1989 and the type of AFC equipment selected to aug­
ment the present system. These two factors could 
easily cause the required number of faregate consoles 
to double. At the same time, the exit time criteria 
established for the various lines have a significant 
impact on the number of additional faregates needed. 
Fairly stringent criteria were used in the current 
analysis to maintain equitable conditions for all 
the lines. Changing the exit time criteria on those 
lines with longer headways would reduce the number 
of faregates needed on the system by 20 percent or 
more • 

FIGURE 2 Additional faregates needed to reduce system 
noncompliance index. 

Publication of this paper sponsored by Cammi ttee on 
Rail Transit Systems. 

Planning an Integrated Regional Rail Network: 

Philadelphia Case 

VUKAN R. VUCHIC and SHINYA KIKUCHI 

ABSTRACT 

Regional (commuter) rail systems, which serve the growing suburban areas, have 
had increasing ridership in many cities. In response to this growing need for 
high-quality regional transit service, many European and Japanese cities have 
upgraded their old commuter lines into regional rail systems with diametrical 
networks, regular schedules, and services integrated with local transit. Com­
pletion of the Center City Tunnel in Philadelphia in late 1984 connected two 
previously separate sets of lines (Western--formerly Pennsylvania and North­
ern--formerly Reading), combining them into an integrated regional rail system. 
The methodology, process, and major results of the planning for the regional 
rail systems are presented in this paper both in general terms and in their 
application to the Philadelphia system. Analysis of passenger requirements, 
operational factors, and economics has shown that the radial lines should be 
converted into diametrical (through) lines with fixed train routings and clear 
designations (such as R-1, R-2, and so forth). Extensive data concerning the 
system's physical characteristics, operations, and passenger volumes were col­
lected and presented in many tables, charts, and diagrams. An elaborate meth­
odology for selecting line pairs was developed. The guidelines for pairing 
included balancing of capacities and frequencies, minimizing track path con­
flicts, considerations of potential for through travel, capacity of tracks on 
the trunk section, operational characteristics of the two connected lines, and 
so forth. The recommended set of lines is presented with the basic data con­
cerning its lines including their lengths, cycle times, headways, and train 
consists for peak and off-peak hours. 
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Spatial spreading of our cities has resulted in 
longer commuting among different points throughout 
metropolitan areas. For many y e ars, the dominant 
opinion was that the a utomobile was the best mode 
for serving all regional trips and that transit 
services were being neglected by riders. However, in 
spite of this neglect, most regional (commuter) rail 
systems have recently demonstrated their strong 
ability to attract riders. There are two major rea­
sons for relative success and increasing need for 
r egional rail tr ansi t : (a) regional rail lines serve 
the areas of greatest growth- - outlying suburbs of 
major cities, (b) high speed, comfort, reliability, 
and safety make these systems more competitive with 
the automobile than most other transit modes. 

Although the strong ability of regional rail 
systems to attract ridership has now been demon-
strated, the systems have, in 
s evere financial problems and 

most cities , faced 
their role has re-

mained far less i mportant than t he i r pctcnti~l would 
indicate. Our regional rail systems carry several 
times fewer passengers than comparable systems in 
many cities in other countries, such as Cophenhagen, 
Hnmh11rg, Munich, Sydney, and Toronto. The reasons 
for this underutilized potential and for the f inan­
cial problems lie in the fact that the characteris­
tics of regional rail systems in most of our cities 
have not changed much from those of the commuter 
railroads, which they used to be (decades ago). 

This paper contains a summary of a major study 
that was made to provide information to be used in 
integrating two separate rail systems into one 
regional rail system in Philade lphia 1.1. 1 • I n t he 
process , the differences between commute~ railroa ds 
and regional rail systems were defined a nd a r e in­
cluded. Extensive data on physical, operational, and 
ridership characteristics of the Philadelphia system 
are also included, but the major emphasis is on the 
methodology for planning the new network: determina­
tion o f line pairings (i.e., how the f ormer radia l 
lines should be interconnected into diametrical 
ones). 

THE EVOLVING CONCEPT OF FEG!Oi~/IL Rl\U. 

Commuter Railroads ' Networks , Service , and Role 

Traditionally, most large North American cities had 
a number of commuter rail services provided by 
several railroad companies. Their radial lines 
terminated in stub-end terminals on the fringes of 
the central business district (CBU). The lines were 
often independent of each other, and their coordina­
tion and joint fares with regular transit services 
(bus, streetcar, and rapid transit) seldom existed. 
The services were heavily commuter-oriented, con­
sisting of a large number of trains serving during 
the peaks, and minimal service, if any, during off­
peak hours. Headways were typically irregular, with 
various express runs, usually also at irregular 
intervals. Such networks and services have existed 
in Boston (North and South stations), Chicago (seven 
different companies), New York (several systems with 
stub-end stations--Grand Central and Hoboken--and 
one through station--Pennsylvania) and Philadelphia 
(Suburban Station and Reading Terminal). Because of 
this type of network and service, these railroads 
were predominantly serving trips into and out of 
CBDs, most of them to and from work. The percentage 
uZ i...Lj_.t:JO rnaU.t:: {v.L '"vi..~u:a t'l .. U.tJVOCO WctO yuj_i..t:: OJllg_L_L, 

and ef~orts to attract them were minimal. 
In addition to the purely radial network and 

commuter-oriented schedules, there were organiza­
tional problems: private railroads, which were usu­
ally not fully compensated for passenger services, 
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were either disinterested or directly opposed 
(Southern Pacific in San Francisco) to any improve­
ments of their lines. Moreover, the old-time prac­
tices and mentality, typical for many of these 
organizations, resisted most changes. 

Regional Rail System Characteristics 

In many European and Japanese cities, the interest 
in and suppor t f or local r ailway serv ices have al­
ways remained strong. Through their improvements 
(mostly since World War II), the concept of regional 
rail--a modernized version of commuter railroads-­
has evolved. Regional rail systems are characterized 
by the following features: 

.L . Nei.:works cons i st o f e l ectrified diametrical 
lines through a central city with several stations 
in ! t ; 

2. The utilization of centrally controlled doors, 
high-platform stations, and several other charac­
teristics similar t o those of rapid transiti 

3. Convenient transfers (joint stations, coordi ­
nated schedules, and integrated fares) with all other 
transit servicesi and 

4. Clock headways and regular, reliable service 
throughout the day. 

With t hese character is tics , r e gional rail systems 
become integral parts of regional transiti they 
still have dominant flows during the peak hours, but 
the ir role for noncomrnut ing trips increases sub ­
stantially. 

Th e best example of a conversion from commuter to 
regional rail system is t he S-Bahn in Munich. In 
1972, its two stub-end terminals were connected with 
four stations by a tunnel through the CBD, and 
regular, electrified services were introduced that 
were fully integrated with rapid t ransit , ligh t 
ra i l, and bus . Daily ride rship on this S-Bahn, which 
was 150, 000 in 1971, had grown to 590 ,000 by 1982. 
Similar improvements and ridership increases have 
bee n ach ieve d i n Fr a nkfurt, Hamburg, Paris , a nd ma ny 
Japane se cities. 

REGIONAL HIGH- SPEED RAIL SYSTEM IN PHILADELPHIA 

It could be said that the era of modern regional 
rail systems in the United States started with the 
opening of the Bay Area Rapid Transit (BART) system 
in Oakland , California. By ils ne t work, form, a nd 
service, BART is more similar to the S-Bahn in Munich 
or the Rcseau Express Rcgionalc in Paris than to 
rapid transit systems in Chicago, Philadelphia, and 
even New York. The Washington, D.C., Metro system 
will also have a somewhat regional character. How ­
ever, among the cities with existing commuter rail­
roads, Philadelphia is the first to upgrade its 
system into a Regional High-Speed Line (RHSL) system. 

System Description 

The Southeastern Pennsylvania Transportation Author­
ity's (SEPTA) RHSL Network, shown to scale in Figure 
1 and schematically in Figure 2, consists of two 
previously separated networks. The Western (or ex­
Pennsylvania) Division consists of 6 lines that 
converge from the west into the 30th Street station 
011U i..1::?LH1.i11dl..~ .LU l..i1t:: u11Ut::L':1LUU.11U Du~u1.i..io11 o'-.a'-.lv11, 

west of City Hall. The Nor t hern (o r e x-Read ing) 
Division consists of 7 lines converging from the 
north into the elevated Reading Terminal which is 
east of City Hall. The entire network has a length 
of 344 km (214 mil, 189 stations, and a fleet of 343 



Vuchic and Kikuchi 

Western Division Lines 
(Ex-Pennsylvania lines) 

AP: Airport 
MH: Marcus Hook 
WC: West Che ste r 
PA: Paoli 
IR: Ivy Ridge 
TR: Trenton 

Northern Division Line s 
(Ex-Reading lines) 

NO : Norristown 
rw: r.h~ s tn11t Hill West 
CE: Chestnut Hill East 
DO: Do ylestown 
WA: Warminster 
NE: Ne wtown 

5 10 
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FIGURE 1 Philadelphia regional high speed lines (RHSL) network. 
mile• 

cars, of which 33 were built in 1931, and the others 
are four, 26-m (85-ft) Silverliner car models built 
between 1958 and 1975, with 100 to 127 seats each. 

Most lines have double tracksi however, some 
outlying sections have single tracks, while sub­
stantial trunk sections have four tracks. Three 
major lines--Marcus Hook, Paoli, and Trenton--use 

DO 

PA 

-• • • 

Amtrak tracks. Headways on most lines are hourly 
during the day and evening, but 20 to 30 min during 
peaks. Paoli, Media-Elwyn, and Chestnut Hill West 
stations have 30-min headways and 10 to 20-min head­
ways with various express runs during peaks. 

The decrease in ridership during the 1950s was 
reversed as a result of some service improvements 

WT 

LAP 

FIGURE 2 Schematic presentation of SEPT A's RHSLs. 
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around 1960. Between that year and the late 1970s, 
there was a nearly 50 percent increase in ridership, 
which reached a peak of 130,000 riders per day in 
1979. Sharp fare increases, a drop in reliability of 
service, and a 105-day strike in 1983 resulted in a 
precipitous drop in ridership to 55,000 per day, 
subsequently recovering to 75,000 per day. Passenger 
volume is extremely peaked, as will be discussed 
later. 

The Tunnel 

A 4-track tunnel that will connect the Western and 
Northern Divisions (see Figure 2), and which has 
been in the planning stages for approximately 20 
years, was completed and opened in fall 1984. The 
two stub-end terminals have thus been replaced by a 
4-track trunk section containing three major Center 
City ~taL:i.ou.s {30Lh ~~r.etd: , SuLur.ba. 11 , anU i"iar.keL 
East) and several minor stations in the Northern 
Division. This section is shown in Figure 3. As can 
be seen from the figure, there is only one grade­
separated junction on the trunk section; all junc­
tions in the Northern Division and most junctions in 
the Western Division are at grade. This condition 
imposes constraints on headways and, consequently, 
on track capacities. 

The Air port Line 

Another adclition to thP RHST, nPtwork will he the 
nearly completed Airport line, which will be in the 
We stern Division (the dashed line in F igure 2) . The 
projected ridership for this line is quite low (ap­
proximately 2 ,000-3, 000 per day) , but its service 
will be significant for the city and region, as it 
will p rovide the only reliable connection between 
the airport and many points in the region. 

BASIC LINE PATTERNS AND PLANNING PROCEDURE 

Th e re ar e seve rul options in organizing th e lines 
and method of operation in a transit network con­
sisting of two "bunches" of radial lines connected 
by a single trunk section, as has been the case in 

NO, (CW)** TIO NCT 
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Philadelphia. Three alternative concepts of lines 
and their operations should be considered: radial 
versus diametrical lines; trunk with branches versus 
trunk with feeders; and fixed operation of trains on 
individual lines versus changeable train routing 
among lines. These three sets of alternatives are 
largely independent from each other and can be com­
bined in different ways (e.g., feeders can be oper­
ated with radial or diametrical lines). 

Radial Versus Diametrical Lines 

In comparing 
(see sections 
advantages (+) 

diametrical lines with radial lines 
a and c of Figure 4), the following 
and disadvantages (- ) were observed: 

+ Better connectivi ty--passengers from each leg 
are able to reach more destinations without trans­
r e rs; 

+ Terminals, which require space and maneuvers, 
are not needed in the usually congested central area 
of the city; 

+ Terminal Lime may become a smaller percentage 
o f cycle time; 

- Delays from one leg are transferred to the 
o t he r, r educ i ng s e r v i ce re l iabili ty; 

- Critical passenger volume on either leg dictates 
service requirements for the entire line, often 
resulting in lower average load factors. 

In most cases, the advantages of diametrical lines 
heavily outweigh their disadvantages compared to 
radials. For that reason, many transit (streetcar 
and bus) networks wer e c hanged fr om their in i t i al 
form of radial lines to a set of diametrical lines. 

In the case of Philadelphia, the former two sepa­
rate sets of radial lines looked as shown schemati­
cally in Figure 4 (section a). If the lines were to 
continue to be operated as rad i a ls afte r t he tunnel 
is opened, they would have to overlap on the trunk 
section (see section b of Figure 4) to realize the 
advantages of the tunnel. This would create capacity 
p roblems. In addition, terminating trains from each 
net\·:ork on the opposi t e s ide of the CElD wou l '.3 ob­
viously result in many more train-hours and train­
kilometers than i f the trains are sent out f rom the 
trunk to the other division as diametrical lines 

SUB MKE 

HAJ 
CE 

TPL NBR 

30S ~ 30th Street 
SUB .,. Suburban(Penn Center) 
MKE Market East 
TPL ~ Temple University 
NBR ~ North Broad Street 
TIO Tioga 
NCT e Nicetown 
WAJ ,:::11 Wayne Junction 

-~ / Yard d<§~ ~ C=::J s 7 z- ' 7 7 
/' 7 '> / / c::::::=J / 

c:::::::::.J c::::::J 

- Stage 1: Interim Stage, Chestnut Hill \\lest line (CW) is on the Western Division 
** - Stage 2: Final Stage, Chestnut Hi ll West line (CW) is on the Northern Division 

FIGURE 3 Future track layout of the trunk section: 30th Street station to Wayne Junction. 

--
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,____ _ ___.1 / , I._____ _ _____. 

a. Separate sets of radial lines 
(Philadelphia before 1984) 

b. Overlapping radials 

: I 11 1 

c . Diametrical line s 

d. Trunk with f eeder lines concept 

FIGURE 4 Basic line pattern concepts. 

(see section c of Figure 4). This does not prevent 
the option of terminating, or starting in central 
city terminals some peak hour trains that are needed 
in one direction only (inbound in the morning, out­
bound in the evening). In other words, the lines are 
operated as diametrical ones, but some peak hour 
trains can be inserted as extra radials, serving 
only the peak direction. 

Tr unk with ·s r-anches Versus Trunk with Feed e rs 

Another issue is whether all trains should branch 
out to different lines and run to their outer ends 
in the suburbs, or should be terminated at a major 
station and the outer section operated by a shuttle 
train as its feeder (see section d of Figure 4). 

In comparing branches with feeders (shuttles), 
the following advantages (+) and disadvantages (-) 
were observed: 

+ No passenger transfers are required; 
+ Less terminal time is involved (longer lines) ; 
- There is a lower average load factor because 

each full-size train runs the entire length of the 

line, while the capacity of the feeder (shuttle) 
train can be adjusted to the usually much lower 
volume than the trunk line carries; 

- Delays on the outer sections affect operation 
on the entire line; 

- Scheduling is less f lexible--the shuttle can 
operate with headways two or three times longer or 
shorter than the trunk. 

In most cases, the two advantages of the branch­
type operation easily outweigh its disadvantages. In 
the case of Philadelphia, it was found that feeders 
are advantageous only in a few cases , such as Elwyn­
West Chester, where the outer section has single 
track and much lower passenger volume than the trunk 
line (from CBD to Elwyn). 

variable Versus Fixed Train Routings 

In operating trains for the three line patterns 
described previously, two basic train routing pat­
terns--variable routing and fixed train routing--must 
be evaluated. Fixed train routings compared with 
variable train routings have the following advan­
tages (+) and disadvantages (-): 
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+ Simplicity of operation and minimum passenger 
confusion as to the train destinations; 

+ Operating irregularity of schedule disturbance 
is limited to a single line only; 

- Lower fleet utilization may result if the vol ­
umes of the two sections of the line pair are not 
balanced. 

The benefits of the variable train routings are far 
less significant than the advantages of greater 
simplicity for passengers and operating regularity 
of service, which the operation of independent lines 
would bring. 

Identity of Lines 

An important aspect of transit servict:: is always its 
image with the public. To have a strong image, the 
net\·.'ork must b~ ~imple , its lir.c.s :::lca::ly identifiad . 
•rhat will be achieved by the operation of fixed 
lines, regular headways, and clear designations. 
Because t he headways on r e<3ional rail lines are 
typically long (20-60 m!n), only cln k headways 
should be used. '.l'o be recognized, each line should 
have a clear designation, such as R-1, R-2, and so 
forth (R will identify "Regional Rail"). 

Line Pairing Procedure 

The analytical procedure developed for 1 ine reorga­
nization consists of the following steps: 

1. Identification of System Character is tics and 
Requ iremen ts--phys ical and operational character is -
tics of the network, constraints, passenger demand, 
passengers' and operator's requirements are identi­
fied. 

Step 1 

I SYSTEM CHARACTERISTICS I 

Net work, tracks 
SYSTEM 

Stations 
CONSTRAINTS 

~ 
Speed limits and control system AND 

Trave l times 
REQUIREMENTS 

Fleet size, storage facility 

PASSENGER VOLUMES AND 
i. 

CAPACITY REQUIREMENTS 

0-D patterns 

Passenger load profiles 

Station usages LINE 
~ ORGANIZATION 

Volume fluctuations 
GUIDELINES 

SYSTEM REQUIREMENTS 
AND ASSUMPTIONS 

Passengers' Req ' ts 

Operator 1 s Req'ts 

Policy headways 

Load factors 

FIGURE 5 Line pairing procedure. 
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2. Development of Alternative Sets of Lines-­
based on the analyses and guidelines developed in 
Step 1, several alternative sets of lines are devel­
oped. 

3. Evaluation and Selection of the Optimal Set 
of Lines--evaluation criteria are developed and used 
to evaluate alternative sets of lines; the best 
alternative is then selected. 

4. Development of Operating Plans--detailed 
operating plans are prepared for the best alterna­
tive set of lines, including accelerated services, 
line designations, and schedule coordination with 
other modes. 

A flow chart of this planning procedure is shown 
i n Figure 5. The analysis , evaluations , and plan 
selection are, naturally, more complicated than the 
diagram shows and involve many iterative procedures. 
The previously described steps are discussed in more 
0€:tail i i-1 Lh~ [ollow i f19 i.:wu &~ci: .iOn8 . 

LINE PAIRINGS: CONDITIONS AND REQUIREMENTS 

In the first step of the planning procedure , all 
relevant data concerning the RHSL system were col­
lected, analyzed, and systematically presented in a 
number of charts, diagrams, and tables. 

System Characteristics and Constraints 

Physical and operational characteristics of the 
network include the following: 

l. Line lengths, stations and their locations, 
and platform types and sizes; 

2. Track layout including alignment, crossovers, 
signal systems, and their operation; 

Step 2 Step 3 Step 4 

________ .., 
EVALUATION OPERATIONS 

CRITERIA ANALYSES 

J 

ALTERNATIVE OPTIMAL SET - SETS OF - EVALUATION 
... OF LINES AND 

LINES OPERATING PLAN 

,, t I 
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3. Speed limits and travel timesi 
4. Fleet size and storage facilities (tracks and 

yards). 

These system character is tics determine the range 
of operational capabilities. One of the most impor­
tant operational constraints derived is the minimum 
headway for each line and for each joint section. 
The elements determining the minimum headway may be 
the signal system, turnaround time at terminals, or 
station standing time. During the peak periods, the 
last factor is often the critical one. Platform 
lengths along each line control the maximum train 
consist that can be operated. The minimum headways 
and maximum train consist determine the capacity of 
each line. 

Another important consideration is the pattern of 
track paths through the trunk section of the network. 
Different line pairings must be analyzed with respect 
to the mutual crossings (or weavings) of their train 
paths, to find the pairings that are the least con­
flicting operationally. The analysis of headways on 
the Philadelphia RHSL system resulted in the desir­
able minimum headway of 4 min on each track of the 
trunk section. With respect to track paths, the best 
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combinations of line pair track assignments were 
identified. 

Passenger Volumes and Capacity Requirements 

Because both capacity and level-of-service require­
ments depend largely on passenger volumes, a de­
tailed demand analysis must be performed. This anal­
ysis should include: (a) system-wide demand and its 
breakdown on individual lines, (b) time variations 
(including peaking patterns), and (c) passenger 

demand by station and volume profiles of lines by 
direction and time period. (Examples of these are 
shown in Figures 6 and 7, respectively.) 

From these data, the maximum load section (MLS) 
is determined for each line. Combined with adopted 
load factors, which may vary among 1 ines and time 
periods, capacity requirements are derived for each 
1 ine segment and for each scheduling period of the 
day. For the SEPTA RHSL system, the policy decision 
was made based on past experiences, recent trends, 
and plans for service improvements to design for a 
total daily ridership of 100,000. The distribution 
of this volume on individual lines was based on 
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FIGURE 6 Daily station usage-ex-Pennsylvania lines (hoarding and alighting). 
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FIGURE 7 Future passenger volume profile by direction for different periods. 

historical records of proportions among the lines, 
corrected by the trends during the recent years. 

An interesting detail in the analyses of passenger 
volumes was a plot of fluctuations of arrivals and 
departures at the CBD terminals. One of these plots 
(see ~·igure 8) shows the extremely sharp peaks that 
create problems in pairing the lines--the heavy 
inbound passenger volume far outweighs the light 
outbound volume, resulting in low load factors on 
the nonpeak directions. 

The required capacities in terms of cars per hour 
we re computed by dividing the passenger volumes on 
each MLS by the adopted load factors (which ranged 
from 0.65 to 0.95), and by car capacity (120 seats). 
The obtained numbers of cars per hour per direction 
we r e t hen tr ans l ated i nto diffe r ent combina t i ons of 
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Other System Requirements and Assumptions 

A number of other considerations were included in 
the process of analysis for line pairings. The pas­
senger preference for reliable , convenient , and 
simple service is largely satisfied by the fixed 
lines and clock headways discussed previously. The 
operating agency is also concerned with passenger 
attraction, as well as with operating efficiency and 
minimum costs. These factors, together with local 
characteristics, were continuously considered in 
p reparing alterna tive l ine p a ir s. 

LINE PAIRINGS: DEVELOPMENT AND SELECTION 

Having identified physical and operational charac­
ter is tics of the s~1stem, passenger demand, ,..nn -

' 11 
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FIGURE 8 Fluctuations of 15-min passenger volumes on all RHSLs in 1979. 
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straints, and system requirements, and considering 
various aspects of radial, diametrical, and trunk­
feeder line configurations described previously, 
several alternative sets of lines were developed. 

Method of Line Pairing 

The guidelines formulated for determining line pairs 
between the two networks are as follows: 

1. Connect lines with high through-travel poten­
tial; because there are usually no past data on this 
travel (because such trips could not be made), the 
estimates must be made that consider (a) the distri­
bution of employment and residential areas by type 
and volume and (b) geometric forms that are attrac­
tive for through trips (avoiding "loop" or "U"-shaped 
lines). 

2. Connect lines with similar passenger volumes 
and off-peak policy headways--define the volume in 
cars per hour in the peak periods, peak directions, 
and policy headways in off-peak periods for the two 
sets of lines and then try to match them when forming 
the pairs. This is usually the most important single 
guideline, because it has the most direct impact on 
fleet utilization (i.e., achievement of balanced 
load factors). 

3. Select pairs with minimum track path con­
flicts. This applies only to the cases when the 
trunk section has more than one track per direction. 
The sets of pairs that can be routed over two paral­
lel tracks without crossing their paths are more 
advantageous than the line pairs that would criss­
cross their paths, causing capacity constraints. 
Thus good selection of pairs minimizes conflicts, 
resulting in greater capacity, reliability, and 
safety. 

4. Balance total frequencies on the two pairs of 
trunk line tracks. 

5. Avoid pairing two lines that have single 
track sections to lessen headway limitations, propa­
gation of delays, and so forth. 

6. Avoid excessively long cycle times (crew rest 
and reserve time for schedule recovery also increase 
with longer cycle time), and, as much as possible, 
try to make them close to integer multiples of head­
ways (particularly when these are long) to avoid 
excessive time losses at terminals. 

In the case of SEPTA's RHSL, these guidelines 
were followed as much as the specific conditions 
allowed. Meeting future demand for travel through 
the CBD was not an important factor (except for the 
Airport line) because transferring among lines would 
be easy--the geometry of existing lines made the 
formation of two loop lines unavoidable. 

Matching passenger volumes and policy headways 
was the most important single factor in determining 
pairs. For this purpose, the former two sets of 
radial lines were listed in two columns in descend­
ing order of peak hour passenger volume, as shown in 
Figure 9. To satisfy the second guideline, connec­
tions between radials should be as close to hori­
zontal lines as possible. Alternatively, a heavily 
loaded line on one side could be split into two 
radials on the other side (e.g., Paoli-Bryn Mawr to 
Doylestown and Fox Chase). 

A detailed analysis of track path conflicts was 
made and desirable line pairs with respect to this 
factor were defined. At the same time, efforts were 
made to achieve a balanced utilization of all four 
tracks on the trunk section. Furthermore, the pair­
ing of two radials with single track sections was 
nearly completely avoided. Finally, a matrix of 
cycle times for all permutations of line pairs was 

LINE PAIRINGS 

EX-PENNSYLVANIA 

P/\OLI 

BRYN MAWR 

W. CHESTER 

MARCUS HOOK 

TRENTON 

AIRPORT 

IVY RIDGE o----~~~~--o 

FIGURE 9 Recommended pairings. 
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EX-READING 

DOYLESTOWN 

CHESTNUT H.W. 

W. TRENTON 

rox CHASE 

(;::"\ FOX CHASE -
\:_j NEWTOWN 

W/\RMINSTER 

CHESTNUT H.E . 

HORRISTOWN 

0 = Shuttle 

developed to analyze them with respect to the re­
quirements of the sixth guideline. The depth of this 
analysis was limited by the difficulties of estab­
lishing operating times on individual lines because 
of various and varying speed restrictions, require­
ments for terminal times, and so forth. Theoreti­
cally, there could be 720 different sets of lines. 
The guidelines greatly helped to formulate the sets 
that have the most favorable diametrical lines and 
that avoid potential problems that the guidelines 
warn against. Approximately a dozen line set alter­
natives were initially developed. 

Evaluation and Selection of the Optimal Line Set 

The criteria for evaluation of line sets are based 
on system requirements and pairing guidelines. They 
include quantitative and qualitative items, the 
major ones being: 

• Fleet size requirement 
• Train frequencies on all trunk line tracks 

and their balance 
• Headways on individual lines 
• Car- and train-miles, car- and train-hours 
• Platform lengths and train consists 

Possibilities of implementing accelerated 
services 

• Crew requirements 
• Other factors that influence operating costs 
• Various operational aspects (reliability, ca­

pacity, conflicts, etc.) 
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In the SEPTA RHSL study, the initially formulated 
sets were reviewed and those obviously inferior to 
others were eliminated or modified (~). This pre­
selection resulted in a total of three alternatives 
with the following dominant features: (a) as many 
diametrical lines as possible: (b) maximum trunk­
feeder line combinations: and (c) combination of 
diametrical lines with a few radials for peak hours 
and feeders on single-track sections. These three 
alternatives were then evaluated with respect to all 
major operating and service indicators. Train travel 
times were computed for some lines by a train simu­
lation model. Based on this evaluation, the third 
alternative was selected as the best. The lines of 
this alternative, recommended for implementation, 
are shown with the ir designations in Figur e 10. 

Deve.lopment o f Operating Plan 

For the selected set of lines, detailed operating 
plans must be prepared that include: headways and 
train consists, line designations, accelerated ser­
vice possibilities, train routings during the tran­
sitions between peak and off- peak pe riods, passe nge r 
information, and other operational details (such as 
train numbe r ing , crew s chedul i ng , etc.). In addi­
tion, an implementation plan for facilitating the 
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MH 
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transition to the integrated network must be devel­
oped. 

For the SEPTA RHSL study, headways and train 
consists were prepared for each schedule period and 
for each direction, by carefully examining passenger 
capacity requirements, minimum headways, and plat ­
form lengths on the legs of of each pair. Table 1 
gives a summary of the operational data of each line 
pair including line length, travel time, cycle time, 
headway, and train consist during the off-peak pe­
riod, while Figure 11 shows off-peak headways on a 
schematic line diagram. The lines have been system­
atically designated by a number following the letter 
"R". The line numbers increase clockwise for the 
Western Division line from the Airport--West Trenton 
line (R- 1) to the Trenton--Chestnut Hill East line 
(R-7), as shown in Figure 10. 

The accelerated service (zonal, express-local, and 
skip-stop) possibilities were also investigated for 
three heavy-volume sections: Media-CBD , Paoli-CBD , 
and Jenkintown-CBD. Because one of the most important 
operating features of regional rail is the mainte­
nance of fixed headways, accelerated service runs 
were considered as additions to the regular fixed 
schedule runs, thus not replacing the basic uniform 
headway pattern. 

The train routings during the transition between 
peak and off-peak, and vice versa, were examined to 
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FIGURE 10 Schematic of the recommended lines-stage 2. 
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TABLE 1 Recommended Lines and Their Operating Data-Off-Peak 

Stage lb Stage 2c 
One-Way 
Travel Cycle Train Train 

Length Time Time• Headway Frequency Consist Headway Frequency Consist 
Designation Line (mi) (min) (min) (min) (trains/hr) (cars/train) (min) (trains/hr) (cars/train) Comments 

R-1 AIR-WTR 42.9 87 204 60 I 
R-1 AIR-JKT 21.2 47 124 20/40 2 
R-2 MHK-WMR 37.7 90 210 60 I 
R-2 MHK-GLN 29.5 73 176 
R-3 ELW-CHW 26.6 67 164 
R-3 ELW-WAJ 21.2 52 134 30/60 4/3 
R-3 WCH-CHW 38.9 92 214 
R-3 WCH-WAJ 33.5 77 184 90 2/3 
R-4 BRM-FXC 22.2 58 146 
R-4 BRM-WAJ 16.3 40 110 30 2 
R-4(S) FXC-NWT 15.2 34 98 
R-5 PAO-DYT 55.3 105 240 60 
R-5 PAO-LNS 45.3 87 204 60 
R-6 IVR-NTE 27.5 69 168 60 
R-7 TRN-CHE 44.7 89 208 60 
R-7 TRN-WAJ 39.0 71 172 
R-8 CHW-FXC 23.4 64 158 30 2 

~crmtnal limes= IS min, SUS.MKE ~ 4 mln one.w211y, and MKEr\VAJ = 10 min one-wAy. 
cFor Stage 1 (the Lntorlm 1tag~}. 1hc Chtslll lnUt Hill Wtsl Uno Is o n 1he Western Dlvlsi.on. 

For S1a1e 2 (the Onal suige), the Chutnul HUI Wost llne b on 1he Nc>rthern Division. 

AV 

8-

-0 
AV 

MHK R-2 

I 60 I 
I 20/40 2 
2 60 I 

30/60 4/3 

90 2/3 

30 2 

90 2/3 
I 60 l 
2 60 I 
I 60 I 
I 60 I 
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FIGURE 11 Recommended lines and off-peak headways. 

minimize deadhead kilometers and operational compli­
cations. The SEPTA RHSL has two major car storage 
yards at both sides of the tunnel: Powelton Yard 
(capacity 152 cars), near 30th Street station on the 

Western Division, and Wayne Junction Yard (capacity 
100 cars) on the Northern Division. At the end of a 
peak period, most excess peak trains from the North­
ern Division travel to Powelton Yard for storage, 
and, likewise, most excess trains from the Western 
Division travel to Wayne Junction Yard. At the end 
of an off-peak period, the reverse of the above 
movements was planned. 

Other operational details and implementation 
plans such as the staged introduction of the Airport 
line and switching of the Chestnut Hill west line 
from a Western Division line to a Northern Division 
line were also prepared. 

COMPLEMENTARY ACTIONS 

To achieve a modern, efficient, and integrated 
regional rail system, the physical connection of 
1 ines must be complemented by a number of improve­
ments in scheduling, operation, and service for 
present and potential passengers. A short review of 
the most important needed improvements and changes 
in operating practices follows: 

1. Schedules--should have built-in reserves of 
1-2 min at locations where heavy passenger loads, 
line merging, or other factors may cause variations 
in travel times, in order to ensure greater schedule 
reliability. 

2. Basic schedules--must be regular, with con­
stant headways (or their multiples). Zonal and ex-
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press services should be provided in addition to 
regular local train runs, rather than replacing 
them, creating irregular services at many stations. 

3. Station dwell times--at all busy stations 
must be shortened through improved boarding-alighting 
procedures and dispatching practices. The leisurely­
type of operations prevailing today must be replaced 
by a faster process, similar to rapid transit opera­
tion. 

4. Reliability of service--should be given top 
priority. In addition to the necessary changes in 
scheduling and station operations, procedures for 
handling delays must be improved and personnel 
trained accordingly. 

5. Physical improvements--have been accelerated 
in recent years , must be continued i badly deter io ­
r ated systems must be brought up to higher standards 
if high-quality service is t o be provided. 

6. Modern fare collection methods--should even­
tual l y :repl ace the pLesent manua l hand l ing o r c.t ll 
fares and tickets. 

7. Rolling stock--should be analyzed for possible 
modifications needed to improve operations. A major 
study should precede any future order of vehicles to 
ensur e t ha t f u t ure cars will (a ) mee t t he needs of 
the new type of operations and (b) provide conditions 
for maximum efficiency . This should include such 
items as the number and control of doors, communica­
tion systems, and public information needs. The 
possibility of further crew reductions, which would 
allow higher frequency of shorter trains, is a par­
ticularly important item. 

8. coordination of capital improvements with the 
planned oper a t i ng p r act i c es is of utmos t i mporta nce . 
Because of the numerous fundamental changes i n t he 
operations and organization of the RHSL in Phila-
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delphia without adequate time for planning, present 
improvements of tracks, station platforms, fare 
collections, and so forth, are being made without 
full mutual coordination. A study should be made to 
plan for full compatibility of these (and many 
forthcoming) improvements and thus ensure maximum 
effectiveness of the investments in the Philadelphia 
PHSL. 
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TrailPass User Survey for the Philadelphia Regional 
Commuter Rail Lines 
THABET ZAKARIA, W. THOMAS WALKER, and P. TAKIS SALPEAS 

ABSTRACT 

This paper contains a description of the development and findings of a survey 
conducted among the users of a prepaid discount transit fare program known as 
the TrailPass. This program enables the holder of the TrailPass to make an 
unlimited number of trips on any commuter rail, rapid transit, bus, streetcar, 
or trolley line in the Philadelphia regional transit system, which is operated 
by the Southeastern Pennsylvania Transportation Authority. The survey was con­
ducted in May 1984 by the Delaware Valley Regional Planning Commission as part 
of its regular work program for providing technical assistance to the transit 
operators. The survey results, which are based on a 16-percent sample, indicate 
that the TrailPass program can be beneficial to both transit operators and 
passengers. The TrailPass increases mobility and makes transit affordable, 
convenient, and attractive for the riding public because it allows the user to 
save time and money as well as make more trips. The increase in TrailPass sales 
reduces the cost of collecting and managing cash fares for the transit operator. 
Prepaid transit fare programs similar to the TrailPass could be implemented 
successfully in any metropolitan area with multimodal transit systems. 

The Philadelphia regional high speed lines (commuter 
rail lines) form a key element in the total trans­
portation system in the Delaware Valley Region. 
Thirteen lines connect Center City Philadelphia with 
other parts of the city and with the four suburban 
counties of Bucks, Chester, Delaware, and Montgomery. 
Approximately 37,000 commuters use the rail lines on 
an average weekday (_!). Approximately 20 percent 
(7,100) of the daily commuters ride the commuter 
rail system using TrailPasses. The monthly TrailPass 
is valid for unlimited rail travel (peak and off-peak 
trains) between Center City Philadelphia and one of 
the other five fare zones for which the TrailPass is 
purchased. In addition, the TrailPass is good for 
unlimited transit rides in the City of Philadelphia 
and adjacent suburban transit fare zones, up to the 
zone shown on the face of the TrailPass. For example, 
a Zone 2 TrailPass is valid within the City of 
Philadelphia transit fare zones l and 2 and suburban 
transit fare zones l and 2 (which are adjacent to 
the city) as well as within fare zones l and 2 of 
the commuter rail system. 

The price of the monthly TrailPass to individuals 
at the time of the survey ranged from $45,000 for 
the Terminal zone to $115.00 for fare zone 5. Em­
ployees of companies involved in the Southeastern 
Pennsylvania Transportation Authority (SEPTA) Corpo­
rate Pass Program, known as COMPASS, can obtain 
TrailPasses through a 10-percent discount payroll 
deduction plan <.~.>· 

In May 1984, the Delaware Valley Regional Planning 
Commission (DVRPC) conducted a survey among the users 
of the SEPTA TrailPass program to obtain information 
that would assist SEPTA in (a) developing marketing 
and promotional programs for the high speed lines 
and (b) assessing their pr icing policies. The pur­
pose of this paper is to describe the TrailPass 
survey, summarize its results, and highlight the 
major findings. The results of the survey may be 
useful to other transit operators in establishing 
and administering prepaid transit Pass programs that 
reduce the cost of fare collection and make transit 
more affordable and convenient for the riding public. 

DESIGN OF THE SURVEY QUESTIONNAIRE 

The survey questionnaire, shown with survey findings 
in Figure 1, was designed by DVRPC in cooperation 
with SEPTA. The questionnaire surveyed TrailPass 
buyers on three general issues: (a) characteristics 
and frequency of TrailPass use, (b) attitudes and 
perceptions, and (c) demographic and socioeconomic 
characteristics. The questionnaire was made as simple 
as possible so as to be self-explanatory. 

Frequency and Characteristics of TrailPass Use 

Past experience from similar surveys indicated that 
some respondents would have difficulty in correctly 
specifying the number of trips made using the Trail­
Pass (]). Therefore, an assessment of weekly trips 
made by the TrailPass users was obtained via two 
independent questions. Question 5 asked for the 
number of days per week that the TrailPass was used, 
and Question 6 asked directly for how many times per 
week the TrailPass was used on the regional high 
speed lines for all travel purposes. For example, if 
a respondent used the Pass five days a week, the 
answer to Question 6 must have included at least 10 
weekly uses. 

Question 7a asked for the number of weekly trips 
made on the SEPTA City Transit Division and Question 
7b was included to determine which City Transit 
Division routes were regularly ridden by TrailPass 
users when they transferred from the regional high 
speed 1 ines to tr ans it routes and when they made 
supplemental trips. Question 7c asked for the pur­
pose of the trips made on the transit system using 
the TrailPass. (The response to this question de­
fines the type of these transit trips and determines 
whether they are made to complete the journey-to-work 
trips, or whether they included new trips that might 
not have been made if the TrailPass had not been 
available.) Question 1 was included to measure the 
frequency of TrailPass purchase. In this question, 
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( Numbers in boxes are the answers in %. ) 

I. How often do you buy the TroilPass? ~ Every ~ Most @] A Few Times 
Month Months Per Year 

2. Why do you use the TroilPass? 
~ 

Saves 
~ 

Saves 
§] Con-

~ 
No Need For 

time money 'lenient Having Cash 

0 Other (Spec ify) 

3. How mudi do you pay for your TrailPass? s 
4. How mudi do you think you save 

0 Less than~ ~ 5.00 -
~ 

ll5.0I _ 0 §25.01 
monthly by ushg the T rai IPoss? $5.00 15.00 25.00 9 35.00 

$35.01 - ~ Mare than 
~ $50.00 4 $50.00 

5. How many ckiys per week do you [!! 4 or less ~ 5 days ~ 6 days @] 7 days 
use your T roilPcss? 

6. How mony limM ""'' wcok do you use your @] Bor leu ~ 9- 10 ~ 11 - 13 
TrollPoss lar riding SEPT A's commuter lIJ 14 - 16 ~ 17 - 24 OJ 25 or more roll troin.s? 

7. Do you use your TrailPass to ride SEPT A's ~ Yes ~ No 
Subway-El, Trolley or bus routes? 

o. If yes, how many times per week do you ~ 8 or less ~ 9- 10 ~ 11 - 13 
use transit routes? [3] 14 - 16 @] 17 - 24 ITJ 25 or more 

b. If yes, what SEPT A route(s) do Bus or 

~ 
Markel - Broad St. Subway 

use? ~ Trolley Frankford~ Subway ~ Surface Lines 

c. If yes, what is the purpose of 
~ 

Go to Work Shappng, Midday 
or School ~ Lunch, etc. ~Work ~ 

Go Home from 
)'OVt fri i:(s)? Rail Station 

Activities 

8. What do you recommend for increasing the sole of Troit?asses? 

~ 
Price 

@] More Soles~ More [!] Use of Credit 
Adjust. Locations O Advertise. Ca-ct. 

Hcil Parking h.il Weekly r;i 
~ Privileges~ TrailPass t!J Other (Specify). _________ _ 

~. If TroilPosses were dio::ontinved, would you f2J Purchase fi6J Purchase 10-Trip 

10. Sex: 

Use Other 
Transit ~ 
Routes? ~ 

Drive 
Alone? 

[!] Mole ~ Female 

Daily Tickets? 
Tickets? 

i;-;;i Carpool ,.,-, Use Others 
~ Vanpool? L!J (Specify) ______ _ 

11. Age: Q] Under 18 ~ 18-34 ~ 35-44 Ej45-54 ~ 55-64 OJ 65 or over 

12. Annuo I hov~e­
l>old income: 

13. Where do you live? "11 Bucks [91 Chester '81 Delaware ~ Montgomery 
~ County ............. County ~ Count y - County 

~ Philadelphia @] Other (Spec ify) _____ ________ _ 

FIGURE 1 TrailPass survey results in percent. 

the respondent was to indicate whether he or she 
purchased the TrailPass every month, most months, or 
only a few times per year. The third question asked 
tor the pr ice of the 'l'raili'ass purchased so that the 
characteristics of users could be identified by fare 
zone. 

Attitudes and Perceptions of TrailPass Users 

Questions 2, 4, 8, and 9 were designed to measure 
the attitudes and perceptions of TrailPass buyers 
concerning the TrailPass. The second question 
solicited the purchaser's reasons for buying the 
TrailPass. Four specific responses were given relat­
ing to time, money savings, and convenience. Because 
SEPTA desired to decrease costs by reducing the 
amount of cash fare payment, this aspect of opera­
tion was listed separately. Additional space on the 
questionnaire was also provided in which respondents 
were asked to indicate any other reasons they may 
have had for buying the TrailPass. 

Question 4 requested the respondent to indicate 
the amount of money he or she saved monthly by using 
the TrailPass. This question was included to measure 

the perceived savings of TrailPass users. The per­
ceived savings could be compared with actual savinqs 
computed from the frequency of TrailPass use, in­
cluding the number of trips made on the transit 
system, collected in the other sections of the ques­
tionnaire. 

Question 8 asked for any recommendations that the 
survey respondent may have had concerning increasing 
the sale and use of the TrailPasses. The response to 
this question should give guidance to SEPTA for 
marketing of the TrailPasses. Six predefined options 
were given relating to pr ice, sales locations, ad­
vertisements, use of credit cards, weekly Trail­
Passes, and parking privileges . In addition, space 
is provided for the respondent to recommend other 
ideas that may increase TrailPass sales. 

Question 9 was intended to determine whether 
TrailPass users would continue to use the regional 
high speed lines without the TrailPass program. It 

........... .: .... -- h .... ~ ......... 

..., 1:'~ ... ..... .. .... --.,j -- -

might have if TrailPasses were discontinued. Re­
sponses to the categories "Purchase daily tickets" 
and "Purchase 10-trip tickets" indicate continued 
use of the regional high speed lines. Three other 
travel options are also specified, including the 

""' 
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switch from the railroad to the automobile or to the 
transit system. 

Demographic and Socioeconomic Characteristics of 
TrailPass Users 

Questions 10 through 13 were designed to identify 
the railroad passenger's demographic and socio­
economic characteristics, including sex, age, annual 
household income, and place of residence. These 
standardized questions are usually included in DVRPC 
transit surveys to build a data base for planning 
purposes and cross-classification of the survey 
results (l,!iil· This information is also useful for 
TrailPass marketing research and for identifying 
population groups that benefit from the TrailPass 
program. 

SAMPLE SIZE 

The response to each entry in the questionnaire is a 
binomial random variable. Assuming that the error 
distribution of this variable is normal, the sam­
pling error is related to the sample size as follows 
(_£): 

h = {r (1.96) 2 /nJ p·qfl/2 (1) 

where 

h = error of sampling expressed in percent varia­
tion from the real or true value of the popu­
lation, 

Z c confidence coefficient (Z) that corresponds to 
the 95 percent level of confidence in the 
estimation of the total proportion (P) , 

p probability of the event's taking place (the 
percent response to a survey question) , 

q 1-p, and 
n = sample size. 

The estimation of the sample size (n) for a speci­
fied confidence interval (z) and a tolerable error 
(h) depends on the values of p and q. To ensure that 
the sample size will be large enough to deliver the 
precision desired, the most conservative estimate 
for n is made by assuming p = q = 50 percent. For 
the purposes of this survey, the tolerable error was 
specified to be :B percent at a confidence level 
of 95 percent (1. 96 from the standard normal prob­
ability table). By substituting these values into 
the formula with p · = q = 0.50, the required sample 
size (n) is l, 067. 

To estimate the total number of survey forms for 
distribution, two additional factors were considered 
(a) not everyone who receives the questionnaire 
returns it. From previous experience with similar 
surveys, it is appropriate to assume that only 35 
percent of the questionnaires would be returned for 
processingi and (b) a portion of the returned ques­
tionnaires will be unusable because of incomplete, 
unreadable, or spurious responses. It is reasonable 
to consider that approximately 3 percent of the 
returned survey forms will be unusable for process­
ing. Hence, the total number of survey forms that 
must be distributed to obtain the required sample 
size is 3, 138 or about 45 percent of all TrailPass 
buyers in the region. 

QUESTIONNAIRE DISTRIBUTION 

Twenty-two sales outlets, in which almost 70 percent 
of all TrailPasses are sold, were selected for dis-
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tributing the questionnaires. These outlets were 
scrutinized for representativeness in terms of sales 
volume, fare zone, and geographic location. These 
selected outlets are clustered in four major cor­
ridors extending southwest, west, north, and north­
east from the Philadelphia Central Business District 
(CBD). Sample sizes ranged from 50 to 100 percent 
depending on the volume of TrailPass sales. If the 
volume of sales at a selected outlet was less than 
80, then the total number of questionnaires for 
distribution was equal to the sales volume. Dis tr i­
bution of the TrailPass survey forms at the selected 
sales outlets was carried out by an agency called 
Blue Ribbon Services. This agency, under a contract 
with SEPTA, sells tickets to the users of the 
Regional High Speed Lines. A package containing the 
appropriate number of survey forms for each sales 
outlet was accompanied by a survey instruction sheet 
indicating that distribution was to be continued on 
a first-come, first-served basis until all survey 
forms had been dispensed. 

SURVEY RESULTS 

Of the 3 ,138 survey cards distributed, 1,201 (38 
percent) were returned. The returned questionnaires 
were carefully reviewed and responses that were 
incomplete, biased, or unreadable were discarded 
before keypunching of the data for computer entry. 
In all, 1,161 survey forms were processed, repre­
senting approximately 16 percent of the total Trail­
Pass sales volume. The number of the processed ques­
tionnaires was slightly higher than the required 
sample size (l,161 versus 1,067) and thus an adequate 
sample was obtained. 

The following paragraphs contain a brief descrip­
tion of the survey findings that are shown in Figure 
1. The answers to the survey questions were tabulated 
by a computer program developed previously by DVRPC 
for processing responses to similar surveys. 

TrailPass Purchasing 

The responses to the first question of the survey 
questionnaire indicated that 78 percent of the 
TrailPass buyers purchase their Passes every month. 
An additional 19 percent purchase their Passes most 
months. TrailPass purchasing consistency increases 
as the number of days of Pass usage increases. For 
example, 93 percent of the 7 days-a-week Pass users 
buy the TrailPass regularly compared to 76 percent 
of the 5-days-a-week Pass users. This high con­
sistency of TrailPass purchasing reflects the cus­
tomer's satisfaction with the program. 

It should be noted that the Pass holders from the 
lower income groups are more consistent buyers than 
those from the higher income groups. Approximately 
85 percent of the buyers with household incomes less 
than $25,000 purchase the Pass regularly while 72 
percent with incomes above $35,000 are regular Pass 
buyers. Female Pass buyers are somewhat more con­
sistent in purchasing the TrailPass regularly than 
men (78 percent versus 73 percent). 

Pass buyers from Philadelphia are more consistent 
in buying the TrailPass than buyers from the suburbs. 
Eighty-two percent of the TrailPass buyers from 
Philadelphia buy the Pass regularly, while on the 
average, only 75 percent of the buyers from the four 
suburban counties are regular Pass Buyers. 

Reasons for Using the TrailPass 

As is shown in Figure 2, 38 percent of buyers cited 
money-savings as a reason for using the TrailPass. 
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FIGURE 2 Percent of TrailPass buyers by reason for purchase. 

Twenty-six percent use the TrailPass because it 
makes travel convenient and anot:ner .L~ percent u"e 
it because it eliminates the need for carrying cash. 
Some buyers suggested several additional rcazcn~ for 
using the Pass. These included parking availability 
and cost in Center City, free use of the other tran­
sit modes, and avoidance of driving during rush- hour 
traffic. 

Perceived and Actual Savings 

The average TrailPass buyer perceives a savings of 
approximately $18 per month. However, the actual 
savings computed on the basis of the number of trips 
actually reported (Questions 6 and 7) is nearly $33. 
This great underestimation of actual savings (ap­
proxima t e ly 83 perce nt) seems to indicate that 
TrailPass holders considered savings gained only on 
the commuter rail lines. Apparently, the use of 
buses or subway lines was not accounted for. It is 
interesting to note that some TrailPass holders 
indicated that they did not even know how to esti­
mate their savings. 

Nine percent of the users estimate their monthly 
savings to be less than $5, while 20 percent reported 
savings in excess of $25. Of the TrailPass users who 
ride 7 days per week, 35 percent save more than $15; 
u11.l.y 9 percent of the 4- or ...... less daj-·s per week 
TrailPass users save as much. TrailPass buyers from 
the lower income groups enjoy higher savings than 
the buyers from the higher income groups because 
they use the TrailPass not only for work trips but 
for other travel purposes as well. For example, 50 
percent of the TrailPass holders with incomes less 
than $15 ,000 save more than $15 a month, while only 
40 percent of the TrailPass buyers with incomes over 
$50,000 save as much. 

Weekly Usage of the TrailPass 

The vast majority of the TrailPass buyers (84 per­
cent) use the Pass 5 days per week. Only 13 percent 
use the Pass more than 5 days per week, while a small 
percentage (3 percent) use it le"" than 5 1Jays per 
week. The average usage is 5 .1 days per week. The 
highest average weekly usage was indicated by the 
buyers from the Terminal Zone (5.4 days per week). 
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TrailPass buyers with annual household incomes 
less than $25,000 enjoy higher than average usage 
(5.3 versus 5.1 days per week). The buyers from the 
$35,000-and-higher income group indicated the lowest 
weekly usage of between 5. 0 and 5 .1 days per week. 
Philadelphia has the lowest percentage (72 percent) 
of buyers using the Pass 5 days per week. However, 
as can be seen from Table l (based on responses to 
survey questions 5 and 13), Philadelphia has a 
higher percentage of resident TrailPass buyers 
riding 6 days per week than the suburban TrailPass 
buyers. 

Freguency of TrailPass Usage ·On the Commuter Rail 
System 

Most (74 percent) of the TrailPass buyers ride the 
commuter rail system 9 to 10 times per week. Fifteen 
percent r iae from 11 t:o 13 t:imes, while another 10 
percent make more than 13 commuter rail trips per 
week. On the average, the TrailPass user makes 10.6 
weekly commuter rail trips. The highest TrailPass 
weekly usage was indicated in Delaware and Phila­
delphia counties. The Terminal Zone Pass holders 
indicated the highest average usage--11. 3 trips per 
week. This high usage reflects the high density of 
rail service operating in the Terminal Zone. The 
lowest average usage (10.0 trips) was indicated by 
the zone 5 Pass buyers. The TrailPass average weekly 
usage decreases as income increases. TrailPass 
holders with incomes under $15,000 make 11.l trips 
per week compared to 10. 2 commuter rail trips by 
TrailPass buyers with incomes over $50,000. 

Frequency of TrailPass usage on Trans! t Mode.s 

As mentioned previously , the TrailPass enables the 
holder to ride any bus, subway, and streetcar route 
in addition to the commuter rail. Thus, nearly 8 o f 
10 TrailPass buyers indicated that they use the Pass 
to ride SEPTA's transit routes besides commuter 
ra i l. The majority (61 percent) of the TrailPass 
buyers use SEPTA's transit mode s 8 or f ewe r time s 
per week. Twenty-five percent of the TrailPass buyers 
use transit 9 to 10 times per week, while 7 and 4 
percent ride the subway, buses, and trolleys 11-13 
and 14-16 times per week, respectively. Sixty-three 
percent of these buyers ride the buses, subways, and 
trolleys to go to work, school, and other midday, 
work-related activities. AnothP.r 26 percent of the 
buyers use the Pass to go shopping, to lunch, and so 
forth , and 10 percent use t he Pass t o t r avel home 
from the commuter rail station. 

Recommendations for Increasing TrailPass Sales 

Nearly 40 percent of the TrailPass buyers recommended 
pr ice reduction as a mean" uf iucreasing sale I!." How­
ever, both parking privileges and t he offering of 
weekly TrailPasses were favored by 19 and 14 percent 
of the buyers, respectively. An additional 10 per-

TABLE I Percentage of Resident TrailPass Buyers by County 

Percentage of Residents by County 
1\1':' 0 f n(J~ri;: Tr:lilP:lc;:c;: 

Montgomery Philadelphia Other ls Used per Week Bucks Chester Delaware 

4 or Jess 2 I 4 3 4 3 

5 93 94 8 I 90 72 89 

6 4 5 12 6 18 8 

7 I 0 3 I 6 0 

""" ... 
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cent recommended greater advertising to increase 
sales. This would make nontransit users as well as 
transit users aware of all the advantages of the 
TrailPass program. 

There were some differences among the buyers' 
recommendations from the various fare zones (see 
Figure 3). For instance, more advertising was recom­
mended by 20 percent of the buyers in the Terminal 
Zone but by only 5 percent of buyers in fare zone 5. 

Cf) 

a: 

40 

~ 30 
:::> 
Ill 

"-
0 20 
f-z 
w 
~ 10 
w 
a. 

Ptlto More Sale More Credit PnJklng Weekly 
Adjustment Locations Advertising Cards Prlvileges TrailPass 

FIGURE 3 Percent of TrailPass buyers by buyers' 
recommendations. 

Other 

Parking privileges were considered as important as 
money savings (35 percent) by TrailPass buyers in 
Chester County (fare zone 4), whereas only 11 per­
cent of the Pass buyers in Philadelphia recommended 
parking privileges to increase sales. Some respon­
dents recommended other strategies and actions that 
could increase the sales and use of TrailPasses. 
Following are the major suggestions: 

1. Prepare a TrailPass lost-and-found policy 
that will clearly specify the information needed for 
refund or replacement. 

2. Prepare complete information on the conveni­
ence, use, and benefits of the TrailPass and point 
out savings per month. Allow the use of credit cards 
at local stations. Offer more corporate discounts, 
especially to large companies with employee payroll 
deduction, and introduce discounts for students. 

3. Provide free parking at stations, increase 
parking spaces at some stations and paved parking 
lots. Improve the appearance of some stations (i.e., 
remove graffiti) and clean train windows. 

4. Run the trains on time. Increase the frequency 
of service and run more express trains from the out­
lying stations. Coordinate and update bus schedules 
to coincide with train service. 

Travel Options in case of TrailPass Discontinuation 

In the event of TrailPass Program discontinuation, 
more than one-half of the present TrailPass buyers 
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(57 percent) would seek other discount fares (10-trip 
tickets), and only 2 percent would buy daily tickets. 
Nearly one-third of the TrailPass holders would 
resort to the highway system and, of these, 10 per­
cent would use cars or vanpools and 12 percent would 
drive alone. (These responses are shown in Figure 
4.) The responses to this question are similar for 
the individual counties of the rail service area. 
However, the preferred travel options vary among the 
different income groups of TrailPass buyers as can 
be seen from Table 2 (based on responses to ques­
tions 9 and 12). 

3% Other 2% Dally Ticket 

18% Car/Vanpool 

12% Drive Alone 

57% 10-Trip Ticket 

8% Non-Commuter 
Rall Transit Routes 

FIGURE 4 Percent of TrailPass buyers' options for alternative 
transportation means in the event of TrailPass Program 
discontinuation. 

Age and Sex 

The average age of the TrailPass buyer is 38. Sixty­
nine percent of the riders are in the 18-44 age 
group and approximately 33 percent are in the 45-65 
age group. Only 1 percent are over 65 or under 18. 
There are more female TrailPass buyers than male in 
the 18-34 age group (51 percent versus 38 percent) , 
and more male buyers than female (27 percent versus 
20 percent) in the 35-44 age group. 

There is no significant difference between the 
total number of female and male TrailPass buyers (49 
percent versus 51 percent) although, on the average, 
female TrailPass buyers are two years younger than 
male buyers. More than 50 percent of the female 
buyers are in the 18-34 age group while barely 40 
percent of the male buyers are from this age group. 

Annual Household Income 

One-fourth of the TrailPass holders have an annual 
household income of $15,000-$25,000. An equal number 
(21 percent) of TrailPass buyers are in each of the 
three income groups over $25,000. The average Trail­
Pass buyer's household income is $32,000 per year. 

Nearly one-half of the TrailPass buyers from 
Philadelphia (48 percent) and Delaware (45 percent) 
Counties have an annual income of less than $25,000 
a year, while the remaining counties have large 

TABLE 2 Percentage of TrailPass Buyers Who Would Use Alternative by Type 
of Alternative and Annual Household Income 

Percentage of Buyers by Annual Household Income 

Alternatives to Under $15,000- $25,000- $35,000- $50,000 
TrailPasses $15,000 $24,999 $34,999 $49,999 or More 

Purchase daily tickets 5 3 3 1 1 
Purchase IO-trip tickets 45 56 57 56 65 
Use other transit routes 14 11 6 6 4 
Drive alone 12 10 11 15 15 
Car or vanpool 19 18 20 19 14 
Other 6 2 4 3 I 



: 

68 

percentages of TrailPass buyer residents with incomes 
over $25 , 000. For example , 73 and 72 percent o f t he 
TrailPass buyers from Montgomery and Chester Coun­
ties, respectively , have annual incomes of over 
$25,000. The percentage of female TrailPass buyers 
in each income group declines as the income in­
creases. Seventy-two percent of the female TrailPass 
holders have annual incomes under $15,000, while 
only 34 percent have annual incomes over $50,000. 

FINDINGS AND CONCLUSIONS 

The survey yielded the following data: 

1. The TrailPass patrons are consistent buyers-­
nearly 97 percent purchase their Passes regularly; 

2. Money savings were cited as the principal 
reason for buying the TrailPass--approximately 91 
percent of the buyers save more than $5 per month; 

3. Convenience and time saving were indicated by 
the buyers as other major reasons for purchasing the 
TrailPass; 

4. The buyers recommended pr ice reduction as a 
way to increase sales; however, both parking privi­
leges at stations and the issuing of weekly Trail­
Passes were significantly favored by the buyers; 

5. If the TrailPass program was discontinued, 
more than one-half of the buyers would seek another 
discount program (10-trip ticket). Vans and carpools 
would be chosen by 18 percent of the TrailPass 
buyers, while 12 percent would drive alone; 

6. The average TrailPass buyer is 36 years old; 
7. There is no significant difference between 

the number of female and male TrailPass buyers; and 
B. The average household income of the buyers is 

$32,000 per year. 

Because they r egularly commute to work, the over­
whelming majority of the buyers use the Pass 5 days 
a week. A TrailPass user makes about 10 .6 commuter 
rail trips per week. The majority of the Pass buyers 
use the TrailPass an average of 6.9 times a week to 
ride other SEPTA modes. The TrailPass is used for 
making many trips on the transit system that would 
not be made if the TrailPass were not available 
(such as lunch hour or weekend shopping trips). The 
survey indicated that the TrailPass program increases 
the mobility of the lower income groups, particularly 
those who live in dense urban areas. 
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The survey also indicates that the TrailPass 
program can be benef i c i a l to passengers as well as 
transit operators because it saves time and money. 
In addition, it advances cash flow, reduces the 
operating cost involved in administering cash fares, 
and makes the transit system more attractive and 
affordable for passengers. It can be applied suc­
cessfully in any large region with extensive commuter 
rail network similar to the Philadelphia system. 
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BART Impact Update 

JOEL E. MARKOWITZ 

ABSTRACT 

When representatives of the multi-year, multi-million dollar San Francisco Bay 
Area Rapid Transit (BART) Impact Program presented their conclusions to the TRB 
Annual Meeting in January 1979, BART had not yet achieved a reliable level of 
operation. The findings had been based on data gathered in the early period of 
full-system operations (1974-1977). The thrust of the findings was that hoped­
for impacts of BART on travel had not materialized because of the constraints 
on BART operation and the limited market BART was focused on. These and even 
earlier findings by a university research group have been widely quoted in the 
literature and used in textbooks. This paper contains documentation as to what 
has happened with BART use and travel in the primary BART service corridor since 
1978, and an illustration showing that many of the earlier constraints on BART 
patronage and, thus, its impact, have been relieved. BART's service reliability 
has improved dramatically, attracting many new patrons, and population and em­
ployment in BART's market area have grown. As a result, BART carries a large 
share of trips in its intended market--long-distance commute trips to the urban 
core. 

It is difficult in some circles even to bring up the 
subject of the impact of the San Francisco Bay Area 
Rapid Transit (BART) system (see Figure 1) without 
immediately polarizing those individuals present. 
The debates began from the earliest findings of the 
BART Impact Program, the elaborate federally funded 
study that was conducted from 1972 to 1978. In 1976, 
a university research group published its interpre­
tation of the early results, and those largely nega­
tive findings have found a permanent place in the 
transportation planning literature (1-4) and in 
textbooks (2_,2_). Transit profession<ii; with an 
interest in rail transit development responded in 
their own professional journals (7,81. 

It was not until late 1978 that the formal BART 
Impact Program concluded with a full-day presenta­
tion of findings to the TRB Annual Meeting in January 
1979. The production of final reports continued into 
1979, and the fifteen project reports and final 
Program summary report were not broadly distributed 
until late 1979 (2_). By that time, the debate had 
cooled, but its impact could be seen in each of the 
Program reports. The "Sponsor's Note" ("Sponsor" 
meaning the u.s. Department of Transportation), 
which appears at the front of each report carefully 
lays out the circumstances surrounding the study, 
its limits, and the factors affecting the findings. 
The 2-page caveat incorporates many of the key points 
of the debate--special institutional setting in the 
Bay Area, system not running at full service levels, 
short period of operating experience, etc. 

One methodological recommendation of the BART 
Impact Program was for continuation of a low-level, 
long-term monitoring program. There was little 
interest in pursuing the suggestion, except for 
continuing the semi-annual counts of vehicle and 
person traffic across the San Francisco-Oakland Bay 
Bridge corridor, the primary BART service route. For 
lack of a comprehensive approach to updating all the 
major findings on the impacts of BART, the following 
pages contain information concerning only the trends 
in BART travel and the patterns in the Bay Bridge 
corridor. Even this modest update may help inject 
some new information into the on-going debates con­
cerning rail transit (!Q._). 

BART DESCRIPTION 

In one sense, not much has changed since the BART 
Impact Program concluded. There are still 34 BART 
stations, 71 mi of track, 450 cars, and 23 parking 
lots with approximately 22 ,000 spaces. The fare is 
still distance-based and collected automatically, 
although fare increases have boosted the range from 
$0.25-$1.45 reported in 1978 to $0.60-$2.15 in 1984. 
The BART patron is still more highly educated and 
more affluent than the general public, reflecting 
still the high degree of BART use for suburbanites' 
work trips (see Table 1). The average trip length is 
still approximately 13 mi, although the true trip­
length distribution is approximately evenly bi­
modal--a short-distance peak at 6-8 mi and a trans­
bay peak at about 20 mi. The 13-mi "average" is an 
artifact of that distribution and, in fact, there 
are few 13-mi trips on the system. 

In another sense, though, BART is a very different 
system from that studied from 1972 to 1978. Minimum 
peak-period headways are now under 4 min instead of 
6 min. Revenue car availability at the start of 
morning peak service has climbed from 60 percent in 
fiscal year (FY) 1975-1976 to 90 percent in FY 1983-
1984. Unscheduled train removals have been cut from 
17.3 per day in FY 1975-1976 to 2.2 in FY 1983-1984. 
Consequently, there has been nearly a 33 percent 
increase in the number of car-miles of service pro­
vided. The result has been an increase over that 
period of more than 60 percent in passenger trips 
and over 75 percent in passenger-miles. This has 
allowed the farebox recovery ratio to climb from 39 
percent to 49 percent while cost per passenger mile 
has remained flat at $0 .15-$0 .16 despite inflation 
(see Table 2). Though BART's operating cost per 
passenger-mile is similar to that of other U.S. rail 
systems, its cost per passenger is relatively high. 
This is due in part to its long average trip length 
(see Table 3). 

BART PATRONAGE TRENDS 

BART patronage has been sensitive to external events, 
such as transit labor disputes (its own and others) 
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FIGURE 1 BART system map. 

and sudden changes in gasoline price and availabil­
i ty . St ill, ther e ha s been a steady growth i n BART 's 
primary transbay market. Figures 2 and 3 show the 
tr end in BART' s aver age daily patronage each month 
trom September 1974 (the month the Transbay Tube was 
opened) to July 1985. Trips in the East Bay (Alameda 
and Contra Costa Counties) have grown from about 
40,000 to 50,000 trips per day, while West Bay trips 
(San Francisco and Daly City) have grown from 30,000 
to 50,000. A jump in West Bay trips occurred in 
April 1983 with the introduction of a joint BART/San 

TABLE 1 BART Passenger Characteristics 

1980 
Characteristics 1976 1978 1980 Census 1982 

Cuiit::gt: giaU Udtt:, ('iO) -tu.a ..t..t.G ..;:;,..; L.'T, 7 "'l'U,"T 

White(%) 76.5 74.6 67.2 62.9 68.2 
Annual incomes over $20,000 (%) 35. 7 47.1 53. 7 47.l 66.0 
Age 35 or older(%) 38.8 43.6 44.3 44.2 44.4 
Work trips(%) 65.5 74.2 74.4 77.4 

Note: The BART passenger data are From BART's series or Passenger Profile Surveys, and 
the census data are averaged for the three BART counties. 
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Francisco Municipal Railway monthly pass. Transbay 
tr i ps have grown fr om 50,000 t o over 100,000. Tr ans­
bay trips now comprise 50 percent of all BART trips. 
The proportion of BART trips in the morning and 
evening peak periods, however, has changed little, 
from 45-50 percent in the early years to 50- 55 per­
cent now. Figure 2 shows each of the three major 
market components separately, with the West Bay and 
East Bay components now almost equal. Figure 3 shows 
the contribution of each market to BART's cumulative 
patronage. (Note that BART average weekday patronage 
data are taken from BART's monthly patronage reports. 
The following events affected patronage: 

November 1975- fare increase 
April-May 1976.-San Francisco MUNI labor dispute 
September 1977-BART labor dispute 
November 1977-January 1978-AC Transit labor dis-

pute 
January-April 1979-Transbay Tube closed by fire 
May 1979-"gasoline crisis" 
August-November 1979-BART labor dispute 
July 1980-fare increase 
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TABLE 2 BART Financial and Operating Characteristics, 1976-1984 

Fiscal Year 

Characteristics 1976 1977 

Net operating expenses 
(million$) 55.126 66.814 

Fare revenues (million$) 21.714 24.692 
Farebox ratio ('lo) 39.4 37.0 
Average fare($) 0.708 0.738 
Cost per passenger mile($) 0.133 0.146 
Car miles 22,446,355 22,862,970 
Unscheduled train removals 

per day 17.3 l l.7 
Revenue car availability(%) 60 76 
Total passenger trips 32,897,431 34,599,088 
Passenger miles 414 ,507,63 ! 444,40l,162 
Average trip length (mi) 12.6 12.8 

Source: Annual Reports or the San Francisco BART District. 

TABLE 3 U.S. Rail System Characteristics (11) 

Trip Expense 
Length per Trip 

Operator (mi) m 

BART 12.5 2.168 
Rapid rail systems 

New York City (CTA) 4.2 1.009 
Chicago (CTA) 7.3 1.274 
Philadelphia (SEPTA) 5.5 0.938 
Boston (MBT A) 3.0 1.012 
Washington, D.C. (WMATA) 4.3 1.282 
Cleveland (GCRTA) 7.8 1.339 
Atlanta (MARTA) 3.3 0.514 
Lindenwold (PATCO) 8.7 1.518 

Group average 5.5 1.111 
Commuter rail systems 

Chicago (RTA) 19.9 3.330 
Philadelphia 11.6 17.626 
Boston 18.7 4.304 
Detroit (RTA) 18.2 10.495 
New Jersey (NJT) 23.3 4.858 
Pittsburgh (PA Tl 14.9 5.572 

Group average 17.8 7.531 

1978 

78.204 
28.219 
36.2 
0.723 
0.155 
24,046,898 

JO.I 
87 
38,665,206 
492, 901,000 
12. 7 

Expense per 

1979 1980 1981 1982 1983 1984 

86.548 88.457 103.256 11 7.820 125. 281 134.046 
28.727 25.942 46.207 52.677 60.965 65.492 
33.2 34.4 45.3 45. 2 49.1 48.9 
0.685 0.733 0.964 0.988 1.110 I.IO 
0.166 0.155 0.155 0.154 0.162 0.166 
26,806,000 20,046,000 27,707,000 28,505,000 29, I 77 ,000 29,852,000 

9.0 8.1 7.8 5.3 4 .5 2.2 
82 76 83 86 89 90 
41,191,566 34,482,335 46,879,319 53,290,643 53,699,387 58,277 ,463 
500,221,000 443,085,000 626,662.000 717, 998,000 725,077,000 761,799,000 
12. l 12.8 13.4 13.5 13.5 13. ! 

Other than the preceding incidents, missing data ac­
count for some of the zero points in Figures 2 and 
3.) 

Passenger-Mile The noted improvement in the quality and quantity 
of BART's service is one factor promoting patronage, 
but there are others . Figure 4 shows data on the 
growth in population in the three BART counties 
since 1974, which was taken from the California 
Department of Finance. In the period studied by the 
Impact Program, San Francisco's population was de­
clining while the East Bay's population was rela­
tively flat. Since then, all three counties have 
grown, with suburban Contra Costa County (a large 
transbay commute market) growing the fastest. 

($) 

0.173 

0.242 
0.175 
0.171 
0.333 
0.296 
0.171 
0.156 
0.174 
0.215 

0.167 
1.517 
0.230 
0.577 
0.165 
0.374 
0.505 

Figure 5 shows data on employment growth in the 
larger metropolitan area, where most of the work­
places are within the three BART counties. (The data 
were taken from the California Employment Develop­
ment Department.) Substantial growth has occurred 
(nearly 40 percent) since 1975 in the service and 
finance categories, both of which are well-repre­
sented in the central urban areas ·served by BART. 

19741975 1976 1077 1978 1979 1980 1981 1982 1983 1964 1985 

Months 

FIGURE 2 BART patronage by market (markets shown separately). 
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Finally, Figure 6 shows the change in unleaded, 
self-service, gasoline prices in Northern California 
for each December since 1975. The dramatic increase 
of 1979-1981 occurred a fter the conclusion of the 
BART Impact reports. 

The final report of the BART Impact Program's 
study of transportation impact noted potential 
sources of future patronage growth and cited limits 
to that growth. The principal limits were seen as 
BART's unreliability, slow growth of jobs and popu­
lation in its service area, and continuing dependence 
on the automobile (12) . Since 1978, these constraints 
have apparently bee"il' reduced--reliability is greatly 
improved, population and jobs have increased, and 
the price of gasoline has somewhat reduced the at­
tractiveness of automobile travel. 

BART has ambitious plans for expanding service 
through the remainder of the decade. These plans 
include: (a) increasing the number of cars in the 
fleet to 489 (an increase of 150 cars), (b) increas­
ing the maximum number of trains in service from 43 
to 74, and (c) reducing the minimum scheduled headway 
from 3 min and 45 sec to 2 min and 15 sec. Two major 
capital improvements are underway to help achieve 
these goals. Currently, BART is completing an addi­
tional subway track through downtown Oakland to 
increase operational flexibility and reliability. 
Funding has just begun for a turnback facility and 
storage yard beyond the Daly City Station, the west­
ern terminus of the line through San Francisco. BART 
projects that if these and other improvements are in 
place by 1989, patronage will increase to 285,000 
trips per weekday--an increase of 30 percent (.!l_). 

BAY BRIDGE TRAFFIC 

What of BART's effects on highway travel? The BART 
Impact Program found that BART's contribution to the 
relief of congestion in the Bay Bridge corridor, the 
principal link between the East Bay and San Fran­
cisco, was short-lived. The attractiveness of down­
town San Francisco as an employment center has in­
creased, not diminished, since 1978. The demand for 
travel in that corridor in the morning peak period 
has increased 40-50 percent since the opening of 
BART's Transbay Tube in September 1974. Figure 7 
shows the long-term trend in westbound, a.m. peak­
period person trips by mode since 1970. Some 75,000 
persons cross the Bay by automobile, bus, or BART 
each morning, compared to 50,000-55,000 in 1974. The 
steady increase in person-trips was interrupted only 
briefly in 1979 with the large increase in gasoline 
prices. As Figure 8 shows, the increase in westbound 
transbay travel demand is true for the entire 24-hr 
day, not just for the peak period. From 1975 to 1985, 
vehicle trips increased 22 perce nt (from 94,000 to 
115,000), while transit person trips increased 43 
percent (from 45,000 to 66,000) and total person 
trips increased 34 percent (from 174,000 to 233,000). 

The demand may have increased dramatically, but 
the bridge is still only five lanes wide in each 
direction. The peak demand has been spread in three 
of the only four ways possible: (a) motorists are 
filling in the shoulders of the peak, (b) automobile 
occupancies have climbed and (c) BART is carrying 
more of the load. The fourth alternative is the use 
of buses; however, there has been a decline in both 
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magnitude and proportion of bus riders carried in 
the transbay corridor. Figure 9 shows the change in 
the shape of the peak for westbound, a.m. peak-period 
vehicle traffic since 1974. Each of the twice-yearly 
observations--October and April--show the vehicle 
traffic by 30-min increments from 6:30 to 9:00 a.m. 
Over time, the earliest 30-min period has grown to 
equal the second 30 min period and all traffic from 
6:30 to 8:00 has gradually crept up to the theoreti­
cal limit of the bridge's capacity. Bridge planners 
typically use a figure of l, 800 vehicles per lane 
per hour, which translates into 4 ,500 vehicles per 
30-min period. The October 1980 data point in the 
middle of the peak in Figure 9 is therefore suspect 
because it exceeds that capacity by several hundred 
vehicles. 

Figure 10 shows that automobile occupancy has 
increased considerably in the westbound, a.m. peak­
per iod from the 1974 average of l. 4 passengers to 
the 1985 average of l.8 passengers. Incentives for 
car- and vanpooling may have had an effect, includ­
ing reserved toll-free high-occupancy vehicle (HOV) 
lanes through the Bay Bridge toll plaza during the 
peak. The usual toll is $0.75 ($0.60 with a commute 
ticket book) in the westbound direction, but a more 
significant incentive may be the reserved lanes, 
which have been estimated to save as much as 10 to 
15 min in travel time during the most congested 
periods. (Note that for Figures 9 and 10, there were 
2 observations made per year--in April and October-­
and the a.m. peak period is from 6:30 to 9:00. Note 
also that the 5 vertical bars for each year represent 
30-min a.m. peak period increments as follows: 6:30-

6:59, 7:00-7:29, 7:30-7:59, 8:00-8:29, and 8:30-
8: 59.) 

Figures 11 and 12 show the share of westbound, 
a.m. peak-period person trips now being carried by 
each mode in the a .m. peak. Figure 11 shows the 
absolute number and Figure 12 shows the percentage 
share. With the filling in of the peak and the in­
creases in automobile occupancy, the share of person 
trips in transit has grown moderately from 50 per­
cent in 1974 to 52 percent in 1985. BART's s hare has 
grown from about 20-25 percent to 35-40 percent 
because of diversion from buses and growth in its 
Contra Costa County market area. 

It should be noted that Figures 7-12 are based on 
a series of counts conducted by the University of 
California, Berkeley, Institute for Transportation 
Studies of the California Department of Transporta­
tion for the Metropolitan Transportation Commission. 
Methods changed somewhat over time. The dates 
selected for counts are "typical" mid-week days in 
October and April. The traffic counts are done for 
only one or two days and the transit data are col­
lected from the appropriate agencies for those days. 
Some changes in bridge operations during the period 
also affected capacity, including a toll increase in 
July 1977, changes in the placement and hours of 
carpool lanes and the operation of metering lights. 

Is the Bay Bridge peak congestion lessened by 
BART? No, but the answer depends on pers pective. 
Without BART, it seems unlikely that the bridge 
could support the current level of peak trip making 
in the corridor, although certainly some increased 
portion could be carried by additional buses. For 
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example, to carry the 28,400 April 1984 BART peak­
period patrons in buses would require over 730 addi­
tional bus trips at typical peak loads, compared 
with only 336 actual bus trips, and 610 bus trips in 
1974, before transbay BART service began. The 730+ 
vehicles, on top of the actual peak vehicle load, 
would have pushed three of the 30-min periods over 
the theoretical bridge capacity ano a tourtn perioo 
wi t hin 5 per cent of that limit. Whether the level of 
demand itself would be lower without BART is a matter 
of conjecture beyond the scope of this summary. 

Those who hoped for traffic congestion relief 
from BART may have made a heroic assumption: that 

travel demand would remain constant in the busiest 
corridor in the region that serves one of the most 
desirable central business districts in the nation, 
in an area with a vigorous economic, population, and 
white-collar employment growth. The good news is 
that BART has helped satisfy that demand for traveli 
the bad news is that the demand is excessive, causing 
continueo congestion. ttinasignt: suggest:s t:n i " .. i1uui.u 
have been no surprise. Similarly, hoped-for benefits 
in the areas related to traffic congestion relief, 
such as air pollution reduction, cannot be detected 
because BART travel is still a small fraction of 
total regional trip-making. 
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CONCLUSION 

This brief review was not intended to be a compre­
hensive examination of all aspects of BART's impacts, 
nor even a detailed statistical analysis of trans­
portation and travel impacts. Reliance on descr ip­
tive material and graphs is intended only to provide 
some basic information to update the largely out­
dated material from the early BART Impact Program 
findings and other sources from the early 1970s from 
which many individuals still seem to be quoting. The 
material briefly presented here demonstrates that 
BART' s performance and patronage have improved 
dr_amatically since the early reports were published. 
While hardly the panacea for the Bay Area's urban 
transportation problems, BART has increased its 
effectiveness in serving its primary intended 
market--the long-distance commute trips to the urban 
core. The debate on new rail transit systems and 
extensions will continue, and there will always be a 
demand for information on BART as a referent for 
that debate. This paper can contribute only modestly 
to that demand. 
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The Effects of Fare-Collection Strategies on Transit 
Level of Service 

UPALI VANDEBONA and ANTHONY J. RICHARDSON 

ABSTRACT 

It is known that different fare-collection strategies have different passenger 
boarding and alighting rates for street-based public transport services. In 
this pape r, various models of stop service times are reviewed, the available 
empirical observations of boarding and alighting rates are summarized, and the 
effects of different average boarding rates and coefficients of variation of 
boarding rates on the route performance of a tram (light rail transit) service 
are examined. The analysis is conducted using the TRAMS (Transit Route Anima­
tion and Modeling by Simulation) package. This modeling package is briefly 
described with particular attention to the passenger demand subroutine as well 
as the tram stop service times subroutine. As a result o f the analysi s , it was 
found that slower boarding rates produce a slower and less reliable service 
along the route. The variability of boarding rates has no effect on route 
travel time but does contribute to greater unreliability in level of service. 
It is concluded that these level-of-service effects need to be considered when 
assessing the effect of changes in fare-collection strategies. 

Public transport operators and managers have found 
themselves under increasing pressure in recent years 
because of conflicting expectations from different 
groups in the community. On the one hand, public 
transport users demand better levels of service and 
no increase in fares, while the general community 
and the Government Treasury demand that the public 
transport financial deficit be reduced, or at least 
curtailed. Given these pressures, public transport 
managers are continually looking for methods by 
which the productivity of the public transport sys­
tem may be enhanced. 

In the field of street-based public transport, a 
subject that has received much attention in this 
respect is staffing policy; in particular, the de­
bate over whether to have a one- or two-man opera­
tion of public transport vehicles has been both 
lengthy and vigorous in Australia and elsewhere. 
Investigations of one-man operations have covered 
not just staffing policies, but also vehicle design 
and fare-collection strategies. All three must be 
well-integrated if an acceptable one-man operation 
system is to be devised. 

In considering this question, it is obvious that 
the effects of a one-man operation go well beyond 
the immediately apparent staff cost savings. In 
particular, the choice of fare-collection strategy 
has a large influence on whether conversion to a 
one-man operation will ultimately prove to be bene­
ficial or not. If boarding the vehicle is slowed by 
the one-man operation, fare-collection strategy, then 
it is possible that the degradation in the level of 
service provided will outweigh the immediate staff 
cost savings per vehicle so that the service is less 
productive overall. Obviously, conversion to a one­
man operation needs careful analysis of the opera­
tional, financial, and economic consequences. Even 
in situations such as in North America, where all 
transit services are already one-man operations, it 
is important to consider the effects that different 
fare collection strategies will have on the level of 
service provided. The conversion of pay-the-driver 

systems to proof-of-payment systems will generally 
bring about significant level-of-service improve­
ments that should be considered in any analysis of 
such fare collection strategies. 

This paper makes a contribution to this analysis 
by examining the effects of different boarding rates 
on the route performance of a light rail transit 
(tram) system. Boarding rates are a critical vari­
able in that they most concisely describe the opera­
tional performance of different fare-collection 
strategies, as well as different vehicle designs. 
Route performance is expressed in terms of average 
passenger travel time, average passenger waiting 
time, vehicle bunching, route travel time, and a 
number of other level-of-service performance mea­
sures. The analysis is performed using the TRAMS 
(Transit Route Animation and Modeling by Simulation) 
package (see paper by Vandebona and Richardson else­
where in this record), and uses a case study example 
loosely based on an actual tram route in Melbourne, 
Australia. 

FARE-COLLECTION STRATEGIES 

Fare-collection strategies for street-based public 
transport may be classified under three major h'}ad­
ings: (a) two-man operation where the conductor 
collects fares, (b) one-man operation where the 
driver collects fares, and (c) one-man operation 
where the driver does not collect fares. Within each 
of these classifications, there are a number of 
different alternatives. In the two-man operation, 
the conductor may function in one of two ways--either 
as a roving conductor who moves through the vehicle 
collecting fares from passengers while the vehicle 
is in motion, or seated with passengers paying their 
fares as they file past the conductor's position 
after entering the vehicle. 

A one-man operation with fare collection by the 
driver gives rise to a wide range of boarding time 
rates, depending on the details of the fare-collec-
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tion procedure and the nature of the fares charged. 
Two major options for fare collection are to accept 
exact fares only or to enable the driver to give 
change to passengers. As will as seen later, the 
former results in a faster boarding rate, while the 
latter is more conducive to good customer relations. 
The degree of difference between these two options 
also depends on the nature of the fares charged. For 
example, are they flat fares, finely graduated fares 
accor d i ng to the distance t r avel ed , zone f ares , free 
transfers requiring no extra ticket purchase, or 
season tickets? Each of these alternatives will have 
different boarding rates and, hence, different im­
pacts on the route performance of the service. A 
one-man operation with fares not collected by the 
driver means that fares must be collected in some 
other fashion--unless, of course, the public trans­
port service at the point of usage is free to users. 
One of the most popular methods of automatic fare 
collection is the exact-change fare box. This method 
has been in use in North American services for many 
years. A minor, though important, aspect of this 
system is whether the fare is single-coin or multi­
ple-coin; single-coin fares give slightly faster 
boarding rates but are becoming increasingly dif­
ficult these days. Watts and Naysmith OJ note the 
need for a coin of value greater than 50p (in the 
United Kingdom). Other methods of payment include 
the use of pay-turnstiles on board the vehicle (al­
though these are often seen as being an unreliable 
hindrance), and the use of credit card and magnetized 
ticket-reading machines. 

A complete alternative to the previous methods is 
the "proof-of-payment" system, in which there are no 
turnstiles or barriers to entry and no need for any 
fare payment on boarding the vehicle. All that is 
required is that the user have a valid ticket that 
must be produced if required. Ticket inspectors 
perform random checks for fare evasion, and the 
penalty imposed must be such that the expected cost 
of purchasing a ticket be no more than the expected 
cost (including penalties) of not purchasing a 
ticket. Given this general approach to fare collec­
t i on, the range of ticket-se l ling procedures is 
quite wide. Season tickets could be used, books of 
tickets could be bought from news agents or other 
stores; tickets may be purchased from ticket-sellers 
at major stops, ticket-selling machines (either at 
stops or aboard the vehicle), or drivers (at a pre­
mimum price); or users could simply elect to pay the 
penalty when caught without a ticket. In a proof-of­
payment system, with appropriate penalty char9es and 
a systematic ticket inspection roster, this last 
method o f paymen t woul d be legitimate and need no 
longer be thought of as a crime of fare evasion. 

A major advantage of the proof-of-payment system 
is that it results in a quick boarding rate and, 
hence, a higher level-of-service to users. It also 
allows considerable freedom in vehicle design because 
there is now no need for all boarding passengers to 
file past the driver. Wide central doors and articu­
lated vehicles become distinct possibilities. A 
disadvantage of proof-of-payment systems is that 
opera tor s can no longer obtain ridership statistics 
from ticket sales, and may therefore have to conduct 
special sample surveys t o obt ain rider ship details. 

BOARDING AND ALIGHTING RATE MODELS 

Given the wide variety of fare-collection strategies 
and associated vehicle designs, it is not surprising 
that a number of different models have been proposed 
to predict service time at a stop as a function of 
the numbers of passengers boarding and alighting 
from the vehicle at that stop. In summary, there are 
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four basic models that have been proposed for the 
prediction of service times. 

The Sequential Model 

where 

Ti service time at stop i, 
Ai number of alighting passengers at stop i, 
Bi number of boarding passengers at stop i, 

y dead time, 
~ alighting time per passenger, and 
a boarding time per passenger (sec) • 

(1) 

This model is likely t o be appropria t e where 
boarding and alighting take place through the same 
door and, hence, proceed sequentially (alighting 
usually preceding boarding). The dead time, y, 
accounts for the time lost at the beginning and end 
of the stopping maneuver and is a function of the 
presence or absence of doors on the vehicle, the 
nature of any door interlocking device fitted to the 
vehicle (e.g., a transmission interlock that pre­
vents doors from being opened until the vehicle is 
stopped a nd a n accel era t i on i nter l ock th a t prevents 
the vehicle from moving until the doors are closed), 
and the layout of the stop (e.g., safety-zone board­
ing versus curb-loading) • The coefficients ~ and 
a depend primarily on the fare collection system 
employed, but may also vary with the time of day 
(peak ver sus off-peak), a nd with t he t ype of pas­
seng e r be ing s e rved (e .g ., elde rly or infirm) , the 
c urrent occupancy of the veh i cle , and the amount of 
baggage carried by passengers. 

The Interaction Model 

(2) 

This model is again applicable to a single-door 
vehicle but instead of assuming complete independence 
be tween bearding and alighting events; it allows fo r 
the possibility of interaction between the two 
streams of passengers. The coefficient 6 may be 
either positive or negative, accounting either for 
conflicting and congestive effects or for overlap­
ping boarding and alighting flows. 

The Simultaneous Model 

[

YA + ~ 
Ti = max 

YB + 0 
(3) 

This model is appropriate when the vehicle has 
separate doors for boarding and alighting. In this 
case, both processes may occur simultaneously and 
the service t ime will be deter mined by whichever 
process takes the longer time. In this model, dif­
ferent dead times are allowed for boarding and 
alighting processes to account for the effect of 
different types of door interlocking devices. 

The Multi-rate Boarding Model 

'T'n.: 
'y + 01Bi 

(4) 

lY + 01X + 02 (Bi - X) 

Under some circumstances, in any of the first 
three models, the boarding time (Tail may best be 
explained by means of a multi-rate boarding process. 
Thus, for the first x boarding passengers, boarding 

... 
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takes place at a rate of 81 sec per passenger. 
Above this number, extra passengers board at a slower 
rate of 82 sec per passenger. This situation may oc­
cur, for example, when boarding passengers must. pay 
fares at a turnstile or to a seated conductor sit­
uated inside the vehicle, and where there is only 
enough queuing space for x passengers within the 
vehicle. 

SOME EMPIRICAL OBSERVATIONS 

In all of the previous models, the parameters Cl, 

8, y, and 6 must be determined by empirical observa­
tion. Surprisingly, for such a basic measure of pub­
lic transport vehicle performance, there is little 
evidence of reported studies in the transport liter­
ature. One major United Kingdom study (~) and one 
major United States study (3) as well as a number of 
smaller studies comprise the major literature on the 
subject. Some limited information on the Melbourne 
tram system, which is the subject of the case study 
in this paper, is also available (4). While although 
the analysis reported later in this paper is not 
dependent on particular values of boarding and 
alighting rates, it is informative at this stage to 
review the empirical values reported in the litera­
ture for different vehicle design and f are-collec­
tion strategy configurations, so that an idea of the 
range of values likely to be met in practice can be 
obtained. 

Cundill and watts reported on a major study of 
bus boarding and alighting times carried out in 
various cities in the United Kingdom (~). Their 
study covered a wide range of bus designs and fare­
collection strategies. They found that a linear 
sequential model was satisfactory for one-door buses 
while a simultaneous model described a two-door 
operation. They found that the alighting rate was 
similar for all vehicles studied with values ranging 
from 1 to 1.6 sec. Boarding rates ranged from 1 to 2 
sec for a two-man operation, and from 2.3 to 5 sec 
for a one-man operation. Exact fare systems were at 
the lower end of this range while procedures requir­
ing drivers to give change and provide information 
were at the upper end. The dead times ranged from 1 
to 7 sec with the presence and type of interlocking 
device being the main contributing factor to long 
dead times. 

Kraft and Bergen reported on studies of U.S. bus 
loading and unloading rates (3). They studied both 
one- and two-door operations ;nd used stepwise re­
gression analysis to fit either sequential, interac­
tion, or simultaneous models to the data. Their re­
sults should be interpreted with caution, however, 
because the data were collected such that "passenger 
service times were recorded from the moment the doors 
opened until the last passenger alighted from or 
boarded the vehicle." This is in contrast to other 
studies that start timing from the moment the vehicle 
stops and continues until the vehicle moves (or is 
ready to move). The data collection method employed 
by Kraft and Bergen (3) therefore means that dead 
times will be underestimated, especially in view of 
Cundill and Watts' (£_) comments concerning door 
interlocking devices. In fact, many of Kraft and 
Bergen's (3) regression equations imply dead times 
of less th~ zero. 

Bearing this limitation in mined, some of the 
overall conclusions of Kraft and Bergen (ll are 
worth noting: 

l. Morning and evening peak period results are 
similar, but off-peak boarding and alighting rates 
are slower than peak period rates. 

2. Exact fare systems save between 1. 4 and 2. 6 
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sec per passenger in boarding operations [this com­
pares with a saving of 3 sec given by Cundill and 
Watts (~)]. 

3. Alighting rat.eR were fairly constant within 
the range of 1.0 to 1.4 sec. 

The only study in which alighting rates were 
found to be very different from l. 0 to l. 5 sec was 
by Nelson (~), in which he described the operation 
of a credit card fare collection system. In this 
system, fares were fixed according to the distance 
traveled, and required that a credit card be inserted 
into a validation machine at the beginning and end 
of the trip. In this study, both boarding and 
alighting rates were found to be approximately 4 sec 
per passenger. This study clearly demonstrates that 
it is the ticketing procedure that determines the 
boarding and alighting rate. The dependence on 
ticketing procedure is also clearly shown in board­
ing rates quoted by Grigg (~). He gives boarding 
rates of 1.5 to 2.5 sec for roving conductors and 
proof-of-payment systems, 3.0 to 5.0 sec for flat­
fare one-man operation systems, and 3.5 to 8.0 sec 
for graduated and zone fares with one-man operation. 

Few studies have examined the variability of 
boarding times. Jordan and Turnquist (7) stated that 
in their study of Chicago buses, the variance of the 
stopping times was constant (and equal to 8 sec') 
for all boarding numbers greater than l and up to 
12. This contrasts with the statement by Cundill and 
Watts (~) that "the variance of stop time was found 
to increase with the number of persons handled." 
From a single distribution of stop times for one 
passenger boarding a two-doorway, one-man operation 
bus (~), it is possible to calculate that the coef­
ficient of variation (COV) for a single boarding is 
approximately unity. 

The meager published data on boarding time varia­
bility was supplemented by a study carried out on 
Melbourne trams (,!) • In addition to calculating the 
mean values of the boarding rates, this study also 
allowed investigation of the variance in boarding 
and alighting rates. The variances in boarding and 
alighting rates for boarding numbers up to 5 and 
alighting numbers up to 6 (beyond which sample sizes 
were too small to allow meaningful calculation of 
the variance) are shown in Figure l. It appears that 
the data collected in this study would tend to rein­
force the finding of Cundill and Watts (_~) rather 
than that of Jordan and Turnquist (l.J (i.e., variance 
increases with increasing numbers of boarders or 
alighters rather than remaining constant). To infer 
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any more from Figure 1 concerning the form of a 
definite relationship would, however, be difficult 
without a specific behavioral hypothesis. 

Consider, then, the proposition that successive 
boarding or alighting events are independent of each 
other. In this case, the variance of the boarding 
time for n boarders is equal to n times the variance 
in the boarding time for one boarder. If the variance 
in dead time is assumed to be zero, then the rela­
tionships shown in Figure 1 should be represented by 
straight lines passing through the origin. Least­
squares estimates of these lines are overlaid in 
Figure 1 on the actual data points. While being far 
from a perfect fit, the assumption of independence 
between successive boardings or alightings does 
provide a useful working relationship in an attempt 
to describe the variability of boarding and alight­
ing times. All that is needed to quantify this rela­
tionship is the coefficient of variation for single 
boa1. diu9 dud d.1.J.yu t: J.uy t::=ven i:.s . From l:.ne l ines of 
best fit shown in Figure 1, the coefficient of vari­
ation for a single boarding , given that the average 
boarding rate is 1.4 sec per passenger, is 0. 8, 
while the coefficient of variation for a single 
alighting is 0.75. These values are in gene ral 
agreement with the value of 1.0 derived from Cundill 
and Watts (~) • 

This review of boarding and alighting rate models, 
supplemented by some empirical observations, has 
served to provide some background to the analysis 
carried out in the remainder of this paper. In par­
ticular, it has given a feeling for the range of 
boarding and alighting rates likely to be encoun­
t ered in pract i ce, toge ther with some possible values 
of t he COVs . Obviously, mor e empirical obs e rvations 
are needed to fully quantify the boarding and 
alighting rate models for local conditions. In par­
ticular, the variation in boarding and alighting 
rates is a topic about which little is known (or, at 
l east, has been published). 

THE TRAMS PACKAGE 

The TRAMS pac kage is an e vent-update simulation 
model that simulates the movement of individual 
trams as they traverse a user-specified route. The 
model structure and character is tics have been de­
scribed previously (see 8-10 and paper by vandebona 
and Richardson elsewhere- in this record) and will 
not be described in detail in this paper. Briefly , 
thuu<,Jh, the mudel acceIJts lnIJuts describing the 
route, vehicles, external environment, and passenger 
demand pattern over time and space. The model then 
simulates tram movements on the route for a speci­
fied time period, and outputs a wide array of route 
performance measures. 

The simulation model operates by reference to a 
series of submodels that generate stochastic outputs 
for further use in the model. The major submodels 
handle the generation of: 

• Departure time from terminus, 
• Vehicle character is tics, 
•Link travel time, 
• Passenger demand patterns, 
•Tram stop service times, 
•Traffic signal phasing and timing, and 
•Other turning traffic arrivals and departures. 

The de tails of many of these submodels have been 
described elsewhere. In this paper, reference will 
only be made to two of these submodels (passenger 
demand patterns and tram stop service times) , which 
are of greatest relevance to the current study. 

Transportation Research Record 1036 

Passenger Demand Patterns 

The TRAMS program allows for variations in passenger 
demand along the route as well as time of day. The 
program requires the passenger origin-destination 
linkages to be identified in the form of an origin­
destination matrix for a specified time period. 
Different origin-destination matrices can be input 
for different time periods of the simulation ses­
sion. However, in the absence of origin-destination 
data, the program has the facility to synthesize 
such data from boarding and alighting information. 
Again, provision is allowed to incorporate varia­
tions with the time of the day. 

The TRAMS package incorporates a pregeneration 
sect ion tha t processe s t he pr e v ious data and pro­
duces a passenger list based on stochastic genera­
tions. This list contains the time of arrival and 
the desired destination for each passenger at each 
stop along the route. In some simulation experi ­
ments, it could be desirable to use a passenger list 
produced previously for the same network. Such a 
method would be especially useful for comparative 
studies of different system characteristics. 

Therefore, there are three different ways in 
which the passenger demand can be introduced to the 
program. The passenge r demand c ould be describe d by 
an origin-destination matrix, by passenger boarding 
and alighting vectors (in which case the program 
synthesizes the origin-destination matrix) or by an 
existing passenger list (in which case the pregener­
a tion is no longer required). Once passengers have 
boarded a tram, their movements are recorded by 
means of a vehicle matrix that keeps track of the 
de sired destinations and the seating status of all 
passengers currently on board. The program refers to 
this vehicle matrix to determine which passengers 
wish to alight at the next stop. 

Tram Stop service Time Submcdel 

The first task that this submode! performs is to 
check whether the tram actually does stop at the 
tram stop. If there is an alighting passenger, then 
the tram will alway s stop. If there are no alighting 
passengers but there are passengers wanting to 
board, then the tram will stop provided that the 
tram is not full; otherwise, the tram will proceed 
through the stop unless it is blocked by a previous 
tr am t ha t is wai t i ng a t the stop, or i f t he stop i s 
at a traffic signal that is red. 

Assuming that the tram will stop, the submode! 
then calculates the time needed to service boarding 
and alighting passengers. Although the number of 
alighters can be determined before the tram stops, 
it is not possible to exactly determine the total 
number of boarders until the tram leaves the stop 
because some passengers (the so-called "runners") 
will not arrive at the stop until after the tram has 
stopped and is engaged in loading pas sengers who are 
already waiting. In the study reported on in this 
paper, a simultaneous service time model is used to 
reflect the use of two-door trams on the route. 

The final determinant of tram stop service times 
is the capacity of the tram itself. Obviously when 
the tram is full, no further passengers can board. 
The definition of "full," however, is somewhat sub­
jective. Rather than apply a rigid definition of 
venicLe capacity, the boaraing suornoaeL compares ~ne 

number of passengers waiting to board with the num­
ber of spaces left on the tram. If the number of 
boarders does not exceed the number of spaces by 
more than five, then all boarders will be allowed to 
board. This avoids the situation where only one or 
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two people are left standing at the stop and is a 
reasonable approximation of the discretion shown by 
drivers and conductors. If, however, the difference 
is greater than five, then the tram will only accept 
boarders up to its official capacity before leaving 
the stop. This situation is more characteristic of 
heavy peak-hour loading situations. The capacity 
restraint affects the tram stop service time, how­
ever, only when boardings are the critical element 
in the service time process. 

THE SIMULATION STUDY 

The objective of the study was to examine the effect 
of different fare collection strategies on the tram 
performance along a route. Different fare collection 
strategies are reflected quantitatively in terms of 
different boarding rate parameters. It is assumed 
that no other factors (such as alighting rates and 
dead times) are affected by the changes in fare 
collection strategies. The changes are tested with 
reference to a specific route structure as described 
in the following paragraph. 

Simulation Inputs 

Rather than test the effect of fare collection strat­
egies on a completely hypothetical route, the study 
reported herein was based on Melbourne Metropolitan 
Transit Authority tram route 75, which runs between 
East Burwood and the central business district. The 
route is on-street, approximately 18 km in length, 
contains 73 regular stops, and passes through 32 
signalized intersections. While although the route 
used in this study is not identical in all respects 
to the East Burwood route, the use of the route as a 
basis ensures that there are realistic assumptions 
concerning stop spacing and the placement of tram 
stops relative to signalized intersections. In addi­
tion, passenger boarding and alighting distributions 
were based generally on observations of patronage 
during the morning peak period. 

In addition to the general route description, a 
number of specific input parameters must be speci­
fied to enable the model to run. Some of the more 
important parameters, and the values used in this 
analysis are 

1. Tram cruise speed 50 kph 
2. Acceleration rate 1.25 m/sec 2 

3. Deceleration rate 1.50 m/sec 2 

4. Passenger alighting rate = 1.0 sec/passenger 
5. Alighting rate cov = 0.1 
6. Boarding dead time = 4.5 sec 
7. Alighting dead time= 4.5 sec 
8. Boarding dead time COV = 0.1 
9. Alighting dead time COV = 0.1 

10. Tram capacity = 75 
11. Tram seating capacity = 52 
12. Simulation period = 7 a.m. to 9 a.m. 
13. Average headway = 5 min 
14. Number of simulation repetitions= 10. 

In testing the effect of variations in boarding 
rate, the simulation was run for a range of average 
boarding rates and for a range of single-passenger­
boarding COVs. Given the results of previous empiri­
cal observations described earlier in this paper, it 
was decided to test average boarding rates in the 
range of 1.0 to 8.0 sec per passenger. The selection 
of a range for the COV was more difficult because of 
the limited amount of information on this parameter. 
Given that the limited information available indi­
cated a value in the vicinity of 1.0, it was decided 
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to test for values on either side of this COV. At 
one extreme, the COV was set to zero (i.e., per­
fectly regular boarding) while at the other extreme, 
a high value of 4. 0 wao; ,;elected. Feuding further 
empirical observation, it was felt that this range 
would cover the values likely to be encountered in 
practice. Within the range of average boarding rates 
and COVs, any fare-collection strategy for a two­
door tram can be identified, ranging from proof-of­
payment or two-man operation to one-man operation 
with the driver collecting graduated fares and giv­
ing change to passengers. 

Simulation Results 

The results of the simulation can be presented in 
terms of the effect on route productivity, and the 
effect on the level of service offered to passengers. 

Route Productivity 

To the operator, the productivity of the service 
will be reflected primarily in terms of the tram 
travel time along the route and the variability of 
this travel time. These measures will determine the 
number of trams required to maintain a specific 
frequency along the route. To the operator, costs or 
savings obtained by changes in fare-collection strat­
egy must be offset against costs or savings experi­
enced as a result of changes in the fleet numbers 
required to maintain a specified route frequency. 

The route travel times obtained for different 
values of average boarding rate, and boarding rate 
COVs, are shown in Figure 2. As expected, route 
travel times increase as the average boarding time 
per passenger increases. Route travel times increase 
from 46 to 57 min as the boarding time per passenger 
changes from the lowest value tested (applicable to 
a two-man roving conductor operation or a one-man 
proof-of-payment operation) up to the highest value 
tested (applicable to a one-man operation with the 
driver collecting graduated fares and giving change). 
Assuming that the return trip is similarly affected, 
the change in route travel time is equivalent to a 
20 percent reduction in productivity of the vehicles 
on that route. Thus, extra costs would be incurred 
in maintaining the service frequency on this route. 
Note that apart from one extreme case, the boarding 
rate coefficient of variation appears to have no 
effect on the average route travel time. 

The extent to which route travel time variability 
is affected by changes in the boarding rate is shown 
in Figure 3. It should be noted that the variability 
referred to herein is the variability across individ­
dual vehicles in a morning peak period. It can be 
seen that the variability of travel time rises as 
the boarding rate slows down. Slower boarding times 
therefore produce a slower and more variable service 
in terms of route travel time. Both these effects 
would need to be taken account of when assessing 
vehicle productivity on this route. In addition to 
the effect of average boarding rate on the variabil­
ity of route travel time, there is also a small, 
statistically significant effect of the COV of 
boarding rate on the variability of travel time. 

Passenger Level of Service 

In addition to the changes in vehicle productivity 
described previously, the use of different fare-col­
lection strategies will result in changes in the 
level of service offered to passengers. Figure 4 
shows the changes in average passenger travel time 
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FIGURE 3 Standard deviation of tram route travel lime. 

as a function of the average and COV of the boarding 
rate. It can be seen that the average travel time 
increases substantially from 14 to 18 min as the 
boarding rate changes from 1 to 8 sec per passenger. 
The rate of change is near linear and is dependent 
on the total passenger boardings along the route. 
Routes with higher patronage would obviously be more 
affected by changes in the boarding rate. Once again, 
the average passenger travel time appears to be 
independent of the COV of boarding rate, except for 
combinations of high average boarding rates and high 
covs. These combinations may, however, be unrealistic 
in practice, and so it may be concluded that pas­
senger travel times are generally independent of the 
boarding rate COV. 

One feature of public transport services that is 
often seen as being a measure of the reliability of 
the service is the tendency of vehicles to form 
bunches. Ideally, operators and passengers would 
prefer vehicles to maintain their initial separation 

over the entire length of the route. Breakdowns in 
service regularity are highlighted by the appearance 
of bunches. Figure 5 shows the change in average 
bunch size with changes in boarding rate. At the 
fastest boarding rate (1 sec/passenger), approxi­
mately 4 percent of the trams are in bunches. At the 
slowest boarding rate, approximately 20 percent of 
trams are in bunches. This increase in bunching is 
due to the slow boarding rates causing excessive 
service times that trigger off the formation of 
bunches. [For a full description of the bunching 
process, see Vandebona and Richardson (10) .] Once 
again, increases in the COV have a small-;- signifi­
cant effect, especially for combinations of high 
boarding rate and high cov where higher coetticients 
of variation result in an increased tendency for 
trams to form bunches. 

The combination of slower and more irregular 
service results in an increase in the average pas­
senger waiting time as shown in Figure 6. In chang-
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FIGURE 5 Average tram hunch size. 

ing from the fastest to the slowest boarding rate, 
average waiting time changes from 3 to 4 min. Given 
that passengers are generally thought to value wait­
ing time more highly than they value on-board travel 
time (by a factor of perhaps 2.5), this change rep­
resents an effective increase of 2.5 min compared to 
the change in aver age travel time of 4 min. With 
respect to waiting time, the COV of boarding rate 
has a small, significant effect for all average 
boarding rates except the quickest. 

Another level-of-service measure, which is per­
haps even more acutely perceived by passengers as a 
measure of waiting, is the probability of being left 
at a stop as a tram either departs the stop with a 
full load or else does not even stop because it is 
already full. While waiting time is measured on a 
continuous scale / being left at a stop is measured 
on a discontinuous scale; experiencing increased 
waiting time may not be perceived, but being left at 

a stop is unlikely not to be perceived (and com­
plained about). The variation in this measure is 
shown in Figure 7. It can be seen that in going from 
the fastest to the slowest boarding rate, the prob­
ability of being left at a stop increases from l 
percent to approximately 7 percent. Put another way, 
for the regular commuter, it increases from once 
every 5 months (a rare event) to once every 3 weeks 
(a regular event). Once again, the COV has a small, 
statistically significant effect except at the 
quickest boarding rate. 

The final level-of-service measure attempts to 
account for some aspects of passenger comfort. In 
particular, it measures passenger crowding in the 
vehicle in terms of the probability that passengers 
will be required to stand. As can be seen in Figure 
a, the probability of standing increases as the 
boarding rate slows down. In fact, the probability 
of standing approximately doubles as the boarding 
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FIGURE 6 Average passenger waiting time. 
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FIGURE 7 Probability of being left at a tram stop. 

rate changes from fastest to slowest. Again, the cov 
has a relatively small, significant effect. 

From the foregoing results, it can be seen that 
the changes in boarding rate have both primary and 
s econdary effects. The primary effect, which is 
chiefly evident in the travel time results, is 
si.mply the result of spending longer times at stops 
loading passengers~ As a result, the tram service 
slows down, as expected. The secondary effect, which 
is evident in the results for travel time variabil­
ity, bunching, waiting time, and passenger crowding, 
is the result of trams departing from schedule be­
cause of the occasional long service time. This 
departure trorn scneau.l.e ~riyyec~ t:.iit: iuLrna L.iu" v~ 

bunches that cause several manifestations of ir­
regular s e rvice. While al though the coefficient of 
variation of the boarding rate has no effect on 
level-of-service measures exhibiting the primary 
e ffect, it is a contributing factor to variations in 

level-of-service measures exhibiting the secondary 
effect. 

CONCLUSION 

In this paper, the effect of different boarding 
rates on the productivity and level of service of a 
tram route has been demonstrated and the fact that 
slower boarding rates produce a slower and less 
reliable service along the route has been shown. The 
variability of boarding rates has no effect on route 
travel time but does contribute to greater unreli-
dU.ii.i ~.t .&. 11 ~.:.-~ ~c-v .::l .;,! .;~;:-;,-i.::;~ ;:ff=:~= ~ ~:!~!:~~-

gers. 'l'he a na l ys i s repor ted i n this pape r i s , how­
ever, only t he firs t step i n a complete i nvestigation 
of the changes induced by a change in fare-collection 
strategy. As noted in Vandebona and Richardson (.!Q.l , 
the complete public transport evaluation process 
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FIGURE 8 Probability of standing in the tram. 

consists of three distinct modeling phases: (a) 
supply, (b) demand, and (c) cost. In this paper, 
only one of these phases--the supply model--has been 
described. Knowing that different fare-collection 
strategies have different boarding rates and that 
these, in turn, result in different route performance 
does not give the public transport manager enough 
information on which to base a decision on whether 
to change fare-collection strategies. In particular, 
he needs to know about three other factors. 

First, the manager needs to know whether the 
changes in the level-of-service offered to passen­
gers will be sufficiently large to affect usage 
along the route. If so, what will the effect be on 
revenue collected on that route? This question can 
be addressed by a demand model. Second, the manager 
needs to know the initial cost of implementing the 
changes in fare-collection strategy in terms of 
direct costs (staff and other costs) and variable 
and fixed overheads. Third, the manager needs to be 
able to cost the changes in productivity brought 
about by introduction of the new fare-collection 
strategy. Both these tasks can be addressed by means 
of a costing model (11) • If the public transport 
manager wishes to go further and conduct an economic 
analysis, rather than the financial analysis out­
lined previously, then he needs further information 
concerning the value of level-of-service changes and 
the resource costs involved in providing the service. 
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