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#### Abstract

The day-to-day dynamics of departure-time decisions of urban commuters and the underlying behavioral mechanisms determining user responses to dynamically varying time-dependent congestion patterns are addressed. A conceptual model is presented incorporating the boundedly-rational notion of an indifference band of tolerable schedule delay. The results of an experiment involving real commuters interacting daily within a simulated traffic corridor are examined, with particular emphasis on the dynamics of user behavior.


The departure-time decision of urban commuters is of fundamental importance to the study of peak-period traffic congestion and to the analysis of traffic control as well as to broader, demandside congestion relief measures, such as pricing, ridesharing incentives, flex time, and others (1). Previous work on the departure-time problem has followed one of two principal lines: (a) econometric models of individuals' departure-time choices under fixed and known transportation level-of-service attributes (2-5) and (b) dynamic user equilibrium formulations in idealized traffic systems consisting of a single origindestination pair connected by either a single route (6-13) or multiple routes (14,15), with congestion modeled either by using deterministic queues ( $\underline{6}, \underline{14}$ ) or traffic-flow relationships (15). More elaborate reviews of these studies may be found elsewhere (15-17).

There is, however, an important dimension of the dynamics of this problem that has received very little attention, namely, the processes governing commuters' day-to-day responses to the system's performance, including the effect of prior experience and perceptions on current decisions. These processes are undoubtedly complex because they involve behavioral aspects of individual decision making, learning, and judgment in the context of a complex interactive system. However, the understanding of these processes and the ability to represent them analytically are of considerable importance to the design and evaluation of congestion relief measures, particularly with regard to time lags that may be associated with users' responses to these measures and information dissemination programs that could influence these responses. Furthermore, these dynamic aspects have significant implications for the stability of the system, as demonstrated by Horowitz in the context of route choice in a simplified transportation network (18). It is these dynamic processes underlying users' departure-time decisions in an urban commuting corridor that form the focus of this paper.

An effort in this direction was recently presented by Mahmassani and Chang (16), who addressed the day-to-day evolution of the time-dependent demand pattern resulting from the interaction between
system congestion and user decisions. In addition, that study differed from the previous lines of research in its use of a process model of individual behavior consisting of a combination of relatively simple decision rules and heuristics, including explicit mechanisms for learning over time, and incorporating the notion of an "indifference band" of tolerable schedule delay. The latter reflects boundedly-rational, or satisficing (19), behavior of users in their daily commuting choices in an effort to explore behaviorally realistic decision rules as an alternative to the more restrictive but convenient utility maximization rule adopted in all previous studies. Another different feature in that study was the use of a special-purpose traffic simulation model for the performance side, thus allowing for greater flexibility and realism in system representation.

Understanding of these processes can of course best be furthered when coupled with observations of actual behavior. However, the acquisition of the necessary data at the desired level of richness in the real world presents formidable difficulties, including (a) the need to monitor in great detail both user decisions and the facility's time-varying congestion levels over a period of at least a few weeks and (b) the high degree of experimental control required. An alternative approach has recently been used by Mahmassani et al. (20) whereby the behavior of actual commuters is observed under controlled conditions. Participants, facing a hypothetical though realistic commuting situation, supply daily departure-time choices in response to congestion conditions, which are in turn obtained by using a special-purpose traffic simulation model, given the time-varying demand pattern (resulting from the aggregation of the individual participants' decisions).

In this paper the results of the first such experiment, involving 100 participants over 24 days, are examined from the perspective of the processes governing the dynamics of the users' behavior. Other aspects, such as traffic conditions or convergence properties of the system, are discussed elsewhere (20). The related conceptual background is presented in the next section, followed by a brief description of the experiment. The principal results are then
examined and compared with the simulation results obtained earlier (16), and concluding comments are presented.

## CONCEPTUAL BACKGROUND

Because the principal concern here is with the departure-time decision for home-to-work trips, it will be assumed that it is the only short-term decision available to trip makers. This would be the case in a commuting corridor consisting of a single highway facility with residences and workplaces distributed along this facility. As such, other choice dimensions normally available to trip makers, such as the choice of mode or route, do not unduly divert the discussion from its central focus. Extension to the more general case would be possible, though it would require considerably more complexity in the presentation and notation.

Given a work starting time $W S_{i}$, a trip maker $i$ will select, on day $t$, a departure time DTi,t. The outcome of this decision will be an arrival time ${ }^{A} T_{i}, t$, which follows the identity
$A T_{i, t} \equiv D T_{i, t}+T T_{i, t}$
where $\mathrm{TT}_{i}, t$ is the trip time experienced on day $t$ (including travel time on the facility and all other components). The trip time naturally depends on the user's departure-time decision as well as that of all other users of the facility, that is,
$T T_{i, t}=f\left(D T_{i, t}\right.$, all $\left.i\right)$
As mentioned in the previous section, prior studies have assumed that users select their respective $\mathrm{DT}_{\mathrm{i}}, \mathrm{t}$ so as to maximize their utility, which is usually formulated as a weighted sum of the attributes of the departure-time opportunities. Although theoretically appealing, the maximization paradigm has a number of limitations from a behavioral standpoint, especially in the context of a descriptive model of day-to-day choice dynamics. For instance, it requires users to possess information on all the decision alternatives, that is, that they know a priori or can predict the time-dependent congestion pattern on any given day. This is clearly a difficult task in view of the often substantial and welldocumented variability of travel time during the peak period $(9,21)$. In addition, it is not clear that the parameters of one's utility function would remain constant from day to day, but rather that users may update their relative trade-offs as they learn about the system's performance. Another assumption that is difficult to support in this context is that of the individual ability to evaluate the optimal solutions of rather complicated objective functions (22).

An alternative behavioral notion that suggests itself here is that of satisficing, proposed by simon (19) as a model of so-called boundedlyrational decision makers in search of an acceptable solution as opposed to a necessarily optimal one. Acceptability is usually defined relative to some aspiration level. In addition, it is well established in behavioral science that decision rules employed by individuals are greatly influenced by the nature of the task and the decision environment $(\underline{22}, 23)$. In everyday decisions, the predominance of mental heuristics in individual judgment, learning, and decision making is generally well accepted (23, 24). Preference is usually for simpler, less demanding (in terms of cognitive strain on the decision
maker) rules, which subsequently may become more demanding in response to a more complex decision environment.

A useful analogy here is between commuting behavior and consumers' repurchase decisions, to the extent that the latter are repeated daily or frequently and involve nonmajor items. As such, the marketing research literature can provide some useful insights and possible guidance. Satisficing models have received increased attention and acceptance in marketing research because of their ability to capture consumer choice behavior (25-27). The role of satisfaction in the consumer decision process has been documented in a number of studies $(28,29)$, including that of Oliver (30), who identified the adaption-level theory (31) as an appropriate one for explaining how past experience and current satisfaction interact in affecting repeat purchase behavior [see also the paper by Labarbera (32)]. Worthy of note is the recognition that the very basis for satisfaction and acceptability of a given outcome itself dynamically varies in response to prior outcomes as well as recent experience (28).

The application of some of these concepts to the dynamics of the departure-time choice problem is presented next. Trip makers can be viewed as searching for a departure time that yields a satisfactory outcome or arrival time. When user i is satisfied with $A T_{i, t}$, he is expected to maintain the same departure time on the following day; thus $D T_{i, t+1}=$ DTi,t. The acceptability of a particular outcome is evaluated with respect to the trip maker's own desired arrival time. Note here that the latter quantity is generally different from the work start time $\mathrm{WS}_{i}$, as shown empirically by Hendrickson and plank
(5). Users typically possess a preferred arrival time PATi, which would prevail in the absence of congestion (yet still be within the constraints of the workplace). It generally incorporates a safety margin to protect against lateness at work and allow some time for preparation at the onset of the working day. One can thus expect a distribution of preferred arrival times across the population, reflecting both workplace conditions as well as inherent individual preferences and risk attitudes. Further support for this notion is presented later in this paper based on analysis of the experiment.

A plausible satisficing mechanism used in earlier simulations (16) is based on the notion of an "indifference interval" or band of acceptable schedule delay. On a given day $t$, user i's schedule delay is $S D_{i, t} \equiv P A T_{i}-A T_{i, t}$ Letting $\delta_{i, t}$ be a binary variable that takes the value 1 if the actual arrival time on day $t$ is acceptable to user i, and 0 otherwise, the decision rule can be stated as
$\delta_{i, t}=\left\{\begin{array}{l}1 \text { if } 0 \leq S D_{i, t}<I B_{1, t}^{e} \text { or } I B_{1, t}^{\ell}<\mathrm{SD}_{i, t} \leq 0 \\ 0 \text { otherwise }\end{array}\right.$
where $I B_{i f}^{e} t$ and $I B_{1}^{\ell} t^{\text {are }}$ two nonnegative threshold values reflecting what user i considers tolerable earliness and tolerable lateness, respectively. The time interval within which an arrival time $\mathrm{AT}_{\mathrm{i}, \mathrm{t}}$ will be considered acceptable then becomes (PATi-IB ${ }_{i}^{e}, t$, $\left.\mathrm{PAT}_{\mathrm{i}}+I \mathrm{~B}_{1}^{\ell}, \mathrm{t}\right]$.

The threshold values $I B_{1}^{e}, t$ and $I B_{1}^{\ell}, t$ can be expected to vary across individuals, reflecting differing preferential attitudes as well as workplace conditions. To the extent that the preferred arrival time $\mathrm{PAT}_{i}$ reflects some of these same sources of variation, it can be expected to be correlated with those threshold values. For this reason, in the empirical analysis section, various user groups will
be considered on the basis of their preferred arrival times.

An individual's indifference band, reflecting his aspiration level on a given day, is not necessarily constant over time, particularly if the system is not in a steady state, such as after the implementation of a major new control or policy. This band is instead dynamically changing in response to the user's personal experience with the facility as well as information that he may have actively or passively acquired from other sources. Insight into this phenomenon was obtained in earlier simulations (16). In particular, more distant users (relative to a common work destination) would tend to adjust their aspirations more frequently than closer users in order to accommodate greater day-to-day variability and fluctuation in their longer commutes. Similarly, more distant users appear to require wider indifference bands. These aspects of user behavior are explored in the section on analysis of experimental results.

Information acquired through repeated usage of the facility, as well as from other possible sources, influences trip makers' short-term depar-ture-time choice behavior in two major ways: (a) the previously mentioned effort on the aspiration level, defining the acceptability of particular outcomes, and (b) learning about the facility's performance, which provides the basis for the user's travel time estimate and the subsequent departure-time adjustment in the event that the latest outcome was not acceptable. This adjustment is determined by both the current indifference band and the user's perception of the system's travel time characteristics; it can thus be viewed as the following function:

$$
\begin{equation*}
\mathrm{DT}_{i, t+1}-\mathrm{DT}_{i, t}=\mathrm{g}\left(\mathrm{TT}_{i, s}, \mathrm{SD}_{i, s} ; s=1, \ldots, t\right) \tag{4}
\end{equation*}
$$

In this expression, the relative importance of terms corresponding to different values of $s$ (days) is not expected to be uniform. Clearly, recent experience is likely to contribute more heavily than that of more distant days. At one end of the spectrum, user behavior could be purely myopic and affected by the latest day only. At the other extreme, all days from 1 to $t$ could contribute with equal intensity to the user's decision on day ( $t+1$ ). However, because of memory capacity limitations, the retrieval of prior information is not likely to go beyond a relatively small number of recent days.

In summary, user behavior in this commuting system can be viewed as a boundedly-rational search for a satisfactory departure time. Conceptually, it consists of two principal components: (a) the acceptance or rejection of a given day's decision outcome, which determines, respectively, whether the user will or will not maintain the same departure time on the following day and (b) the amount by which departure time should be adjusted, if that is needed. The first component can be viewed as the stopping criterion in the user's search process, whereas the second is analogous to the "step size." The former is based on the key notion of an indifference band of tolerable schedule delay. Prior experience with the facility, as the principal mechanism of information acquisition, enters the first component through its effect on the indifference band, and the second component through its contribution to the user's learning about the facility's performance.

It should be noted here that the use of schedule delay as the principal criterion for acceptability of a given decision outcome should not be taken to imply that other attributes, particularly travel time, will under no circumstances be explicitly evaluated by trip makers. Implicit is the assumption
that the range of travel times encountered by individuals in this urban commuting system is such that users are effectively indifferent among the travel time outcomes of their departure decisions. Naturally, for excessively long travel times, this assumption is not likely to hold. In an intercity context, where travel times are much more substantial, explicit trade-offs between schedule delay and travel time should be expected, as in airline flight selection. However, in an urban commuting context, particularly for short-range, day-to-day decisions, schedule delay is clearly significantly more highly valued (negatively) than travel time, as evidenced by the findings of Hendrickson and Plank (5). Users are likely to control for their travel times through longer-run choices such as that of residence or workplace location. In a dynamically changing context, where users possess only limited information on the system's performance, boundedly-rational behavior predicated on the most-important attribute appears to be plausible descriptivity.

In the remainder of this paper, the results of an experiment for additional insight into the foregoing aspects of user behavior and the extent to which they appear consistent with the conceptual model presented in this section are analyzed. However, no formal functional specification and estimation will be conducted herein, because the analysis is exploratory in nature and is intended at this stage primarily as an indication of the usefulness of this general approach to studying the complex day-to-day dynamics of commuter behavior. The experiment itself is described in the next section.

## DESCRIPTION OF EXPERIMENT

Given the previously mentioned difficulties of obtaining adequate data for the study of the day-today dynamics of commuter behavior, the approach recently described by Mahmassani et al. (20) consists of observing the decisions of real commuters placed in contiolled and carefully designed hypothetical commuting situations. A number of important features characterize this type of experiment, including the following:

1. All the departure-time decisions that collectively determine the system's service levels can be observed,
2. The analyst has a high degree of control over the information available to participants, and
3. The interactions in the traffic system, which determine the user's decisions, are realistically captured by a special-purpose traffic simulation model.

The commuting context considered in this experiment consists of an urban corridor composed of a four-lane highway (two lanes in each direction) used by residents who live adjacent to it for their daily home-to-work trips to a single work destination, such as a central business district (CBD) or a major industrial park. Concern here is with the inbound, or home-to-work, direction. The corridor is subdivided into nine identical $1-m i$ common destination located at the end of the last sector. Sectors are numbered from 1 to 9 in order of decreasing distance from the destination; Sector 1 is the farthest outbound. Commuter residences are located in Sectors 1 through 5 only, each of which is treated as distinct trip origin, whereas sectors 6 through 9 are treated as a nonresidential fringe area in which no trips are generated.

The time-dependent departure pattern from each residential sector on any given day results from departure-time decisions made by the participants.

Each participant is assigned to only one sector and is assumed to represent a group of 20 trip makers who make identical decisions. A total of 400 trip makers was assumed in each of the residential sectors (or 200 trip makers per lane per sector), resulting in 20 participants for each of the five sectors in this experiment.

The following information was initially provided to each participant: (a) a general description of the foregoing commuting context, (b) the participant's residential sector, (c) the highway facility's characteristics (number of lanes, free-flow speed), and (d) the work start time.

With regard to the third item, note that similar facilities in the Austin area were indicated to the participants for anchoring purposes. With regard to the fourth item, all participants were placed in the familiar situation of having to start work at 8:00 a.m. Although it would have been more representative of the real world to have had a distribution of work start times, still strongly peaked at 8:00 a.m. (5), it would have required considerably more participants to attain a meaningful level of interaction in the system. The specification of a single work start time in this first experiment captures all the key phenomena of interest and avoids undue complexity.

At the onset of the experiment, each participant was asked to state his or her preferred arrival time at work (PATi for participant i), in the absence of traffic congestion, given the official work start time WS. Naturally, $\mathrm{PAT}_{i} \leq \mathrm{WS}$ for all i.

Every simulation day, each participant supplied a departure time and an anticipated arrival time, de noted hereafter by $D T_{i, t}$ and $A A T_{i, t}$, respectively, for user $i$ on day $t$. The departure-time decisions of all individuals in a given sector were aggregated into a time-dependent departure pattern for that sector. These patterns formed the input to the highway traffic flow simulation model, briefly described later in this section. The outcome of each participant's decision (the actual arrival time $A T_{i}, t$ ) and the corresponding travel time $T_{i}, t$ were determined by the simulation and supplied to each participant individually on the following day before that day's choice. This iterative interactive process covered 24 simulation days, by the end of which the system had evolved to a stable state, with all participants maintaining the same choices from one day to the next. In order to relate the experiment to the participants' daily commute, it was administered daily, 5 days per week, during the entire period.

The importance of information acquired through one's own commuting experience and from other possible sources was discussed in the previous section. In this experiment, the informational scenario under which users have only their own actual experience to rely on is considered. Furthermore, to the extent that commuters do not usually maintain a written log of their departure and arrival times over a number of days, only the latest day's decision outcome was displayed to each participant. Other informational scenarios involving additional sources, such as mass media reports or word of mouth, were outside the scope of this particular experiment and may be addressed in future work.

In order to achieve the desired quality of the results, participants were selected very carefully, especially because their involvement was required for a period of several weeks. All 100 participants were affiliated with the University of Texas at Austin, and most were staff members or graduate students with formal work experience. In addition, these participants were scattered over various parts of the campus, thus controlling for information exchange among participants during the survey period.

Before this experiment was conducted, a pretest was administered to a smaller and different group of individuals. Responses and suggestions from this pretest group led to helpful improvements in the procedure as well as initial insights into the behavior of the system.

A special-purpose, fixed-step macroscopic highway traffic simulation model was developed in conjunction with this experiment. The highway facility is segmented into a number of sections, in which traffic flow is modeled by using well-established fundamental traffic flow relationships; of particular interest is the speed-density model, which has the following form:
$v=\left(V_{f}-v_{0}\right)\left(1-K / K_{0}\right)^{c}+V_{0}$
where
$V$ and $K=$ speed and density prevailing on a given highway section, respectively;
$\mathrm{V}_{\mathrm{f}}$ and $\mathrm{V}_{0}=\mathrm{free-flow} \mathrm{speed} \mathrm{and} \mathrm{the} \mathrm{minimum} \mathrm{allow-}$ able speed on the facility, respectively;
$K_{0}=$ maximum or "jam" density; and
$c=$ parameter reflecting the sensitivity of travel speed to density variations.

In this experiment, the following parameter values were used: $V_{f}=40 \mathrm{mph}, \mathrm{V}_{0}=6 \mathrm{mph}, \mathrm{K}_{0}=180$ vehicles/lane-mile, and $c=1.0$. Further details of the simulation model are outside the scope of the present paper and can be found elsewhere (20,33).

## ANALYSIS OF EXPERIMENTAL RESULTS

The presentation of the principal results of interest to the behavioral processes underlying user decision dynamics is organized around four types of quantities:

1. Actions, meaning the actual departure-time decisions of users over the survey period (i.e., $\left.D T_{i}, t\right)$ for $i=1, \ldots, 100$ and $t=1, \ldots, 24$;
2. Outcomes, which result from the foregoing actions, namely, the actual arrival time $A T_{i, t}$ and associated travel time and schedule delay ${ }^{\prime}\left(T T_{i, t}\right.$ and $S D_{i, t}$, respectively);
3. Perceptions, by users, of the foregoing outcomes, translating into anticipated travel times and schedule delays ( $A T T_{i, t}$ and $A S D_{i, t}$ respectively); and
4. Intentions, or preferences, which, when combined with the foregoing anticipated quantities, result in actual decisions; of concern here are the preferred arrival times PATi for all $i$ and the anticipated arrival times $A A_{i}, t$ stated by all users along with their departure decisions on any given day.

In addition to the description of the evolution of the foregoing quantities and their variation by geographic sector (as a function of distance from the destination) and other factors, their interrelation, as discussed in the previous section, is explored. However, first the overall evolution of the system's behavior is summarized.

## Summary of System Evolution

The system equilibrates when all users are essentially satisfied with the outcome of their depar-ture-time choices, thus maintaining the same daily departure pattern. In this experiment, no user
changed his or her departure time as of day 21 ; however, the steady-state values were first attained on day 18 but were perturbed by a few participants who tried, unsuccessfully, to improve their outcome and subsequently returned to their steady-state choices. A clear geographic pattern in the evolution to the steady-state choices was apparent, with sectors closer to the destination generally reaching their steady-state earlier than more distant sectors. For instance, the steady-state departure patterns were reached (and maintained) in Sectors 1 through 5 as of days $20,17,16,16$, and 5 , respectively. Furthermore, only a small fraction of the users in Sector 4 kept searching for a satisfactory outcome beyond day 7 , as revealed by Figure 1, which shows the day-to-day evolution of the departure-time distribution (i.e., the fraction of users departing before time $t$ on a given day) in Sector 4. The "ease" with which users in different sectors are able to attain a satisfactory outcome is further documented later in this section by looking at the frequency of departure time as well as anticipated arrival-time changes.


FIGURE 1 Cumulative departure pattern evolution for Sector 4.

Of course, the overall system cannot be considered in equilibrium so long as some sector has not yet reached its steady state, because changes in any sector will affect the outcomes of user decisions in other sectors through the traffic interactions. Actually, the fact that many users maintained their departure-time choice despite the continued variation of travel times and schedule delays suggests the existence of the tolerable range associated with the boundedly-rational behavior described earlier. For instance, the day-to-day variation of the average of the absolute value of schedule delay, per scctor, is ohown in Figure 2, which reveals that


FIGURE 2 Evolution of average schedule delay in absolute values per sector.
this quantity still varied for sector 5 for many days after users in that sector had stopped adjusting their departure times.

Although it is clear that convergence was attained, it is not possible to ascertain, on the basis of this single experiment, the uniqueness of this pattern nor to derive conditions for its existence. Further discussion of the convergence properties of this experimental system may be found elsewhere (20).

## Preferred Arrival Time

As mentioned earlier, commuters have different preferred work arrival times. In this experiment, although the same common work start time (8:00 a.m.) was specified for all participants, the stated preferred arrival time followed the distribution shown in Figure 3, which reveals that over 40 percent prefer to reach their workplace at least 15 min before the official work start time. This distribution is primarily a reflection of inherent differences in individual preferences and does not exhibit any systematic variation across sectors. To the extent that


FIGURE 3 Preferred arrival time distribution.
the excess time preferred by users can be interpreted as a safety margin for avoiding lateness, the preferred arrival time provides a useful indication of a user's risk attitudes. Therefore, it has been used as a basis for segmenting the participants, and indeed significant differences in behavior across the three groups that were defined were found:

- Group 1, including all users i such that 7:30 $\leq$ PAT $_{i}<7: 40 \mathrm{a} . \mathrm{m} .$,
- Group 2, where 7:40 $\leq \mathrm{PAT}_{\mathrm{i}}<7: 50 \mathrm{a.m.}$, and
- Group 3, where 7:50 $\leq \operatorname{PAT}_{i} \leq 8: 00$ a.m.

The relative frequency distribution of users into each of the foregoing three categories is given in Table 1 per sector, as well as overall.

The preferred arrival times represent the initial intentions of users before their experience with and

TABLE 1 Relative Frequency Distribution of Users into Preferred Arrival-Time Groups per Sector

| Group | Percentage of Users by Sector |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | All |
| 1 (7:30-7:39 a.m.) | 10 | 15 | 5 | 5 | 10 | 9 |
| 2 (7:40-7:49 a.m.) | 40 | 30 | 30 | 40 | 35 | 35 |
| 3 (7:50-8:00 a.m.) | 50 | 55 | 65 | 55 | 55 | 56 |

subsequent learning about the system's performance. However, as learning develops through usage, these intentions evolve, as seen later in this analysis of the daily anticipated arrival times.

## Actions: Departure-Time Decisions

Patterns exhibited by the frequency of departuretime changes and the time interval between successive changes across sectors and across user groups are examined first. Also the effect of the previous day's outcome on the decision to adjust one's departure time, particularly with regard to the existence of an indifference band of schedule delay, is highlighted. In addition, the magnitude of this adjustment is examined relative to the previous day's schedule delay.

Table 2 shows the respective proportion of participants in each sector who changed their daily departure time at least $n$ times, where $n=1, \ldots, 15$ (15 was the highest number of changes observed out of a maximum of 23 possible changes in 24 days). The overwhelming pattern is that the frequency of these changes increases with distance from the destination, thus confirming the observation that more distant sectors experience greater difficulty in converging to a steady state.

TABLE 2 Proportion of Users in Each Sector with at Least n Departure-Time Changes

| No. of Changes ${ }^{\text {a }}$ | Percentage of Users by Sector |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| 1 | 100 | 100 | 100 | 100 | 75 |
| 2 | 100 | 100 | 95 | 65 | 25 |
| 3 | 100 | 100 | 90 | 60 |  |
| 4 | 100 | 95 | 85 | 15 |  |
| 5 | 90 | 90 | 70 | 5 |  |
| 6 | 90 | 80 | 40 |  |  |
| 7 | 90 | 75 | 30 |  |  |
| 8 | 80 | 60 | 10 |  |  |
| 9 | 65 | 50 |  |  |  |
| 10 | 50 | 30 |  |  |  |
| 11 | 35 | 15 |  |  |  |
| 12 | 25 |  |  |  |  |
| 13 | 20 |  |  |  |  |
| 14 | 10 |  |  |  |  |
| 15 | , |  |  |  |  |

[^0]Table 3 presents the same information as Table 2, but for each of the previously defined user groups within each sector. As expected, users in Group l, who were initially willing to accept a wide safety margin, were able to conclude their search for an acceptable departure time significantly sooner than the other groups. (It should be noted here that com-
parisons of Group 1 users across sectors is not meaningful given the small number of participants in this group in any one sector.) The same general trend is present for Groups 2 and 3, especially in Sector 1, in which residents encounter greater travel time fluctuation than in closer sectors, thus making it particularly difficult to successfully maintain a departure time that results in arrival within less than 10 min from the work start time. In adaition, the preferential differences captured by the user groups may correspond to varying degrees of individual persistence, whereby users in Group 3 are less willing to adjust their indifference band to accommodate otherwise unacceptable outcomes. This particular aspect is more specifically explored in the context of the discussion of intentions.

Table 4 shows, per user group within each sector, the mean number of days since the previous change for the $n$th change ( $n=1, \ldots, 15$ ) as well as its standard deviation. Naturally, these numbers must be interpreted with caution because many of these averages, particularly for higher values of $n$, are taken over a small number of participants. Although no strong patterns are present in a uniform manner, the time until the first change appears to be of the same order of magnitude across the categories considered, with the notable exception of Sector 4, in which a large fraction of users did not have to change their initial selection for a long time, which resulted in the large means and standard deviations seen in Table 4. It is also apparent that the variability of the interval between changes is greater for the closer sectors (though not for Sector 5, where very few changes took place). More accurately, this variability is more evident for user groups in sectors where the decision to change was not clear-cut. For instance, users in Groups 2 and 3 in Sectors 1 and 2 experienced outcomes that were clearly unacceptable to most, resulting in the low observed standard deviations in Table 4. This was less the case in Sectors 3 and 4, where the time between consecutive changes varied considerably across users. These results will be contrasted later in this section with the time interval between changes in anticipated or intended arrival times reported by users.

To ascertain the effect of the previous day's outcome on the decision to change departure time, the response, in each sector, to different levels of schedule delay (in 5 -min increments) has been examined. Thus for each sector, the fraction of those users experiencing a given schedule delay on day $t-1$ that have changed their departure time on day $t$ has been calculated. In order to detect the postulated evolution (see section on conceptual background) of the users' indifference bands as the search progresses and still have enough observations to yield meaningful fractions, the data were aggregated on a weekly basis (each including 5 days). Although not all schedule delay levels are sufficiently represented, two rather clear trends are suggested by these data.

First, as expected, the fraction of users who find a particular schedule delay unacceptable and thus change departure time on the next day increases with the magnitude of the delay. This is exemplified in Table 5, which shows these fractions for Sector 1 during the third week of the survey. Interestingly, no user experiencing lateness of up to 5 min or earliness of up to 10 min (relative to his or her respective preferred arrival time) decided to adjust departure time on the following day.

The second trend concerns the evolution of the indifference band, whereby the fraction of users rejecting a given outcome appears to decrease as the search progresses, shown as follows for selected

TABLE 3 Proportion of Users in Each User Group Within Sectors 1, 2, and 3 with at Least $n$ Departure-Time Changes

| No. of Changes ${ }^{\text {a }}$ | Percentage of Users by Sector |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  |  | 2 |  |  | 3 |  |  |
|  | Group 1 | Group 2 | Group 3 | Group 1 | Group 2 | Group 3 | Group 1 | Group 2 | Group 3 |
| 1 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 2 | 100 | 100 | 100 | 100 | 100 | 100 |  | 100 | 100 |
| 3 | 100 | 100 | 100 | 100 | 100 | 100 |  | 83.4 | 100 |
| 4 | 100 | 100 | 100 | 66.7 | 100 | 100 |  | 83.4 | 92.8 |
| 5 |  | 100 | 100 | 33.3 | 100 | 100 |  | 83.4 | 69.7 |
| 6 |  | 100 | 100 | 33.3 | 66.7 | 100 |  | 66.7 | 31.2 |
| 7 |  | 100 | 100 | 33.3 | 66.7 | 90.9 |  | 50.0 | 23.4 |
| 8 |  | 71.5 | 100 |  | 50.0 | 81.8 |  | 16.7 | 7.8 |
| 9 |  | 28.6 | 100 |  | 50.0 | 63.6 |  |  |  |
| 10 |  | 14.3 | 81.9 |  | 33.2 | 36.3 |  |  |  |
| 11 |  |  | 63.7 |  |  | 27.3 |  |  |  |
| 12 |  |  | 45.5 |  |  |  |  |  |  |
| 13 |  |  | 36.4 |  |  |  |  |  |  |
| 14 |  |  | 18.2 |  |  |  |  |  |  |
| 15 |  |  | 9.1 |  |  |  |  |  |  |

Minimum number.

TABLE 4 Mean and Standard Deviation of Number of Days Between Consecutive Departure-Time Changes per User Group Within Each Sector

| Change Sequence No. | Sector and Group |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1,1 | 1,2 | 1,3 | 2,1 | 2,2 | 2,3 | 3,1 | 3,2 | 3,3 | 4,1 | 4,2 | 4,3 | 5,1 | 5,2 | 5,3 |
| 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 1.50 | 1.71 | 1.50 | 1.0 | 1.25 | 1.50 | 1.0 | 2.83 | 1.84 | 1.0 | 5.3 | 5.58 | - | 1.50 | 2.50 |
| SD | 0.70 | 1.25 | 0.53 | 0.0 | 0.50 | 0.85 | - ${ }^{\text {a }}$ | 2.31 | 0.89 | 0.0 | 6.0 | 4.28 | - | 1.00 | 0.68 |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 2.50 | 2.14 | 1.27 | 1.0 | 1.40 | 1.70 |  | 2.85 | 1.76 |  | 1.5 | 3.67 |  | 1.0 | 1.0 |
| SD | 1.00 | 0.78 | 0.47 | 0.0 | 0.55 | 0.48 |  | 3.10 | 1.64 |  | 1.0 | 4.30 |  | 0.0 | 0.0 |
| 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 2.50 | 1.28 | 1.09 | 5.67 | 1.20 | 1.60 |  | 2.80 | 2.92 |  | 4.75 | 7.57 |  |  |  |
| SD | 1.00 | 0.49 | 0.30 | 2.89 | 0.45 | 1.07 |  | 1.64 | 1.78 |  | 4.30 | 5.50 |  |  |  |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean | 7.50 | 2.28 | 1.20 | 3.50 | 1.80 | 1.60 |  | 1.0 | 3.83 |  | 4.50 | 4.0 |  |  |  |
| SD | 0.70 | 1.25 | 0.63 | 1.85 | 0.83 | 1.58 |  | 0,0 | 3.00 |  | 4.90 | $\sim^{\text {a }}$ |  |  |  |
| 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  | 1.29 | 2.00 | 4.0 | 1.60 | 1.40 |  | 1.75 | 4.0 |  | 4.0 |  |  |  |  |
| SD |  | 0.76 | 1.61 | $-^{\text {a }}$ | 0.89 | 0.52 |  | 0.95 | 3.24 |  | $\_^{a}$ |  |  |  |  |
| 6 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  | 1.71 | 1.36 | 2.0 | 1.40 | 1.90 |  | 2.25 | 3.0 |  |  |  |  |  |  |
| SD |  | 1.25 | 0.92 | $-{ }^{\text {a }}$ | 0.55 | 1.28 |  | 0.78 | 2.3 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  | 1.85 | 1.36 | 5.0 | 6.00 | 1.44 |  | 5.0 | 3.67 |  |  |  |  |  |  |
| SD |  | 1.46 | 0.94 | $-^{\text {a }}$ | 4.12 | 1.33 |  | 4.20 | 1.15 |  |  |  |  |  |  |
| 8 \% |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  | 1.50 | 1.40 |  | 1.0 | 1.87 |  | 4.0 | 1.0 |  |  |  |  |  |  |
| SD |  | 1.00 | 0.96 |  | 0.0 | 1.64 |  | $-{ }^{\text {a }}$ | $-{ }^{\text {a }}$ |  |  |  |  |  |  |
| 9 9 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  | 2.00 | 1.33 |  | 1.0 | 2.83 |  |  |  |  |  |  |  |  |  |
| SD |  | 0.85 | 1.00 |  | 0.0 | 1.94 |  |  |  |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 1.50 |  | 1.0 | 1.0 |  |  |  |  |  |  |  |  |  |
| SD |  |  | 1.24 |  | $-{ }^{\text {a }}$ | 0.0 |  |  |  |  |  |  |  |  |  |
| 11 (1.20 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 1.40 |  |  | 3.30 |  |  |  |  |  |  |  |  |  |
| SD |  |  | 0.55 |  |  | 0.58 |  |  |  |  |  |  |  |  |  |
| 12 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 1.25 |  |  |  |  |  |  |  |  |  |  |  |  |
| SD |  |  | 0.50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 (100 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 1.0 |  |  |  |  |  |  |  |  |  |  |  |  |
| SD |  |  | 0.0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 14 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 1.0 |  |  |  |  |  |  |  |  |  |  |  |  |
| SD |  |  | - ${ }^{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 15 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean |  |  | 2.0 |  |  |  |  |  |  |  |  |  |  |  |  |
| SD |  |  | $-{ }^{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |  |

Note: $\mathrm{SD}=$ standard deviation in days.
${ }^{\text {a }}$ Only one participant accounted for this change.

Table 5 User Response to Previous Day's Schedule Delay, Sector 1, Week 3

|  | Proportion of Users <br> Schedule Delay <br> on Day $\mathrm{t}-1$ |
| :--- | :--- |
| $(\mathrm{~min})^{\mathrm{a}}$ | Who Change Departure <br> Time on Day $\mathrm{t}(\%)$ |
| $<-15$ | 100.0 |
| -15 to -11 | 84.6 |
| -10 to -6 | 56.3 |
| -5 to -1 | 0.0 |
| $0-5$ | 0.0 |
| $6-10$ | 0.0 |
| $11-15$ | 11.1 |
| $16-20$ | 33.3 |
| $21-25$ | 37.5 |
| $>25$ | 100.0 |

${ }^{3}$ Note that schedule delay on day $t$ for a given user is defined as the difference between that user's preferred arrival time and his or her actual arrival time on day $t$. As such, negative values of schedule delay correspond to late arrivals, whereas positive values cor respond to early arrivals (relative to the preferred arrival time).
schedule delays (the first column for lateness and the second for earliness) for Sector 1 :

|  | Proportion of Users <br> (\%) by Schedule <br> Delay (min) |  |
| :---: | :---: | :---: |
| Week | -10 to -6 | 16-20 |
| 1 | 81.8 | 100.0 |
| 2 | 45.5 | 78.6 |
| 3 | 56.3 | 33.3 |
| 4 | 40.0 | 0.0 |

A comparison of the responses between the first and the final weeks reveals this decrease in all cases where sufficient data exist. However, the path during the intervening weeks is not necessarily monotonic, particularly for the negative schedule delays as shown in the second column of the foregoing tabulation. Naturally, there are other factors affecting
this response, such as the user preferential group, in addition to daily effects (aggregated in the weekly data) and random variation across users and days, which is of particular concern when the number of participants is relatively small.

Further support for the above two trends can be obtained by examining the magnitude of the departure time adjustment on day $t$ (i.e., DT $i, t-D T_{i, t-1}$ ) as a function of $S D_{i, t-1}$. Figures $4-8$ show thi's adjustment versus $S D_{i, t-1}$, for all users in the system for $t=2,6,11,16$, and 24. In Figures $4-8$, an asterisk corresponds to a single observation, a plotted number (2 to 9) refers to the number of participants with identical coordinates, whereas a plus sign represents at least 10 participants. When the focus is on the evolution of the points corresponding to a zero adjustment, these plots suggest that (a) as expected, there is a range of schedule delay that users are willing to tolerate and for which they do not adjust their departure time and (b) this range increases over time, indicating that users progressively accept greater schedule delay. In addition, examining the relative magnitudes of the two plotted variables reveals that (a) earliness on a given day implies a later (or same) departure on the next day, whereas lateness implies an earlier (or same) departure, and (b) the magnitude of the adjustment on day $t$ is in most cases less than the corresponding magnitude of the earliness or lateness on day $t-l$, which is consistent with a hypothesized rule in earlier simulations (16).

Further insight into the relation between this adjustment and schedule delay on the previous day is obtained by examining ( $D T_{i, t}-D T_{i, t-1}$ )/SD ${ }_{i, t-1}$. For each user group in each sector, the average of this ratio was calculated for the $n$th change given that the user was respectively late and early on day $t-1$, with $n=1, \ldots, 8$, and that the adjustment was nonzero. Table 6 shows these averages for Sector l, which is representative of the other sectors. The variation of this ratio across user groups takes place in opposite directions depending on whether the adjustment is in response to an early or late arrival on the previous day. A plausible explanation


FIGURE 4 Departure time adjustment versus deviation from preferred arrival time on previous day: Day 2.


FIGURE 5 Departure time adjustment versus deviation from preferred arrival time on previous day: Day 6.


FIGURE 6 Departure time adjustment versus deviation from preferred arrival time on previous day: Day 11.


FIGURE 7 Departure time adjustment versus deviation from preferred arrival time on previous day: Day 16.


FIGURE 8 Departure time adjustment versus deviation from preferred arrival time on previous day: steady state.

TABLE 6 Average Ratio of Departure-Time Adjustment to Previous Day's Schedule Delay, Sector 1

| Change <br> Sequence <br> No. | Average Ratio by User Group |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  |
|  | E | L | E | L | E | L |
| 1 | 0.67 | 0.29 | 0.56 | 0.38 | 0.50 | 0.52 |
| 2 | 0.55 | 0.22 | 0.24 | 0.40 | 0.26 | 0.46 |
| 3 | 0.38 |  | 0.23 | 0.24 | 0.19 | 0.46 |
| 4 |  |  | 0.20 | 0.21 | 0.17 | 0.46 |
| 5 |  |  | 0.11 | 0.25 | 0.12 | 0.51 |
| 6 |  |  |  |  | 0.11 | 0.63 |
| 7 |  |  |  |  |  | 0.90 |
| 8 |  |  |  |  |  | 0.36 |

Note: E and L refer to departure-time changes in response to earliness and lateness, respectively, on the previous day.
is that lateness relative to a preferred arrival time that is closer to the official work start time is more likely to result in actual lateness for work; the adjustment in this case is larger (relative to $S D_{i, t-1}$ ) than that when the lateness is entirely within the excess time between $\mathrm{PAT}_{i}$ and WS. On the other hand, adjustments in response to earliness are larger for users with earlier proferred arrival times, to avoid otherwise excessive earliness relative to the work start time. Table 6 also reveals the general trend of a decreasing adjustment ratio across successive changes, particularly in response to earliness. The trend is not as clear for responses to lateness. It should also be noted as one interprets Table 6 that the averages for the later changes are based on very few participants.

## Outcomes: Schedule Delay and Travel Time

It was seen earlier that the average schedule delay ultimately accepted by users in each sector increases with distance from the destination (Figure 2), which suggests that more distant users ultimately accept larger schedule delays and as such possess wider indifference bands of tolerable schedule delay. This is supported by the more detailed analysis of the proportion of users accepting (at equilibrium) various levels of schedule delay, in 5 -min increments, presented in Table 7.

TABLE 7 Relative Frequency per Sector of Difference Between Preferred Arrival Time and Actual Steady-State Arrival Time

|  | Frequency by Sector |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $\Delta^{\mathrm{a}}$ <br> (min) | 1 | 2 | 3 | 4 | 5 | All |
| Early |  |  |  |  |  |  |
| $21-25$ | 20 | 15 | 10 | 0 | 0 | 9 |
| $16-20$ | 30 | 25 | 25 | 0 | 0 | 16 |
| $11-15$ | 0 | 10 | 40 | 10 | 5 | 13 |
| $6-10$ | 10 | 10 | 15 | 35 | 25 | 19 |
| $1-5$ | 0 | 5 | 5 | 30 | 45 | 17 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Late |  |  |  |  |  |  |
| $(-1)-(-5)$ | 20 | 0 | 5 | 10 | 15 | 10 |
| $(-6)-(-10)$ | 20 | 20 | 0 | 15 | 5 | 12 |
| $(-11)-(-15)$ | 0 | 15 | 0 | 0 | 5 | 4 |

${ }^{a} \Delta=$ preferred arrival time minus actual arrival time at steady state.

The evolution of average travel time per sector is shown in Figure 9, which reveals the greater day-to-day fluctuation encountered by commuters originating in more distant sectors and the ensuing difficulty in converging to a steady state. Further details on the facility's traffic flow performance and the travel time characteristics of the system may be found elsewhere (20,23).

## Perceptions and Learning

Direct information on user perception of travel time and schedule delay was not available from this experiment. However, of related interest are the anticipated travel time and schedule delay derived from the anticipated arrival time reported daily by users along with their departure-time choice.

In order to examine how actual experience on a given day influences perception on the following day, the ratio of the actual travel time on day $t-1$ to the anticipated travel time on day $t$ is considered (i.e., $T T_{i, t-1} / A T T_{i, t}$ ). The average of this ratio is taken separately over users experiencing lateness and earliness (relative to $P A T j$ ),
respectively, on day $t-1$ for each sector. Table 8 shows these averages for days 1 through 6 along with the corresponding standard deviations. If the ratio is greater than 1 , travel time is anticipated to be lower than on the previous day. It can thus be seen that users arriving late on day $t-1$ appear, on average, to anticipate travel time on day $t$ to be lower than on the previous day, whereas those arriving early on day $t-1$ anticipate higher travel time on the next day. This somewhat counterintuitive finding can be attributed to the allowance by early users of a safety margin over their latest experienced travel time when they reset their departure time. On the other hand, late users are somehow hoping to compensate for the latest experienced travel time by an earlier departure that would face less congestion.

In order to compare the anticipated travel time on a given day with the actual travel time on that day, Figure $10(a-e)$ shows the day-to-day evolution of the average difference $T T_{i, t}-A T T_{i, t}$ for Sectors 1 through 5. Figure 10 reveals considerable daily fluctuation, with no clear decreasing pattern appearing until day l6. Overall (with the exception of Sector 5), there seems to be no particular tendency of overestimation as opposed to underestimation. The key conclusion suggested here is that users can be good travel time predictors only when the system has essentially stabilized. There is therefore no support for the contention that users are systematically learning about the facility's time-dependent performance, as is usually implied in a perfectly rational decision framework. Instead, local and somewhat myopic rules seem to be governing users' perception of the facility's performance.

The day-to-day evolution of the average absolute value of the difference between actual and anticipated schedule delay on a given day is shown in Figure ll. The same conclusions apply here as previously because it can be established algebraically that $S D_{i, t}-A S D_{i, t} \equiv A T T_{i, t}-T T_{i, t}$.

## Intentions: Anticipated Arrival Time

This analysis parallels that of the departure-time choices, particularly because the concern is primar-


FIGURE 9 Evolution of average travel time for each sector.

TABLE 8 Average Ratio of Actual Travel Time on Day t-1 to Anticipated Travel Time on Day $t$ for Early Versus Late Users by Sector

| Sector | Day t |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  |
|  | Ratio | SD | Ratio | SD | Ratio | SD | Ratio | SD | Ratio | SD |
| 1 |  |  |  |  |  |  |  |  |  |  |
| E | 0.75 | 0.07 | 0.78 | 0.05 | 0.74 | 0.13 | 0.47 | 0.06 | 0.48 | 0.08 |
| L | 1.19 | 0.15 | 1.14 | 0.09 | 1.36 | 0.12 | 1.23 | 0.13 | 1.36 | 0.30 |
| 2 |  |  |  |  |  |  |  |  |  |  |
| E | 0.65 | 0.22 | 0.76 | 0.09 | 0.64 | 0.21 | 0.66 | 0.11 | 0.69 | 0.16 |
| L | 1.04 | 0.03 | 1.15 | 0.30 | 1.26 | 0.24 | 1.35 | 0.27 | 1.15 | 0.09 |
| 3 |  |  |  |  |  |  |  |  |  |  |
| E | 0.72 | 0.16 | 0.71 | 0.17 | 0.75 | 0.06 | 0.44 | 0.08 | 0.62 | 0.23 |
| L | 1.31 | 0.29 | 1.30 | 0.29 | 1.21 | 0.17 | 1.38 | 0.22 | 1.33 | 0.23 |
| 4 |  |  |  |  |  |  |  |  |  |  |
| E | 0.76 | 0.14 | 0.76 | 0.13 | 0.75 | 0.13 | 0.85 | 0.11 | 0.88 | 0.08 |
| L | 1.26 | 0.11 | 1.29 | 0.14 | 1.33 | 0.31 | 1.17 | 0.13 | 1.29 | 0.19 |
| 5 |  |  |  |  |  |  |  |  |  |  |
| E | 0.70 | 0.11 | 0.67 | 0.13 | 0.64 | 0.16 | 0.50 | 0.12 | 0.73 | 0.11 |
| L | 1.10 | 0.14 | 1.23 | 0.23 | 1.22 | 0.18 | - | - | 1.10 | 0.0 |

Note: $E=$ group of users with early arrival on day $t-1 . L=$ group of users with late arrival on day $t-1$.
ily with the changes in intentions in response to experience with the facility. Table 9 shows the fraction of users in each sector who modified their anticipated arrival time at least $n$ times, where n $=1, \ldots .6$. Comparing these data with Table 2 indicates that users are more prone to change actions before shifting intentions, as evidenced by the significantly fewer anticipated arrival-time changes. The same information is presented in Table 10 for each user group within Sectors 1,2 , and 3 , respectively, thus confirming the general trend, discussed in conjunction with Table 3, that users with earlier preferred arrival times have to compromise less as the search progresses.

TABLE 9 Proportion of Users in Each Sector with at Least $n$ Anticipated Arrival-Time Changes

| No. of Changes ${ }^{\text {a }}$ | Percentage of Users by Sector |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | All |
| 1 | 75 | 75 | 80 | 30 | 35 | 59 |
| 2 | 50 | 60 | 25 | 5 |  | 28 |
| 3 | 20 | 30 | 10 |  |  | 12 |
| 4 | 15 | 10 |  |  |  | 5 |
| 5 | 15 | 5 |  |  |  | 4 |
| 6 | 10 |  |  |  |  | 2 |

${ }^{\text {a Minimum number. }}$


FIGURE 10 Day-to-day evolution of average difference between actual and anticipated travel time for each sector.


FIGURE 11 Day-to-day evolution of average absolute difference between actual and anticipated schedule delay for each sector.

Table 11 gives for each sector the mean number of days (and the standard deviation) since the previous revision for each of the $n$ anticipated arrival-time changes, $n=1, \ldots .6$. Unlike Table 4, a clear decreasing trend is evident here, whereby users revise intentions at gradually smaller time intervals. As a matter of fact, the mean time until the first change is quite large, which indicates user persistence in initial intentions. However, as users progressively realize the inability to achieve their initial preference, and as they develop a better feel for the
system's performance, they appear more willing to revise their anticipated arrival time. Increasingly, a number of participants updated their anticipated arrival time only after the system had reached steady state.

Table 12 presents the average number of depar-ture-time changes (and the standard deviation) that took place since the previous revision for each of the six anticipated arrival-time revisions. The number of departure-time changes is an indication of the number of intervening unacceptable outcomes, and

TABLE 10 Proportion of Users in Each User Group Within Sectors 1, 2, and 3 with at Least n Anticipated Arrival-Time Changes

| No. of Changes ${ }^{\text {a }}$ | Percentage of Users by Sector |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  |  | 2 |  |  | 3 |  |  |
|  | Group 1 | Group 2 | Group 3 | Group 1 | Group 2 | Group 3 | Group 1 | Group 2 | Group 3 |
| 1 | 0 | 62.5 | 100 | 33.3 | 50.0 | 100 | 0 | 66.6 | 100 |
| 2 |  | 37.5 | 90.0 |  | 16.7 | 100 |  | 33.3 | 61.5 |
| 3 |  | 25.0 | 70.0 |  | 16.7 | 63.6 |  | 16.7 | 23.1 |
| 4 |  | 12.5 | 40.0 |  |  | 18.2 |  | 16.7 |  |
| 5 |  |  | 30.0 |  |  | 9.1 |  |  |  |
| 6 |  |  | 20.0 |  |  | 9.1 |  |  |  |

[^1]TABLE 11 Mean and Standard Deviation of the Number of Days Between Consecutive Anticipated Arrival-Time Changes per Sector

| Change <br> Sequence <br> No. | Sector |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | All Users |  |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| 1 | 7.62 | 4.12 | 6.53 | 4.42 | 9.63 | 5.32 | 14.52 | 6.98 | 9.14 | 3.92 | 8.77 | 5.21 |
| 2 | 4.54 | 2.99 | 5.08 | 3.68 | 6.89 | 5.13 | 6.00 | $-^{\text {a }}$ |  |  | 5.43 | 3.81 |
| 3 | 3.63 | 1.60 | 3.80 | 2.90 | 2.00 | 2.00 |  |  |  |  | 3.44 | 2.28 |
| 4 | 1.67 | 1.15 | 4.06 | 4.24 |  |  |  |  |  |  | 2.33 | 2.42 |
| 5 | 1.00 | 0.00 | 4.00 | $-{ }^{\text {a }}$ |  |  |  |  |  |  | 1.75 | 1.55 |
| 6 | 1.50 | 0.72 |  |  |  |  |  |  |  |  | 1.50 | 0.72 |

${ }^{\text {a }}$ Only one participant was involved in this change,

TABLE 12 Mean and Standard Deviation of the Number of Departure-Time Changes Between the Consecutive Anticipated Arrival-Time Changes per Sector

| Change <br> Sequence <br> No. | Sector |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| No change | 6.00 | 1.80 | 6.00 | 2.60 | 3.50 | 2.30 | 2.50 | 1.22 | 1.30 | 0.63 |
| 1 | 4.50 | 2.58 | 3.70 | 1.87 | 3.00 | 1.93 | 1.33 | 1.50 | 0.57 | 0.53 |
| 2 | 2.61 | 2.14 | 2.74 | 1.72 | 1.56 | 2.06 | 1.00 | $\sim^{\text {a }}$ |  |  |
| 3 | 1.00 | 1.32 | 1.20 | 1.20 | 1.00 | 0.00 |  |  |  |  |
| 4 | 0.80 | 0.83 | 1.50 | 0.70 |  |  |  |  |  |  |
| 5 | 0.75 | 0.52 | 1.00 | $-^{\text {a }}$ |  |  |  |  |  |  |
| 6 | 1.00 | 0.00 |  |  |  |  |  |  |  |  |

${ }^{3}$ Only one participant was involved in this change.
is as such a measure of the number of failures until the next revision. As expected from the foregoing discussion, this number decreases as the search progresses, reflecting the initial resistance (to revising intentions), which appears to weaken progressively. Table 12 also reveals that users in closer sectors encounter fewer "failures," on average, than those in more distant sectors.

Finally, the direction of these readjustments is examined. Are users shifting their anticipated arrival to an earlier or a later time? And are they doing so consistently in one or the other direction? As suggested in the second section, users would tend to accept increasing earliness relative to their preferred arrival time in order to accommodate the fluctuations in system performance. This is indeed the case in this experiment, with 72 percent of all users who adjusted anticipated arrival time at least once consistently shifting to an earlier time. Only 7 percent consistently shifted to a later time (actually only two participants, both in Sector 4), with the remaining $2 l$ percent moving at least once in each direction.

## CONCLUSION

This paper has presented the principal elements of a theoretical framework to describe the processes governing commuters' daily departure-time decisions in response to experienced congestion patterns. Commuter behavior is viewed as a boundedly-rational search for an acceptable departure time. A key notion is that of an indifference band of tolerable schedule delay that determines the acceptability of a particular decision outcome on any given day. This indifference band, which varies across individuals, also shifts in response to users' experience with the facility.

Although not intended as a formal validation of the foregoing model, an experiment involving real commuters interacting daily with a hypothetical simulated traffic corridor was conducted over a period of 24 days, yielding valuable insights into the dynamics of the departure-time decision and its interaction with system performance. The results pertaining to the underlying behavioral processes were analyzed in this paper from the perspective of the key notions articulated in the conceptual framework.

Of course, this is only one such experiment, which involves obvious restrictions because of the hypothetical nature of the commuting corridor. Nevertheless, it has been quite insightful, particularly given the difficulty and the scale of corresponding real-world observations at the desired level of detail. As such, it offers a useful complementary approach to support the development of a comprehensive descriptive theory that would be subsequently validated, if only in part, in the field. Other experiments under different informational situations (e.g., where information about system congestion is available by word of mouth or through media reports) are also contemplated. In addition, formal mathematical model building and parameter estimation will be conducted.
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