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ABSTRACT 

To support transit agencies in the design and evaluation of more equitable and 
efficient fare structures, an optimization-based model system has been developed 
and implemented on a microcomputer. This system seeks distance-based fares of 
the form: FIXED CHARGE + (MILEAGE CHARGE) (trip distance) + (TRANSFER CHARGE) 
(number of transfers). It maximizes estimated revenues subject to a minimum 
ridership constraint and constraints on the attributes of the fare structure, 
which provide the user with considerable control over the structure of the 
optimal fare, such that distance-based, zone, and flat fare schemes can be de­
signed and tested. This model can be used to search for fare schemes meeting 
user-specified requirements, to perform sensitivity studies of fare charac­
teristics, and to test user-supplied price structures. These applications are 
demonstrated through the use of a data set from part of a large urban transit 
system. 

Among the challenges facing transit operators today 
is balancing service needs against financial re­
sources. Virtually every U.S. transit system receives 
large public subsidies. These are justified in terms 
of the social goals to which transit contributes 
(e.g., mobility for low income people) and the ex­
ternalities created by such services, including im­
proved air quality, energy savings, and encouragement 
of efficient land use patterns. 

Although there is support for continued transit 
subsidies, particularly from those who receive them, 
there is increasing concern about the magnitude of 
such subsidies. Federal policy makers have attempted 
to reduce federal contributions to operating sub­
sidies. Local policy makers, facing many funding 
requests on limited revenue bases, have also become 
less inclined to support subsidy increases. Some 
have argued for increasing fares--and changing fare 
structures--to allocate a larger share of transit 
costs to the user. These suggestions are based on 
both efficiency and equity arguments. An efficient 
pricing system relates prices to the marginal cost 
of service; an equitable price structure relates 
prices to the user's ability to pay and to the amount 
of service consumed. 

Bet.:clUHe trirni;i t demanu li; yeuerally lnelai;tlt.: 
with respect to pr ice (!) , fare increases have re­
sulted in increased revenues, but not without sig­
nificant losses in ridership. Thus, while transit 
properties have moved toward one of their goals 
through such actions, they have necessarily moved 
away from others, including increasing ridership and 
expanding service. 

Farebox revenue generation has been constrained 
by the abandonment of differentiated pr icing (e.g., 
zone or distance fares and time-of-day surcharges) 
in favor of flat fare schemes. This has resulted, in 
part, from a desire to simplify fare collection and 
reduce passenger confusion. It also reflects an in­
terest in attracting non-central city market seg­
ments. Under flat fare schemes used in most U.S. 
cities, the price for traveling only a few blocks is 
the same as that for traveling distances in excess 
of 10 mi. 

The era has passed in which transit operators, 

facing assured subsidies, could turn their concerns 
toward maximizing service and ridership. The focus 
of transit policy today is more clearly on revenue 
maximization or, at least, subsidy minimizati on. 
Thus, it appears particularly appropriate to re­
examine current pr icing policies to ensure the fi­
nancial viability of transit systems. Although 
revenue maximization appears to have become a primary 
objective, other objectives must not be ignored, in­
cluding increasing ridership (or limiting rider~hip 

losses due to price changes) and developing a pricing 
policy that efficiently and equitably allocates costs 
to the users. In addition, the pricing policy should 
be simple enough to be understood by transit oper-
ators and passengers 
and operate. 

In this effort, 
beyond flat fares 

and cost-effective to implement 

transit operators should look 
to consider more creative fare 

structures, including dist;mce-based fares and time­
of-day fares. Such schemes have been proposed and 
analyzed by researchers in recent years (~-~). Some 
operators have implemented alternative fare struc­
tures either under demonstration projects sponsored 
by UMTA (~-10), or independently, to achieve some of 
the objectives mentioned previously (11-13) • 

Desl911 d11u dlldlyi;li; of dllen1a.Live f.!lre structures 
is not a simple task, particularly if innovative 
fare options are to be considered. The technical 
challenge is twofold. First, it is necessary to 
specify pricing options; second, the effects of 
these options on transit objectives must be explored. 
There is no systematic method for specifying pricing 
options. The approaches for testing different fare 
proposals range from "back of the envelope" calcula­
tions, based on an average price elasticity applied 
to the aggregate market, to line-by-line short-term 
travel forecasting methods. The former methods are 
most commonly used, whereas the latter methods tend 
to be cumbersome and costly and, thus, are reserved 
for specialized investigations. 

Limitations of fare design and analysis techniques 
restrict both the range of fare options considered 
and the comprehensiveness of their evaluation. This 
is a particular problem for distance and zone fare 
options. Among the methodological requirements for 
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advanced fare policy design and analysis methods are 
the following: 

• Methods should be responsive to the major 
issues associated with fare policy revisions (e.g., 
implications for revenues, ridership, and equity) i 

• Methods should be well-founded on appropriate 
theory; 

• Methods should have transparent logic and 
face validity to enhance user comfort and confidence 
in their use; 

• Methods should be compatible with available 
(or readily acquired) resources for transit planning, 
including personnel skills, computational facilities, 
and data; and 

• Methods should be simple to apply and should 
support efficient design and analysis of alterna­
tives. 

In this paper, an optimization-based tool is de­
scribed that meets these requirements and supports 
the design and analysis of alternative transit fare 
structures, including, but not limited to, distance 
and zone-based fares. 

In the next section transit pricing issues, op­
tions, and methods are reviewed, followed by a 
qualitative formulation of the model and its solu­
tion technique. In the last section examples of ap­
plications of the model are given, and the paper 
ends with summary and conclusions. 

TRANSIT PRICING ISSUES, OPTIONS, AND METHODS 

Objectives for transit fare structures include reve­
nue maximization, efficient allocation of demand and 
service resources, pr ice differentiation to reflect 
costs and service quality, equity in pricing, and 
minimizing the cost (and/or assuring feasibility) of 
fare collection itself. 

Several studies have concluded that under the 
common flat fare structure, long-distance and peak­
per iod riders are cross subsidized by short-distance 
and off-peak riders (14). When efficiency of flat 
fare pr icing is measured in terms of the farebox 
recovery ratio, or the ratio of revenue per passenger 
mile to the cost per passenger mile, the conclusion 
is the same: revenues from short trips pay a greater 
fraction of their costs than from long trips ll-1• 
15). Thus, a flat fare system is considered to be 
the most inefficient pricing policy; distance or 
time-of-day based fare structures, or both, have 
been proposed to remedy the efficiency shortcomings 
of flat fares. 

A primary argument for either time-of-day or dis­
tance-based fare schemes is that they may improve 
the equity of fares. Both user charges and public 
subsidies should be allocated equitably. Although 
subsidies have been found to be progressive when 
compared with flat fare increases (16), certain trips 
tend to be more heavily subsidized--"than others; for 
example, long-distance trips receive greater sub­
sidies than short trips; peak trips are more heavily 
subsidized than off-peak trips i and suburban trips 
receive greater subsidies than inner-city trips. All 
these features of current fare structures and sub­
sidy policies tend to be regressive (16-17). 

The importance of minimizing fare collection costs 
and delays is also clear. The fare structure should 
be easily understood by fare collectors and passen­
gers. The shift to flat fares has responded to the5e 
concerns. Alternative fare structures may demand new 
technologies to support their implementation. To the 
extent that schemes involving other than flat fares 
are attractive for meeting primary operator objec­
tives, incentives for innovation in fare collection 

35 

and passenger pr icing information may be increased 
(18). 

Efforts to evaluate the effects of transit fare 
changes (either structural changes or changes in the 
amount paid) have produced important specific re­
sults, including elasticity estimates for different 
services and rider groups, revenue impacts, and dis­
tributional consequences (1,9,10,19). The majority 
of published work assesses- th;- impacts of various 
fare changes; principally, fare increases, pass pro­
grams, and unique concepts such as free fares. A few 
reports deal with methodologies for evaluating al­
ternative proposed fare policies. 

Wilbur Smith and Associates Ill studied existing 
and proposed pricing policies in the Detroit area, 
presenting and analyzing three zone pricing schemes 
that consisted of a flat fare system within the zones 
with different surcharge rates for crossing zone 
boundaries. Alternatives were ranked on the basis of 
financial (net revenue); social (patronage, equity, 
etc.); and operational (operating needs, enforcement, 
rider comprehension, etc.) criteria. Although the 
details of the policies differ, all resulted in in­
creased rider ship and decreased revenue due to the 
reduced average fare and the inelasticity of transit 
demand with respect to fare changes. No attempt to 
generate alternatives that reflected a different 
ordering of objectives was reported. 

Cervero et al. 11l analyzed the effects of several 
pr icing schemes on the Los Angeles, San Diego, and 
Oakland, California, transit systems. The policies 
included stage (zone) fare pricing and graduated 
pricing in which the distance-based fares were finely 
graduated either as a linear or logarithmic function 
of distance. Joint time-distance pr icing policies 
were also tested. Policies were evaluated in terms 
of efficiency, equity, and ridership impacts. All of 
these policies increased the ratio of the revenue 
per mile to the cost per mile, which means that the 
more complex fare structures are more efficient in 
economic terms. It was concluded that more highly 
differentiated pricing schemes offer the most favor­
able balance between a modest patronage loss combined 
with significant revenue, efficiency, and equity 
gains. 

Ballou and Mohan (~) developed a micro-simulation 
fare evaluation model aimed at evaluating not only 
systemwide ridership and revenue impacts but also 
equity impacts on different groups. The model is 
based on expanding the impacts projected for a sample 
of riders to systemwide impacts similar to that pro­
posed by Cervero et al. (5). Seven combinations of 
distance~based and peak-period pricing policies were 
analyzed. The policies resulted in a range of rider­
ship and revenue increases and decreases. 

Both this and the Cervero models take the pricing 
schemes as a model input. No attempt is made to 
identify policies that attain specific ridership, 
revenue, efficiency, or equity objectives. Both 
models use a sample of transit riders and expand the 
results to the system's ridership. 

Weiss and Hartgen (&_,!!_) examined the financial, 
ridership, and equity implications of premium rush­
hour fares on seven transit systems in New York 
State. They report that in all of the cities studied, 
no time-of-day based fare policy increases both 
revenue and ridership simultaneously. Certain combi­
nations did improve equity while increasing either 
ridership or revenue with a less than 5 percent loss 
in the other. Again, fare structures were model in­
puls in Lhese studies. 

Taking fare policy as a model input results in 
two important shortcomings. First, analyses may fail 
to identify the policies most likely to attain spe­
cific objectives. Second, failing to identify the 
best alternative, the models cannot assess the op-
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portunity costs associated with particular managerial 
or political constraints on the fare structures. 

A search for the best pricing alternative may be 
conducted more efficiently and effectively by using 
an optimization mode l. Because of the requir ements 
of such models, they will almost certainly be incap­
able of incorporating all the constraints that 
determine a viable pricing policy. The modeled 
policy is likely to be altered in response to these 
constraints before implementation. However, it is 
particularly desirable to identify the degree to 
which objectives can be achieved in the less con­
strained environment of an optimization model if the 
opportunity colitli assooiated with impocition of the 
nonmodeled constraints are to be measured. Only when 
the opportunity cost of various constraints are known 
can it be decided whether the benefits of these con­
straints justify their cost. 

In the next section an optimization model is de­
scribed that determines the fare between any two 
points on a transit network through maximization of 
revenue subject to ridership and fare structure con­
s traints. This model can deal with the different 
time-of-day pricing through the use of different 
ridership data and elasticity values. The model can 
produce a distance-based or a zone fare policy and 
estimates of the optimal transfer charges simul­
taneously. 

MODEL DESCRIPTION 

The model system is composed of seven programs de­
signed to determine the optimal fare policy subject 
to user-supplied constraints, as described next, and 
to facilitate data input and model output analysis. 
The structure of the model system, together with the 
flow of information is shown in Figure 1. The system 
is designed for the IBM Personal Computer under DOS 
1.1. 

At the heart of the model s ystem is FWFARE. which 
determines optimal fare structures by maximizing 
total revenue, the sum over all origin-destination 
(O-D) pairs of the fare charged for the 0-D pair 
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multiplied by the number of riders between the origin 
and destination. The fare for each 0-D pair is given 
by the following equation: 

Fare from Origin I to Destination J 
FIXED CHARGE + (MILEAGE CHARGE) 
x (Distance from I · to J) 
+ (TRANSFER CHARGE) 
x (Number of Transfers from I to J) (1) 

The model determines the FIXED CHARGE, MILEAGE 
CllARGEI, and TRANDFER CIIARGI!l that maximize the total 
revenue subject to the user constraints . The number 
of riders between each 0-D pair depends on the fare 
charged for trips between the origin and destination, 
as determined by the following equation: 

Ridership from Origin I to Destination J 
Base Case Ridership from I to J 
x {l + [ELASTICITY x (NEW FARE 
- BASE FARE)/BASE FARE)} (2) 

Equation 2 is a linear approximation to the demand 
curve at the base case ridership and fare. The NEW 
FARE is computed using Equation 1 once the model 
determines the FIXED CHARGE, MILEAGE CHARGE, and 
TRANSFER CHARGE. The use of this linear approximation 
results in a quadratic objective function and linear 
constraints that are easily solved as noted in the 
following paragraph . Use of a nonlinear demand model 
would result in nonlinear constraints and would 
greatly increase the difficulty involved in solving 
the optimization problem. 

Transit demand is fare inelastic; that is, elas­
ticities are negative and between -1.0 and 0.0 (,!, 
21, ~) • Therefore, revenue may be increased by in­
creasing the fare. However , fare increases will re­
sult in a decrease in ridership. Thus, the first 
constraint the user can place on the optimization 
model is a MINIMUM RIDERSHIP CONSTRAINT. This allows 
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FIGURE 1 Model system structure. 



Daskin et al. 

the user to limit the ridership loss if fares are 
increased. Additional constraints can be placed on 
the: 

l. MINIMUM and MAXIMUM FARE charged between any 
0-D pair, 

2. MINIMUM and MAXIMUM MILEAGE CHARGE, 
3. MINIMUM and MAXIMUM TRANSFER CHARGE, 
4. MINIMUM and MAXIMUM FIXED CHARGE, 
5. MINIMUM and MAXIMUM RATIO of the TRANSFER 

CHARGE to the FIXED CHARGE, and 
6. MINIMUM and MAXIMUM DIFFERENCE between the 

FIXED CHARGE and the TRANSFER CHARGE. 

Mathematically, an optimization model is obtained 
that maximizes a concave quadratic objective function 
subject to linear constraints on fixed, mileage, and 
transfer charges (23) • 

Model inputs include four tables--(a) the base 
case ridership (total or for a particular market 
segment) between each 0-D pair, (b) the base case 
fare between each 0-D pair, (c) the number of trans­
fers required between each 0-D pair, and (d) the 
distance between each 0-D pair--and an estimate of 
the systemwide elasticity (for the study market seg­
ment). A systemwide elasticity is used to simplify 
the model inputs. Conceptually, the model may employ 
more realistic distance-based or origin-destination 
specific elasticities; however, the use of al terna­
tive elasticity measures would require minor recoding 
of the computer programs and would necessitate the 
analyst having additional information on the rela­
tionship between elasticity and trip length, for 
example. Model outputs include the optimal values of 
the FIXED CHARGE, MILEAGE CHARGE, and TRANSFER CHARGE 
as well as the REVENUE, RIDERSHIP I SMALLEST FARE, 
and LARGEST FARE. 

Two programs facilitate the coding of the model 
inputs. FILER is a screen-oriented data input pro­
gram. It allows the analyst to code the four input 
tables necessary to run the model. D2ZONE will 
transform these input tables to alternate forms. 
Thus, the analyst might code the actual number of 
transfers between each 0-D pair and store the infor­
mation on a diskette file. This matrix can be used 
if an additional charge is desired every time a 
transfer is made. If the analyst wants to test a 
fare policy with only a single charge for a transfer 
pass, independent of the number of transfers made, 
an alternate input matrix would be needed. D2ZONE 
can transform the information in the original file 
into the requisite input table that could then be 
stored as a new file. FWTUTOR is a brief tutorial 
program designed to assist analysts in using FWFARE. 

The results of FWFARE, as well 1S the constraint 
values and other input information, may be stored on 
diskette files for future analysis. Three programs 
may be used to analyze these model outputs. SHOWRES 
displays the results stored in a results file on the 
screen for subsequent review and analysis. PLOTTER 
uses a dot matrix printer to plot any one of 22 
variables (such as the total ridership, total reve­
nue, smallest and largest fares, the range in fares, 
and all 13 constraint values) against any of the 
other values to allow the analyst to explore trade­
offs between policy variables as identified by a 
series of model runs. Finally, SHOWPLOT allows the 
analyst to plot performance measures, including the 
fare, fare per mile, and the difference between the 
base case fare and the optimal fare, for a given 
model run. 

Once an optimization problem has been solved, the 
most recently used parameter values become the de­
fault values for subsequent runs. This allows the 
user to perform sensitivity analyses rapidly by 
changing only one or two values for each subsequent 
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optimization. For example, if the user wants to 
analyze the trade-off between ridership and revenue, 
holding elasticity constant and all of the param­
eters of the fare policy fixed, he need only change 
minimum ridership and rerun the problem. 

The Frank-Wolfe algorithm is used to solve this 
model (23). This involves maximizing a linear ap­
proximation to the objective function at any feasible 
value of decision variables. Having the solution to 
the linear program obtained by linear ization of the 
objective function and the current feasible solution 
to the model, an improved solution is generated by 
averaging these two solutions through a one-dimen­
sional search process. The algorithm proceeds by 
generating a sequence of solutions until they con­
verge satisfactorily to the optimal solution. It is 
well known that when maximizing a concave function 
subject to linear constraints, this procedure will 
converge to the optimal solution. 

Conceptually, FWFARE performs a form of con­
strained linear regression with objective function 
weights that differ somewhat from those used in 
ordinary least square regression. This is a limita­
tion in the sense that the fare policies designed by 
the model are not likely to differ in significant 
structural ways from the current (input) fare policy 
unless explicitly constrained to do so. For example, 
in the model tests outlined using data from the 
Chicago Transit Authority (CTA), which employs a 
flat fare structure along with a transfer pass 
charge, the model always found a very small mileage 
charge unless constrained to do otherwise. On the 
other hand, this feature allows the user to specify 
an input fare table that approximates the desired 
policy. The use of the model system in policy analy­
sis is outlined in the following section. 

MODEL USE STRATEGIES AND EXAMPLES 

The model system can be used to search for desirable 
fare policies and test candidate fare structures. 
Application strategies include (a) an experimental 
design approach of searching along critical policy 
dimensions to explore the sensitivity of fare struc­
tures and performance measures to key inputs, (b) a 
decision tree approach in which the user determines 
input values for subsequent model runs based on prior 
results, and (c) a policy emulation approach in 
which the model is constrained to replicate and test 
specific policies (and derivatives of them). 

In the first mode, the analyst generally speci­
fies all model runs to be conducted before the com­
puter work is begun. For example, he might choose to 
explore the sensitivity of revenue and the structure 
of the fare policy to changes in (a) the minimum 
required ridership and (b) the elasticity of demand 
with respect to fare. To do so, he would specify a 
range of minimum allowable ridership values, for 
example, from 30 percent below the current ridership 
to 20 percent above this value. Similarly, a range 
of elasticity measures would be specified. The user 
would then run either all combinations of the minimum 
ridership and elasticity or selected combinations to 
c·over the options of interest. The results would be 
stored and evaluated. 

In the decision tree approach, the analyst uses 
the model to search for a fare policy that meets 
certain criteria, examining the results of each 
model run together with those of previous runs to 
select input values for subsequent runs. For example, 
the results of one test might produce an optimal 
transfer charge of $0.108 per transfer. Because this 
is an impractical value, the user might constrain 
the transfer charge to be less than or equal to $0.10 
per transfer in the next model run. This would be a 
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more constrained problem and the revenue would de­
crease by a magnitude that measures the opportunity 
cost associated with being unable to charge the 
"optimal" transfer charge. Next, the user might ex­
plore the implications of alternate transfer charge 
policies by increasing the maximum transfer charge 
constraint to $0,50 and setting the minimum transfer 
charge to $0.15 to determine the effect of increasing 
the charge above its "optimal" value. The process 
would continue in this way until all options of im­
mediate interest had been explored. 

In the policy emulation mode of model use, the 
analyst attempts to replicate exogenously proposed 
fare structures in the model. The model system is 
used (a) to predict key outputs, including ridership 
and revenue; (b) to explore the sens i tivity of thes e 
outputs to changes in uncertain input parameters 
such as the elasticity of demand with respect to 
fare: and (c) to identify other impacts of the pro­
posed fare structure, including changes in the f a re 
per mile paid by patrons. 

To support development of the model system, the 
research team secured Chicago Transit Authority o-o 
travel data for parts of two rail transit lines and 
connecting bus services segmented by trip purpose, 
time of day, and fare class. Trips were coded into a 
4 7-zone table. These data and the authors' analyses 
of them cannot be used to evaluate present and pro­
posed CTA pr1c1ng policies for several r e a sons . 
First, only a portion of the CTA system has been 
used, and the representativeness of this portion was 
not tested, Second, CTA fares have changed since the 
0-D survey was taken, and this and other factors 
have led to potentially different ridership patterns 
(as well as levels) from those utilized. Third , a 
thorough assessment of CTA policy option s would re-
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quire a more extensive and detailed investigation 
than undertaken and reported here. Finally, transit 
operators respond to a variety of different goals 
and objectives; a valid analysis of CTA pricing would 
demand consideration of other important issues. 
Despite these limitations on the authors' ability to 
draw policy-related conclusions, the data set is 
useful in testing the model and in demonstrating the 
range of analyses that may be conducted by using the 
model system. 

To illustrate the experimental design approach, 
runs were conducted to assess the sensitivity of 
revenue and the fare structure to changes in (a) the 
elasticity of demand with respect to fare, (b) the 
minimum allowable ridership, and (cl the time of 
day. Four elasticity values were used: -0.30, -0.25, 
-0.20, and -0.15. Three different ridership matrices 
were used that represented the entire day, the peak 
period only, and the off-peak periods. In addition 
to the elasticity and minimum allowable ridership, 
values were specified for all of the lower and upper 
bounds on the fare equation. The base case fare 
matrix corresponded to the fares currently charged; 
that is, $1.00 and $0.90 for trips with and without 
transfers, respectively. 

The primary output of these analyses is the 
trade-off between revenue and ridership for dif­
ferent elasticity values. Figure 2 shows this trade­
off based on the ridership data for the entire day 
and for all trips. Two trends are illustrated in 
this figure. First, revenue increases as the rider­
ship decreases below the base case value of 165,293 
and decreases as ridership increases above this 
value. Second, the sensitivity of revenue to rider­
ship increases as the demand becomes less elastic 
with respect to fare: that is, as demand becomes 
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more inelastic, a larger revenue change (reflecting 
a larger fare change) is necessary to produce a 
specific ridership change. 

As the ridership changes in Figure 2, the coef­
ficients in the fare equation change. In general, 
the transfer pass charge remains at its maximum al­
lowable value ($0.10) and a nominal mileage charge 
of less than $0.01/mi is levied in all cases. To 
allow ridership to increase, the optimal fixed charge 
decreases until the smallest fare charged falls below 
the minimum allowable fare of $0. 25. At this point, 
the mileage charge is eliminated and the transfer 
charge must be decreased to allow further ridership 
increases. Similar experiments were conducted using 
the peak period and off-peak ridership data (~); 

the results showed identical trends. 
The sensitivity of the fare structure and the 

total revenue across different market segments was 
also explored using appropriate elasticity ranges. 
The four market segments tested were: (a) all work 
trips, (b) peak work trips, (c) all nonwork trips, 
and (d) peak nonwork trips. For each of the work-trip 
segments, elasticities of -0.2, -0.15, and -0.10 
were used. For nonwork trips, elasticities of -0.5, 
-0.4, and -0.3 were tested. In all cases, the minimum 
ridership was set at the base case ridership for 
that market segment. 

In all cases, the fixed charge was between $0. 79 
and $0. 90. The transfer pass charge always equaled 
the maximum allowable value of $0.10. Because of the 
nominal mileage charges, the fare structure appeared 
to be nearly identical to the base case fare policy. 
Finally, the total revenue for any particular rider­
ship matrix was nearly independent of the elasticity 
used. This is a result of using the base case rider­
ship as the minimum allowable ridership. Figure 2 
shows a similar result; the total revenue is nearly 
identical for all elasticity values when the rider­
ship is fixed at the base case value. 

None of the fare structures identified in the 
analyses outlined in this section exhibited large 
mileage charges. This is a direct result of (a) the 
absence of a distance component in the current CTA 
fare structure and (b) the similarity between the 
objective function used in FWFARE and that used in 
regression as discussed earlier. The model will try 
to find the fare structure that provides the closest 
fit to the existing fare structure. In this case, 
this will involve the use of transfer passes in pref­
erence to distance charges. From a policy perspec­
tive, the absence of a strong distance component in 
the fare structures identified by FWFARE reflects 
the fact that revenue maximization--the objective 
used by FWFARE--may not be consistent with the social 
and economic objectives that argue for distance-based 
fares. As a result, there is no cause for alarm by 
the absence of significant distance charges in the 
examples discussed previously. 

To illustrate the decision tree approach, the 
model was used to identify a distance-based fare 
structure. The data matrices used in this analysis 
were: the network distance matrix; the base case 
fare charges of $0.90 and $1.00 for nontransfer and 
transfer trips, respectively; the matrix of the num­
ber of trans;fers between each 0-D pair (as opposed 
to the transfer pass matrix used previously); and 
the all-day, all-purpose ridership matrix. Throughout 
this analysis an elasticity of -0.25 was used. A 
minimum allowable ridership equal to the base case 
total ridership of 165,293 was used initially. 

To obtain a diotance-baocd fare policy, the mile­
age charge was constrained to equal $0.10/mi by set­
ting the lower and upper bounds on the mileage charge 
to this value. Because the maximum distance in the 
base case data was 22. 5 mi, the smallest feasible 
maximum fare would be $2. 25 with a $0 .10/mi mileage 
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charge. In this example, a range in fares was allowed 
from $0.25 to $4.50 per trip. In addition, transfer 
charges up to $0.10 per transfer were permitted, and 
a maximum fixed charge of $0.25 was tried initially. 
Finally, the constraints on the ratio of, and dif­
ference between, the transfer and fixed charges were 
set so that they would not be binding. The results 
are shown in Figure 3. The upper bounds on all three 
components of the fare equation are binding. The 
minimum ridership constraint is not binding, because 
the fare equation results in an estimated ridership 
of 1,701 passengers in excess of the minimum allow­
able (base case) value. Revenue declines approxi­
mately 7. 3 percent when compared with the base case 
value. Notice that the range in fares has changed 
dramatically from $0.10 ($0.90 to $1.00) to $2.40 
($0.30 to $2.70). 

•ro allow the ridership to decrease to its base 
case level, the analyst might next change the con­
straints on the fare equation coefficients as fol­
lows: 

1. Reduce the minimum allowable mileage charge 
to $0.075, 

2. Increase the maximum allowable transfer charge 
to $0.15, and 

3. Increase the maximum allowable fixed charge 
to $0.50. 

These changes allow the optimization program 
greater freedom in identifying a desirable fare 
policy. In addition, fares are likely to increase 
sufficiently to reduce the total ridership to the 
base case value. Indeed, this is exactly what hap­
pens: only the maximum fixed charge, the minimum 
ridership, and the minimum allowable mileage charge 
constraints are binding. In the unconstrained cases, 
the optimal fare policy consists of only a nominal 
mileage charge and rather large fixed charges. Thus, 
the model attempts to reduce the mileage charge as 
much as possible and to increase the fixed charge to 
the greatest possible extent. 

To illustrate the use of the model for analyzing 
specific policies, again, the CTA sample data are 
used. One recent proposal for a revised fare struc­
ture on the CTA called for the elimination of trans­
fer charges; riders would need to pay a new fare 
each time they board another service. The proposed 
fare was $0.50 for bus trips and $0.75 for rail 
trips. The model system may be used to analyze this 
policy as well as related policies. 

In 'the data set coded for this work, all riders 
use at least one rail line. Thus, under the proposed 
fare structure, all riders will pay a fixed charge 
of (at least) $0.75, so an approximation of the pro­
posed fare structure was begun by constraining the 
fixed charge to $0.75. In addition, some riders also 
use feeder buses to go to and from the rail line. 
The additional bus fares paid by these passengers 
were emulated by constraining the transfer charge to 
$0.50. The number of transfers table (as opposed to 
the zero/one transfer pass table) was used. The pro­
posed policy does not call for distance-based 
charges, and so the mileage charge is constrained to 
$0.00. Finally, because it is uncertain if ridership 
will increase or decrease under this policy, the 
minimum allowable ridership must be reduced to ensure 
a feasible solution. The ridership that results from 
the proposed policy will be a model output. All 
other model inputs, including the elasticity of 
demand with respect to fare, were kept at their 
default values. 

Figure 4 shows the results of this analysis. The 
model suggests that for the sampled 0-D pairs the 
ridership will decrease about 4. 3 percent and the 
revenue will increase 7.6 percent under the proposed 
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fare structure. However, these results must be in­
terpreted with caution, not only because of the data 
limitations outlined previously, but also because 
the model as currently structured does not accurately 
reflect the proposed fare structure. Fares range 
from $0.75 to $2.25 in the model (Figure 4), but 
passengers using two rail lines as well as bus access 
and egress routes would pay $2.50 under the proposed 
scheme--two $0. 75 rail fares (free transfers are 
not now permitted between these rail lines) and two 
$0.50 bus fares. The model charges such passengers 
one rail fare of $0.75 and three transfer (bus) fares 
of $0.50. All passengers using both rail lines are 
modeled as paying $0. 25 less than the proposed fare 
structure might call for them to pay. Thus, the model 
is likely to underestimate both the revenue increase 
and the ridership decrease that would result from 
such a proposal. 

To replicate the proposed fare structure more 
accurately, the transfer table was used to indicate 
the number of rail trips needed by an 0-D pair in 
addition to the one rail needed by all riders in the 
sample. The distance table was used to provide the 
number of bus trips needed by passengers between 
each 0-D pair. The fixed charge and the transfer 
charge--now used to capture the second rail trip 
made by some passengers--were both constrained to 
equal $0.75. The distance charge, which now reflects 
bus use, was constrained to $0.50. With these inputs, 
the model estimates a 7 percent decline in ridership 
and an 11.5 percent increase in revenue. 

Finally, the model can be used to explore var ia­
tions on the proposed policy using the last two con­
straints in the model formulation. For example, sup­
pose we wish to identify the optimal rail fare, if 
the bus fare is held fixed at $0.50 and ridership is 
to be retained at the current level. By using the 
constraint on the ratio of the transfer charge to 
the fixed charge, the two fees were constrained to 
equal each other, while the model was asked to de­
termine the optimal value of the charge. The model 
suggests that the rail fare must be reduced to less 
than $0.60 to maintain the current ridership with an 
elasticity of -0.3. At this point, the proposed fare 
structure results in slightly more than 2 percent 
reduction in revenue. 

SUMMARY AND EVALUATION 

Alternative price structures, including distance­
based and zone fares, as well as time-of-day pricing, 
offer ways to enhance revenue generation while main­
taining greater control of distributional conse­
quences. Such fare structures may also permit in­
creases in efficiency by linking user charges more 
closely to operator costs. The challenge is to find 
feasible ways to design, explore, and evaluate al­
ternative fare structures. A microcomputer model 
system has been described that can support such fare 
policy studies. 

The system is composed of seven programs that 
supper t the determination of an optimal fare policy 
subject to user-supplied constraints on fare charac­
teristics and ridership. The core model maximizes 
total revenues over all 0-D pairs. Fare is comprised 
of a fixed charge, a mileage charge, and a transfer 
charge, all internally determined by the model, and 
all subject to some degree of user control through 
Lli,;, constraint specifications. necause it is struc­
tured around an optimization formulation, the model 
system provides strong support for the search for 
promising fare policiesi in response to user-supplied 
requirements, it designs the best fare policy and 
provides a variety of evaluation measures. The model 
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system also permits the evaluation of specific, 
user-defined fare policies. 

Because it has been developed for a microcomputer, 
the model system allows fast and easy user interac­
tion in the search for desirable fare policies. This 
feature encourages users to test a variety of options 
in an efficient manner. Outputs from each run guide 
successive runs, so that a comprehensive and system­
atic search for promising fares may be carried out. 

Even if users do not want to explore fares that 
are structurally different from current fares, this 
system supports rapid testing of proposed fares using 
an analysis process at least as sophisticated as 
that commonly used by transit properties. The speed 
of response, and the comprehensiveness of the eval­
uation measures, suggest that this model system is 
superior to traditional hand computation or mainframe 
computer methods. The model system makes it easy to 
explore and evaluate distance-based and zone fare 
policies. In addition, with a time-of-day data base, 
it supports the assessment of time-of-day pricing 
options if 0-D data are available for time-based 
market segments. 

The optimization process at the core of the model 
system can help the user determine the opportunity 
costs associated with unmodeled constraints. An 
understanding of these costs may lead to both better 
fare analyses and better fare decisions. 

The requirement for a recent 0-D ridership data 
base may appear to be a limitation of this model 
system. However, a reasonable analysis of fare 
policies cannot be conducted without such a data 
base, no matter what the approach. Of course, with 
an aggregate measure of system ridership, simple 
elasticity methods can be used to estimate revenue 
and ridership impacts of changes in flat fare 
schemes. Yet such approaches cannot provide informa­
tion on distributional implications of fares, nor do 
they permit evaluation of alternatives to flat fare 
pricing. 

The system utilizes a simple treatment of the 
travel demand function, approximated as a linear 
relationship. This, of course, is the same type of 
assumption that is now made in aggregate, elastic­
ity-based fare policy analysis. It does not reflect 
the possibility that changes in fares may shift the 
spatial orientation of trips, nor does it evaluate 
the impacts on other modes of trips driven off tran­
sit. The former is likely to be a long-term effect, 
better treated through the use of a traditional 
travel forecasting process. The same is true of mode 
shifts, although the magnitude of transit ridership 
is such that this may be a minor issue. 

The fare policy design model system presented in 
this paper represents an important step toward 
developing efficient, operational strategies for 
fare policy design and evaluation. The result, ulti­
mately, should be a more powerful capacity on the 
part of transit managers to identify, evaluate, and 
implement creative and responsive pricing schemes. 
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