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The Nature and Causes of the 1982 Traffic Accident 

Casualty Reductions in British Columbia 

PETER J. COOPER 

ABSTRACT 

The extent of the 1982 traffic accident casualty reduction in British Columbia 
has been evaluated and found to be beyond what could be expected from chance 
fluctuation alone. The greatest changes were found in casualty-producing acci­
dents involving young drivers, especially during the nighttime. These accidents 
were seemingly independent of alcohol use. Given this initial determination, 
the possible external causes for the decrease have been examined with the result 
that economic factors alone can be shown to account for a large part of the 
effect, although for a significant portion of the change, there is as yet no 
ready explanation. The most important conclusion arising from the analysis is 
that should economic conditions improve, a concomitant rise in traffic 
casualties can be expected unless mitigated by significant safety program 
interventions. 

1981 1982 
Fatal accidents 761 524 
Injury accidents 30,626 23,662 
Property-damage-only 

(PDO) accidents 96,444 87,682 
Deaths 859 601 
Injuries 44,123 33,807 

1 

Change 
_(%_) __ 

-31 
-23 

-9 
-30 
-23 

A comparison of 1982 statistics on traffic accidents 
in British Columbia with those for 1981 indicates a 
dramatic and welcome change. Total accidents de­
creased approximately 12 percent while injuries and 
fatalities decreased 23 and 30 percent, respectively. 
A similar effect was observed throughout Canada but 
British Columbia showed the greatest reduction, 
partially as a consequence of its high 1981 ranking. 
The question, of course, is why? What happened during 
1982 to cause the accident and casualty reductions-­
was it a change in travel patterns or a change in 
safety attitudes? In this paper, an attempt is made 
to cast some light on the controversy. 

THE NATURE OF THE EFFECT 

Because the greatest changes are apparent in injury 
and fatal accidents or casualties, they form the 
primary focus for this paper. Casualties have been 
chosen as the best historical index because they 
represent a somewhat greater sample size than casu­
alty-producing accidents and form one of the sta­
tistics normally employed in epidemiological studies. 

The overall accident statistics (,!,ll for 1981 and 
1982 are as follows: 

Figure 1 shows the 1982 casualty reductions set 
against the monthly totals for previous years. A 
fairly consistent seasonal fluctuation is evident 

5000 

3000 

2000 

1000 

0 

1979 

average seasonal fluctuation in 
relation to the 1978-1980 linear trend line 

1980 1981 

FIGURE 1 Historical traffic accident casualty trends in British Columbia. 
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2 

from the 1979-1980 data and this has been superim­
posed on the upward trend line established by using 
the 1979 and 1980 information. 

The first issue to address is whether or not the 
1982 reduction is significant and when the reduction 
actually commenced. This can be accomplished fairly 
simply. An examination of Figure l would lead one to 
suspect that the decline in casualties actually 
commenced about halfway through 1981. Using the 
Box-Jenkins technique to project expected values for 
1982 based on the time series for the previous 5 
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years, there was a marginally significant difference 
found between actual and projected values (Xi 
probability of • 08) • The time series before 1982 is 
not entirely devoid of other events, however, such 
as periodic seat belt wearing campaigns and driving­
while-intoxicated (DWI) blitzes, which ·may affect 
the significance assessment of the 1981-1982 reduc­
tion. In using analysis-of-variance techniques to 
test the 1979-1982 casualty data, which is grouped 
by half-year periods, it was learned that the reduc­
tion occurring between the first half of 1982 and 

Anova Summary Table 

Sourc• of 
Variation DF 

Sum of 
Squ•r•• 

8 11466192.:193 

Within Qroups 4823283.333 

Total ~3 1628947:1.926 

Group St•tistic• 

Group Codes a. Labels N 

Group 01-06 1979 6 

Group 2 07-12 6 

Group 3 13-18 1980 6 

Group 4 19-:::4 6 

Group ~ 2~-3C) 1981 6 

Group 6 '.ll-30 6 

Group 7 37-42 1982 6 

Group 8 43-48 6 

Group 9 49-~4 1983 6 

'1•an 
Squar•• 

1433274.074 

107184.074 

Me.an 

2913.333 

3~20.000 

3108.333 

3801. 667 

3:198.333 

391~.ooo 

2703.333 

3033.333 

2:148. ::S3::S 

T-Teat e.t .. ••n Group '1••n• - <Value• of p •r• for a 
Not•: Stati•tica ar• only printed if p 1• l••• than 

-----------------------------------------------
t • 2.:192 
p • .02e 

t • 4.73~ 

p . .001 

t • 4.664 
p . .001 

FIGURE 2 Comparison of half-year period casualty totals, 1979-1983. 
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the first half of 1981, and between the second half 
of 1982 and the second half of 1981, were statisti­
cally significant at the .001 level (see Figure 2). 
The 1982 casualty decrease is thus a real effect 
that cannot be attributed to chance alone and, from 
a visual examination of the monthly figures in com­
parison with the seasonal fluctuations and the trend 
line established from the 1979-1980 data, it can be 
postulated that this decrease actually commenced at 
approximately the midpoint of 1981. 

ASSESSMENT OF POSSIBLE CAUSES 

There have been a number of suggested contributory 
causes for the effects that have just been observed. 
Some of these, together with an assessment of their 
applicability, are as follows: 

1. A Change in Vehicle Occupancy--For 1981 and 
1982, we can calculate both fatality-to-fatal acci­
dent and injury-to-injury accident ratios. These are 
1.13 and 1.44, respectively, for 1981, and 1.15 and 
1.43, respectively, for 1982. Because no major vehi­
cle safety design advances occurred during this 
period, it must be concluded that vehicle occupancies 
as reflected in the casualty statistics were the 
same in 1982 as in 1981. 

2. An Overall Travel Reduction--It is common 
practice to assess overall travel changes through 
fuel sales. Indeed, such an exercise indicates that 
a 10 percent travel reduction did occur in 1982 (as 
opposed to 1981 levels) and this closely matches the 
total accident rate reduction of approximately 12 
percent but it does not, by itself, account for the 
much larger reductions in injuries and fatalities. 

3. A Decrease in the Number of Vehicles--Dur ing 
1982, the number of new passenger car sales certainly 
suffered a significant downturn but the number of 

Total Fatalities - All Ages 
Total Fatalities - Ages 16-20 

Passenger Fatalities- All Ages 
Passenger Fatalities- Ages 16-20 

Driver Fatalities - All Ages 
Driver Fatalities - Ages 16-20 

Drinking Driver Fatalities- All Ages 
Drinking Driver Fatalities- Ages 16-20 

All Fatal Accidents 

Single Vehicle Fatal Hwy. Accidents 

All Fa tali ties 
Rural Nighttime M.V. Fatalities 

All Fatalities to Rural M.V. Occupants 

Fatalities to Unbelted Rural Occupants 

0 

3 

registered vehicles in British Columbia still in­
creased marginally. If anything, the result should 
have been toward less safety because there evidently 
were more older cars on the road. 

4. A Decrease in the Number of Drivers--Actually, 
the total number of licensed motor vehicle operators 
increased by just under 2 percent from 1981 to 1982. 
In spite of this, however, there was a marked reduc­
tion in new licenses issued to young drivers. This 
will be discussed in more detail later in the paper. 

5. Improved Safety Attitudes of Dr ivers--If 
something along these lines had occurred, it should 
be reflected in other statistics such as seat belt 
wearing rates. In fact, the average surveyed level 
of seat belt wearing among the general driver popu­
lation in 1982 was approximately 55 percent for all 
occupants, which is not considered to be much of an 
improvement over 1981 when the survey results were, 
unfortunately, not as reliable. In spite of this, 
there does seem to be some indication of increased 
use in the fact that rural fatalities for unre­
strained occupants apparently decreased at a higher 
rate than that for all occupants. Also, accident 
reports for injury-producing crashes suggest a 5 
percent restraint-use increase in 1982 over 1981 for 
occupants of vehicles involved. This indicates that 
the various seat belt education and enforcement ef­
forts were at least partially effective. 

Figure 3 shows a summary of fatality reductions 
from 1981 to 1982 for some important accident and 
victim categories. Because fatalities and fatal 
accidents showed the greatest overall change, any 
casual effects should become evident within this 
subset. Accident categories have been selected so as 
to highlight the three most important areas of safety 
at present--age, alcohol use, and seat belt wearing. 

In terms of traffic law violations, there is no 
indication that 1982 was any better than 1981. In 
fact, for young drivers, who accumulate a substantial 

20 40 60 

% REDUCTION 
FIGURE 3 Changes in selected fatal accident categories, 1981-1982. 



4 

--- --- ----
• 008 

'" ~ • CP6 ..... 

- - --
all drivers 

Transportation Research Record 1047 

5% reduction 
........_from 1981 

.......... 
................ 

'" 'ti ..... 
"' Qj 

/. -·--· - t'-.. .. . ., .,... 
O> 

'" ~ • 004 / 
·~9% i:eduction . ,,.. 

--..from 19~ ......... 
' .......... ....-u 

,,/' j uvenil e drf vers , 

. al2 

o"'----- - ...... -------+------""'""'------~ 1979 1980 1981 1982 1983 

Year 

FIGURE 4 DWI charges laid per licensed driver. 

number of these convictions, the number of violations 
per licensed driver rose by 13 percent in 1982, For 
the major Criminal Code conviction (DWI offenses) , 
Figure 4 shows that there indeed were reductions 
from 1981 to 1982 but it is doubtful if these could 
be regarded as significant in light of previous 
fluctuations. 

Alcohol and age are, to a great extent, inter­
twined, but the fact that two commonly utilized 
surrogates for alcohol-involved accidents--rural 
single vehicle and nighttime fatal accidents or 
fatalities--decreased by more than their respective 
parent populations, suggests that less drinking-and­
driving occurred during 1982 , Because alcohol sales 
(including beer) showed a slight overall increase 
between 1981 and 1982, the reduction was apparently 
in driving not drinking. This is supported by the 
similar levels of decrease for alcohol-involved 
driver fatalities as for all driver fatalities and 
by the fact that the proportions of casualty-produc­
ing accidents involving alcohol were almost identical 
for 1982 and 1981 in each age group. The greatest 
level of over-involvement in alcohol-related fatal 
accidents has traditionally been with the 16-20 age 
group and Figure 2 confirms that the most dramatic 
effects are evident here, specifically among drivers. 
Figure 5 shows that the reduction in casualty-pro­
ducing accidents was most pronounced for young 
drivers at nighttime and that this reduction has 
continued through 1983. The question still remains, 
however, as to what could have triggered such ap­
parent changes. 

6, The Economy--There is little argument that 
North America in general and Canada in particular 
have been in the grips of a severe recession. It has 
previously been observed that the 1982 casualty re­
ductions were significant and apparently had com­
menced following the first half of 1981. Various 
economic indicators that have been published may now 
be examined to determine whether or not there is any 
correspondence in timing. 

Figure 6 illustrates the major economic changes . 
It is evident that the beginning of the downturn 
came close to the middle of 1981 and thus one might 
be tempted to conclude that the major cause of the 
reduction was the economy. This can only be con­
firmed, however, if a fairly reliable economic pre­
dictor or predictors can be identified that will 
reproduce the fluctuations over a number of previous 
years and then "predict" the 1982 reduction. The 
most likely candidate for a general trend predictor 
is the unemployment rate, which Eshler (3) reported 
following an examination of annual u. s. fatal acci­
dent statistics between 1949 and 1973, and which was 
confirmed bv Partvka's work 141 usina annual U. S . 
fatality st~tistic~ from 1960 th.rough l982 • . It might 
thus be anticipated that unemployment (or employ­
ment) would be a useful indicator, especially if 
combined with a factor representing travel exposure 
to help account for the month-to-month variations 
that Eshler and Partyka did not have to contend 
with. By grouping the monthly casualty data by 
gasoline sales and employment, it could be shown 
(through analysis-of-variance techniques) that both 
variables significantly differentiated the dependent 
variable groups (p < ,05). Gasoline sales are 
certainly an important aspect of consumer spending 
but they also relate directly to travel, and there­
fore accident, exposure and have traditionally shown 
a seasonal fluctuation. Figure 7 shows how major 
fluctuations in employment rate alone correspond 
with major changes in monthly casualties. Least­
squares trend lines have been fitted for the periods 
January 1979 to June 1981 and July 1981 to December 
1982. 

The question posed by the apparent correspondence 
between traffic accident casualties and unemployment 
is, of course, what will happen to traffic safety in 
the event of an economic recovery? Eshler <.~.> found 
that fatal accidents invariably increased following 
periods of recession and, while the expected recovery 
has been somewhat delayed, it can be expected that 
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FIGURE 5 Reduction in casualty accident involvement. 

the various economic indicators will eventually rise 
again. 

A number of different models were tested using 
variations of casualty rate and employment statistics 
combined with gasoline sales and other factors 
(i.e., reported seat belt use in casualty-producing 
accidents that were perceived to have changed between 
1981 and 1982). In terms of predicting actual casu­
alty numbers, only employment and gasoline sales 
were found to be useful although seat belt-wearing 
rates were significantly related to casual ties per 
billion vehicle kilometer (BVK) of estimated travel 
at a low level (r z = 0 .134). Employment for young 
males was examined separately from total employment 
as it was believed that this group would have been 
hardest hit by the recession. In relation to all 
casualties, there was no difference between the 
correlation using total employment and that using 
young male employment, suggesting that there is a 
consistent relationship between these two independent 
variables. In relation to casualties resulting from 
young driver accidents, however, the use of young 
male employment in combination with gasoline sales 
accounted for 80 percent of the variance as opposed 
to 72 percent of all casualty variance explained 
when all employment and gasoline sales were used. 
The best model for total monthly casualties and the 
actual casualty fluctuations are shown in Figure 8 
and there is obviously a reasonable correspondence 
not only before 1982 but also during that year and 
1983 as well. In other words, simply by realizing 
the trend in employment and fuel sales, one could 
have predicted the approximate nature and magnitude 
of the 1982 casualty decrease. The fact that this 
simple model only accounts for 72 percent of the 
casualty population variance is not surprising since 
many other factors are at work. Weather effects for 
instance, accounted for the peaks in the last quarter 
of each year and gasoline sales, when considered 
alone (as a surrogate for travel), produced a cor­
rected rz of 0.59. 

Fatalities and property-damage-only (PDO) acci­
dents were also found to correlate significantly 

with economic factors although at a reduced level of 
association. This was undoubtedly because (a) fatal­
ities in British Columbia are relatively small in 
number and thus subject to considerable random fluc­
tuation and (b) PDO accidents are not as reliably 
reported as those where injuries are involved. (PDO 
accidents are also highly weather related). 

It can thus be confirmed that the major part of 
the 1982 reduction in the number traffic accident 
casualties was an expected result of the economic 
downturn, because a simple economic model could have 
predicted it without having to consider any non­
economic factors. Also, this same model does reason­
ably well in accounting for the month-to-month and 
yearly variations before 1982. It should be noted, 
however, that just because 72 percent of the his­
torical casualty variance can be explained by such 
means, it cannot be said that the potential exists 
to reduce casual ties by no more than 28 percent no 
matter what safety efforts are undertaken. The 
economic factors are superimposed on a general 
climate of safety consciousness or behavior (and 
vice versa), which, between 1978 and 1981 in British 
Columbia, has been considered relatively consistent. 
It is still theoretically possible to lower this 
baseline accident level through energetic and 
judicious application of safety-related regulations 
and programs. 

A POSSIBLE MECHANISM FOR CASUALTY REDUCTION IN 
BRITISH COLUMBIA 

As seen ear lier, the most noticeable reduction in 
fatalities during 1981-1982 was for young drivers 
especially where nighttime driving was involved. 
This suggests a possible, economically motivated 
reduction in high-risk driving exposure by young 
adults. During this period, the number of alcohol­
related fatalities and DWI charges for young drivers 
also fell dramatically although the proportion of 
alcohol-related casualty accident involvement by age 
group remained quite stable. 
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16-20 year old 16 year-old 
Year Age Licensed Drivers Nev Licensee• Traffic Offenses 

Speeding 
Ka le A.U fl.ale All Iner lie . I 

1982 16 9782 15673 2174 (0.139) 
17-19 61396 107112 18650 34458 
20-24 142308 259551 (-38.5\) (-36.9\) 
all 1182641 2079969 

1981 16 12414 19728 2429 (0 .123) 
H-19 65691 114354 30340 54634 
20-24 142219 259228 (+14 . 0\) (+14 . 2\) 
all 1170963 2044721 

1980 16 10168 15941 2233 (0.140) 
17-19 63372 109511 26607 478H 
20-24 134739 244985 (+14.0\) (+12 .0\) 
all 1125485 1950332 

1979 16 9311 14605 2437 (0 . 167) 
17-19 61875 107117 23335 42720 
20-24 129258 234317 
all 1068102 1843203 

1978 16 9349 14548 different 
17-19 62099 106631 - - reporting 
20-24 127697 229869 procedure 
all 1033538 1769816 

contains some estimation for ages between 17 and 20 prior 
to 1981 since the coaplete age break-down available within 
this group was only available following the 1980 calendar 
year. 

1982 - expected no. of new licenses • 34588, 61791 (aale & 
total respectively) 

1982 - actual no. of new licenses • 18650, 34458 
- the difference la s1gn1f1cant (X2) at p< .001 

licensed dr1vecs 1981-82 \ ncceased 1 . 7\ (+ 0 . 9\ for aales) 
but new licenses Issued 1981-82 
to 16-20 year-old drivers dec r eased 36.9\ (-38 . 5\ for aalea) 

FIGURE 9 Changes in new licenses and traffic violations. 
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There are two possible explanations for reduced 
travel or exposure: less driving by licensed drivers 
or fewer licensed drivers. The latter possibility 
can be readily tested by examining the driver license 
records from 1978 to 1982 and estimating from these 
the historical trend in new licenses issued annually 
to young (16-20 year-old) drivers. Although from 
1978 to 1981 the number of new licenses rose by ap­
proximately 14 percent per year as shown in Figure 9, 
it dropped by 37 percent in 1982. The combination of 
both factors can be investigated by testing the 
hypothesis that reduced travel was the sole cause of 
all the casualty accident reductions, using an in-

ferential type of approach to the data analysis. 
Begin by assuming that between 1981 and 1982, there 
was no driver attitude toward behavioral changes, 
that is, the relative risk of accident involvement 
given a certain level of exposure for each age group 
did not change from 1981 to 1982. This is akin to 
saying that 100 percent of the accident reduction 
resulted from changes in driving exposure. Based on 
fuel sales in British Columbia (~) and fuel surveys 
from Statistics Canada (6), it can be estimated that 
travel was approximately 26.8 and 24.0 BVI< in 1981 
and 1982, respectively, which represents a 10 per­
cent reduction. For 1983, the estimate was 22.8 BVI<, 
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which represents a 5 percent reduction from 1982. 
Using the estimated 24-hr driving exposure in 
kilometers of travel based on the 1979 National 
Driving Survey results for British Columbia (7), and 
casualty accident proportions by age (take~ from 
unpublished data on the "Counterattack" program, 
which was supplied by the British Columbia Ministry 
of the Attorney General), statistics for 1981 are 
given in Table 1. 

TABLE 1 Casualty Accident Proportion8 by Age for 1981 

Drivers Involved in Total 
Casualty-Producing Casualty 
Accidents Accident 

Likely Driving Involvement 
Age Grouo Exposure (BVK) Total Percenhl g_P. f!P.T RVK 

16-20 10.0% x 26.8 = 2.68 11,987 25.3 4,473 
21-25 10.6% x 26.8 = 2.84 9,308 19.6 3,278 
26-45 42.7% x 26.8 = 11.44 17,357 36.6 1,517 
46-65 30.3% x 26.8 = 8.12 6,720 14.2 828 
66+ 6.4% x 26.8 = 1.72 2,016 4.3 ~ 
Total 47,388 100.0 11,268 

TABLE 2 Casualty Accident Proportions by Age for 1982 

Drivers Involved in 
Casualty-Producing 
Accidents Casualty Accident 

Involvements per Estimated Driving 
Age Group Total Percentage BVK (from 1981) Exposure (BVK) 

16-20 8,155 22.l 4,473 1.82 
21-25 7,252 19.6 3,278 2.21 
26-45 14,253 38.6 1,517 9.40 
46-65 5,526 15.0 828 6.67 
66+ 1,746 4.7 ~ 1.49 

Total 36,932 100.0 11,268 21.59 

Using the 1981 ratio of casualty accident propor­
tion to exposure, it is possible to (a) combine this 
with the 1982 casualty accident proportion and then 
tu ib) work backwards to obtain what would have been 
the exposure percentages had no change in the ratio 
of casualty accident involvements per BVK of travel 
occurred. These statistics are given in Table 2. It 
is known, however, that total travel in 1982 was 
approximately 24 BVK--not the 21.6 BVK arrived at 
previously. The only solution to the discrepancy is 
to postulate a decrease in the driving risk, that 
is, a reduction in the casualty accident involvements 
per BVK. The mechanism for applying such a driving 
risk reduction across the various age groups is not 
known but it can be assumed that the range of even­
tualities will be covered by the following cases: 

i. Distributing the decrease in risk in propor­
tion to the size of the 1981 risk levels (accidents 
per BVK), which amounts to an equal distribution of 
percentage risk reduction across all age groups; or 

11. Distributing the decrease in risk in propor­
tion to the level of casualty accident reduction 
between 1981 and 1982 in each age group. This amounts 
to a differential percent risk decrease by age 
group with the effect assumed greatest for those age 
groups having the highest levels of accident reduc­
tion. 

For Case i it is found that approximately a 10 per­
cent risk reduction applied equally to all age groups 
will result in bringing the total travel value up to 
the correct level, as given in Table 3. 

Transportation Research Record 1047 

TABLE 3 Total Travel Value 

1981 Casualty 1982 Adjusted 
Accident Casualty Accident 1982 Revised 
Involvement Involvement per Estimated Driving 

Age Group per BVK BVK Exposure (BVK) 

16-20 4,473 4,024 2.03 
21-25 3,278 2,949 2.45 
26-45 1,517 1,365 10.44 
46-65 828 745 7.42 
66+ ~ 1,054 1.66 

Total 11,268 10,137 24.00 

TABLE4 Risk Reduction Adjustments 

, nn1 ,, _____ ,.._ __ 
1982 AUju~t~u .1701 \..,d.'.:IUiUlY 

Accident Casualty Accident 1982 Revised 
Involvement Involvement per Estimated Driving 

Age Group per BVK BVK Exposure (BVK) 

16-20 4,473 3,713 2.20 
21-25 3,278 2,883 2.52 
26-45 1,517 1,378 10.34 
46-65 828 753 7.34 
66+ ~ 1,090 1.60 

Total 11,268 9,817 24.00 

TABLE 5 Comparison of Travel Changes with Reduction in 
Accidents Based on Travel Decrease Alone 

Reduction in 
Apparent Change Accidents Based 

1981 Casualty in Travel from 1981 on Travel Decrease 
Accident to 1982 (BVK) Alone(BVK) 
Involvement 

Age Group perBVK Case i Case ii Case i Case ii 

16-20 4,473 0.65 0.48 2,908 2,147 
21-25 3,278 0.39 0.32 1,278 1,049 
26-45 1,517 1.00 I.II 1,517 1,684 
46-65 828 0.70 0.78 580 646 
66+ 1,172 0.06 0.12 70 141 

Total 11,268 2.80 2.81 6,353 5,667 

Similarly, when the level of risk reduction is 
adjusted to reflect the percentage of the 1981-1982 
casualty accident decrease in each age category as 
compared to the overall percentage decrease, the 
result would be that the proposed risk reduction 
would range from a high of approximately 17 percent 
for 16 to 20 year-olds down to approximately 7 
percent for those age 66 and older. The results of 
applying these decreases are given in Table 4. 

To assess the degree to which reductions in driv­
ing exposure have influenced the change in accident 
occurrence, as opposed to any postulated changes in 
risk-taking behavior, the 1981 risk levels can be 
applied to the apparent travel changes (in BVK) and 
the results compared to the actual change that oc­
curred, as given in Table 5. 

Because the total recorded reduction of casualty 
accident involvement for drivers was 10,456 (47,388-
36,932), it is apparent that an overall reduction in 
travel alone can account for, at most, 61 percent 
(Case i) and perhaps only 54 percent (Case ii). The 
regression model mentioned earlier showed that 59 
percent of the monthly casualty variance could be 
explained by gasoline sales (travel) alone. 

It should be noted here that even though a net 
travel reduction can account for, at most, 61 per­
cent of the observed accident reduction, a substan­
tial portion of the postulated decrease in risk of 
accident involvement could come about through a 
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switch from nighttime to daytime driving. Figure 5 
lends support to the possibility that nighttime 
driving may have decreased considerably more than 
daytime driving and, because the former is associated 
more with nonessential social activities, it is 
logical to assume that the economic recession would 
initially affect it the most although as job-hunting 
activity decreases, it might be expected that the 
difference would become less significant. 

The expected reduction, based solely on a con­
sideration of net travel decrease, thus only accounts 
for at most, 61 percent of the actual change. (With­
in this 61 percent, it can be further estimated that 
approximately 7 percent is due to the fewer number 
of licensed young drivers as mentioned earlier.) 

In other words, reduced travel cannot have been 
the only factor. Even seat belt usage would only 
add, at most, 2 percent to the reduction explained, 
and thus, a significant percentage is left that must 
somehow be related to other changes in driving be­
havior. 

In summary, it may be unreasonable to suggest 
that, of the significant casualty accident decreases 
that occurred between 1981 and 1982, a maximum of 
approximately 63 percent could possibly be explained 
by an economically motivated reduction in travel 
(especially among young drivers during night hours) 
and the small increase in restraint use. The remain­
ing 37 percent or so is as yet unexplained and could 
be associated with a change in driver risk-taking 
behavior. It should be noted, however, that even 
such postulated behavioral changes as these could be 
linked to the depressed economic situation and would 
thus be reversible in the event of an eventual im­
provement. 

CONCLUSIONS 

The major conclusions arising out of this investiga­
tion are as follows: 

1. The 1982 reduction in traffic accident casu­
alties in British Columbia was a real and significant 
event that cannot be attributed to chance alone. 
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2. The major part of this reduction can be at­
tributed to the effects of the economic recession. 
Reduced travel was undoubtedly a significant factor, 
but there still remains a significant portion that 
cannot as yet be explained in such simple terms and 
that will require further research to uncover. 

3. When the province recovers from the recession, 
there is every indication that traffic accident 
casualties will rise againi although the exact speed 
and extent of the rise are at present uncertain, the 
casualties should follow the general trend in em­
ployment levels. 

REFERENCES 

1 . Annual Report 1981-1982. Motor Vehicle Depart­
ment, British Columbia Ministry of Transporta­
tion and Highways, Victoria, British Columbia, 
Canada. 

2. Annual Report 1982-1983. Motor Vehicle Depart­
ment, British Columbia Ministry of Transporta­
tion and Highways, Victoria, British Columbia, 
Canada. 

3. J.M. Eshler. Filtering of Fatal-Accident Rates. 
In Transportation Research Record 643, TRB, 
National Research Council, Washington, D.C., 
1977 I P• 10. 

4. s.c. Partyka. Simple Models of Fatality Trends 
using Employment and Population Data. Accident 
Analysis and Prevention, Vol. 16, No. 3, 1984. 

5. Gross Monthly Sales of Gasoline by Province and 
Territory for Road Use, 1979 to 1983. Statistics 
Canada, Ottawa, Ontario, Canada. 

6. Passenger Car Fuel Consumption Survey, 1981 to 
1983. Statistics Canada, Ottawa, Ontario, Canada. 

7. J.J. Lawson and D.E. Stewart. National Driving 
Survey 1978-79. Annual Conference of Canadian 
Association of Applied Social Research, Halifax, 
Nova Scotia, May 1981. 

Publication of the paper sponsored by Committee on 
Traffic Records and Accidents Analysis. 



10 Transportation Research Record 1047 

Using Accident Records To Prioritize Roadside 

Obstacle Improvements in New Mexico 

JAMES D. BROGAN and JEROME W. HALL 

ABSTRACT 

This paper contains a description of a process for identifying sections of 
rural New Mexico Interstate, primary, and secondary highways with significant 
fixed-object accident experience. Data bases for the analysis are the com­
puterized accident record and roadway inventory systems for the 3-fiscal-year 
period from 1980 to 1982. The rate quality control method is used as the sta­
tistical technique to identify those sections of roadway that are most in need 
of examination. Accident and inventory information are combined to calculate 
critical accident rates for sections of roadway on each of the three systems. 
Calculated critical rates are then compared with the actual rates on each sec­
tion, and a listing of sections arranged by criticality (the difference between 
the actual and critical rates) is obtained. This listing is used by New Mexico 
State Highway Department personnel to prioritize locations for implementing 
safety improvements" The procedure is applicable to the analysis of other sub­
sets of accidents as well. Data quality is critical for the proper application 
of the technique; factors other than accident experience, in addition, must be 
considered in the cost-effective development of accident reduction counter­
measures. 

National statistics <!.> indicate that over 63 percent 
of fatal traffic accidents involve only a single 
vehicle. Even when pedestrian and pedalcycle acci­
dents are excluded, single-vehicle accidents still 
account for over one-half of all traffic fatalities. 
The most frequently cited "first harmful event" for 
single-vehicle fatal accidents on a national level 
is collision with a fixed object (48 percent of all 
single-vehicle fatalities), followed by collisions 
with pedestrians and pedalcyclists (29 percent) and 
overturning accidents (17 percent). Rural highways, 
which account for 44 percent of the nationwide total 
vehicle miles of travel (VMT) , account for 56 per­
cent of the single-vehicle fatal accidents. Despite 
the emphasis on clear roadsides for Interstate high­
ways, occupant fatalities in single-vehicle accidents 
remain the largest component of the fatality toll on 
these facilities. 

Traffic accident data in New Mexico reflect many 
of the national trends. In 1983, for example, 69 
percent of New Mexico's fatal accidents were of the 
single-vehicle type, while for the 3-fiscal-year 
period from 1980 to 1982, over 58 percent of the 
nonpedestrian fatal accidents involved a single 
vehicle <ll . Because of the rural nature of New 
Mexico, 70 percent of fatal accidents occurred in 
rural areas, even though less than 60 percent of the 
state's VMT take place in these areas. 

Other New Mexico Traffic accident characteristics 
deviate from national norms. New Mexico's fatal 
accident rate is consistently one of the highest in 
the nation, while the percent of fatal accidents 
involving multiple vehicles is among the lowest. 
Fatal overturning accidents, for example, are over­
represented, probably because of the relatively 
uncluttered roadside terrain in many parts of the 
state (3). On the other hand, fixed-object accidents 
occur somewhat less frequently than expected. The 
sum of these two accident classes could generally be 
described as run-off-the-road accidents. Fixed-object 
accidents in 1982 accounted for 14 percent of the 
state's total accidents and 12 percent of its fatal-

ities. Because of the relative ease with which 
fixed-object countermeasures may be implemented, a 
study was undertaken in New Mexico to establish a 
manageable set of hazardous locations and to develop 
improvement priorities. 

The purpose of this paper is to report on a pro­
cedure for ranking in priority order rural fixed­
object accident site improvements in New Mexico. Al­
though the general aspects of the procedure are not 
unique (_!), certain features of its application are 
examined in greater detail. The computerized accident 
record and roadway inventory systems are combined to 
identify roadway sections with critical fixed-object 
accident rates. Computerized data are supplemented 
by the use of hard-copy accident reports; photologs; 
and individual site visits. Although rural Interstate 
segments were initially examined from the records 
system, principal emphasis for improvements is given 
to rural federal-aid primary (FAP) and federal-aid 
secondary (FAS) facilities in the state. Fixed-object 
accidents involving guardrails, moreover, are not 
considered because they were the subject of a pre­
vious study (_~). 

Subsequent sections of this paper contain de­
scriptions of fixed-object accident experience in 
the state, discussions on the application of the 
rate quality control procedure for identifying 
critical fixed-object accident locations, and an 
outline of other considerations in the ranking in 
priority order of improvement sites. While the 
specific examples developed in this paper apply to 
rural, single-vehicle accidents in New Mexico, the 
general principles are applicable to other signifi­
cant subsets of traffic accidents. 

FIXED-OBJECT ACCIDENT CHARACTERISTICS 

Computerized accident records show that during the 
3-fiscal-year period from 1980 to 1982, approximately 
143,000 accidents were reported in New Mexico. Other 
accidents, particularly those involving a single 
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vehicle, no doubt occurred but are not in the record 
system for several reasons <il· These reported acci­
dents were distributed by accident class as indi­
cated in Table 1. The data show that fixed-object 
accidents are an important, although not major, 
portion of New Mexico's accident experience. 

TABLE 1 Accidents by Class for Fiscal Years 1980-1982 

Total Accidents Fatal Accidents 

Accident Class No. Percentage No. 

Other vehicle 87,773 61.3 450 
Fixed object 20,014 14.0 181 
Overturning 11,526 8.1 492 
Pedestrian/pedalcyclist 3,073 2.1 297 
Other 20,776 14.5 72 

Total 143,162 100.0 1,492 

TABLE 2 Single-Vehicle, Fixed-Object Accidents by 
Location and Severity 

Location Fatal Injury PDQ Total 

Rural 108 2,164 4,200 6,472 
Urban 71 3,279 9,877 13,227 

Total 179 5,443 14,077 19,699 

Note: Severity index =(fatal+ injury)/total. 

Percentage 

30.2 
12.1 
33.0 
19.9 
4.8 

100.0 

Severity 
Index 

0.35 
0.25 

0.28 

Further analysis found that the 20,014 fixed-ob­
ject accidents shown in Table 1 include 315 acci­
dents involving two or more vehicles. The remaining 
19,699 single-vehicle, fixed-object (SVFO) accidents 
are distributed by location and severity as shown in 
Table 2. Although two-thirds of the SVFO accidents 
occur in urban areas, over 60 percent of the fatal 
crashes and almost 40 percent of the injury acci­
dents are in rural locations. The severity index 
(the ratio of fatal plus injury accidents to total 
accidents) is thus considerably higher for rural 
areas undoubtedly because of higher speeds, dif­
ferent types of fixed objects, and the probable 
underreporting of some rural, single-vehicle, prop­
erty-damage-only (PDO) accidents. 

The 6,472 rural SVFO accidents include many that 
occurred on nonfederal-aid roads, such as other 
state, county, Indian reservation, and u.s. Forest 
Service roads. The exclusion of accidents on these 
other roads as well as fixed-object accidents in­
volving guardrails (§,l provided a sample of 3 ,432 
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nonguardrail SVFO accidents on New Mexico Inter­
state, FAP, and FAS systems during the 3-year pe­
riod. It is this set of accidents (approximately 2 
percent of New Mexico's total accident experience) 
that is examined in greater detail in this paper. 

Figure 1 shows the process used to select the 
accidents of interest, beginning with a computer 
tape of all New Mexico traffic accidents for the 
3-year period and ending with a set of 3,432 non­
guardrail SVFO accidents on rural federal-aid high­
ways. Although the average severity index (0.38) for 
these accidents on the Interstate system is identical 
to those for the FAP and FAS systems, the systems 
clearly differ in their roadway and roadside design 
characteristics. Previous research has documented 
substantial variation in severity indices as a func­
tion of the type of object struck Ill· An alternate 
technique for assessing the severity of impact with 
a particular object type is to weight the average 
NHTSA costs for fatal, injury, and PDO accidents by 
the probability of these severity levels. The prob­
abilities can be estimated by the observed relative 
proportions of impacts with a specific object type 
that r esult in a fatal, inJury, or PDO accident. 
Because of the subjective aspects of the NHTSA costs 
and the lack of homogeneity of objects within a 
particular category, the results of this analysis 
are relative rather than absolute. The average cost 
for all accidents examined in this project was 
$8,800. The severity indices and estimated costs of 
crashes involving various object types are given in 
Table 3. 

The absence of trees and utility poles along New 
Mexico's rural Interstate is reflected by the pro­
portions of crashes involving these fixed objects. 
Culverts, medians, and traffic signs, on the other 
hand, comprise a larger percentage of Interstate 
than FAP and FAS crashes. Fences (right-of-way fences 
on the Interstate) and embankments (in reality, con­
sisting of both cut and fill slopes) are struck with 
similar frequencies on both systems. The category 
"other" includes barricades and construction material 
and equipmenti these fixed-object types constitute a 
slightly larger portion of the accident experience 
on the Interstate system. 

The average cost values exhibit substantially 
more variation than the severity indices. To a cer­
tain extent, this cost analysis procedure emphasizes 
those objects that are more likely to result in a 
fatality. However, caution must be exercised in 
using small accident samples where one or two fatal­
ities can dramatically alter the average costs. 

Other characteristics of rural SVFO accidents are 
sununar ized in Table 4. In general, these accidents 
occur on curves more often than on tangent sections 
and are more conunon on downgrades and during hours 

TABLE 3 Fixed-Object Accident Type by Road System for New Mexico for Fiscal Years 
1980-1982 

Interstate FAP and FAS 

Fixed Object Severity Severity 
Type Percentage Index Cost($) Percentage Index Cost($) 

Culvert 15 0.47 13,800 8 0.48 8,700 
Embankment 16 0.41 12,600 18 0.47 10,300 
Bridge 4 0.39 4,600 2 0.45 14,100 
Tree 2 0.50 19,800 12 0.44 15,900 
Utility pole 1 0.45 5,400 5 0.40 9,400 
Ditch 6 0.30 8,700 II 0.37 8,400 
Median or curb 6 0.48 10,700 I 0.24 3,000 
Guard posts 4 0.18 2,400 2 0.27 3,400 
Fence 21 0.32 6,300 23 0.32 3,900 
Traffic sign 7 0.15 11,400 4 0.38 7,800 
Other 18 0.43 14,900 14 0.37 7,100 

Note: Severity index (SI)= (fatal+ injury)/total; FAP and FAS= federal-aid primary and secondary, respectively. 
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FIGUKE l Accident selection procedure. 

TABLE 4 Characteristics of Rural, Nonguardrail 
SVFO Accidents for New Mexico for Fiscal Years 
1980-1982 

Interstate FAP and FAS 
(%) (%) 

Weather 
Clear 84 84 
Rainy 16 16 

Horizontal alignment 
Straight 88 65 
Curve 12 35 

Vertical alignment 
Level 76 66 
Grade 24 34 

Lighting 
Day 51 40 
Night 49 60 

(3432 l 
(2.4 -

Fatal 
( 4 5) 

I 
In j ury 
(9 78 ) 

-
PDO 

( 1672) 

IDENTIFICATION OF CRITICAL LOCATIONS 

Discussion in the previous section centered on the 
characteristics of nonguardrail, single-vehicle 
fixed-object accidents on New Mexico's rural Inter­
state, primary, and secondary roadway systems. Al­
though this information is perhaps interesting from 
an aggregate statistical standpoint, it is of little 
use in identifying hazardous locations since specific 
objects on moderate volume rural highways are rarely 
struck more than once and, because exposure, in 
terms of volumes and section lengths, is not specif­
ically taken into account. 

of darkness. The results are consistent with those 
reported in the technical literature and the find­
ings of previous studies of run-off-the-road acci­
dents in New Mexico Clril· 

The technical literature (7) discusses a number 
of techniques for the identification of hazardous 
locations. According to one survey (~), the most 
commonly used procedure is based on the number of 
accidents, followed by techniques using accident 
rates and crash severity. The shortcomings of rely­
ing primarily on the number of accidents are well 
documented. Although rate-based techniques incor­
porate exposure, thus eliminating one problem, they 
induce artificially high rates when only a few acci­
dents are combined with low exposure. If reasonably 
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complete and reliable data are available, this 
deficiency in the identification of hazardous loca­
tions may be overcome through the use of quality­
control, statistical techniques, commonly known as 
rate quality control methods (4,9). Approximately 15 
states make some use of this te"Chnique in the pro­
cess of identifying hazardous locations (10) • 

Subsequent sections of this paper contain discus­
sions on the application of the rate quality control 
method to the identification of rural, fixed-object 
accident locations in need of remedial action. The 
technique itself is discussed firsti application of 
the technique to rural federal-aid highways in New 
Mexico is then considered. 

THE RATE QUALITY CONTROL METHOD 

The rate quality control method calculates a critical 
accident rate (RC) for each section of roadway. The 
value of RC is a function of the systemwide accident 
rate (RA), the amount of VMT on the section (m), and 
a factor (k) based on the desired level of statisti­
cal significance. The relationship is 

RC= RA+ {k[(RA/m) 1/ 21} + 0.5/m (1) 

The term RA/m is an estimate of the variance of the 
accident rates, while 0.5/m is a continuity correc­
tion. Agencies using this technique for the general 

. identification of hazardous locations reportedly use 
a variety of levels of significance (a) ranging 
from 0.005 to 0.05, and possibly higher. The choice 
of a establishes the value k in the equation, with 
lower values of a corresponding to higher values 
of k and resulting in a shorter list of hazardous 
locations. Higher values of a reduce the likeli­
hood that a truly hazardous location will be over­
looked, but the larger list of locations generated 
in this process will include many sites that are not 
actually hazardous. Under conditions of financial 
and personnel constraints, it may be appropriate to 
select a value of a that will result in a manage­
able list of locations warranting further study. us­
ing a normal distribution table, the choice of a 
0.05 yields a value for k of 1.645, and Equation 1 
reduces to 

RC= RA+ {1.645( (RA/m)l/21} + 0.5 m (2) 

where 

RC section rural nonguardrail, fixed-object 
critical accident rate (accidents per million 
VMT on the section) , 

RA systemwide rural nonguardrail, fixed-object 
accident rate (total SVFO accidents per total 
travel, not the average of individual section 
rates), and 

m =million VMT on the section. 

The critical rate is obviously greater than the 
systemwide accident rate. It decreases with in­
creasing travel on the individual study sections. If 
the amount of travel and the SVFO accident experience 
on a section are known, the actual section rate can 
be calculated and compared with its critical rate. 
Within the limitations imposed by the quality of the 
traffic accident and travel data, sections where the 
actual rate exceeds the calculated critical rate are 
said to be hazardous at the 5 percent level of sig­
nificance. 

APPLICATION OF THE RATE QUALITY CONTROL TECHNIQUE 

Application of the foregoing technique for estab­
lishing roadside obstacle improvement priori ties in 
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New Mexico involves identifying sections of rural 
Interstate, primary, and secondary highways with 
higher-than-critical, fixed-object accident experi­
ence. The initial step involves combining the com­
puterized accident record and roadway inventory data 
files to determine the RA for each of the three 
roadway systems. The next step involves using these 
data files to calculate and compare the actual and 
critical rates on each roadway section. Sections are 
then ranked according to their criticality, that is, 
the difference between the actual section rate and 
the critical rate for that section. The process is 
shown in Figure 2 and is described in the following 
paragraph. 

The critical, fixed-object accident rate calcula­
tion begins by selecting from the accident file 
those accidents of interest, in this case, rural 
single-vehicle, nonguardrail, fixed-object accidents 
on the Interstate, primary, and secondary systems. 
The total travel by system for the 3-year study 
period is estimated by using the individual section 
lengths and annual average daily traffic counts 
(ADTs) in the inventory file. The average rates are 
then calculated for each system. 

There are a number of techniques for establishing 
individual roadway sections. Ideally, sections should 
be homogeneous with respect to roadway design and 
development, traffic volume, and speed. While short 
section (<0.5 mi) are more likely to be homoge­
neous, they also have limited accident experience • 
The New Mexico roadway inventory establishes sec­
tions principally on the basis of the construction 
contracts under which they were built. Thus, the 
sections vary in length, but are reasonably con­
sistent in design and operational features. The in­
ventory contains 305, 1,237, and 1,028 sections on 
the rural Interstate, primary, and secondary systems, 
respectively. Inventory sections average 3 mi in 
length, but there is considerable variation among 
individual sections. To facilitate the analysis and 
reduce the number of individual roadway sections to 
be considered, the traffic volumes of adjacent sec­
tions were compared. If ADTs on adjacent sections 
differed by less than 100 vehicles per day (vpd), 
the sections were combined. This process reduced the 
total number of study sections from 2,570 to 967. 

Determination of critical accident rates on these 
sections is accomplished by first calculating the 
VMT on each section (the product of ADT, section 
length, and the 1,096 days in the 3-year period). A 
critical accident rate is then calculated using VMT 
and the previously calculated accident rate for the 
roadway system. Those sections on which the actual 
rate exceeds the critical rate are flagged and ranked 
according to the difference between the two rates. 

PROGRAM RESULTS 

Calculated systemwide SVFO accident rates for the 
Interstate, primary, and secondary systems are 0.114, 
O .187, and O. 344 accidents per million VMT, respec­
tively. As expected, the Interstate rate is rela­
tively low (one fixed-object accident for each 8. 8 
million VMT) while the secondary rate is three times 
higher (one fixed-object accident for each 2.9 mil­
lion VMT). Use of these systemwide rates results in 
the following er itical rate calculations at the 5 
percent level of significance for individual sections 
on each of the three systems: 

RC 

RC 

RC 

0.114 + {0.555[ (l/m)l/2]} + 0.5/m (IS) 

0 .187 + {0. 711 [ (l/m) 1/21 } + 0. 5/m (PR) 

0.344 + {0.965[(1/m)l/21} + 0.5/m (SE) 

(3) 

(4) 

(5) 
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FIGURE 2 Calculation of critical fixed-object accident rates for New Mexico for fiscal years 
1980-1982. 

where IS is Interstate system, PR is primary system, 
and SE is secondary system. 

For the purposes of this analysis, the value of m 
is the number of million VMT on a section during the 
3-year study period. The critical rate relationships 
given in the preceding equations are plotted by 
roadway system in Figures 3, 4, and 5. Observed 
accident rates above the plot are critical at a 
level of significance of a = 0.05. The abscissa of 
each figure is actually the ADT on a section exactly 
1 mi long. It may also be interpreted as the daily 
VMT on a section with a length other than 1 mi. For 
example, to apply Figure 4 to a 3-mi roadway section 
with an ADT of 5,000, the figure is entered at 15,000 
on the abscissa. Although the principles underlying 

the development of these figures have general appli­
cability, the actual figures are only valid for the 
3-year study period on rural New Mexico highways. 

The application of this procedure identified a 
total of 14 Interstate, 47 primary, and 59 secondary 
sections that had actual accident rates higher than 
the critical rates. In other words, between 10 and 
14 percent of the sections on these routes were 
judged to be hazardous. An example of the output 
information showing the five most critical sections 
on the FAS system is shown in Table 5. 

The information listed in Table 5 shows the ad­
ministrative route number on which the section is 
located, the beginning and ending mileposts of the 
er i tical section, the number of SVFO accidents on 

TABLE 5 Fixed-Object Accidents on Rural New Mexico Secondary Roads 

Rate per Million VMT 
Administrative Beginning Ending No. of 
Route No. Milepost Milepost Accidents Daily VMT Actual Critical 

1303 0.0 10.6 13 531.0 22.36 2.47 
1120 0.0 1.5 4 274.5 13.31 3.77 
1362 o.o 0.4 6 699.5 7 .83 2.10 
1226 12.9 14.4 3 362.9 7 .55 3.13 
1316 8. 1 9.0 2 238.4 7.66 4.15 
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FIGURE 3 Critical fixed-object accident rates for rural New Mexico Interstates for 
fiscal years 1980-1982. 

the section during a 3-year period, the daily VMT on 
the section, and the actual and er i tical accident 
rates on the section. The sections are ranked by 
criticality, that is, the difference between the 
actual and critical accident rates for the section. 
Although it is not obvious from the abbreviated 
listing in Table 5, a slightly different ranking is 
obtained if the sections are arranged in decreasing 
order by the ratio of actual to critical accident 
rates. 

Listings such as that shown in Table 5 can be used 
by New Mexico State Highway Department engineers for 
establishing priorities for those sections of various 
roadway systems in the state that appear to warrant 
more attention in the amelioration of fixed-object 
accident hazards. To be useful, however, the list 
must be restricted to a manageable number of sections 
that can be examined in greater detail. The 120 high­
way sections identified by this process were judged 
to be too many to be accommodated within the con­
straints of this program. One logical approach for 
shortening the list is to use a smaller value of a. 
This has the effect of increasing the value of k in 
the critical rate equation, thus increasing the value 
of RC and reducing the number of critical sections. A 
principal shortcoming of this approach is that 20 
percent of the sections, including several short 
sections near the top of the list, had only 2 or 3 
accidents during the 3-year period. Although these 
sections may truly be critical, it is also quite 
possible that the miscoding of a single accident's 
location by as little as O.l mi could alter the sec­
tion's classification from hazardous to safe. A pre-

liminary attempt to restrict the number of study 
sections involved the use of cutoff values, expressed 
as number of accidents per mile (1.2 for the FAP, 1.7 
for the FAS). Although this effort eliminated a few 
short sections with low travel and 2 or 3 accidents, 
its principal effect was to eliminate longer sec­
tions. A separate analysis of construction and proj­
ect planning records also revealed that several sec­
tions had recently been reconstructed, and these 
sections were dropped from further analysis. 

OTHER CONSIDERATIONS 

Although the use of computerized accident record and 
roadway inventory data files provides an excellent 
guide for identifying roadway sections with high 
fixed-object accident experience, in reality, several 
additional steps are necessary before accident coun­
termeasures may be implemented. Because it is often 
difficult to determine with certainty from computer­
ized records whether the same objects are being 
struck repeatedly, the next logical step in the pro­
cess must be a review of hard-copy accident reports 
for roadway sections of interest. This process un­
covered a number of instances in which the accident 
locations were miscoded. Because roadside improve­
ments are typically made at spot locations rather 
than overextended sections, a more thorough review 
of identified sections is necessary before counter­
measures may be implemented. As a first step in this 
process, photolog reviews of the er i ti cal sections 
were undertaken to identify specific objects along 
the roadside that may warrant attention. This effort 
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was quite helpful, although certain types of road­
side fixed-objects (ditches, culverts) were not 
readily discernible on some photologs. Finally, field 
reviews of critical sites are essential in identify­
ing locations where improvements are to be made and 
in establishing the proper type of remedial action. 

SUMMARY AND CONCLUSIONS 

An attempt has been made to describe New Mexico's 
rural single-vehicle, fixed-object accident experi­
ence and to develop a procedure, using the rate 
quality control method, of identifying roadway sec­
tions that have unexpectedly high fixed-object acci­
dent rates. Although this procedure has been applied 
here to a particular accident type, it should be 
realized that the process is applicable to most 
accident subsets with sufficient sample size. The 
process has, in fact, also been used to examine 
single-vehicle, run-off-the-road accidents on New 
Mexico's secondary system (~). 

However, several concerns regarding the use of 
this procedure should be recognized. First, there 
may be roadway sections that have accident rates 
just below criticali changing the statistical level 
of significance, then, will affect the number of 
sections identified as critical. Second, it would 
appear from an examination of the New Mexico data 
that the locational information in the roadway in­
ventory file is superior to that in the accident 
record systemi incorrect milepost coding of an 
accident location could thus affect the rate for 
that section. Third, it is entirely possible that a 
completely different group of sections would be 
identified as critical if other accident subsets 
were considered. A comprehensive program of roadside 
safety in the state should thus recognize the im­
portance of these other accident types. Finally, it 
should be realized that past accident experience is 
not the only reliable indicator of hazard. Past 
accidents cannot be eliminatedi with proper evalua­
tion and development of countermeasures, however, 
the number of future accidents may be reduced. 
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A Nonparametric Quasi-Experimental Technique for 
Evaluating Highway Traffic Safety Countermeasures 

JESSIE C. FORTENBERRY, DAVID B. BROWN, and DAVID M. RHYNE 

ABSTRACT 

A nonparametric quasi-experimental time series analysis is presented as a method 
for circumventing many of the problems often encountered in applying statistical 
analysis to the evaluation of safety programs. It is shown how this method is 
applicable where classical experimental techniques are impossible to implement. 
A case study, which shows the application to an actual pedestrian program eval­
uation, is given to exemplify the technique. 

Under ideal conditions, experiments are set up in 
such a manner that by varying certain factors under 
controlled conditions, observation can be made as to 
the effects of the factors involved. The manner in 
which these factors are combined, the sequence in 
which they are observed, and the conditions under 
which they are controlled constitute the experi­
mental design. Unfortunately, not all situations 
that need evaluating lend themselves to the controls 
that are dictated by classical experimental design. 
It is not always possible to randomly assign treat­
ment conditions or to control unknown factors. Under 
these circumstances, a "quasi-experimental" design 
may be considered. 

A quasi-experimental design describes how obser­
vations can be made under constraints imposed by 
nonlaboratory environments. The primary concern is 
to isolate the effects of interest from outside 
influences. For evaluation studies, effects of in­
terest are the impacts that a program has on the 
performance measures under consideration. The quasi­
experimental design attempts to maximize the extent 
to which these effects can be measured without con­
tamination from other effects such as historical 
trends, seasonal influences, parallel activities, or 
universal random effects. Under this design, the 
philosophy is simply to measure performance param­
eters in such a manner as to eliminate alternative 
explanations (other than program effects) for any 
change observed. 

Conceptually, the situation consists of a time 
series of N observations as follows: 

At some point in the time series, an intervention 
for a treatment area is observed at the point where 
the treatment is initiated. 

Oz 

TREATMENT INITIATED 

Here, N observations are taken with M observations 
occurring before the treatment is introduced and N -
M observations occurring after the treatment. The 
first M observation can be considered as a base 
period and the N - M observations can be considered 
as constituting an operational period. 

With such a time series of observations, analysis 
can be performed by measuring performance measures 

before and after a treatment condition is introduced. 
In a fairly stable environment, this type of analysis 
should be able to detect any effects that the treat­
ment condition has on the performance measures. How­
ever, just because analysis of a time series of 
observations detects a change in performance measures 
that coincides with the initiation of a treatment 
program does not necessarily indicate that the change 
was due to the treatment. An evaluation must be able 
to first assess the effects of a treatment condition 
and then eliminate alternative explanations for such 
change. 

One method of logically eliminating some alterna­
tive explanations for change is to use a control. 
This would consist of two time series of observa­
tions--one for treatment and one for control--as 
follows: 

Pre Treatment 
Control Area O 012 01m 
Treatment Area 021 022 ••. 02M 

Post Treatment 
01M+l 01M+2 OlN 
OzM+l 02M+2 ••• 02N 

This experimental design can handle a number of 
situations provided that adequate control areas and 
sufficient time periods are selected. Note that in 
this paper, an "ideal control area" is one that is 
identical in all aspects to the treatment area with 
the exception of treatment program. Obviously, this 
situation does not exist in the nonlaboratory en­
vironment. The next best thing is to select a con­
trol area that is similar to the treatment area in 
as many factors as possible. [For a more complete 
discussion of quasi-experiment design, see Caporaso 
and Roos <.!>. J 

TECHNIQUE 

The objective of this type of evaluation is to ac­
curately compare the actual data for the operational 
period with what could reasonably be expected based 
on the data of the baseline period. The assumption 
is made that if the project intervention had not 
taken place, then the data for the operational period 
would be an undisturbed continuation of the data for 
the baseline period. A regression model is con­
structed as an effort to accurately project what can 
reasonably be expected for the operational period 
based on the data of the baseline period. These 
projected values are then compared with the actual 
data in evaluating the effect that the program 
intervention had on the data. 
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A new evaluation technique was developed that 
consists of a unique combination of two well-known 
evaluation procedures, linear regression and the 
Wilcoxon Test. It was developed from the concepts of 
the quasi-experimental design and the need for 
comparing a time series of data following program 
initiation to a time series of data that would have 
been expected had a program not occurred. It also 
involves the use of a control area to prevent uncon­
trollable factors from giving a false indication of 
program effectiveness. 

One of the assumptions of regression models is 
that variability of the data is symmetrically dis­
tributed about the line of regression of y and x. If 
this assumption holds, then it is equally likely 
that the data will fall above the regression line as 
below the regression line. Now, if regression models 
were constructed for both a treatment area and a 
control area, then it also would be equally likely 
that as many of the data points for the control area 
will fall below the regression line as for the 
treatment area. Not only are the data points equally 
likely to fall above as below the regression line, 
but they should also be equally distributed about 
the regression lines in terms of magnitude when 
adjusted by their standard error of estimate. In 
other words, it is equally likely that x number of 
data points will fall +2 or more standard-error-of­
estimate points below the regression line for the 
control area as for the treatment area. 

The fact that the linear regression for one area 
may account for a larger proportion (R2) of the 
variance than the linear regression for the other 
area does not present a pi:oblem for the technique. 
Even if the accounted variance for one area is 
smaller than for the other area, the remaining vari­
ability of the data is symmetrically distributed 
about the line of regression of y on x. The magnitude 
of this variability is then adjusted by its standard 
error of estimate. A large symmetrical variability 
about the regression line does not affect the test 
statistic. It is only when a set of data becomes un­
symmetrical about the regression curve that the test 
statistic is affected. In other words, the test 
statistic is affected whenever there is a shift in 
the general trend in the data for one area and there 
is no corresponding shift in the general trend for 
the other area. 

To evaluate a treatment area, the deviations 
(actual data minus forecasted data) from both the 
treatment area and the control area are converted to 
Z values (deviation-standard error of estimate). The 
data then consist of n' paired observations (~1 , 

Zc1>, (ZT2 , Zc2>, ••• , (ZTn• Zen> , where zTi is the z 
value for the treatment area for the ith month and 
Zci is the z value for the control area for the 
i th month. The absolute differences (without regard 
to sign), which can be represented as 

Di = I Zci - ZTi I 7 i = 1, 2, ••• , n I (1) 

are then computed for each of n' pairs (ZTi• Zcil. 
The differences (Di's) are ranked from 1 to n' ac­
cording to their absolute values. 

If the common median of the Di's is denoted by 
D. 5o and the test is one-tailed, then the hypotheses 
may be stated as 

Ho D .50 < 0 

D.50 > o 

The alternative hypothesis may be stated in words 
as "The values of ZTi • s tend to be smaller than 
the values of Zci • s." The test statistic (T) is 
the sum of the ranks of the positive Di's. Large 
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values of T indicate that Ho is false, 
H0 at the level of significance a if 

so, reject 
T exceeds 

Wl-a• 

W1-a = [n(n+l)/4] +Xi-a {[n(n+l)] [(2n+l)/24] 11/2 (2) 

where Xi-a is the pth quantile of a standard 
normal random variable. 

METHOD 

The procedure for conducting a Linear Regression­
Wilcoxon Test are given in the following steps. [For 
a discussion of the Wilcoxon Test, see Conover (ll .] 

1. Perform a linear regression on the time 
series data for the baseline period of the treatment 
area where the dependent variable is the evaluation 
metric of concern, and the independent variable is 
the numbered time period so that 

(3) 

2. Perform a similar linear regression on the 
time series data for the baseline period of the 
control data so that 

(4) 

3. Compute the standard error of estimate about 
the regression lines for both the control and treat­
ment areas so that 

M 
St {(l/n-2) 1 [yt· - (at + btXi)] 211/2 

i=l ]. 

M 

Sc {(l/n-2) 1 [y - (ac +be Xill •11/2 
i=l Ci 

4. Compute regression values 
interval in the operational period 
control and treatment areas so that 

for each 
for both 

for j = M + 1 to N 

for j = M + 1 to N 

(5) 

(6) 

time 
the 

(7) 

(8) 

5. For each time period in the operational per­
iod, subtract the actual data point from the regres­
sion value for that period and area so that 

for j = M + 1 to N (9) 

dcj for j M+ltoN (10) 

6. Divide the values obtained in step 5 by the 
standard error of estimate for the respective area 
so that 

for j M+ltoN (11) 

for j + M + 1 to N (12) 

7. Subtract the value obtained in step 6 for the 
treatment area from that obtained for the control 
area for each time period so that 
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for j + M + 1 to N (13) 

8. Rank the difference obtained in step 7 ac­
cording to their absolute values. 

9. Add the rankings of the positive differences. 
This is the test statistic (T). 

10. If T exceeds 

W1-a = [n(n+l)/4] + X1-a [n(n+l) (2n+l)/24]1/2 

where x1_a is the 1-ath quantile of a standard 
normal random variable, and n = the number of time 
intervals in the operational period, then reject Ho 
at the a level of significance and conclude that 
data for the treatment area were significantly dif­
ferent from that of the control area. 

Data are presented here to illustrate the evaluation 
technique. These data were taken from a pedestrian 
program for which the nature and the effectiveness 
have been reported elsewhere (1_). The pedestrian 
program was of an educa t ional nature involving 6-
and 7-year-old children in four major cities of Ala­
bama. Accident data for the 6- and 7-year olds 
constituted the treatment observations and accident 
data for the other age groups within the four-city 
area were used as the control. These data are pre­
sented in Tables 1 and 2, respectively. The pedes­
trian educational program began in the fall of 1978; 
therefore. October 1 was used as the 2ro9ram in-
tervention point for the treatment area. 

TABLE I Pedestrian Accident Data for 6-7 Year Age Group 

Month 1976 1977 1978 1979 1980 

January 2 2 6 6 5 
February 3 7 6 0 1 
March 6 3 6 0 3 
April 5 5 7 3 5 
May 11 7 5 3 3 
June 3 8 3 4 6 
July 4 3 2 1 6 
August 5 4 8 3 3 
September 6 5 7 5 4 

October 4 8 2 
November 6 6 3 2 
December 3 3 2 4 

Note: I= intervention. This refers to the point in time at which the pedestrian 
educational program began. 

TABLE 2 Pedestrian Accident Data for All Other Age 
Groups 

Month 1976 1977 1978 1979 1980 

January 79 34 41 43 42 
February 61 41 39 33 38 
March 53 37 46 49 40 
April 49 38 60 40 52 
May 55 57 52 38 45 
June 39 35 49 51 38 
July 50 44 52 42 44 
August 40 44 51 44 35 
September 40 54 48 46 54 
October 56 56 60 57 
November 54 47 41 56 
December 45 55 38 48 

When the preceding technique was applied, the 
following regression equation was obtained for the 
treatment data: 
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Yt = 4.76894 + .02072 X 

with a standard error of estimate 

St = 2.0963. 

The regression equation for the control data was 

Ye = 47.15150 + .02674 X 

with a standard error of estimate 

Sc = 7.5727. 

The remainder of the steps were carried out yielding 
a test value of 

T = i;R(+) = 227 

which was statistically significant at the .05 level. 

DISCUSSION 

Few safety programs can be evaluated according to 
procedures used in a fully controlled laboratory 
experiment. In a field-type experiment, it is seldom 
possible to control, and often difficult to even 
identify and monitor, all the factors that could 
conceivably affect an experiment. Even when con­
siderable time and effort are spent and the most 
sophisticated methods are used it still must be 
recognized that alternative explanations may exist 
and that the conclusions may not be as strong as if 
they had come from a laboratory experiment. On the 
other hand, a strong conclusion from a laboratory 
experiment may not be relevant in the real world 
where factors may be uncontrollable. 

The technique presented herein is simple and easy 
to use in the evaluation of field experiments. How­
ever, as with the evaluation of any field experiment, 
considerable judgment must be used in the interpre­
tation of significant results. Efforts must be made 
to identify and check as closely as possible all 
factors that could provide an alternative explana­
tion to any effects found in the data. 
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Studies on Vehicle Guidance and Control 

HANS GODTHELP, GERARD J. BLAAUW, and JAN MORAAL 

ABSTRACT 

For approximately 10 years, part of the research effort of the TNO Institute 
for Perception has been devoted to the analysis and modeling of driving be­
havior. In this paper, some of the most relevant research issues in this area 
will be reviewed. First, an impression is given of some theoretical and experi­
mental studies on course perception and vehicle guidance in preview. Second, 
two nearly developed methods for describing vehicle control as a supervisory 
task are discussed. The predictions made with these models were verified in a 
field experiment in which subjects drove under conditions with temporary occlu­
sion of visual input at different speed levels. Subjects' self-chosen occlu­
sion durations could very well be explained by both models. Suggestions are 
given of how the proposed methods can be applied to optimize roadway and vehicle 
characteristics. 

For approximately 10 years, part of the research 
effort of the TNO Institute for Perception has been 
devoted to the analysis and modeling of driving 
behavior. In this paper, some of the most relevant 
research issues in this area will be reviewed. They 
all start from the basic view that the driver behaves 
as an information-processing system, looking for 
relevant input data in order to be able to process 
the course and speed of his own and other vehicles 
and, accordingly, to act in the right way. The issues 
to be discussed concern basic performance while the 
results of both offer elements in modeling driver 
behavior. 

VEHICLE GUIDANCE 

Much of the research into the basic perceptual cues 
in driving has been concerned with the perception of 
owner vehicle movements (i.e., the perception of 
course and speed) for the straight road situation. 
Instead of starting from a bird's-eye view descrip­
tion, which is the common approach in most of the 
presently available driver models <!-_!), the purpose 
has been to describe and analyze the situation from 
a perspective view of the road ahead. Figure 1 shows 
an impression of the driver's visual scene looking 
ahead on a straight road marked with continuous 
lines. 

In this figure, a lateral position deviation, 6y, 
can be optically perceived by the driver as an angu-

lateral posit ion perception 
t::.y 

FIGURE I View of the road in 
perspective. 

lar deviation 6a (5). The ratio between 6a and 6Y 
gives a theoretical estimate of the driver's sen­
sitivity for the perception of lateral position 
deviations. This ratio changes as a function of (a) 
the driver's eye height above the delineation, h, 
and (b) the driver's lateral distance to the delinea­
tion, y, according to Equation 1 as follows: 

6a/6y = h/(h 2 + y 2
) (1) 

Figure 2 shows a representation of Equation 1, 
illustrating the effect of four road delineation 
systems on the driver's theoretical sensitivity for 
lateral deviations. The four delineation systems are 
panel-mounted (L1 and L2, respectively, with 
relative eye heights h -0.10 m and h = 0.40 m), 
post-mounted (L3, with h = O. 75 m), and pavement 
(L4, with h = 1.25 m). 

This analysis turns out to be of great help in 
understanding and explaining real-world observations, 
in predicting the kind of difficulties that may 
arise, for instance, with work-zone delineation 
systems, and in making recommendations. Schwab and 
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FIGURE 3 Perspective view on the geometry of the road ahead with four systems of delineators of the same geometry. 

Capelle (~), for example, found that centerline 
delineation is highly cost-effective in terms of 
accident rates and driving performance. In a labora­
tory experiment, Godthelp and Riemersma (7) showed 
that there is a large effect of delineatio"ii systems 
varying in height on subjects' error percentages 
when they judged the simulated work-zone geometries 
shown in Figure 3. Furthermore, the results, which 
are presented in Figure 4, show that disturbances 
such as having some delineators removed from the 
scene (as is often the case in real situations) may 
strongly affect the error score. Response times of 
subjects were also in line with these findings; the 
higher the eye height above delineation, the shorter 
the response times in judging work-zone geometry. 

The latter findings point to the effect of road 
delineation on the driver's preview, which is of 
utmost relevance for anticipation of the road geom­
etry ahead. Early anticipation will allow timely 
steering performance and so will contribute to traf­
fic safety. 

VEHICLE CONTROL 

One of the main tasks of the driver when steering 
his vehicle along the road or through a terrain is 
to control lateral position. Most of the available 
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FIGURE 4 Mean error percentages and reaction times for judging 
the work zone geometries shown in Figure 3. 

steering control models are based on the assumption 
that the driver acts as an error-correcting mechanism 
continually allocating attention to the steering 
task. However, driving cannot simply be considered 
to be a continuous closed-loop task. First, the 
driving task does not require permanent error con­
trol; second, the driver is sometimes forced to pay 
attention to aspects other than steering, so that it 
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FIGURE 5 Scheme of path predictions in a preview-predictor model. 

is even impossible to drive in a continuous closed­
loop fashion. Hence, driver models should assume 
supervisory rather than continuous control. Although 
several uncertainty models have been developed 
(.!!_-10) , more research in driver modeling is neces­
sary to obtain sufficient insight into the atten­
tional demands of driving and the effects of vehicle 
and roadway characteristics. 

In this paper, two methods will be discussed for 
the description of driving as a supervisory control 
task. With both methods, predictions can be made of 
the driver's spare time beyond the actual steering 
task. First, with the time-to-line crossing (TLC) 
approach, predictions can be made on the basis of a 
preview-predictor model about the time periods during 
which, for instance, path errors can be neglected. 
Second, the Optimal Control Model approach (11,12) 
enables predictions of "free" periods in the obser­
vation strategy of drivers during lateral position 
control. 

T ime-to-Line Cross ing (TLC) 

Predictions based on preview-prediction models mostly 
assume ffxed steering control. This is shown in 
Figure 5. At any moment, the future path of the 
vehicle is predicted assuming that (a) the vehicle 
starts from its momentary lateral position, y0 , and 
heading angle, ~0 , and (b) the steering wheel remains 
fixed at its momentary value, 6so• 

These path predictions will enable estimates of 
whether the driver may proceed with, or switch to, a 
fixed steering strategy. TLC thus defines the time 
needed by the vehicle to reach either edge of the 
lane C!]_l. At any moment, TLC can be calculated from 
the vehicle's lateral position, heading angle, speed, 
and commanded steering angle. Figure 6 is an example 
of a time history of these signals together with the 
TLC measure. TLCs for predictions to the left (cen­
terline) and right (shoulder line) are respectively 
given above and below the zero axis. Godthelp and 
Konings (13) argued that TLC may be helpful in de­
scribing a:ild evaluating intermittent error-control 
(or error neglection) and visual open-loop strategies 
in driving. These strategies can be quantified by 
using a visual occlusion device that enables sub­
jects to drive with self-chosen occlusion durations. 

The Optimal Control Model (OCM) 

The OCM describes the driver as a combined observer­
predictor, controller, and decision maker (Figure 7), 
thus enabling the prediction of the observation and 
control strategy of the driver acting as a multiple­
task system supervisor (14). 

The driver receives information on the vehicle's 
position via the display variables, z, and generates 
control actions by the vector, z. The "observation­
prediction block" transforms the available input 
information into estimates of the momentary state of 
the system including the estimation error (uncer­
tainty). This transformation is made possible with 
knowledge of the system and display dynamics and 
compensates for the observation noise Vz of each dis-
play variable, that is, the noise-to-signal ratio 
for various driving situations (i.e., daytime, 
nighttime, fog). When no attention is paid to the 
display variables (e.g., during temporary visual 
occlusion) , the observation noise is defined to be 
infinite. The control block transforms the internal 
estimates via an optimization criterion into control 
actions (e.g., steering wheel movements). With the 
help of the optimization criterion, the driver is 
able to evaluate, for instance, 
variations in lateral position because of lane width. 

The supervisory control model found its opera­
tionalization by the optimal control model MANMOD 
(15) and focuses on the prediction of visual "occlu­
sion" times during which no observations are made 
for refreshing the driver's internal representation. 

EMPIRICAL VERIFICATION 

Method 

Predictions of occlusion times were made with both 
the TLC and OCM analysis. Model predictions were 
compared with experimental data of subject's self­
chosen occlusion durations as measured during 
straight road driving with an instrumented car (16). 
This experiment was conducted on an unused four-lane 
divided highway over a distance of 2 km and with a 
lane width of 3.5 m. Half of the runs were performed 
with normal vision, whereas in the other half, visual 
occlusion was given by a visor, which could be raised 
(open) and lowered (closed) on command of the sub­
ject. In its normal state, the visor was closed, but 
on pressing the horn lever, the visor would rise and 
stay open for 0. 55 sec. Measurements were made on 
steering wheel angle, yaw rate, lateral position, 
and occlusion times. TLCs were calculated for each 
sample (4 Hz). 

TLC Predictions 

Median and 15th-percentile TLC values were calculated 
together with means and standard deviations of lat­
eral position, lateral speed, and steering wheel 
angle. Table l gives the results of these measures 
for six different speed conditions. Of main interest, 
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TABLE 1 Lateral Position, Lateral Speed, and Steering Wheel Angle 
Values as Affected by Vehicle Speed and Visual Occlusion (15) 

IB 
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12 

Ul 

;:; 10 
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c 8 0 

-0 ., 
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0 

Speed (kph) 

Lateral position occlusion (m) 
Mean 

With 
Without 

Standa;d deviation (m) 
With 
Without 

Lateral speed 
Standard deviation (cm/sec) 

With 
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Steering wheel angle 
Standard deviation (degrees) 

With 
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Note: kph= kjlometers per hour. 
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FIGURE 8 Median and 15th-percentile TLC-values as a function of vehicle speed and 
for runs with and without occlusion. 

however, is the relation between the data of Table 1 
and the TLC measure by which lateral position, speed, 
and steering wheel data can be integrally evaluated. 
Figure 8 shows that TLC is relatively large for low 
speeds and becoming less dependent on speed when 
speed increases. 

The major reason for developing a time-related 
measure such as TLC was an interest in the relation 
between this measure and drivers' open-loop per­
formance (i.e., the duration of the self-chosen 
occlusion intervals). The relationship between the 
15 percent TLC level and the mean of the occlusion 
times is shown in Figure 9, thus illustrating the 
potential power of the TLC measure as a predictor of 
the driver's occlusion strategy. 

Figure 10 shows a hypothetical time history of a 
driver's visual sampling behavior and corresponding 
TLC. It is clear that, just before the request for a 
new visual input, there is spare time before which 
the vehicle would have reached either one of the 
lane delineations. Hence, this spare time, noted as 
TLCe, combined with Toce gives the total time 
available from the start of the occlusion period 
until the moment one of the lane boundaries would 
have been reached. 

An interesting finding concerns the ratio between 
Toce and the sum of Toce and TLCe, the results 

of which are given in Table 2. It is evident from 
the data in Table 2 that this ratio appears to be 
remarkably constant over a large range of vehicle 
speeds (no significant differences; p > 0.20). 
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FIGURE 9 Means of occlusion times, Toce• 
and 15th-percentile TLC-values. 
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FIGURE 10 Hypothetical time history of a driver 's 
visual sampling behavior and corresponding TLC, 
illustrating the points at which TLC0 values are 
determined. 

TABLE 2 Median Values of T 000 , TLC0 , and Ratio 
T occ /(1;,.,0 + TLC0 ) 

Speed (kph) 
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OCM Predictions 

All system dynamics for the model predictions were 
based on the lateral dynamics of the instrumented 
vehicle (14,16). Combinations were made from the 
following display variables: lateral position (equals 
inclination angle a in perspective view of the 
road--see Figure 1), lateral speed (equals rate of 
Change a Of inclination angle) I yaw rater, lateral 
acceleration a 1 , and yaw acceleration i. The model 
calculations started from the following basic as­
sumptions: no time delays or thresholds, no external 
disturbances, a perfect internal model of the vehicle 
dynamics, equal observation noise levels for the 
various perceptual cues, and weighing coefficients 
only for display variables and steering wheel rate. 
The weighing coefficients for the display variables 
were chosen to be inversely proportional to the 
square of the corresponding tolerated variations 
based on the lane boundaries for lateral position or 
on the measured standard deviations for the other 
variables (14). 

Figure 11 shows the predicted standard deviations 
of the lateral position of the vehicle as a function 
o f obse rva t ion noise level, for six combinations of 
d i splay var iables in the observation-prediction 
block of the model. For all combinations, driving 
speed was 100 kph. The optimization criterion in the 
control block was set according to weighing of lat­
eral position (i.e., inclination angle a). 

Figure 11 also shows smaller standard deviations 
of lateral position for lower observation noise 
le"..rels (i.e., when the s tate of the "Jehicle can be 
estimated more accurately). In comparison with the 
use of lateral position only (i.e., inclination 
angle a, as shown in curve 1 of Figure 11), it 
appears that the addition of yaw rate / r, lateral 

acceleration, a1 1 and yaw acceleration, r, only gives 
marginal improvements of approximately 1-2 cm in 
lateral control performance (curves 2 and 3). How­
ever, the add i tion of the lateral speed cue in the 
observation-prediction block (curve 4) leads to a 
general improvement of a 10-cm decrease in standard 
deviation of lateral position. The addition of yaw 
rate, lateral acceleration, and yaw acceleration 
again leads to marginal improvements of approximately 
1-2 cm (curves 5 and 6). 

- 5 -10 -15 
observation noise level (dB) 

FIGURE 11 Predicted standard deviations of lateral position (via a) as a function of 
observation noise level for six combinations of display variables. 
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It is also clear that more display variables can 
be weighed according to the optimization criterion 
in the control block than lateral position alone. 
Addition of lateral speed only has a marginal effect; 
yaw rate or both acceleration cues may lead to a 
5-10 cm deterioration in standard deviation of lat­
eral position. 
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FIGURE 13 Occlusion time as a function of driving 
speed for constant standard deviation levels of lateral 
position during observation and control of all five 
display variables. 

The model analysis can be used for the prediction 
of free periods in the observation strategy while 
controlling lateral position. Those free periods are 
reflected by voluntarily chosen visual occlusion 
durations. During occlusion periods, the driver's 
estimate of the state of the vehicle has to be based 
on knowledge of the previously observed display 
variables and the estimation error will increase as 
a function of occlusion duration. 

Figure 12 gives model predictions for standard 
deviations of lateral position as a function of 
occlusion time, for several combinations of display 
variables. 

Larger occlusion durations correspond with larger 
standard deviations of lateral position. Lateral ac-
celeration, a1 , and yaw acceleration, r, both con­
tribute to much slower deterioration of control per-
formance. Additional weighing of ~ contributes to 
considerable increase in occlusion durations (curves 
5 and 6). Figure 13 shows occlusion time as a func­
tion of driving speed for various levels of constant 
standard deviations of lateral position (i.e., the 
uncertainty the driver is willing to accept). 

The data in Figure 13 are assumed to represent 
driving behavior of experienced subjects using all 
available information (i.e., the five display vari­
ables) for observation and control. A standard 
deviation level of 0.15 m reflects nonoccluded 
observation or an occlusion duration of 0 sec. The 
0. 31-m level indicates the limit in lateral var ia­
tion due to a 3.60-m lane width. 

The predictions of Figure 13 can be compared with 
empirically found occlusion durations. It appeared 
that the OCM enables predictions of empirical occlu­
sion durations within one standard deviation: the 
correlation between the data of Figure 14 is con­
siderable (r = 0.97). Hence, it is conceivable that 
experienced drivers indeed use all five display 
variables for observation and control. (Note that in 
Figure 14, the field data present mean values and 
standard deviations of measured occlusion durations 
of experienced drivers.) 

DISCUSSION 

Both TLC and OCM analyses appear to be valid methods 
for the description of automobile driving in terms 
of a supervisory task. 
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FIGURE 14 OCM predictions of mean 
occlusion durations as a function of speed 
when all five display variables are controlled. 

TLC enables a quantitative time-related integral 
measure of driving behavior, predictions on driver's 
visual sampling strategy related to driving speed, 
predictions on the probability of lane exceedance, 
and a description of the relation between self-chosen 
occlusion durations and the total time available for 
occlusion. With regard to the latter possibility, it 
is indeed remarkable that drivers tend to use a 
constant proportion, approximately 40 percent, of 
the total available time rather than leave a constant 
amount of spare time at the end of the occlusion 
interval. 

The OCM analysis enables evaluation of the po­
tential role of various combinations of perceptual 
cues in driving. Use of the lateral speed cue in the 
observation-prediction block generally resulted in 
improved driving performance (i.e., smaller standard 
deviations in lateral position). Otherwise stated, 
when using the lateral speed cue drivers have more 
time to anticipate, while keeping control performance 
at the same level. Riemersma (17) suggested that the 
use of the lateral speed cue is an effect of d.dving 
experience. This finding was confirmed in a study by 
Blaauw et al. (14) who compared OCM predictions with 
field data of experienced and inexperienced drivers. 
The OCM predictions without lateral speed cue re­
sulted in occlusion durations conforming to those of 
inexperienced drivers. This result is also in ac­
cordance with findings of Smiley et al. (18) who 
illustrated that inexperienced drivers do not only 
use the lateral position cue, but also yaw rate and 
both acceleration cues. 

Both TLC and OCM analyses utilize vehicle charac­
ter is tics as basic elements for predictions. Hence, 
it seems reasonable to apply these supervision models 
for the evaluation of vehicle handling properties· 
The models, in particular, are valuable with regard 
to the time-related analysis of the driver's atten­
tion needed for the driving task as affected by 
vehicle handling characteristics (i.e., understeer­
ing-oversteering) and vehicle dimensions. 

In general, the models are applicable to such 
topics as the effect of various types of road mark­
ings on driving performance, the effects of driving 
practice, the effects of various types of road de­
sign, advice speeds, vehicle design, and the evalua­
tion of steering properties. 
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Impact of Drunk Driving Legislation 1n the 

State of Alabama 

SAEED MAGHSOODLOO and DAVID B. BROWN 

ABSTRACT 

On May 19, 1980, a major rev1s1on in the Alabama driving-under-the-influence 
(DUI) laws went into effect, which gave judges greater discretion in sentencing. 
In this paper, the period before the revision of the law, in which a DUI 
conviction automatically resulted in revocation of the driver's license, is 
compared with the period after the revision. A significant increase was found 
in the number of DUI convictions of the after period, showing that the new law 
was being observed. This was accompanied by significant reductions in the 
number of DUI citations reduced to reckless driving, the proportion acquitted 
and/or dismissed, and the proportion of revocations. The law required court 
referral to an education program on the first offense, and these referrals 
significantly increased in the after period. However, the corresponding change 
in accidents was not favorable because there was a significant increase in the 
proportion of alcohol-related accidents in the after period. 

On May 19, 1980, a rev1s1on of Alabama laws with 
regard to driving under the influence (DUI) of in­
toxicating liquor or narcotic drugs became effective. 
The basic change in the law would appear to weaken 
its effectiveness in that the former mandatory revo­
cation provision was removed . The former law stated 
that "The director of public safety shall forthwith 
revoke the license of any driver upon receiving a 
record of such driver's conviction (of) ••• driving a 
motor vehicle ••• while intoxicated." This provision 
was modified to read as follows: 

The director of public safety shall forth­
with revoke the license of any driver upon 
receiving a record of such driver's convic­
tion (of) ••• driving ••• while under the in­
fluence of intoxicating liquor; providing, 
however, that on a first conviction such 
revocation shall take place only when ordered 
by the court rendering such conviction. 

In addition to these changes, first-time offenders 
were required to complete a DUI court-referral edu­
cational program approved by the State Administrative 
Office of Courts. In addition, the law specifically 
states that charges cannot be reduced to reckless 
driving or any other offense. (The consistent use of 
either of the terms "DWI" or "DUI" throughout this 
paper would be technically incorrect because Alabama 
used DWI before the law change and DUI after. How­
ever, in the remainder of this paper, DUI will be 
used.) 

Although this change might be considered a weak­
ening of the punitive measures related to DUI, the 
previous circumvention of the mandatory revocation 
by a large number of judges in Alabama made convic­
t ion of DUI on the first offense unlikely. The re­
sulting inaccuracy in the records made recidivism 
impossible to measure and, thus, multiple offenders 
were not being consistently punished. In fact, under 
the situation prior to May 1980, most offenders were 
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TABLE I Alcohol Ticket Convictiom Statewide 

Before May 1980 
After May 1980 

Total 

Convicted 

No. 

24,988 
55,149 

80,137 = n.1 

Note: X~ = 28,646.304 and & <.00001. 

Percentage 

35.03 
79.74 

receiving convictions on reduced charges. A summary 
of the tickets compiled to date for a study in 1979 
showed a conviction rate of DUI of approximately 37 
percent (21,206 citations1 7, 798 convictions); but 
while 15,431 drivers were cited for reckless drivinq, 
21,079 were convicted of reckless driving (136.6 
percent). Obviously, the previous law was not only 
being inconsistently (and hence unfairly) applied, 
it was also preventing proper maintenance of driver 
history records on habitual offenders. The modifica­
tion of the law was intended to rectify this con­
dition. 

LITERATURE REVIEW 

The problems caused by drinking drivers have been 
documented extensively. Cameron (1) gave the history 
of driving under the influence -of alcohol dating 
back to the first automobile , Approximately one-half 
of all driving fatalities occur when the driver has 
a blood alcohol content (BAC) of 0.1 percent or 
higher, according to Johnston (2). Considerable work 
has been done in the area of creating and evaluating 
DUI countermeasures. Some of the countermeasures 
involve the prevention of sales of beverages to 
those who are intoxicated, while other programs 
center on an educational and motivational approach 
to the driver. Hayslip, Kapusinski, Darbes, and Zeh 
(3) discussed certain of these DUI programs. 
- Over the past 20 years, the arguments over harsher 

sentences as opposed to educational programs have 
persisted. A comparison of license revocation versus 
alcohol treatment was made by NHTSA C!l. License 
revocation seemed to be the most effective alterna­
tive among habitual offenders (more than 3 offenses 
in 5 years). As for an evaluation of more severe 
penalties, Moore and Gerstein <i> discussed the 
British Road Safety Act. Results of this program 
were amazing, at first. In the first three months, 
automobile fatalities were reduced 23 percent, and 
the percent of drunk drivers (0 .OB BAC or greater) 
in accidents went from 27 to 17 percent. 

While the evaluational research with regard to 
legal changes was not definitive, one thing was 

TABLE 2 Alcohol Tickets for Categories 2 Through 7 

Reduced to Reckless 
Driving 

Reduced to Other 
Charges or Dismissed 

Cited But Not Convicted 

No. 

46,353 
14,016 

60,369 = n. 2 

Percentage 

64.97 
20.26 

Total Cited 

71.347 = ni. 

69.165 = n1 , 

140,506 =N 

clear from the literature review: there is a need 
for a balanced approach with regard to all of the 
available countermeasures being employed. Such a 
balance, however, requires considerable study to 
resolve the conflicts caused by competition by the 
various programs for the limited resources available. 
It is hoped that this paper will produce the type of 
information by which this balance can be more nearly 
optimized to bring about a maximum reduction in 
alcohol-related accidents. 

DATA COLLECTION AND PROCESSING 

Data collected and processed for this study can be 
classified into two categories: (a) uniform traffic 
citation (UTC) records, and (b) accident records. 
The UTC data were acquired from two sources--the 
primary source was the ~omputerized UTC file main­
tained by the Alabama Department of Public Safety 
(ADPS) , and the secondary source was the manually 
maintained summary of alcohol-related revocations, 
also kept by ADPS. Other sources of data were the 
Alabama Uniform Traffic Accident Report and the 
accident file maintained by the ADPS. This file 
contains approximately 110,000 records per year, one 
per accident. Processing of both UTC and accident 
files was facilitated by the use of the RAPID system 
(documentation for this system is available from the 
Alabama Office of Highway and Traffic Safety, Room 
741, 11 South Union Street, Montgomery, Alabama 
36130). RAPID enables any subset of the data to be 
created; in this case, the alcohol accidents or DUI 
tickets were usually the subset of interest. In all 
cases, the "before" period was from January 1978 
through April 1980 (28 months), and the "after" 
period was from June 1980 through June 1982 (25 
months). It must be emphasized that from a statisti­
cal design standpoint, it would have been more ap­
propriate to use a 23-month (June 1978 through April 
1980) before period and the corresponding months 
(June 1980 through April 1982) for the after period. 

However, the deletion of the 7-month data will not 
alter the results reported herein. The month of May 

Acquitted Not Acquitted Dismissed 

No. Percentage No. Percentage No. Percentage No. Percentage No. Percentage 

Before May 1980 37,628 8 1.18 

After May 1980 7,044 50.26 

Total 44,672 

x~ 
Q 

8,725 

6,972 

15,697 

5,347.473 

< .00001 

81.82 
12.23• 
49 .74 
10.01 a 

9,145 

7,986 

17,131 

8These percentages were computed relative to all citations issued (e.g., .100\ :::: 6,972/69, 165). 

12.8 1 

11.SS 

62,196 

61,179 

123,395 

53. l 089 

<.00001 

87. 19 

88.45 

7 ,736 

6,728 

14,464 

10.84 

9.73 

47.2575 

<.00001 
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1980 was discarded because the revision of the law 
took place on the 19th of this month. 

PROBLEM STATEMENT 

Because there are potentially many facets of an 
evaluation of a legislative action, it is essential 
that the scope of this study be clarified before 
continuing. Specifically, the objectives of this 
paper are to investigate the effects, if any, that 
the change in the law had on the following cate­
gories: 

1 . DUI conviction rates, 
2 . DUI citations reduced to reckless driving, 
3 . Acquittals, 
4. Dismissals, 
5 . Revocations, 
6 . Court referrals, and 
7 . Changes in alcohol-related accidents. 

In the analysis that follows, when reference is made 
to, for instance, category 3, it refers specifically 
to the proportion of citations that were acquitted, 
similarly for categories 1, 2, 4, 5, 6, and 7. 

STATISTICAL ANALYSES 

The chi-square test was applied to the data to de­
termine if the differences between the before and 
after periods for the preceding seven categories 
were significant. Before continuing, however, it 
should be noted that any inferential statistical 
technique starts with random samples from one or 
more populations, and the analysis attempts to gen­
eralize any differences found among the samples to 
the populations. In this research, the size of each 
sample was almost equal to that of the corresponding 
population and, thus, any observed differences that 
are not significant from a practical standpoint may 
be found significant from a statistical standpoint. 
However, if one was to consider the data in a time 
series mode, then the major part of the population 
(for the after period) would still be forthcoming, 
and only 28 months of the before period (out of many 
possible months) would be used in the analysis. It 
is in this light that the conclusions derived from 
the statistical tests should be interpreted. Further­
more, the tabulation of the data in a contingency 
table will help the reader to see the practical dif­
ferences in the percentages provided in the table. 

For the sake of illustration, a detailed descrip­
tion is given of the chi-square test for conviction 
rates with the aid of the 2 x 2 contingency table 
(Table 1) and the data and test results are sum­
marized for the other six categories in Table 2. In 

Driver Licenses Driver Licenses Not 
Not Dismissed Revoked Revoked Referred to School 

No. Percentage No. Percentage No. Percentage No. Percentage 

63.605 89.16 32,145 45.44 38,926 54.56 7,443 10.43 

62,427 90.21 17,350 25.08 51,815 74.92 ~ 17.11 

126,032 49,765 90,741 192,79 
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Table 1, let PB and PA represent the proportion of 
citations that resulted in convictions before and 
after May 1980, respectively. It is desired to test 
the null hypothesis Ho: PB= PA versus the alterna­
tive H1 : PB I PA. The statistic 

X2 [N(011 022 - 012 021l 2 l/n1. n.1 n2. n.2 
0 

was used to test the null hypothesis Ho: Pa = PA, 
where Oij denotes the observed frequency in the ith 
row and jth column of the table. Table 1 shows that 
x = 28,646.30, which is enormously significant. Thus, 
H is strongly rejected at the critical level 

a= P(x 2 y = 1 .;:, 28,646.30) ; O 

That is, in rejecting Ho, an almost zero chance of 
committing a type I error (rejecting a true hypothe­
sis) is being taken. Therefore, it is concluded that 
PA far exceeds PB with virtual certainty. Thus, 
the new law was enormously successful in raising the 
conviction rate from approximately 35 percent before 
the change to almost BO percent after. 

Table 2 clearly shows that the legislative action 
had a similar significant effect on categories 2 
through 5 (i.e., significant reduction took place in 
the proportion of tickets issued for alcohol-related 
offenses when the charges were reduced to reckless 
driving, citations that were acquitted, and dismis­
sals and revocations). However, the change in the 
law resulted in a significant increase in the pro­
portion of court referrals and the number of alcohol­
related accidents. 

INTERPRETATION OF RESULTS 

The complex nature of the DUI countermeasure cause­
effect mechanisms defies any simple solution to this 
problem. The presentation of these results to of­
ficials of the judicial and enforcement communities 
confirmed some of their obvious practical expecta­
tions. However, they warned against any radical 
action that would upset the delicate balance that 
now exists within the system. 

To understand the situation as it currently exists 
within Alabama, it is necessary to first abstract 
the total criminal justice system as it relates to 
the DUI offender. The goal of this system is to 
totally eliminate the DUI menace to society. To 
approach this goal within the environment of politi­
cal and societal attitudes toward the recreational 
use of alcohol, a primary objective of deterrence 
has been established. To accomplish this primary 
objective, secondary objectives have been established 

Not Referred to Alcohol-Related 
School Accidents All Other Accidents 

No. Percentage No. Percentage No. Percentage 

63,898 89.57 35,922 12.21 258,311 87.79 

57 ,329 82.89 30,097 13.74 189,005 86.26 

121,227 66,019 447,316 

6,359.1193 1,323.585 261.581 

<.00001 <.00001 <.00001 
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in the areas of publicity, apprehension, conviction, 
punitive measures, and rehabilitation. Although it 
might seem that a radical change in one of these 
areas might lead to an ideal, quick, and inexpensive 
solution to the problem, a favorable long-term effect 
will not be realized unless it has a direct impact 
on the primary objective of deterrence. This comes 
about because the result of increasing concentration 
on one countermeasure is not independent of the 
other countermeasures. Publicity and education will 
quickly lose much of their credibility without ef­
fective apprehension, conviction, and punitive mea­
sures. Apprehension and enforcement can similarly 
become ineffective if, for example, officers who, 
knowing that conviction and punishment are unlikely, 
become disillusioned and redirect their efforts to 
what they perceive as an area of greater demand by 
society, or officers (especially on the local level), 
recognizing that conviction and harsh punishment 
will surely follow, become unwilling to arrest in 
cases that they perceive will result in severe hard­
ship. Rehabilitation, when it is viewed as an alter­
native to traditional punitive measures, may be 
regarded as a weakening of public resolve to place 
the blame for DUI on the offender as opposed to 
society as a whole. 

It is obvious from the preceding hypotheses that 
because of a change in the Alabama DUI law on May 
19, 1980, there was a radical increase in the pro­
portion of DUI citations that resulted in convic­
tions. The cause of this, however, cannot be ascribed 
solely to the mandate of the new law. Rather, it was 
another provision of the law--that which gave judges 
greater discretion over sentencing--that must be 
heavily credited, as evidenced by the inverse rela­
tionship between convictions and revocations. 

Thus, this study has tended to confirm and 
quantify that which has been the opinion of of­
ficials within Alabama for many years. That is, the 
willingness of judges to convict for DUI on the 
first offense is largely a function of punitive 
measures mandated by law. Because harsher punitive 
measures are often cited as a deterrent to DUI acci­
dents, it is reasonable to ask whether such measures 
would have a positive effect of reducing DUI acci­
dents in Alabama. 

The rationale for the law change was that con­
sistent application of a higher conviction rate 
should have a positive effect in reducing the pro­
portion of alcohol-related accidents. Unfortunately, 
the data in Table 2 provide evidence to the contrary. 
Some of the proportional increase in alcohol-related 
accidents, howevei:, could be attributed to the fact 
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that such accidents were on the rise nationwide from 
1978 through 1981 and decreased in 1982 and 1983, 
and the change in Alabama law went into effect in 
the middle of a period when alcohol-related acci­
dents were generally increasing. However, the fact 
that the punitive measures were weakened consider­
ably by the law cannot be discounted as a causative 
factor. Alabama has since taken steps to restore the 
mandatory revocation provisions on the first offense, 
and this change will be evaluated when data are 
available. 

To close on a positive note, it was the opinion 
of all officials interviewed that significant gains 
were made by the law change in terms of the accuracy 
of driver history records and the increased fairness 
and equity in the judicial handling of DUI cases. 
Consistency is essential to fairness, and the evi­
dence presented shows that much of the former incon­
sistencies between judges has been eliminated. Rec­
ords now accurately reflect the true conviction and, 
as a result, more stringent punitive measures can be 
taken on the second and third offenses. 
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A Vehicle-Mounted Drunk Driving Warning 
System (DDWS) Concept, Laboratory 
Validation, and Field Test 
ANTHONY C. STEIN, R. WADE ALLEN, and HENRY R. JEX 

ABSTRACT 

A brief manual control test and decision strategy have been developed, labora­
tory tested, and field validated, which provide a means for detecting human 
operator impairment from alcohol or other drugs. The test requires the operator 
to stabilize progressively unstable controlled element dynamics. Control theory 
and experimental data verify that the human operator's control ability on this 
task is constrained by basic cybernetic characteristics, and that task per­
formance is reliably affected by impairment effects on these characteristics. 
Assessment of human operator control ability is determined by a statistically 
based decision strategy. The operator is allowed several chances to exceed a 
preset pass criterion. Procedures are described for setting the pass criterion 
based on individual ability and a desired unimpaired failure rate. These proce­
dures were field tested with an automobile-installed apparatus designed to 
discourage drunk drivers from operating their vehicles. This test program, 
sponsored by the U.S. Department of Transportation, demonstrated that the con­
trol task and detection strategy could be applied in a practical setting to 
screen human operators for impairment in their basic cybernetic skills. 

Reviewed in this paper are the development and vali­
dation of a behavioral testing device that can de­
tect human operator impairment. These skills are 
important in performing tasks that require contin­
uously manipulating displayed variables with a 
control device, such as driving or machinery opera­
tion. The manual control skills required to perform 
these types of tasks have been extensively studied 
(.!_), and the test described herein has been devel­
oped to detect impairment in these skills. 

The test involves two components: a control task 
and a detection strategy. The control task, called 
the Critical Tracking Task (CTT), was developed in 
the early 1960s to test the visual motor performance 
of pilots and astronauts (£,~). Over the years, it 
has proven to be an effective indicator of the ef­
fects of environmental stresses [e.g., noise C!l, 
space station confinement (?_l, ship motion (§_), 
spacecraft re-entry Cllr and human operator impair­
ment (_!!,~) J • 

The use of the CTT as an alcohol impairment de­
tection device was first tested in automobiles by 
the General Motors Corporation (10). Subsequent 
research sponsored by the U.S. Department of Trans­
portation (11-14) was conducted to optimize the test 
strategy. In subsequent research, the statistical 
decision theory for optimizing the detection strategy 
was developed and validated in laboratory tests 
(15). Following this, vehicle-mounted devices were 
assigned to convicted drunk drivers to obtain field 
validation data (16). In the remainder of this paper, 
the control theory basis for the CTT will be de­
scribed, as will the statistical theory behind the 
impairment detection strategy, and laboratory and 
field test results that validate tester performance 
in a practical, operational environment. 

CRITICAL TR1'1.CKING TASK (CTT) 

The task description and theory of operation for the 
CTT have been previously documented (£,l>· A summary 

is illustrated in Figure 1. The task dynamics consist 
of an unstable controlled element, and an autopacer 
unit that controls the location of the unstable 
pole. No input is necessary because the operator's 
remnant (noise) is sufficient to disturb the system. 
The unstable root, A, is initially set at a small 
value. As the subject begins to perform the task, 
the plant instability is increased (the root moves 
further into the right half plane). When a filtered 
version (with a 1-sec time constant) of the displayed 
plant output deviations, m, exceed about 15 percent 
of the display range, the rate of increase of A is 
reduced by a factor of four in order to slowly ap­
proach the point of closed loop instability and 
avoid overshoot. When m exceeds the display limits, 
control loss is assumed, and the pole location at 
this point, termed the critical instability limit (or 
Ac) , is used as the task performance metric. The 
total test time for experienced subjects is approxi­
mately 30 sec. 

As indicated in Figure 1, the subject's task per­
formance depends on visual-motor dynamic time delay 
(Tel, gain (Kpl, and internal noise or remnant 
(random control actions). The subject's time delay 
dictates the shape of the root locus (the pure time 
delay causes the complex branches to bend to the 
right) while Kp determines the operating point on 
the locus. Increasing the task instability (A) 
translates the entire locus to the right or unstable 
direction. The pure gain closure dictates two pri­
mary closed-loop roots (a pure time delay actually 
gives an infinite number of roots, but the lowest 
frequency pair dictates the stability character is­
tics). The operator's optimum strategy is to set 
Kp to locate both closed-loop poles on the imagi­
nary axis as indicated. The task is continually 
perturbed by the operator's internal noise source. 
As the point of closed-loop instability is ap­
proached, the underdamped closed-loop system response 
tends to increasingly amplify display deflections, 
at first causing a reduction in the autopacing rate, 
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FIGURE 1 CTT task elements and root locus stability analysis. 

then finally terminating a trial when the display 
bounds are exceeded. These theoretical aspects have 
been carefully validated by experiments in the United 
States (2,3) and The Netherlands (17). 

Impairments can affect the human operator's con­
trol capability in three ways: (a) increased visual­
motor time delay (Tel: (bl interference with ac­
curate ~ adjustmentsi and (c) increased noise. 
Any combination of these three impai rment effects 
would tend to reduce the achievable task score, 
Ac· Several studies have been conducted on the 
effects of alcohol on Ac and summary results are 
plotted in Figure 2. As noted here, results have 
been extremely reliable across several past studies. 
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FIGURE 2 Experimental results of alcohol effects 
on CTT performance over several past research 
studies. 

The critical tracking task can, of course, be de­
scribed in simpler terms. The test is similar to bal­
ancing a broomstick on the end of ones' figure--only 
the stick decreases in length as time progresses. At 
some point, the stick is too short to balance, and 
it falls over. The length of the stick when control 
was lost is compared to the individual's unimpaired 
ability, and if certain criteria are not met, the 
trial is failed. If the driver fails four trials in 
a row, the alarms (flashers and horn) stay active 
and the driver must wait 10 min before attempting the 
test again. If any one of the trials is passed, the 
alarms are shut off and the car operates normally. 

One of the most important aspects of this test is 
that it measures the impairment level of the operator 
regardless of the cause. Although blood alcohol con­
cent (BAC) is an effective predictor of impaired 

driving ability, there are many other factors that 
may impair driving ability that BAC cannot address . 
Some of these impairing factors may only impair 
driving ability at certain times. For example, loss 
of sleep or stress may, alone, not affect the 
driver's ability, but when combined, may have 
devastating effects. As another example, an over­
the-counter cold remedy , or a single beer may, 
alone, not impair the driver, but when combined, can 
have an effect greater than a BAC of 0 .15 percent 
(one and one-half times the common legal limit for 
alcohol). 

IMPAIRMENT DETECTION STRATEGY 

Details of the development and optimization of the 
impairment detection strategy (IDS) have been de­
scribed previously (15,18). The objective of the IDS 
is to maximize the cha~ of detecting operator im­
pairment with a minimum number of CTT trials. This 
research developed a statistically based decision 
strategy to maximize test discriminability (i.e., 
low failure rate for normal operators and high fail­
ure rate for impaired operators). The IDS development 
and optimization strategy started with an analysis 
of the statistical properties of CTT performance 
(Ac). Analysis of past data showed trial-to-trial and 
between-subject performance variability to be quite 
consistent across several studies (15,18) and a 
reliable effect of alcohol impairment was noted as 
illustrated in Figure 2. It was also found that sub­
jects could be rapidly trained on the CTT but resid­
ual, long-term skill improvement would have to be 
accounted for. 

Based on the statistical analysis of past data, 
several IDS requirements were established: (a) sig­
nificant performance differences between operators 
require individualized pass criteriai (b) stable 
performance score variance and relatively independent 
trial-to-trial performance variability allow the use 
of simple multiple sampling strategiesi and (c) 
long-term residual skill improvement would require 
procedures for sampling and periodically upgrading 
performance criteria. 

The important statistical characteristics of CTT 
performance relative to IDS development can be il ­
lustrated with cumulative distribution functions as 
shown in Figure 3. The distributions are normalized 
and averaged across a large number of subjects and 
plotted on probability paper (a Gaussian distribu­
tion plots as a straight line). The data are normally 
distributed over a wide range, and the alcohol ef­
fect is clearly indicated. The basic requirement of 
the IDS is that sampled subject performance must 
exceed a preset pass level. Several sampling strat-
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FIGURE 3 CTT differential score distributions averaged across 24 subjects in each 
experiment. 

egies were analyzed and tested with past data bases 
(15,18) and, for various reasons, a "one-pass" out 

of""" several permitted attempts was selected. With 
this strategy, and assuming independent trials, the 
probability of failing the test is the single trial 
probability of failure raised to the power of the 
number of permitted attempts: 

Pfai1<N trials) = [Pfai1(single trial) JN 

This approach permits us to simply define the 
pass level given a subject's performance distribu­
tion and a desired probability of test failure when 
sober. For example, for a 2.5 percent failure prob­
ability given four attempts, the single trial prob­
ability must be approximately 40 percent [i.e., 
(0.4)' ~ 0.025]. Given this sober pass level as 
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indicated in Figure 3, one can also derive the ex­
pected drunk failure rates [i.e., at BAC 0.10, 
(~.76)' ~ 0.35, and at BAC = 0.15, (0.96)' ~ 0.85]. A 
statistical model based on this procedure was devel­
oped, and IDS model predictions of failure rates 
were compared with failure rates obtained with the 
IDS applied to past experimental data (15). The 
discriminability results are illustrated in Figure 4. 

The preceding good agreement between model and 
data suggest that the detection strategy is well 
understood, and that an adequate procedure for 
establishing task performance pass levels has been 
es-t'ablished. In addition, the strategy and procedures 
embody two other desirable features: (a) the pass 
levels are near a subject's average or median per­
formance level, which is stable and can be determined 
reliably; and (b) a subject's cumulative distribu­
tion function can be used to easily determine pass 
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FIGURE 4 Impairment detection strategy comparison between model 
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level, and also to upgrade the pass level to account 
for residual skill improvement. 

LABORATORY VALIDATION EXPERIMENT 

To validate the effectiveness of the CTT and IDS 
just described, an experiment was conducted that 
compared the CTT score with both BAC (in weight per 
volume) and driving performance in a driving simu­
lator (15) • Subjects were convicted drunk drivers 
obtained-through the cooperation of the Los Angeles 
Municipal Courts. Twenty-four so-called "volunteers" 
were permitted to participate in the experiment as a 
condition of probation, and, in exchange, received a 
reduction in their court-sanctioned fine. 

After being accepted, the subjects were required 
to participate in three 2-hr training sessions and 
three full-day experimental sessions. On the two 
drinking days, the subjects were dosed to 0 .15 per­
cent BAS (±0.01 percent), CTT trials were recorded 
at the peak BAC (0 .15 percent) as well as at de­
scending BACs of 0.10 and 0.075 percent. On one of 
the days, driving simulator data were obtained at 
BACs of 0 .15 and 0 .10 percent. On the other day, 
these data were collected at 0.15 and 0.075 percent. 
Each subject participated in one placebo and two 
drinking sessions. The subject population was divided 
into three groups matched for age, sex, and driving 
experience, and the order of occurrence of placebo 
session was different for each group. 

Validation experiment results are summarized in 
Figure 5. Notice, first, that the discriminability 
data agree with the statistical model developed from 
past experimental studies. More importantly, analy­
sis of simulator data shows a high correlation be­
tween simulator accidents and test failure. As shown 
in Figure 5, pre-drive CTT failures detected 81 
percent of subsequent simulator accidents at a BAC 
of 0.15 (i.e., 81 percent of the accidents at 0.15 
BAC were associated with CTT failures). These cor­
relations between predicted and actual test perfor­
mance show that it is now possible to both predict 
and verify vehicle operator impairment using a 
cybernetic test such as the CTT in combination with 
a suitable IDS. 

Additional findings were also obtained on subject 
training procedures. CTT performance obviously has a 
strong motivational component. The validation ex­
periment subjects were assigned by the traffic court 
and were not truly motivated volunteers. Several 
subjects exhibited a lackadaisical attitude during 
training, and were not encouraged by the positive 
reinforcement payments that were offered for good 
performance. In a subsequent training experiment 
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(19), it was found that giving a time penalty (30-
sec wait) for test failures was a much more effec­
tive way to deal with nonvolunteer subjects who were 
motivated mainly to minimize their time involvement. 

FIELD VALIDATION EXPERIMENT 

The purpose of the field validation experiment was 
to demonstrate that a vehicle-mounted CTT--IDS could 
be assigned to convicted drunk drivers on a practical 
basis. This included selection and assignment by 
traffic courts and exclusive routine use by the 
recipients for a 6-month period. The vehicle-mounted 
test equipment, shown in Figure 6, combined the CTT­
IDS into a system called the Drunk Driving Warning 
System (DOWS) and was installed in 10 1978 Chevrolet 
Nova automobiles. The subject had to pass the DOWS 
test in order to deactivate certain alarms: the car 
could be driven without passing the test but, in 
this case, the emergency flashers would operate and~ 
if the car was driven over 10 mph, the horn would 
honk once per second. If the driver failed the test 
(four fail trials in succession), the computer re­
quired a 10-min wait before retesting was permitted. 

Various countermeasures were incorporated into 
the DOWS to prevent cheating. These included sealing 
components and cables to prevent or reveal physical 
tampering, and requiring retesting if the driver 
left the driver's seat or opened his door after 
starting the test. An event recorder was also in­
corporated into DOWS to monitor the driver's use of 
DOWS and record instances of test failure and/or 
driving with alarms activated. Extensive usage data 
by time of day were obtained. 

Two municipal court judges were willing to ad­
minister the DOWS as a sanction to convicted drunk 
drivers. The California law was temporarily modified 
to permit experimental evaluation of the DOWS sanc­
tion. Approval and/or cooperation was obtained from 
various state agencies (e.g., the Department of Motor 
Vehicles) in order to carry out the field test pro­
gram. Nineteen drivers were subsequently assigned 
DOWS vehicles to be used exclusively over a 6-month 
period. Their licenses were restricted so that they 
could not legally drive any other vehicle. After 
initial training, the alarm system was activated and 
the subjects were required to check in at 2-week 
intervals. During the check-in sessions, the car and 
DOWS system were inspected, the data tape was re­
moved, and the computer was analyzed. The subjects 
were debriefed and questioned about test failure 
episodes. (There was no penalty for admitting such 
instances during the test period.) 

The design of the field test experiment was 

CTT Performance' 

~ Passed 
D Failed 

b) err Failure Defection 
of Simulator Accidents 

FIGURE 5 Results from laboratory validation experiment (one-pass-in-four-attempts 
detection strategy, desired sober failure rate= 0.025). 
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FIGURE 6 Vehicle-mounted field test apparatus (a) subject display 
and steering wheel control, and (b) trunk-mounted electronics and 
cassette data recorder. 

divided into three major phases. The DDWS alarms 
were turned off during the initial and final 4-week 
periods (Phases I and III) and were activated during 
the middle 18-week period (Phase II). This design 
feature was incorporated to observe the influence of 
the DDWS system on driving patterns. Phases I and 
III were further subdivided into 2-week periods where 
the test was either active or inactive. This feature 
was included to see whether the requirement for tak­
ing the CTT test influenced driving patterns. Train­
ing on the CTT test took place during the second 
half of Phase I. 

RESULTS 

The overall results were derived from three basic 
data sources: (a) recorded data, which were retrieved 
and reviewed at the biweekly check-in sessionsi (b) 
in-depth assessments developed during data reviews 
and debriefings at the biweekly check-insi and (c) 
structured interview data obtained from subjects, 
colleagues, and relatives of subjects, court, and 
state agency personnel associated with the program, 
and others associated with the general drunk driving 
problem. Results from these three sources are de­
scribed in the following paragraphs. 

Recorded Data 

Recorded data were 
fluence on driving 

analyzed to look for DDWS in­
patterns, subject performance, 
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and the ability of DDWS to detect impaired drivers. 
Requiring the driver to take the CTT test with or 
without the DDWS alarms activated seemed to have 
little effect on day or night driving patterns (16). 
An analysis of test passes and failures was perfo;;;;-ed 
for check-in sessions at the beginning and end of 
Phase II (alarms on) and the end of Phase I and be­
ginning of Phase III (alarms off). The purpose of 
this analysis was to determine whether having the 
alarms activated affected vehicle usage. 

Data for test attempts as a function of time of 
day are shown in Figure 7. Chi-squared analysis 
showed the test attempt differences between alarms 
on and off to be marginally significant (p = 0.038). 
On a relative basis, the alarms-on versus alarms-off 
test attempts are small except for the early morning 
hours (12:00-4:00 a.m.). Time-of-day differences 
were ob- viously highly significant. Time-of-day 
interactions with test attempts and performance 
(pass/fail) were found to be significant while most 
weekday-versus-weekend interactions were found to be 
small or not significant (18). Thus, further anal­
ysis was restricted to time-of-day effects. 

Failure rates for various time periods are shown 
in Figure 8. Daytime failure rates were about what 
was expected (i.e., e; 2.5 percent) based on the 
procedure used to set individualized CTT pass scores. 
Nighttime failure rates were three to seven times 
greater than this level, however, which is con­
sistent with high incidence of drinking and driving 
during nighttime "recreational-social" periods versus 
daytime trips for commuting to and from work and 
running errands. 

In-Depth Analysis 

Because no objective data were available on subject 
BAC, the ability of DDWS to circumvent drinking-driv­
ing trips rests on circumstantial objective evidence 
such as is shown in Figure 8. Debriefing information 
was obtained on all test failures, however, and these 
data were combined with objective data as summarized 
in Table 1 to further classify test failure. Total 
test failures have been partitioned according to 
whether the driver was determined to be sober, im­
paired, or whether some equipment problem might have 
caused the failure (equipment malfunction episodes 
were experienced with several subjects). 

Differential test scores (test score-pass level) 
were computed from the cassette-logged data, and 
when this score was greater than -0.4 (i.e., the 
test score was greater than a score 0.4 units below 
the pass level), the subject was assumed to be sober 
when the test was taken. This assumption was based 
on analysis of a statistical model for CTT scores 
and amounts to a 95 percent level of confidence that 
BAC was less than O. 05 percent weight per volume 
(18). In the case of subject 19, it was decided that 
his pass level in the beginning was set too high, so 
his total failures for aA > -0.2 were used. Problem 
failures were interpreted from the in-depth analysis, 
and the impaired failures were given by 

F(Impaired) = F(Total) - F(Sober) - F(Problem) 

As noted in Table 1, even if the sober and prob­
lem failures are accounted for, there still remains 
a significant portion of impaired failures, with two 
subjects accounting for the majority of these. The 
DDWS alarms should deter the subject from driving, 
but as recorded by the data logger and indicated in 
Table 1, three subjects drove with the alarms acti­
vated. 

Subjects 17 and 20 had isolated incidences where 
the car had to be moved a short distance. Subject 19 
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actually admitted to occasionally driving his car 
without passing the test after drinking. This con­
stituted a fairly serious violation of one of the 
conditions of probation, and the court was so noti­
fied. Subject 19 was cooperative, however, and it 
was reconunended that he be permitted to remain in 
the program. 

Debriefing Information Analysis 

The municipal courts and the California Department 
of Motor Vehicles carried out their part in project 
support without serious problems. The courts do need 
an individual to take charge of subject screening, 
however, as was available through the West Los 
Angeles Municipal Court. Also, license restriction 
needs to be indicated on the front of the license to 
alert enforcement personnel and others (e .9., car 
rental agencies) of the DOWS user's restricted driv-

TABLE 1 ln-D~pth Analysis of Test Failures 

Test Failures 

Subject Sober Trips with 
No. Total (llA.p ;, -0.4) Problem Impaired Alarms 

01 36 9 3 24 0 
05 20 6 8 6 0 
06 5 3 0 2 0 
07 4 2 1 1 0 
08 6 4 l 1 0 
09 4 3 1 0 0 
10 14 9 2 3 0 
11 8 4 1 3 0 
12 17 9 1 7 0 
13 38 26 6 6 0 
14 29 12 12 5 0 
15 6 5 0 1 0 
16 4 3 2 0 0 
17 26 5 10 11 l 
19 112 24" 8 81 5 
20 13 12 0 1 1 
22 9 4 2 3 0 

8
.D.Ap ~ -0.2. 

ing privilege. California is currently investigating 
this feature and may provide it in the near future. 

Public acceptability for the DDWS concept has 
been quite good, once the objectives, approach, and 
background have been fairly presented. News media 
accounts of DOWS were fair and many times positive, 
although occasionally with some minor misinforma­
tion. Positive opinions have also been elicited by 
other individuals associated with the drunk driving 
problems, including relatives and colleagues of the 
DWI offenders employed here as subjects. 

Finally, subject acceptance was quite good. No 
one found the DOWS to be a hardship, and most found 
it to be a desirable and effective sanction. Most 
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subjects would choose DOWS rather than fines, license 
restriction or suspension, or jail. 

CONCLUDING REMARKS 

The data presented here and elsewhere (18) indicate 
that a DOWS-equipped vehicle can maintain good im­
paired driver discriminability in a field setting. 
As to whether subjects drive after test failure, in­
depth analysis showed that only three subjects drove 
with the alarms on (a violation of probation that is 
recorded by the DOWS data logger). One subject was 
determined to have driven while impaired and, even 
in this case, there is some indication that the 
drive was made at low speed. Thus, test failure 
would appear to significantly deter driving-while­
intoxicated trips. 

The CTT/IDS could be used as a cybernetic screen­
ing device in other scenarios such as daily screen­
ing of commercial or government vehicle operators, 
industrial process or power plant operators, and so 
forth. Card/key systems could be used to permit a 
common device to be used by a number of individuals 
wherein the individual scores are updated in the 
card via a magnetic strip. Finally, the IDS could be 
used with other cybernetic tasks that might prove to 
be sensitive to other aspects of human operator 
impairment (£.Q_) • 
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Driver Inattention and Highway Safety 
E. D. SUSSMAN, H. BISHOP, B. MADNICK, and R. WALTER 

ABSTRACT 

The Transportation Systems Center, in support of research carried out by the 
National Highway Traffic Safety Administration's Crash Avoidance Division, has 
reviewed research into driver attentional processes to assess the potential for 
the development of methods and techniques for reducing the number of accidents 
related to attentional lapses. Contained in this paper is a summary of the re­
sults of the review with regard to the (a) safety implications of inattention, 
(b) psychological and physiological indices of inattention, and (c) in-vehicle 
instrumentation for detecting inattention. Areas of research are suggested that 
could be valuable in the development of practical attention monitors for in­
vehicle use. 

The Transportation Systems Center, in support of re­
search carried out by the National Highway Traffic 
Safety Administration's (NH'rSA) Crash Avoidance 
Division, recently completed a review of driver at­
tentional processes. A summary of the results of that 
review are contained in this paper. 

Lapses in driver attention have been identified 
as a significant contributing factor in as many as 
90 percent of traffic accidents. In light of this 
fact, an effort was conducted to determine the po­
tential value of developing a system to monitor 
driver attention. This effort consisted of a review 
of the state of the art of research into driver at­
tentional processes, analysis of the 1982 National 
Accident Sampling System (NASS) data, and investiga­
tion of the current technology available for sensing 
degradations in driver alertness. The material in 
this paper is abstracted from a report prepared for 
NHTSA's Crash Avoidance Division entitled, Potential 
for Driver Attention Monitoring System Development 
QJ. 

The status of research into driver attentional 
processes has remained fairly constant since Shinar 
et al. documented their review of the concepts of 
attention in 1978. More recent research has confirmed 
the general conclusions drawn by the studies reviewed 
by Shinar et al., as well as reiterating the com­
plexity of driver attentional processes. It was ap­
parent from reviewing the available data that com­
bining indicators of the attentional state with 
indicators of the driving environment could signifi­
cantly improve the accuracy of driver-attention 
monitoring. 

NHTSA's accident data base is a valuable resource 
for estimating the impact of driver attention on 
highway safety. The 1982 NASS data were analyzed to 
develop hypotheses on the influence of driver inat­
tention on traffic accidents. The 1982 data were 
selected because they represented the first file that 
emphasized driver-related factors in crash avoidance. 
The data showed that in accidents where an avoidance 
maneuver might have been of value, a large portion 
(37 percent) of the drivers involved took no action 
to avoid the collision. This supports the hypothesis 
that attentional lapses are a major factor in highway 
accidents. Another possibly large portion of drivers 
did not take action until it was too late to avoid 
the accident. It is suspected that driver inattention 
played a major role in these accidents as well. 

Several devices have been developed over the years 
to monitor driver alertness and to stimulate the 
driver when a degradation in performance occurs be-

cause of inattention or drowsiness. A number of these 
devices are currently commercially available. These 
devices range from a simple head-droop alarm to a 
microprocessor-based monitor of steering wheel mo­
tion, driving-pattern, and time patterns fully inte­
grated into an automobile system as original equip­
ment. Both physiological and behavioral inattention 
indicators were investigated with respect to the 
technology of sensing the indicator and relative ad­
vantages and disadvantages of each as a practical 
monitor of inattention. 

BACKGROUND 

To a large extent, the safe operation of any system 
requiring direct human control depends on the level 
of attention that the human controller provides. In 
the case of motor vehicle operation, the driver must 
sample the driving environment, select the critical 
aspects of the environment, determine the proper 
response (s), make the response (s), and evaluate the 
outcome(s) of the response(s). To the extent that 
the driver does not sample the environment with suf­
ficient frequency, does not select the appropriate 
stimuli, or does not respond in a timely manner, 
safety will be diminished. 

Available driver inattention countermeasures in­
clude work-rest scheduling, educational campaigns, 
use of chemical stimulants, and the detection of 
degraded alertness (as inferred from changes in per­
formance) through the use of sensor systems. In in­
dustrial and military :Settings, the alleviation of 
alertness-related safety problems generally is han­
dled through the establishment and enforcement of 
duty schedules. The establishment and enforcement of 
work-rest schedules is not a practical countermea­
sure for dealing with the vast majority of road 
vehicle accidents because they involve either pri­
vate automobiles or owner-operated trucks. Educa­
tional and public information campaigns range from 
defensive driving courses to public service an­
nouncements before national holidays. Perhaps the 
most popular countermeasure is the use of legal and 
illegal chemical stimulants (particularly caffeine) 
to improve alertness. 

ATTENTIONAL PROBLEMS 

As Zaidel, Paarlberg, and Shinar noted in their com­
prehensive review (~), lapses in driver attention 
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can be assumed to be a significant contributory fac­
tor in traffic accidents. They cite estimates from 
15 to 90 percent as the proportion of traffic acci­
dents related to inattention. This great range can, 
to a large extent, be attributed to differences in 
definitions of attention-related problems. 

For the purpose of examining the impact of such 
failures on driving safety, it is valuable to con­
sider physical and psychological states that are 
likely to degrade alertness and to describe their 
impact on driving performance as follows: 

1. Drowsiness: Except in cases where there is a 
known organic cause, such as narcolepsy, drowsiness 
can be attributed to a lack of sleep or a dis­
turbance to the sleep-rest cycle (dysynchronosis). 
There are complex hypotheses that explain the need 
for periodic sleep and dreaming. These relate to the 
diurnal, hormonally regulated rhythms that cause the 
periodicity of sleep and the need for a reorganiza­
tion of information acquired during waking hours, 
respectively. Whatever the causes of the need for 
sleep and concomitant dreaming, it is clear that 
"sleep deprivation leads to increased performance 
degradation as a result of an increase in the fre­
quency of automatic periods of light sleep during 
enforced wakefulness and a heightening of the 
threshold of stimulation required to keep the indi­
vidual from falling asleep" (_~). It is the occurrence 
of the light microsleeps that is a problem in highway 
safety. During these microsleeps, the driver neither 
attends nor responds to the driving environment. 

2. Physical fatigue: This can be a result of 
continued physical exertion or exposure to environ­
mental stresses such as ' temperature and humidity 
extremes, excessive acoustic noise levels, and severe 
physica l vibration. Physical fatigue is likely to 
result in distraction or an increased concern with 
internal stimuli and a concomitant decrease in 
attention to external stimuli. This change in focus 
from external to internal stimuli can be hypothe­
sized to result in the driver missing critical sig­
nals. Further, fatigue can result in decreased 
response accuracy by the driver. This can cause a 
greater number of responses to be required to achieve 
a desired maneuver, which will further distract the 
driver from concentrating on external events. Physi­
cal fatigue is often a problem in military and in­
dustrial settings. It is less likely to be a problem 
for passenger car drivers than for the operators of 
heavy trucks who are often subjected to high noise 
and vibration levels. 

3. Excess mental workload: Here, the driver has 
to many stimuli to attend to or too many responses 
to make in a limited amount of time. Skilled drivers 
learn to handle this situation by restricting their 
attention monitoring to the most critical inputs and 
meeting only the most critical control requirements. 
Less-skilled drivers may choose to monitor inappro­
priate inputs or to make noncritical responses. Some 
drivers may go into saturation and make no response, 
or they may freeze. 

4. Intoxication due to alcohol, drugs, or other 
chemicals: Reductions in alertness are a direct or 
side effect of the use and/or abuse of a large number 
of substances. The exposure to pollutants, chief 
among them carbon monoxide, produces drowsiness, un­
consciousness, and eventual death. The effects of 
the ingestion of illegal drugs and legal medications 
vary as widely as do their chemical formulae, rang­
ing from depression and drowsiness through agitation 
to hallucination. Although alcohol abuse by motor 
vehicle operators is perhaps the single greatest 
cause of traumatic injury in the United States today, 
there is still considerable debate with regard to 
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the particular behavioral changes caused by alcohol 
ingestion that result in dangerous driving practices. 

5. Simple inattention: In this case, the driver 
either is not attending to any stimuli or is not at­
tending to the proper external stimuli. This behavior 
can be described as daydreaming, woolgathering, or 
any of a number of colloquial terms. This inattention 
may be the result of any or all of the prev iously 
described problems, or many simply result from 
introspective behavior by the dr i ver or a distraction 
of the driver. The operational result is that the 
driver makes a delayed response, an inappropriate 
response, or no response at all. 

While the previously described conditions have a 
wide range of physiological concomitants, they have 
one particular behavioral similarity: in a nonalert 
state, the driver is less likely to respond in a 
fashion timely and appropriate to his or her en­
vironment than in the alert state. 

In a laboratory setting with a controlled en­
vironment, the reduction in response frequency and 
appropriateness can be readily measured. The chal­
lenge i s to discriminate accurately and reliably be­
tween changes in responses due to driver alertness 
and those changes imposed by driving conditions in 
the real world. Described in this paper is an attempt 
to assess the near-term feasibility of driver alert­
ness measurement. 

ACCIDENT STATISTICS 

Accident Descriptions 

To develop hypotheses about the impact of driver in­
attention on traffic accidents, data were obtained 
from the NASS Files. The 1982 NASS file was chosen 
because it was the first file to provide detailed 
i nformation on the driver's role in traffic acci­
dents. Data from a particular subset of accidents 
were selected to investigate inattention. These data 
came from reportable accidents where the vehicles 
involved were moving and the role of the drivers in­
volved had been recorded. The following paragraphs 
contain descriptions on the factors used in analyzing 
the file. 

Vehicle Factors 

Vehicle factors are described as follows: 

• Vehicle Role--Striking/Struck and Single-ve­
hicle Accidents: Striking and struck were extracted 
to eliminate vehicles involved in chain reaction ac­
cidents (both striking and struck). Driver attention 
clearly is more important with regard to the role of 
the driver in the striking vehicle. However, in some 
cases, if the driver of the struck vehicle properly 
responds in a preaccident situation, the accident 
can be avoided or the severity of impact reduced. To 
reduce the ambiguity with regard to the role of the 
struck vehicle's driver, only cases where the 
vehicles were in motion were considered (see Vehicle 
Speed). Based on the NASS definitions of vehicle 
role, single-vehicle accidents are included in the 
striking/struck categories. Both a vehicle striking 
another vehicle and a vehicle striking a roadside 
object are classified as striking vehicles. A struck 
vehicle in a single-vehicle accident would have been 
hit by something other than another vehicle, such as 
a pedestrian or some form of debris. 

• Vehicle Speed: Only cases where vehicles had 
speeds greater than 0.5 mph before the accident were 
considered because it was assumed that driver re-
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sponse was likely to be critical only when his or 
her vehicle was moving. 

Driver Factors 

The following driver factors are described: 

• Attempted Avoidance Maneuver: Two levels were 
examined: cases where no avoidance maneuver occurred 
and cases where any avoidance maneuver occurred. 

• Driver Drowsy: This driver factor reflects 
cases where the driver's being drowsy, asleep, or 
fatigued was considered a cause of the accident. 

• Driver Drugs--Medication: This factor reflects 
cases where the use of legal drugs was considered to 
be the cause of the accident. 

• Driver Other Drugs: In these accidents, the 
cause was attributed to the driver's use of illegal 
drugs. 

• Driver Inattention: In these accidents, the 
cause was attributed to the driver's lack of atten­
tion. 

• Alcohol Abuse: In these cases, the measured 
blood alcohol content (BAC) of the driver was in ex­
cess of 0.07 percent. 

• Age of Driver: Drivers were grouped by age 
from 20 to 70 years old in 5-year intervals. 

Accident Factors 

Accident factors are described as follows: 

• Land Use: Land use groups the accidents in 
terms of urban or rural sites. 

• Time Period: The day was divided into five 
time periods: early morning (accidents that occurred 
between the hours of midnight and 5:59 a.m.), the 
morning rush hour (all accidents that occurred be­
tween 6:00 a.m. and 9:59 a.m.), midday (10:00 a.m. 
to 3:59 p.m.), the evening rush hour (4:00 p.m. to 
6:59 p.m.), and evening (7:00 p.m. to midnight). 

• Road Alignment: The data were grouped into 
accidents that occurred on curved and straight sec­
tions of roadway. 

• Number of Occupants: The data were examined 
to determine the influence of the presence of pas­
sengers in a vehicle (greater than one) on the acci­
dent. Vehicles having the driver as the only occupant 
were designated as occupant equal to one. 

• Day of Week: The week was divided into week­
days (Monday through Friday) and weekends. 

The NASS file provides a number of methods for 
estimating the role of attentional factors in crash 
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avoidance. For the purposes of this document, the 
NASS file output was structured to examine the rela­
tionship between the previously listed driver factors 
and crash frequency. Although the report this paper 
is abstracted from deals with all or the factors 
listed, perhaps the most suggestive information comes 
from considering the vehicle role. 

1982 NASS D~ .. TA 

Failure to Make a Precollision Reseonse 

The broad operational definition of driver inatten­
tion used in this paper is as follows: the atten­
tional state where the driver fails to respond to a 
critical situation. Figure 1 shows the frequency of 
all collision accidents where the role of the vehicle 
was known to be either striking or struck (vehicles 
whose roles were unknown or were involved in chain 
reaction collisions were not included) and the ve­
hicles were in motion. In the 1982 NASS file, there 
are 11,868 vehicles involved in accidents that meet 
these criteria. In these accidents 

• 2,665 (or 22.5 percent) were strikinq vehicles 
whose driver took no avoidance action before the 
collisioni 

• 1,838 (or 15.5 percent) were struck vehicles 
whose driver took no avoidance action before the 
collisioni 

• 5,916 (or 49.8 percent) were striking vehicles 
whose driver took avoidance action before the colli­
sioni and 

• 1,449 (or 12.2 percent) were struck vehicles 
whose drivers took avoidance action before the col­
lision. 

Drowsiness 

Figure 2 represents breakdowns of the frequency of 
all collision accidents where the driver was judged 
to be drowsy, the role of the vehicle was known to 
be either striking or struck (vehicles whose roles 
were unknown or were involved in chain reaction col­
lisions were not included) , and the vehicle was in 
motion. In the 1982 NASS file, 176 (or more than 1 
percent) of all collisions involved vehicles in ac­
cidents that met these criteria. In these accidents 

• 104 (or 59.1 percent) were striking vehicles 
whose driver took no avoidance action before the 
collisioni 

STRIKING/NO ~ION (22.5lS) 2,665 

STRUCK/NO ACTION (15.5lS) 1,838 

F1GURE I Driver responses in all collision accidents. 
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STRIKING/ACTION (37.5") 
66 

STRUCK/ACTION ( 1.1 ") 

STRUCK/NO ACTION (2.3") 4 

FIGURE 2 Accidents attributable to drowsiness. 

• 4 (or 2. 3 percent) were struck vehicles whose 
driver took no avoidance action before the collision; 

• 66 (or 37.5 percent) were striking vehicles 
whose driver took avoidance action before the colli­
sion; and 

• 2 (or less than 1.1 percent) were struck ve­
hicles whose driver took avoidance action before the 
collision. 

Drunkenness 

Figure 3 gives breakdowns of the frequency of all 
collision accidents where the driver had a BAC in 
excess of 0.07 percent, the role of the vehicle was 
known to be either striking or struck (vehicles whose 
roles were unknown or were involved in chain reaction 
collisions were not included) , and the vehicle was 
in motion. In the 1982 NASS file, 376 (or 3 percent) 

STRIKING/ACTION (51.9") 
195 

STRUCK/ACTION (3.5") 
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STRIKING/NO ACTION (59.1") 104 

of all collision-involved vehicles in accidents meet 
these criteria. In these accidents 

• 157 (or 41. 8 percent) were striking vehicles 
whose driver took no avoidance action before the 
collision; 

• 11 (or 2.9 percent) were struck vehicles whose 
driver took no avoidance action before collision; 

• 195 (or 51.9 percent) were striking vehicles 
whose driver took avoidance action before the colli­
sion; and 

• 13 (or 3.5 percent) were struck vehicles whose 
driver took avoidance action before the collision. 

Medication--Legal and Illegal 

Drivers involved in accidents meeting the previously 
mentioned collision criteria who were found to have 

STRIKING/NO ACTION (41.8::l) 157 

STRUCK/NO ACTION (2.9") 11 

FIGURE 3 Accidents attributable to drunk drivers. 
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TABLE 1 Percentage of Drivers Making 
No Precollision Maneuver 

Driver Age 

Under 20 
20-24 
25-29 
30-34 
35-39 
40-44 
45-49 
50-54 
55-59 
60-64 
65-69 
Over 70 

Striking ( % ) 

24 
30 
29 
33 
29 
33 
37 
36 
35 
39 
43 
52 

Struck(%) 

47 
54 
52 
58 
53 
57 
61 
57 
60 
58 
64 
74 

used legal or illegal drugs before the collision, 
respectively, represent less than 0.1 percent of the 
cases meeting the collision definition. 

Driver Age 

Table 1 and Figure 4 depict driver responses in ac­
cidents attributable to inattention versus age. The 
data indicate that younger drivers were more inclined 
to make avoidance maneuvers than older drivers. The 
relationship between failure to respond in a colli­
sion-type accident and age appears to be linear. As 
would be expected, the number of cases in which the 
driver fails to respond is greater in accidents in 
which the driver's vehicle is struck than when it is 
the striking vehicle. 

Time of Day 

Table 2 gives a distribution of accidents due to in­
attention by time of day. Between the hours of 6: 00 
a.m. and 4:00 p.m. (morning rush hour to midday), a 
higher percentage of drivers took no action to avoid 

70% 

(/) 60% z 
Q 
(/) 
::::; 
_J 

0 
u 50% 
f-z 
w 
u 
O:'. 
w 
(l_ 40% 

<20 20- 25- 30- 35-

D STRIKING ACCID 
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TABLE 2 Accidents Attributable to Inattention 
(1982 NASS) 

Avoidance Action No Avoidance Action 

Time of Day Total Percent Total I;' er cent 

Morning rush hour 68 13 78 21 
Midday 150 30 127 34 
Evening rush hour 91 18 59 16 
Evening 114 23 68 18 
Early morning 81 16 40 11 

Note: Data are for 946 of 11,868 accident cases. 

an accident. After 4:00 p.m., drivers were more in­
clined to attempt an avoidance action. 

SUMMARY 

Thus, in all collision accidents in which the ve­
hicles were under way and a driver response conceiv­
ably might have avoided the collision or lessened 
the severity of the collision (11,868 accidents), 
the NASS investigators found that 

• Eight percent of the cases were specifically 
related to the driver being inattentive; 

• One percent were related to the driver being 
drowsy; 

• Three percent of the drivers were drunk; 
• Less than 0.15 percent were attributable to 

the use of legal or illegal drugs; 
• Thirty seven percent of the drivers made no 

precrash response of any kind; and 
• The frequency of precrash response decreases 

as a function of driver age. 

INDICATORS OF INATTENTION 

Indicators of inattention have been extensively 
studied, including such physiological measures as 

ACCIDENTS 

40- 45- 50- 55- 60- 65- >70 

DRIVER AGE 
+ STRUCK ACCID 

FIGURE 4 Percentage of drivers not making avoidance manuever in collision accidents. 
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TABLE 3 Physiological Indicators of Driver Attention 

Active• Obtrusiveb 
Measurement or or 

Indicator Sensor Dimension Passive Remote Advantages Disadvantages 

Heart rate and Electrode or Voltage or pressure p 0 
variability (EKG) transducer 

Brain electrical Electrode Voltage amplitude p 0 
activity (EEG) and frequency 

Skin conductance and Electrode Voltage resistivity p 0 
electrodermal 
response (ED R) 

Muscle electrical Electrode Voltage amplitude p 0 
activity and frequency 

Body activity Observer or No. of movements p R 
switches State change 

frequency 

Respiratory pattern Transducer Frequency p 0 

Critical flicker Self-assessed Null frequency A R 
frequency 

Head nod angle Switch State change p 0 

3 "Activo" (A) requin-.s activili!' on the p:orl of the driver, "Passive" (P) does not . 
b"Obtnn1ivti." (0) roqulres phy1ical attachment to the driver. "Remote" (R) dol:s not. 

EKG, EEG, pulse and heart rates, and eye blinking. 
Behavioral indicators would include looking patterns, 
driver steering wheel use, accelerator and brake ap­
plications, lane drift, and closure rate. The phys­
iological indices reviewed are given in Table 3 and 
the behavioral indices are given in Table 4. Although 
a number of indicators have potential utility for 
use in an inattention detection system, they tend to 
be ambiguous and unreliable when taken singly. These 
indicators are reviewed in detail in the previously 
mentioned report. 

TABLE 4 Behavioral Indicators of Driver Attention 

Easy to monitor. Could be 
made remote by incorpora­
tion into steering wheel. 
Easy to interpret. 

Established relationship to 
fatigue and drowsiness. 

Could be made remote by 
incorporation into steer­
ing wheel. 

Relatively easy to monitor. 

Easy to administer. Could 
be built into vehicle 
dashboard. 

Cheap, commercially 
available. 

May require detailed spectral analysis. 
Individual variations are large. 

Difficult to monitor or interpret. No 
remote sensing possible in the near 
term. 

Individual variations in galvanic skin 
response are large. Relationship to 
inattention is not well established. 

Relationship to inattention is weak. 
Remote monitoring is not possible 
in near term. 

Requires observer. 
No established correlation to 

inattention. 

Difficult to monitor. Correlation 
with vigilance is inconsistent. 

Driver would have to stop vehicle to 
administer. Weak correlation with 
fatigue. 

Measures last stage of drowsiness. 

COMPLEX PERFORMANCE SIGNATURES 

In response to this problem, a number of investiga­
tors have attempted to define combinations of indi­
cators that would be more useful than single indica­
tors alone. Some examples of recent efforts to 
develop complex performance signatures are described 
briefly in the following sections. For purposes of 
organization, they have been considered in two 
groups. The categories are chosen for convenience, 
and primarily imply a difference in perspective and 

Active• Obtrusiveb 
Measurement or 

Indicator Sensor Dimension Passive 

Steering wheel Potentiometer, Rate and angle p 
reversals optical or 

magnetic 
transducer 

Accelerator pedal Linear Rate and p 
movement potentiometer amplitude 

pressure 
transducer 

Brake pedal move- Linear Rate and p 
ments potentiometer, pressure 

pressure 
transducer 

Vehicle position Observer, sensi- Frequency, ampli- p 
(longitudinal, lateral, tive guidance tude and angle, 
and heading) system, road- relative distance 

side edge moni-
tor, radiation 
detector 

Looking behavior Observer, TV Eye position and p 
monitor, fixation frequency, 
oculometer pattern and dura-

tion 

Blink rate As above Rate and duration p 

Secondary tasks Many variations, usually tracking A 

8 "Ac:Liv·e/' (A) req-uire.i tH:llvilr on the pirf o f the driver. "Passive" (P) does not. 
b"Obuu~lvo" (0) r<1qu lres phy-1icel attachment to the driver. uRemote" (R) doos not. 

or 
Remote Advantages Disadvantages 

R Easy to monitor. Studied Affected by vehicle/driving environment. 
extensively. Commercially Individual variations. 
available. 

R Easy to monitor. No established relationship to attention. 
Individual variations. 

R Easy to monitor. No established relationship to attention. 
Individual variations. 

R Correlated with alcohol and Difficult to monitor. Complex interac-
drug use. tions. 

0 orR Correlated to all dimensions Interpretation difficult. Not useful in real 
of attention. Can be made time. 
remote. 

0 orR Can be measured remotely. Weakly correlated with attention. 

R Can be a simple device. Distracts from main task. 
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assumed starting points of the investigators. The 
studies included in the first group are characterized 
by the use of multivariate statistical techniques to 
analyze and combine measures on selected variables. 
These measures are used to develop complex signatures 
or ad hoc models to assign a driver to a given be­
havioral group. The studies included in the second 
group, in comparison, are characterized by the as­
sumption of some prior model of the driver. Statis-
tical techniques may be used to determine parameter 
values or changes that may be used to categorize a 
driver. 

STATISTICAL PROCESSING 

A number of investigators have attempted to use mul­
tivariate statistical techniques to identify combi­
nations of measures with greater discriminatory power 
than univariate indicators. In most cases, the focus 
of the effort has been on problems other than atten­
tional performancei however, the approach has been 
fruitful, as shown in the following examples. 

Lemke (4) used factor analysis and canonical cor­
relation t~ establish multivariate relationships be­
tween changes in EEG patterns and changes in driver 
control activity during long periods of driving in a 
simulator and on the road. A more popular approach, 
however, has been to use discriminant function anal­
ysis. Hagen (5) derived discriminant function vectors 
using variables derived from four basic measures on 
subjects driving a point light source simulator. He 
found mean accelerator reversal rate, mean speed, 
lateral position error, and accelerator variability 
made the largest contributions to vectors discrimi­
nating between male and female subjects. Using this 
approach, he was able to develop vectors that dis­
criminated between a number of groups including, for 
example, sex/violation, sex/accidents, sex/driving 
experience, and sex/risk taking. 

Wilson and Greensmith (&_) also used multivariate 
discriminant analysis to develop combinations of 
driving performance scores of males and females dur­
ing 40 to 50 min of on-road driving. They found that 
combinations of seven variables were useful for dis­
criminating between males and females. These were: 
number of speed changes, number of fine- and coarse­
steering reversals (less than 2 degrees and greater 
than 20 degrees, respectively), moderate (0.15g) and 
strong (0.3g) lateral acceleration for a period of l 
sec or more, accelerator pedal activity, and clear 
road speed. 

Attwood (7) obtained five measures of driving 
performance d-;ring 70-mi trips driven by experienced 
and inexperienced drivers. He found that no single 
variable was useful for d iscr imina tion between the 
groups. He derived 71 variables from the five base 
measures, and using multivariate discriminant analy­
sis, he was able to develop a number of combinations 
that discriminated between the driver groups. For 
example, a driver's group could be predicted with a 
combination of scores on (mean lateral position) + 
(minimum lateral position), or a more complex combi­
nation of scores on (lateral position standard devi­
ation) + (mean lateral position) (lateral position 
standard deviation) + (steering wheel reversals) + 
(accelerator pedal reversals). 

Attwood et al. (8) used a similar approach to the 
development of a linear discriminant function that 
could be used to identify sober and intoxicated 
drivers. In another study, Attwood and Scott (~) ap­
plied this approach to the detection of sleepy 
drivers. In this latter experiment, they obtained 
behavioral and vehicle measures during two 3-hr 
driving periods separated by 21 hr of maintained 
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wakefulness. By using these scores, they developed 
linear discriminant functions that could be used to 
identify drivers in the first and second driving 
periods. The smallest n-var iable function was based 
only on mea~ures of vehicle lateral position and 
steering wheel activity. It was expressed as 

D(30) = 256 V(l) - 159 V(2) - 1.4 V(3) 

where V(l) and V(2) are the mean and maximum vehicle 
lane position, respectively, and V(3) is the steer­
ing wheel reversal rate in the range between 1.0 and 
1.5 degrees. For longer sampling periods of 45 or 70 
sec, the best functions included lane position and 
accelerator pedal activity rather than steering wheel 
activity. The function D(30) was applied to the per­
formance scores obtained during a second set of 3-hr 
driving periods for one driver on one task. The power 
of the simple function for assigning the driver to 
the drowsy class, although limited, was reasonably 
good and demonstrated the potential utility of the 
approach. 

FORMAL MODEL-BASED SIGNATURES 

In recent years, there has been considerable interest 
and success in the development and application of 
general operator/vehicle models. Most work has used 
either the now classic quasi-linear, describing­
function representation or the more recent optimal 
control, state space representation. Recent and ac­
cessible reviews of these developments are presented, 
for example, by Allen (10), McRuer et al. (11), Reid 
(12), and Rouse and Gopher (13). Although the-optimal 
control, state-space approach eventually may prove 
to be of greatest value for describing complex, 
multivariate operator-system behavior, the quasi­
linear describing function models are currently the 
most well-developed. 

A number of simulator and on-road studies have 
been conducted in recent years to evaluate model and 
parameter requirements, and changes for different 
driving situations. For example, Donges <ill studied 
straight and curved road driving, Reid et al. (15) 
studied obstacle avoidance maneuvers, Allen (16) 
studied driver adaptive behavior, and Smiley et """i"l 
(17) studied changes with driving experience. 
~In some recent studies, changes in the values of 

parameters of models have been used as indicators of 
changes in operator attentional state. Most of the 
studies have focused on changes associated with con­
ditions :requiring changes in the allocation of at­
tention. 

In studies of simple tracking behavior, interest 
has commonly focused on the parameters of gain, ef­
fective delay, lead-lag adjustment, and remnant. As 
Wickens and Gopher (18) indicated, open-loop gain is 
attenuated, lead is decreased, and/or remnant is in­
creased with diversion of the operator's attention. 
These authors also observed an increase in the number 
of holds (no tracking response) related to the addi­
tion of secondary tasks and changes in both gain and 
power at low and high frequencies related to changes 
in primary and secondary task priorities. 

The results of a driving simulator study by Allen 
et al. (19) generally confirm the results of the 
tracking test studies. In this study, the effects of 
changed attentional state related to the imposition 
of a secondary visual detection task and those re­
lated to the effects of driver BAC were examined in 
the framework of a quasi-linear, describing-function 
model. The effects of task loading and BAC were 
similar in that both resulted in reduced gain, par­
ticularly at low frequenciesi increased remnanti 
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increased steering wheel activity; and increased 
heading and lateral position errors. There were also 
differences in the effects of the two types of con­
ditions. Phase margin was not affected by driver 
BAC, but was increased with the addition of the 
secondary task. Crossover frequency, on the other 
hand, was not affected by the additional task load­
ing, but decreased with increased BAC. Holds (no 
tracking response) on steering behavior were noted 
with intoxicated drivers during the visual response 
period, but were not observed with sober drivers. 

Driver-vehicle models appear to provide an excel­
lent means for expressing complex signatures neces­
sary as a basis for an inattention detection system. 
Changes in the values and relations of variables and 
parameters of both ad hoc and formal models have 
been shown to be related to changes in driver phys­
iological and psychological states and task demands. 
Research such as that of Attwood and Scott suggests 
the possibility of developing relatively simple, 
useful, ad hoc models with the use of multivariate 
analytical techniques. This approach provides flexi­
bility in the choice of measures to be used, but the 
resultant models provide little guidance for the 
selection of measures or derived variables to estab­
lish or improve their discriminative power. Formal 
models, such as those used by Allen et al. (19) pro­
vide a fairly well-known and applied conceptual 
framework, but may be both more restrictive and de­
manding with respect to the measures that may and 
must be used. The possible requirement for input 
data to establish such model parameters as crossover 
frequency or phase margin, for example, may limit 
the use of formal models to research settings. Fur­
ther research is necessary, however, to establish 
the minimum nonperformance input data for either 
type of model, technical means of providing this 
data, and the possibility of using predictive tech­
niques to calculate probable input on the basis of 
driver and vehicle performance measurements. 

TABLE 5 Driver Alertness Monitors 

Measure- Active8 Obtrusiveb 
ment or or 

Monitor System Sensor Dimension Passive Remote Advantages 
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DRIVER ALERTNESS MONITORS 

The report reviewed the state of the art in driver 
alertness monitors. Currently, there are a limited 
number of such devices commercially available. These 
range from the unsophisticated head-droop alarm to 
the microprocessor-based monitor of steering-wheel 
driving pattern/driving-time patterns that is avail­
able in Japan on Nissan's Bluebird line of vehicles. 
(The monitors reviewed in the report are given in 
Table 5.) 

Although not directly related to driver attention 
per se, the status of systems related to the vehicle 
and its environment were considered. These include 
radar warning and braking systems, navigational aids, 
roadside monitors, and automated highway systems. 
These systems could be considered as part of a mul­
tivariate approach to developing a driver alertness 
monitor. 

The state of the art in automotive electronics 
was briefly reviewed in the report. The practical 
utilization of any of the aforementioned devices de­
pends, to a large extent, on the development of 
sophisticated electronics for sensing, data handling, 
and analysis. 

CONCLUSIONS 

The material reviewed in the report suggests the 
following: 

Accident Data 

The fact that a large portion (37 percent) of drivers 
involved in automobile crashes, as reported in the 
1982 NASS file, took no action to avoid the collision 
suggests that attentional lapses are a major factor 
in the causation of highway accidents and that these 

Disadvantages Availability Cost($) 

Rell "Stay-A- Optical Steering A R Alerts driver when steering Standard steering movement Available 170 
Wake" transducer rate wheel movement rate drops rate must be set by driver. from the 

below a given rate. System effectiveness can manufacturer. 
be defeated. 

Voltage Vehicle A R Will sound an alarm when Speed at which alarm sounds 
speed vehicle reaches or exceeds is set by driver. 

a set speed. 

Slarner "Driver Switch State A 0 Sounds an aiarm when Warning does not occur until Available from 33 
Alert Warning change driver's head droops. the driver is asleep. AAA. 
Device" 

Safex "Drive Switch State A 0 Sounds an alarm when Warning does not occur until No longer 
Alert" change driver's head droops. the driver is asleep. available. 

Nissan "Safety Optical/ Rate and p R Monitors and records driver's Little detail of operational Available on 85 
Drive Advisor" velocity frequency initial steering reversal rate principle is known to date. Nissan Blue- (approx.) 

sensor and alerts the driver if steer- bird models. 
ing reversal rate differs from Not imported 
this standard. into USA. 

Electronic Elapsed p R Alerts driver to take periodic 
clock driving breaks. Interval between 

time signals is decreased by 
activation of headlights 
or windshield wipers. 

Life Technology/ Optical Rate p R Monitors and records driver's Standard steering reversal rate No longer 
Ford "Owl" sensor initial steering reversal rate can be adjusted by driver. available. 

and alerts the driver if steer- System effectiveness can be 
ing reversal rate differs defeated. 
from this standard. 

8 "Active" (A) require.t B.celvit)' on the pare of the driver. ••P15sive" (P) does nol. 
b 110btru:dv0-" (0) requlrn phy,1 ical atts.chnumt to the driver, "Remote" (R) doos not, 
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attentional lapses probably become a more important 
factor as a driver's age increases. 

Research Fi ndi1\gs 

Changes in performance associated with task duration 
or drowsiness include: (a) a reduction in the fre­
quency of control responses, (b) periodic "blockage" 
of all responses, (c) an increase in the amplitude 
of responses, and (d) an increase in the variability 
of the responses. 

In controlled experiments, averaging across sub­
jects who are exposed to the same conditions, there 
are reliable changes in performance that are mono­
tonically related to attentional state. 

Examination of the performance of the individuals 
in these studies indicates that while performance of 
selected tasks decreases with degraded attention, 
the relationship between the changes in performance 
and the attentional state varies significantly be­
tween the subjects. 

The use of multiple performance indices will en­
hance the discriminative power of the attentional 
discrimination system. Although performance changes 
can reliably reflect modifications in attentional 
state, the most difficult problem in detecting de­
graded alertness will be to discriminate the effects 
of these changes from those imposed by the driving 
environment. 

Driver Alertness Systems 

Proprietary alertness indicators fall into two func­
tional classes: those that evaluate performance and 
those that evaluate the physical or physiological 
state of the subject. 

Indicators that are based on physiological or 
physical concomitants of attention are likely to be 
too cumbersome to achieve widespread use by private 
vehicle operators. Indicators that are based on the 
performance of an artificially constructed secondary 
task are likely to be distracting to the driver and, 
therefore, potentially hazardous. However, it may be 
possible to use performance measurements on non­
critical tasks that are normally required, such as 
instrument scanning, as an index of alertness. 

A driver attention indicator, regardless of its 
behavior, must be able to learn the shape of the 
normal performance curves that are particular to the 
individual driver. Then, it must be able to sense 
deviations from this norm that are not the result of 
changes in the environment and that provide warning 
of changes in alertness. 

Of the proprietary devices reviewed, only one 
system is currently installed on production passenger 
vehicles in Japan. This system is based on a multi­
variate analysis approach and learns the patterns of 
driving performance of the individual driver, and 
represents a potentially promising approach. 

The existing electronic systems and the nearterm 
projected advancements lead to the conclusion that 
electronics will soon be available to reliably track 
and analyze any practical driver alertness monitor­
ing system. 
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Estimating Highway Speed Distributions From a 

Moving Vehicle 

JON D. FRICKER and HUEL-SHENG TSAY 

ABSTRACT 

The question of how to develop a distribution of speeds for vehicles passing 
and being passed by an observer car in the vehicle stream has attracted the 
interest of several mathematicians, but their published work has not gone beyond 
the theoretical stage. In practice, the theoretical expressions that have been 
developed do not permit the construction of an accurate speed distribution from 
actual data gathered from an observer car. The standard deviation of the dis­
tributions they construct are accurate, but their inability to process a few 
discrete data points causes errors in estimating the mean speed of the traffic 
stream. An observer car was operated over Bl 7. 9 mi of Interstate highway, 
gathering actual data for use in this study. A simulation program was written 
to help test an empirical method for constructing a speed distribution. The 
simulation revealed that the empirical method predicted the mean speed well, 
but estimated the standard deviation poorly. Furthermore, it illustrated why 
these inaccuracies resulted. Finally, a practical method was produced by which 
anyone can determine good estimates of both the mean and standard deviation of 
the speed distribution without special equipment. 

In order to avoid losing certain federal-aid highway 
funds or to qualify for incentive grants, each state 
must compile annual speed compliance data. If more 
than 30 percent of the vehicles on a representative 
sample of highways in a state exceed 55 mph, that 
state may have 10 percent of its federal-aid highway 
funds withheld. If fewer than 20 percent exceed 55 
mph, the state can claim an incentive grant <.!>. 
Often, as one is driving on an Interstate highway, 
it is difficult to believe that sufficient compliance 
is actually taking place. This paper presents a 
practical method of approximating, not only the mean 
speed of traffic, but the distribution of speeds in 
the stream of traffic surrounding a vehicle driven 
by an individual who is curious about speed com­
pliance levels on a given highway section. This 
method describes the speed of vehicles throughout 
the traffic stream, not just at isolated speed moni­
toring stations. 

A THEORETICAL BASIS FOR THE MODEL 

A Mathematical Model 

The authors are interested in the amount of accurate, 
useful information an individual in traffic can 
easily collect. (This person's vehicle shall be 
called the "observer car" in this paper.) What in­
formation must be collected or inferred in order to 
adequately describe the distribution of vehicle 
speeds? One way to answer this question is to build 
a mathematical representation of the traffic stream 
and the observer car's relationship to other vehicles 
in it. Employing a mathematical model usually re­
quires the adoption of simplifying assumptions such 
as 

1. Each driver in the traffic stream chooses a 
speed, v, and drives constantly at this speed. 

2. If the observer car approaches a slower vehi-

cle ahead of it, the observer car overtakes it with­
out delay (i.e., there is no interaction between 
cars). 

3. The traffic has reached "steady state." 
4. Vehicles entering the highway follow a homo­

geneous Poisson process. 

The following parameter definitions pertain to Equa­
tions 1-5: 

q 

Vo 
F(v) 

the flow of vehicles past a point on the 
highway (vehicles per hr); 
the speed of the observer vehicle; 
the probability that the speed of a 
vehicle selected at random passing a 
certain point on the highway is smaller 
than v. F(v) = Pr(V < v). The random 
variables V are independently and identi­
cally distributed; 
the number of vehicles overtaken by 
the observer vehicle (vehicles per hr); 
and 
the number of vehicles that over-
take the observer vehicle (vehhicles per 
hr). 

From References 2 and 3, the following equations can 
be assembled: 

Vo 
).+(v0 ) = q J [ (v0 - v)/v] dF(v) 

0 

).-(v0 ) • q f [(v - v0 )/v] dF(v) 
Vo 

From (1) 

Vo 

).+(v0 ) ~ qv0 J F(v)dv/v 2 

0 

(1) 

(2) 

(3) 
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Then 

(4) 

Equation 3 shows thut A+(v0 ) is an increasing func­
tion of v. For specified values of the parameters, 
Equation 4 estimates the ratio of the number of cars 
the observer car will pass to the number it will 
observe. Thus, if a driver travels for sufficiently 
long periods of time , periodically assumes d i fferent 
(but constant) speeds, and counts the number of cars 
overtaken (or that overtake him), the speed distri­
bution and the traffic flow can be estimated (2,3). 
To use Equation 4, the difference between the number 
of vehicles overtaken by the observer car at speeds 
v 1

0 and v 2
0 needs to be determined. If the number of 

cars overtaken at speeds v 1
0 and v' 0 are A+(v 1

0 ), and 
A+(v 2

0 ), respectively, then Equation 4 can be used in 
the following discrete form: 

F(v 2
0 ) = l/q {v 2

0 [A+(v 2
0 ) 

- A+(v 1
0 )1/(v' 0 - v 1

0 )} 

- A+(v' 0 ) (5) 

For example, if the traffic flow (q) is 750 vehicles 
per hr, the observer car passes 15 vehicles while 
moving at 57.6 mph, and passes none at 52.8 mph, 
Equation 5 becomes 

F(57.6) 1/750(57.6(15 - 0)/(57.6 - 52.B)) - 15 
0.22, 

where 52. 8 is the estimated speed of the slowest 
vehicle on the highway section of interest. Repeat­
ing this equation for four higher speeds (as shown 
in the following calculations) allows for creation 
of the plot in Figure 1. 

F(61.4) = 1/750 (61.4(29 - 15)/(61.4 - 57.6)) 
- 29 = 0.263 

F (62.4) 1/750 (62.4(38 - 29)/(62.4 - 61.4)] 
- 38 = 0.69 

F (64.3) 1/750 (64.3(56 - 38)/(64.3 - 62.4)] 
- 56 = 0.74 

F (66.2) 1/750 (66.2(79 - 56)/(66.2 - 64.3)] 
- 79 = 0.96 

The A+(v0 ) and A-(v0 ) values in Equations 1, 2, and 5 
come from counting the number of vehicles that over­
take and are overtaken by t he observer car. 

F(v) 

1.00 

0.75 

0.50 

0 . 25 

55 60 65 70 

FIGURE 1 CDF of vehicle speeds from mathematical 
model. 
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Real traffic flow is not as well-behaved as the 
simplifying assumptions would indicate. Equations 4 
and 5 are intended for use with small differences be­
tween v 1

0 and v' 0 and with A+(v0 ) values that in­
crease monotonically with v0 • Neither requirement is 
likely to be met in practice, however. It would not 
be practical to collect A+(v0 ) and A-(v0 ) counts for 
1 mph increments of v0 • Secondly , t here is no gua r ­
antee that A+ (v 2

0 ) will be greater than A+ (v 1
0 ), just 

because v' 0 is greater than v 1
0 • Finally, Equation S 

is sensitive t o slight variations in >.+ (v0 ) . When 
v0 = 62. 4 mph, >.+ (62.4) • 38, wh i ch gives F (62 .4) ~ 
0.69. For >.+ (62 .4) = 37, F (62.4) becomes 0.61 ; f or 
A+(62.4) = 39 , F(62.4) rises to 0 . 78. These factors 
explain why the real-life observations that formed 
the basis for Figure 1 put a point at v0 = 62.4 
mph, F(v0 ) = 0.263, well away from an otherwise 
fairly consistent set of points. 

The curve in Figure 1 is, of course, a cumulative 
distribution function (CDF). From this CDF, the pro­
portion of vehicles that are overtaken by t he ob­
server car can be estimated for any speed v0 • Fur­
thermore, having a CDF makes it possible to convert 
it into the corresponding probability density func­
tion (PDF) that defines the speed distribution sought 
by the authors. 

Reflections on the Mathematical Model 

Clearly, the four simplifying assumptions are not 
strictly correct. The extent of their departure from 
reality has implications for our study as follows: 

1. Drivers maintain constant speeds. Each driver 
has a speed he or she finds comfortable and would 
prefer to maintain (_!).This speed is a function of 
that individual's driving attitude, ability, and 
experience. It is also influenced by the charac­
ter is tics of the vehicle being dr iv.en: type (car, 
truck , etc.) , size, handling, performance at certain 
speeds, and so forth. These factors support the first 
assumption, if driving conditions remain constant. 
But they do not. Furthermore, a driver cannot always 
drive at his or her "preferred" speed. Physical ter­
rain (hills and curves) may be a limiting factor. So 
might vehicle densities, if they become great enough. 
Even at low densities, two or three cars properly 
positioned may be enough to impede or "push" a 
driver. Thus, even cruise control does not guarantee 
keeping to a preferred speed. Besides being boxed 
in, some drivers tend to adopt the speed of the 
vehic le just ahead, s ubst i tuti ng the p.refe.renc:e of 
the lead driver for their own. The adopted speed may 
be faster or slower than their own preference, but 
presumably the difference is not great. And, of 
course, the ultimate tempering influence on preferred 
speeds is the speed limit. An associated influence 
is the driver's perception of the enforcement level. 
What is the probability that one's speed will be 
detected? How much above the posted speed limit may 
one drive without being cited by the authorities? A 
final complicating influence may be the miscalibra­
tion of a vehicle's speedometer. Many speedometers 
read 2-8 percent high, that is, the speed shown may 
be 1. 02-1. 08 times the actual speed. For example, a 
car equipped with a speedometer that reads 65 mph, 
but reads 5 percent high, is actually traveling 
65/1.05 = 61.9 mph. This 3 mph difference is often 
not explicitly known by the driver, who instead 
either (a) guesses at this value or (b) simply as­
sumes a comfortable position in the traffic stream, 
which includes all the tempering factors mentioned. 

2. No interaction between vehicles. Of course, 
vehicles in close proximity often do influence each 
other. One can be boxed in, be pushed to higher 
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speeds by a tailgating car or truck, or follow a 
lead car in a "platoon• of vehicles. Should this 
bother us in our study? Not really. If our central 
question is "How fast are vehicles moving?" it does 
not matter why they have a certain speed. Neither 
does it matter to the states' speed monitoring pro­
grams and the federal government, unless the speeds 
are so high that "corrective action• must be taken. 

3. and 4. Traffic has reached steady state, in 
which entering vehicles follow a homogeneous Poisson 
process. The first half of this statement says that 
there is no abrupt change in the flow, such as there 
would be when a road reopens following a blockage. 
The second half says that Poisson distribution is 
appropriate for describing discrete random events. 
When traffic is light and when there is no obvious 
disturbing factor such as a traffic signal, the be­
havior of traffic may appear to be random, and the 
Poisson distribution will give satisfactory results 
(~) • Neither of these assumptions is seriously in­
correct. Traffic varies over the course of a day, 
but the transitions between high and low arrival 
rates are gradual enough to accept these assumptions 
for periods of analysis that are not long enough to 
include a significant change in arrival rates. 

While none of the four assumptions are absolutely 
correct representations of reality, the real ques­
tion is how well do they approximate the traffic 
stream being modeled. This can only be answered by 
gathering data on the phenomenon being described, 
which is what we describe next. 

DATA COLLECTION 

A more direct approach to characterizing the speed 
distribution is to drive at a variety of constant 
speeds for known distances, and record the number of 
vehicles that you pass (p') and that pass you (p). 
This was done with a cruise-control-equipped car on 
817.9 mi of Interstate highways in the Midwest. Ex­
cept where construction zones or impeding traffic 
prevented it, the car was operated at a constant 
speed between 52.8 and 69.l mph for 5-mi segments. 
(Actually, the speedometer was read to the nearest 
integer mph, but timing the vehicle between mile­
posts determined that the observer car's actual speed 
was 0.960 times the speedometer reading. This is the 
reason for the unusual speeds used in the Equation 5 
example calculations earlier and throughout this 
paper.) An overtaken vehicle was not added to the p' 
count if it was in the process of entering or exit­
ing the main travel lanes of the Interstate, either 
using the on/off ramps or the shoulder. As soon as 
the observer car was able to resume the desired speed 
after a construction zone, speed trap, or rest break, 
data collection resumed. The validity of these data 
is analyzed later in this section. 

Vehicle densities were estimated by counting the 
number of vehicles between the observer car and a 
distinctive landmark ahead, then measuring the dis­
tance to that point. Typical observed densities 
ranged from 10 to 40 vehicles per mile for two-lane 
(in each direction) Interstate highways. 

There are several reasons why the observations 
could not be taken from a strictly homogeneous popu­
lation of vehicle speeds. 

1. variations in terrain and roadway geometry. 
2. Variations in percentage of heavy vehicles in 

the traffic stream. 
3. Variations in vehicle density. 
4. The "environment" of the highway: urban versus 

rural. 
5. Enforcement of speed limits: visibility or 

reputation of the law enforcement agency. 
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The number of observations (p + p') made in a seg­
ment is a function of the observer car's speed, the 
segment length, and the density of traffic. As we 
shall show, if the distribution of vehicle speeds on 
a highway section is approximately normal with mean 
µ, p + p' should decrease as lv0 - µI gets smaller. 
It is obvious that p + p' will increase if segment 
length increases, density increases, or both. The 
influence of densities and segment length on the p 
and p' counts can be eliminated by converting them 
to ratios as follows 

p = p/(p + p'); p' = p'/(p + p'); p + p' = 1.00 

These ratios are summarized in Table 1, with rural 
Interstate segments shown in a separate column. As 
expected, p' tends to be smaller at most observer 
car speeds in rural areas than in the overall data­
set. The other sources of heterogeneity are not so 
easily eliminated, and we may not want to. We could 
decide to take p, p' counts only when certain condi­
tions (e.g., level terrain, low densities) were met, 
or we could identify and separate our segments into 
hilly, level, urban, and rural groups. The roads 
traveled by the observer car were predominantly rural 
with gentle hills, but even the urban and hillier 
sections were not drastically different. (Observa­
tions were halted during a heavy thunder storm, how­
ever.) In this paper, an attempt is made to estimate 
the speed distribution on all Interstate sections 
for which reliable data exist. 

TABLE 1 Speed Data from 
Observer Car 

Speed (mph) 
Vo 

54.7 
56.6 
57.6 
58.6 
59.5 
60.5 
61.4 
62.4 
63.4 
64.3 
65.3 
66.2 
68.2 
69.l 

Rural 
p 

0.00 
0.02 
0.20 
0.50 
0.27 
0.20 
0.45 
0.69 
0.71 
0.72 
0.82 
0.95 
0,92 
1.00 

Total" 
p' 

0.05 
0.02 
0.20 
0.50 
0.42 
0.20 
0.53 
0.69 
0.75 
0.72 
0.83 
0.95 
0.92 
1.00 

a Includes rural, urban, and suburban 
segments. 

What are "reliable data"? For instance, it is 
correct for our purposes to take p, p' counts soon 
after a construction zone? Table 2 shows the summary 
of p, p' counts for the 16 segments that followed a 
construction zone. One would expect a noticeable 
increase in p + p' in these segments. Vehicles that 
eventually would have been seen from the observer 
car would pass or be passed by the observer car 
sooner, since construction zones tend to cause the 
formation of platoons. One would not necessarily 
expect a bias in the r' value, which is the p'/(p + 
p') value for these particular segments. Faster cars 
behind the observer car in the construction zone 
platoon may find some slower vehicles blocking them 
in the next open segment, but this is typically a 
2-lane segment with at least twice the capacity of a 
1-lane construction zone. The open segment was also 
5 mi long in 14 of the 16 cases. The results of a 
chi-square test applied to the r' and p' columns 
in Table 2 support the hypothesis that the r' after 
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TABLE 2 Data Collection After Construction Zones 

Vo p p r p' (all) r'-p 

56 .6 2 0 0.00 0.02 - 0.02 
57.6 15 2 0.12 0.20 -0.08 
59.5 3 2 0.40 0.42 -0.02 
61.4 6 18 0.75 0.53 +0.22 
62.4 1 9 0.90 0.69 +0.21 
64.3 3 3 a.so 0.72 -0.22 
65.3 2 16 0 RQ 0 R3 +0,01' 
66.2 0 13 1.00 0.95 +0.05 

Total 32 63 

Note: r'= p'/p + p'. Observation rate = 95 vehicles/76.9 mi= 1.235 vehicles per mile (not 
a standard density), 

construction zones is not biased at the 95 percent 
confidence level. Furthermore, the expectation that 
more vehicles will be observed in these segments is 
also realized: 1.235 per mile versus 0.948 overall. 

Should observations made in the presence or after­
math of highway police surveillance be included in 
our data base? Table 3 is similar in structure to 
Table 2, but involves only 5 segments over 13. 75 mi. 
A significantly lower r' than p' would be expected 
in this case, but the data are too meager and con­
tradictory to draw such a conclusion. These data 
were not discarded. 

TABLE3 Data Collection After Police Sighted 

Vo p p r p' (all) 

59.5 s 0 0.00 0.42 
62.4 1 7 0.88 0.69 
63.4 2 0 0.00 0.75 
64.3 0 4 I.DO 0.72 

Plotting the (v0 ,p'} values from Table l results 
in the points shown in Figure 2. Fitting a smooth 
curve through these points produces an "empirical" 
CDF much like that of Figure 1. This CDF can be used 
to test the fit of any distribution that is proposed 
as a model of the actual speed distribution along the 
highway. 

The Two Approaches 

In both the mathematical model and the empir i cal 
method described previously, the counts of vehicles 

p' 

1.00 

0.75 

a.so 

0.25 

55 60 65 70 

FIGURE 2 CDF of vehicle speeds from observer 
car data. 
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(p, p') over a range of speeds have been converted 
into proportions or ratios, which, in turn, have 
been plotted in CDF--Pr(V ~ v0 )--form. The resulting 
s-shaped curves (Figures l and 2) are "similar," 
based on goodness-of-fit tests at the 95 percent 
confidence level. Thus, our data collection effort 
seems to validate the mathematical model's ability 
to describe the distribution of speeds, despite our 
critique of its simplifying assumptions, and subject 
to the limitations on the differences in v 0 already 
discussed. The model's F(v0 ) values closely match the 
p' (v0 ) values generated for Table 1, except at v 0 = 
61. 4 mph. What remains is to devise a procedure to 
convert either of the CDFs to the PDF of vehicle 
speeds and then test the results for accuracy. 

TESTING THE METHOD 

How do we test the model's ability to estimate the 
actual distribution of speeds in the highway section 
of interest? Ideally, radar could be used to record 
the exact speed of a vehicle at the time of observa­
tion, but this involves more expense or effort than 
is desired. Besides, there are complicating factors 
to consider. If a radar-derived speed is assigned to 
each vehicle, that speed ignores the variation of 
speeds a vehicle assumes as it reacts to different 
roadway geometry, traffic conditions, and driver 
behavior. A stationary radar site removes the vari­
able of geometry, but at the moving observation post, 
vehicles are being viewed under a full range of con­
ditions, which gives (theoretically) a better sample 
of overall vehicle speeds in the total traffic 
stream. However, the authors propose to limit the 
data collection to the simple question "When a vehi­
cle is observed, is it passing or being passed?" 
Nothing can precisely be said about the other vehi­
cle's speed, v, except v > v 0 or v < v 0 • The differ­
ence is speeds may be 1, 5, or 20 mph. The observer 
can only guess, but need not (if the authors' method 
succeeds) even try. 

Can a speed distribution be effectively recon­
structed from this limited information? Equally im­
portant, against what can the estimates be compared? 
Speed monitoring data are usually gathered at a few 
fixed locations. Although care is taken to disguise 
the sites and to establish them in places unaffected 
by merging maneuvers and other factors, they are 
constrained to level highway sections where access 
to the recorders is easy and where protection of the 
equipment (e.g., by guardrails) is possible. Each 
location used probably has some bias as a cesult of 
prevailing vehicle mix, variations in vehicle den­
sities, weather conditions, and other factors. If 
one is interested in what speeds exist in the entire 
traffic stream during a particular trip, only a con­
siderable number of perfectly disguised recording 
stations along the route could give the desired dis­
tribution. For reasons of economy and reproducibility 
of results, a simulation model was developed. 

The Simulation Model 

The authors wished to sample speeds of vehicles in 
the traffic stream by observing whether the driver 
is passing them (v0 > v) or they are passing the 
driver (v > v0 ). Then this sample and a constructed 
PDF of speeds are compared with the "actual" speed 
distribution for the traffic stream in which the 
authors were traveling. For reasons already men­
tioned, the actual distribution is not possible to 
accurately describe. But, for these testing pur­
poses, it is not really necessary to know the exact 
distribution of an actual traffic stream. If one 
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could create an exact distribution, pretend not be 
know its shape, then sample from it to generate an 
estimated distribution, one would have the basis for 
testing the authors' method. A simulation model can 
create such distributions. 

Steps in Simulation Program 

1. Reading input values that include the follow-
ing; 

a. Parameters of distribution describing ve-
hicle speeds; 

b. Traffic density (vehicles per mile); 
c. Speed of observer car (v0 ); 

d. Termination criteria as follows; 
• Length of observation section, 6x 

(mi), 
• Length of time that v0 will be main­

tained (min) , and 
• Minimum number of observations k* to 

be made at v0 mph; 
e. Speed for random number generator. 

2. Increment count of vehicles observed, k = k + 
1. 

3. Generate the location xk of the kth vehicle 
with respect to the observer car (x0 = O) at the 
start of the observation period, sampling from a 
uniform distribution. 

4. Generate the kth vehicle's speed, vk, using 
the hypothesized distribution. 

5. If xk > x0 , go to s t ep 6. If xk .5_ x0 , calcu­
late whether the kth veh icle will overtake the ob­
server car before the observation period terminates. 
If so, p = p + 1. Go to step 7. 

6. Calculate whe ther the observer car will over­
take the k th vehicle before the observation period 
terminates. If so, p' = p' + 1. 

7. If the observation period has not ended, re­
turn to Step 2. 

8. Stop simulation. Pr i nt summary of observa­
tions made. 

The most interesting product of the simulation 
program is the plot (Figure 3) of the distribution 
of speeds for the vehicles that were seen from the 
observer car. These speeds are not known to the ob­
server, except to the extent that they make up the p 
and p' counts, but their distribution is at once 
fascinating and important to the estimation method. 

fy(v) 

0.250 

0. 125 

(a)~/ 
l'a = 61 mph / 

<73 = 6.25 mph / 

I 
I 

I 

,,,.-
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Figure 3 illustrates how the actual distribution of 
vehicle speeds (dashed curve) is distorted when 
viewed from a moving vehicle. The reason for the dip 
in curve (b) near v0 is easy to understand. 

• For a vehicle with speed vk not much dif­
ferent from v0 , its initial location must be rela­
tively close to Xo to expect meeting the observer 
car during the study period. 

• For a given v0 , the probability of the kth vehi­
cle meeting the observer car during the study period 
increases as 1vk - v0 1 increases, especially as vk 
moves in the direction of the mode of the speed dis­
tribution. 

• However, as vk begins to take on extreme 
values (in the tails of the speed distribution) that 
are less likely to occur, this decreases the prob­
ability of a vehicle with such speed even existing 
to meet the observer car. 

Note that both curves in Figure 3 are drawn as PDFs. 
Each encloses an area of 1. 00, based on their re­
spective definitions of an event. However, the speed 
dis tr ibu tion of the population (the dashed curve) 
represents a greater number of vehicles in the study 
section, since a majority of these vehicles will 
never meet (be sampled or observed from} the observer 
car. The standard deviation for curve (b) is greater 
than that for (a) because there are fewer speeds 
observed near the mean for curve (b) • 

HOW TO USE THE METHOD 

The task before us is to take a few p, and p' counts 
and convert them into an estimate of the speed dis­
tribution's parameters. The authors are only con­
cerned with putting each observed vehicle into one 
of two categories: v< v0 or v > v0 • 

At each v0 , the data collected will be used to 
locate a point on a CDF such as in Figure 2. The 
accuracy of that point's location p' (v0 ) with re­
spect to its correct location should improve with an 
increase in the length of time at v0 , since p' (v0 ) 

will be based on a larger sample size, p + p'. How­
ever, each time the v0 is changed, a new "view" of 
the distribution is obtained, which the authors are 
trying to reproduce. Because each view is so limited 
(either v0 > vk or vk > v0 ), the greater the number 
of v0 's that are adopted, the better the CDF's shape 

(b) v 0 = 55 mph 

llb = 6·1.5 mph 

<7b = 7.38 mph 

45 50 55 50 (),) 70 75 80 

SPEED DISTRIBUTIONS OF (a) ALL VEHICLES AND 

(b) THOSE VEHICLES SEEN FROM OBSERVER CAR 

F1GURE 3 Speed distributions of (a) all vehicles and (b) those vehicles 
seen from observer car. 
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is likely to be approximated. For a trip of moderate 
length, say 100 mi, a trade-off occurs. One can 
travel at two different speeds for 50 mi each, or at 
10 different speeds for 10 mi each, or any other com­
bination of distance (t.x) and number of different 
speeds (n) whose product does not exceed 100 mi. The 
first strategy would seem to provide two points of 
high quality, while the second approach gives ten 
fewer reliable points through which to fit a CDF. 

Converting a CDF to a PDF 

Say, for example, that one chose to travel at a v0 
of 55 mph for 50 mi, and that the simulation program 
reported that p' (55) = .104. This means that Pr(vk < 
55 mph) = .104. Because the CDFs from both the mathe­
matical model and the empirical method (Figures l 
and 2) resemble a CDF derived from a normal distri­
bution, one is justified in assuming a normal dis­
tribution. Branston (~) supports this choice of dis­
tribution. Thus, we seek the standard normal deviate 

that causes ~ (z) .104. This is represented by 
~- 1 (.104), the solution to which can be found in a 
CDF table of the standard normal distribution. Here, 

41- 1 (.104) = -1.26 = (v0 - u)/a = (55 - u)/a (6) 

with u and a being the two parameter values to 
be solved for. Equation 6 can be rearranged to be 

A 

\l - l.26 a = 55 

Driving at a different v0 , 

p I (65) 0.787. This becomes 
and, in a few steps, 

\l - 0.795 a = 65 

say, 65 mph, 
t- 1 (.787) 

(6 I) 

gives 
0.795 

(7) 

Solving Equations 6' and 7 simultaneously gives u 

61.l mph and a = 4.87 mph. Trying other v0 values 
gives an expanded number of pairs of values with 
which to find ~ and ~. Table 4 shows how these esti­
mates will vary with choices of v0 pairs. Insuring 
that the number (n) of observer speeds (v0 ) exceeds 

two produces n!/2!(n - 2) ! solutions for~. ~to be 
examined for trends and clues, such as those solu­
tions that should be discarded. 

TABLE 4 Solutions forµ., a 

v0 pairs µ a 

55 and 60 60.89 4.67 
60 and 65 61.0 5.08 
65 and 70 61.6 4.16 
55 and 65 61.1 4.87 
60 and 70 60.85 4.55 
55 and 70 60.77 4.59 
Avg. values 61.04 4.65 

Note: .O.x 0 =SO mi,µ= 61 mph, and 
a= 6.25 mph. 

At this point, the authors could select the "most 
central" of the six solutions in Table 4, say, u m 

60.89 with ~ = 4.67, adopt the average of the param-
A A 

eter solution values (µ = 61.04, a= 4.65), or use 
any legitimate variation. In this example, the esti-
mate of u would be quite accurate, but ; is consis-
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tently about 25 percent below the 6.25 value entered 
into the simulation program. Table 5 and Figure 4 
illustrate why this is so . 

The solid curve labeled "4> (z) • in Figure is the 
CDF for the normal distribution the authors are at­
tempting to duplicate from the observed data. The 
curve with short dashes--"p' (v0 ) "--is the CDF 
constructed from the proposed method, with (t.x 
1, 000 mi) to ensure statistical stability. Note how 
it starts below the t (z) curve, crosses it at ap­
proximately a.so, and finishes above it. The p' (v0 ) 

curve is "steeper" than the t(z) curve1 therefore, 
it will have a narrower PDF than t(z) 's target PDF. 

1.00 

0.80 

0 .60 

0 40 

0.20 

TABLES Comparison of CDF Values 

Yo : 

<fl(z) 
p'(v0 ) 

F(v0 ) 

R(v0 ) 

55 60 65 70 

0.1685 0.4364 0.7389 0.9251 
0.080 0.382 0.821 0.976 
0.044 0.244 0.554 0.816 
0.244 0.554 0.816 I.DO 

~/·--

(

R(vol //';/~/ 
/,/ / ./ 

Y
' // 

y / 
<l>(z) • I. • 

\ . /l z___ x / // F(v0
) 

. ~p'(v) 
/ / 0 . _,// 

~--;,/ 
- _.,. V 0 (mph) 

55 60 65 70 

CUMULATIVE SPEED DISTRIBUTIONS: THREE METHODS 

FIGURE 4 Cumulative speed distributions: three methods. 

The • F (v 0 ) " curve is based on the use in Equa­
tion 5 of the same data t.x m 1,000 mi) that went 
into the p' (v0 ) curve. Note how F(v0 ) is consistently 
lower than the desired ol>(Z) value. However, the F(v0 ) 
curve has one very desirable characteristic: its 
slope is much like that of the t (z) curve. On the 
theory that the F(v0 ) curve is too low because 
Equation 5 does not handle large changes in v0 
well, the authors rearranged that equation to get 

R(v 1
0 ) l/q {v 1

0 [A+(v 1
0 ) - A+(v 2

0 )] 

t (v 1
0 - v 2

0 ) - A+(v 1
0 )} (5') 

Because this is just Equation 5 with v 1
0 and v 2

0 re­
versed (and with v 2

0 still greater than v 1
0 ), this is 

called the Reverse F(v0 ) Curve, denoted by R{v0 ). The 
R(v0 ) curve is consistently above ol>(z), but with a 
similar slope. The "average• of the F(v0 ) and R(v0 ) 
curves would approximate the ol>(z) curve quite 
closely. In addition, the common structure of Equa­
tions 5 and 5' gives rise to a repetition of solu­
tion values (see .244, .554, and .816 in Table 5), 
This allows for a check on the accuracy of calcula­
tions or the elimination of the three redundant ones. 
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By using .5 [F(v0 ) + R(v0 )] as input to Equation 
6, the same procedure that built Table 4 provides the 
entries for Table 6. A highway section of 1,000 mi 
is too long to be realistic, but it is used here to 
guard against statistical aberrations in the p and 
p' counts that can occur with small samples (short 
sections) • The µ estimates are slightly high [since 
F(v0 ) and R(v0 ) are not quite symmetric about the 
~(z) curve], but a is close to the desired 6.25 value 
of a, thanks to the similarity in the slopes of the 
three CDFs involved. 

SUMMARY 

TABLE 6 Solutions forµ, a 
Using F(v0 ) and R(v0 ) Values 

v0 Pairs 

55 and 60 
60 and 65 
65 and 70 
55 and 65 
60 and 70 
55 and 70 

Avg. values 

61.58 
61.73 
62.18 
61.88 
61.60 
61.65 

61.77 

6.21 
6.80 
5.88 
6.49 
6.31 
6.27 
6.33 

Note: ~x0 = 1,000 mi,µ= 61 mph, and 
a= 6.25 mph. 

The method developed in this paper offers some ad­
vances in the practical aspects of estimating the 
highway speed distribution from a moving vehicle. 
Mathematical models of the sort described by Equa­
tion 4 call for a fully specified CDF in order to 
produce the PDF. This specification is seldom pos­
sible. What is possible is a count of vehicles over­
taken by (and overtaking) an observer car. Our first 
proposed method estimated µ well, but consistently 
underestimated a. The mathematical model's CDF was 
consistently low, but had the correct slope. Use of 
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this CDF and its "reverse" counterpart in a step 
preliminary to our method of solving simultaneous 
equations yielded good estimates of µ and a. 

The result is a description of highway speeds 
which, in some ways, is superior to the stationary 
speed monitoring summaries in that a more complete 
picture is obtained of the traffic stream under a 
variety of driving conditions. 
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Causal Analysis of Accident Involvements for the Nation's 
Large Trucks and Combination Vehicles 

T. CHIRA-CHAVALA and DONALD E. CLEVELAND 

ABSTRACT 

The chance of accident involvements of the Interstate Commerce Commission­
authorized, large, single-unit trucks and tractor-trailers was investigated 
using the 1977 Bureau of Motor Carrier Safety accident and the Highway Cost 
Allocation Study exposure data. The model used was discrete-multivariate and 
capable of simultaneously analyzing both the accidents and the exposure. The 
variables that were found to be important predictors of accident involvements 
include trailer style, vehicle configuration, number of axles of power unit, 
trip length, road class, road surface condition, loading status, day/night, 
driver experience, and driver age. Particularly high accident involvement rates, 
of 200 involvements per 10 8 mi or higher, were shown by all van singles in 
local service, 3-axle-tractor singles in local service, 2-axle straight trucks 
in local service, and flatbed doubles in over-the-road service. Low accident 
involvement rates of less than 50 involvements per 10 8 were shown by all 3-
axle straight trucks and 2-axle straighl Lrucks in over-the-road service. van 
singles and tanker singles in over-the-road service showed moderate involvement 
rates (less than 100 involvements per 10" mi), while 2-axle-tractor van 
doubles and 2-axle-tractor tanker doubles showed higher rates (120 to 200 
involvements per 10 8 mi). 

This paper contains the results of an investigation 
of the association between the chance of accident 
involvements and several influencing factors for the 
nation's large single-unit trucks and tractor­
trailers. The methodology developed for this study 
is aimed at obtaining stable estimates of the prob­
abilities of accident involvements. The findings are 
useful as input for policy planning (including usage 
regulations for certain types of trucks and their 
route assignments, driver education, and training 
programs). They also provide input for vehicle tests 
and simulations, accident countermeasures, as well 
as identifying gaps in data collection efforts con­
cerned with truck accidents and usage. 

STATEMENT OF THE PROBLEM AND LITERATURE REVIEW 

The current Federal Surface Transportation Act, 
passed by Congress in December of 1982, lifted the 
restriction that long barred the operation of large 
tractor-trailers in many states. However, the high ­
way safety of these trucks is not fully understood. 
There is also no consensus on the estimates of the 
various accident characteristics of these trucks. 

As with most other traffic accident problems, 
direct theoretical work has not led to sufficient 
understanding of how accidents involving these trucks 
occur. Data collected from actual past accident ex­
perience and truck usage, when properly analyzed, 
can provide insight into this complex phenomenon. 

Several past major accident analyses of these 
trucks (1-3) have produced vastly different findings 
on their- safety records. Vallette, McGee, Sanders, 
and Einger <.!l reported that "doubles" (tractors 
pulling two trailers) had much higher accident in­
volvement rates than both single-unit trucks and 
"singles" (tractors pulling one trailer). Their study 
was based on data collected from selected locations 
in California and Nevada. T-tests and analysis of 
variance were used to analyze the data. 

Glennon (2) conducted a study of accident in­
volvements of singles and doubles for a commercial 
carrier's fleet and reported that there was no sta­
tistically significant difference in the accident 
rates between singles and doubles. His study was a 
matched-pair analysis controlling for factors such 
as origin-destination pairs, routes, and trip length. 

The Bureau of Motor Carrier Safety (BMCS) reported 
the accident rates for singles and doubles for each 
year from 1969 to 1976 (1_). The overall number of 
accidents per million truck miles for doubles was 
found to be consistently lower than for singles, 
with the exception of 1975 when doubles showed a 
slightly higher rate. 

The sources of incompatibility in the findings of 
past accident-analysis studies included (a) most 
studies only examined a special population of trucks 
(i.e=i from certain companies; states; or regions of 
the country). Often, the selection of the samples 
was not necessarily random; thus, it is difficult to 
use or extrapolate their findings at the national 
level; and (b) methods of analyzing accident rates, 
t-tests, and/or analysis of variance in which one or 
two variables were investigated at a time, have 
shortcomings. One of these is the implicit assump­
tion that these tests were carried out for "homoge­
neous" populations. That is, there were no other 
significant "confounding" factors at play. Such an 
assumption, when not met, gives rise to "Simpson's 
Paradox" (4) and, therefore, model misspecification 
and possible incorrect findings. 

This study is based on the two currently avail­
able national data sets: the BMCS file for the acci­
dent involvements, and the Highway Cost Allocation 
Study (HCAS) file for truck mileage and uses. The 
model estimation technique for accident involvements 
is discrete-multivariate and capable of simulta­
neously adjusting for the difference in truck usage 
and mileage (the exposure) • It also allows a large 
number of independent variables to be simultaneously 
examined, 
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THE DATA 

BMCS 

The BMCS file contains information on accidents in­
volving interstate motor carriers that are subject 
to the Department of Transportation Act of 1966 (49 
United States Code 1655). These carriers are required 
to report to the BMCS any accidents involving their 
vehicles that result in death, injury, or property 
damage over $2,000. Excluded are occurrences that 
involve any boarding and alighting from a stationary 
vehicle, loading and unloading of cargo, and farm­
to-market agricultural transportation. The accident 
information is reported to the BMCS by the carriers 
themselves on standard forms. 

There are altogether 74 variables and over 30,000 
accidents reported each year. The variables provide 
information on the place and time of accidents, 
events leading to accidents, accident consequences, 
driver and occupation, vehicle description, road 
conditions, and some environmental conditions. 

The HCAS file is a modification of the Truck Inven­
tory and Use Survey (TIU) (5). It provides informa­
tion on vehicle factors and-;ome operational charac­
teristics of the nation's truck population, other 
than those owned by federal, state, and local gov­
ernment agencies. There are altogether 96 variables 
recorded. The original TIU file is based on a strat­
ified random sample of truck~ in the country. Truck 
operators were asked to furnish information on their 
vehicles on a standard questionnaire. 

METHODOLOGY 

Large single-unit trucks (straight trucks) are de­
fined in this paper as those over 10,000 lb. Tractor­
trailers (combination vehicles), whether singles or 
doubles, can operate with a variety of trailers, the 
most common of which are vans, flatbeds, and tankers. 
In this study, the population of large single-unit 
trucks and combination vehicles are limited to the 
ICC-authorized carriers, which were not carrying 
farm products. The scope of the analysis is for a 
12-month period in 1977. 

The lack of information on road class, environ­
ment, and drivers in the HCAS file has led to divid­
ing the model estimation into two parts: "casual" 
and "deductive" models. In a causal model, the as­
sociation between the probabilities of accident in­
volvements and the independent variables, which are 
available in both files, is quantified. Deductive 
modeling assesses the influence of those independent 
variables that are missing from the exposure data 
file: road class, day-night, road surface condition, 
region of the country, loading status, driver age, 
driver experience, and so forth. 

Causal Model 

An accident-involvement model expresses the chance 
of involvements in terms of the effects of the sig­
nificant independent variables, adjusted for the 
truck miles of travel (or exposure). The formulation 
of the accident-involvement model follows in Figure 
1 for a simple case of two independent variables. 
For a larger number of the independent variables, 
the same derivation applies. 

Boxes (i) and (ii) represent the contingency 
tables for the accident involvements and the truck 

B B 

l!l11 m12 z 11 z12 

A A 

~1 m22 z21 z 22 

Box (i) Box (ii) 

FIGURE 1 Formulation of the accident­
involvement model for two independent variables. 
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mileage, and A and B represent the two independent 
variables whose effects on the accident involvements 
are under investigation. They have I and J levels, 
respectively, the variable mij is the number of 
accident involvements indexed by the levels of A and 
of B, and Zij is the eKposure, also indexed by the 
levels of A and B. The mOdel for accident-involvement 
can be expressed as: 

P{an involvement adjusted for mileage} f{A,B} (1) 

or 

Log {mi/z ij} 
A B AB 

= w + w. + w. + w .. 
1 J lJ-

(2) 

Such that A ~ B AB AB w. l w. w .. w .. 0 
1 J l] l] 

i j i 

where 

w the grand mean, 

wl?- the main effect of A, 
1 

w~ the main 
J 

effect of B, and 

w1:>B the interaction 
J 

between A and B. 

Because the left-hand side of Equation 2 is expressed 
as the number of accident involvements per truck 
mile (or an accident involvement rate), this model 
is referred to as an accident-rate model. Whereas 
accident involvements (mijl are multinomial fre­
qu~ncy data , tr uck miles of travel (Zijl are not. 
This has led to the fol lowing model-estimation tech­
nique. 

Estimation of the model as represented by Equa­
tion 2 involves first fitting a log-linear model (6) 
to the accident data of box (i) and then adjust{;:;-g 
this fitted model by the exposure of box (ii). This 
adjustment is necessary because of the differences 
in truck usage and mileage. The estimation procedure 
involves the following steps: 

1. A log-linear model is fitted to the accident 
data of box ( i) • This model configuration can be 
expressed as: 

(3) 

2. The model configuration so obtained is then 
applied to the exposure data of box (ii). This serves 
two purposes: (a) to determine the magnitude of the 
corresponding model terms for the exposure, and (b) 
to obtain the "smoothed" estimates of cell exposure. 
This is desirable because the observed cell exposure 
in a large contingency table can vary from a small 
to a large value, including zero. Usually, such zero 
cells are small cells and not structured zeros (i.e., 
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cannot happen}. They are zero because of the sample 
design. The result of this step can be expressed as: 

A B AB 
Log {zij} = v +vi+ vj + vij (4) 

3. The estimated accident-involvement model as 
represented by Equation 3 is adjusted by the expo­
sure. The resultant accident-involvement rate model 
can be expressed as: 

where 

w = 
w~ 

l. 

w~ 
J 

w11~ 

u - v, 
ui)> - vi':, 

l l 
B _ B d uj vj' an 

ui)>~ - vi)>~ . 
l] l.J 

(5) 

The goodness-of-fit measure for the accident in­
volvements (Equation 3) is asymptotically distributed 
as chi-square with appropriate degrees of freedom as 
follows: 

G2 = -2 I (observed) Log expected/observed (6) 

Because of the sampling factors of the surveyed 
mileage and the fact that the mileage data do not 
have a multinomial distribution, the G' for the 
exposure is not a meaningful goodness-of-fit measure. 
In fact, the sampling factors will inflate the G2 

value for the exposure (7). The role of the exposure 
in the model estimation Is then limited to adjusting 
the accident involvements of the trucks. The exposure 
does not affect the goodness-of-fit or the selection 
of the "best" accident-rate model. 

In the event there are a number of model conf igu­
rations that fit the accident involvements reasonably 
well, the following criteria are used to select the 
best accident-rate model: 

1. Fewer high-order terms or higher degrees of 
freedom; 

2. Estimated accident rates are close to observe 
rates; and 

3. A reasonable goodness-of-fit for the accident 
involvements. 

Deductive Modeling 

This involves estimating a contingency table for the 
exposure to include the variable (s} whose effect on 
the chance of accident involvements (in the presence 
of all the significant independent variables from 
the causal modeling) is being investigated. The as­
sumption for estimating this contingency table is 
that the variable (s) in question is (are) not sig­
nificant. The estimated exposure so obtained is then 
assessed to see if it is realistically reasonable. 
If it is not, the variable($) in question can be said 
to be significant. Furthermore, by examining this 
estimated exposure on a cell-by-cell basis, the man­
ner in which this particular variable(s) affects 
(affect) the accident-involvement rates can be 
identified in greater detail. Deductive analysis can 
be used to examine one variable or a group of vari­
ables whose interactions with one another may be 
known a priori or suspected. 

The deductive analysis involves the following 
steps: 
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l. A contingency table of accident involvements 
is obtained from the BMCS file. The table is cross­
classified by all the significant variables from the 
casual modeling plus the variable (s} that is (are) 
being investigated. 

2. A similar contingency table for exposure is 
obtained by estimating the exposure for all cells so 
that the variable(s} under investigation will be 
nonsignificant. (This table is cross-classified by 
the same variables as in step 1.) 

3. The accident data and the estimated exposure 
obtained in step 2 are used to estimate the acci­
dent-rate model using the procedure described in the 
section entitled •causal Model.• If the variable (s) 
under investigation was (were) indeed nonsignificant, 
all the estimated model terms (w-terms of Equation 
5) that involve that variable should be small or 
zero. If these model terms are not small, steps 2 
and 3 are repeated until they are. 

4. The reasonableness of the "best" estimated 
exposure table is assessed on a cell-by-cell basis 
and overall. If this estimated exposure is considered 
unrealistic, the variable(s) in question is (are) 
significant. Examining the estimated exposure on a 
cell-by-cell basis will help identify the pattern of 
the effect of such a variable or variables. 

RESULTS OF MODEL ESTIMATION 

Causal Model 

The independent variables initially included in the 
causal analysis were those that were available in 
both the BMCS and the HCAS files. They are: 

l. Vehicle configuration--single, double, or 
straight truck; 

2. Trailer body style: van, flatbed, or tankeri 
3. Number of axles of power unit: 2- or 3-axle; 
4. Model year--pre-1974 (older} or post-1974 

(newer}; 
5. Trip length--over-the-road or local service; 
6. Number of axles of the trailer(s}: 
7. Vehicle length1 
8. Gross vehicle weight (GVW); 
9. Registered weight of vehicle; 

10. Cargo type; and 
11. Region of the country (or state) in which 

accident occurred. 

The information on the first six variables is 
reasonably complete and the levels of these variables 
are compatible in both the BMCS and the HCAS files. 
However, the distributions of number of trailer axles 
for flatbeds and tankers resulted in a large number 
of empty cells for multi-dimensional contingency 
tables. This variable was therefore not included in 
causal modeling. Also excluded from causal modeling 
was vehicle length because it was recorded differ­
ently in the two files; the BMCS file recorded total 
length while the HCAS file recorded the length of 
cargo compartments. 

The GVW in the BMCS file reflects the actual gross 
weights of the trucks at times of accidents. This 
variable in the HCAS file indicates the maximum 
weights that the trucks had operated in the past 
twelve months of the survey period. Because of this 
discrepancy, GVW was excluded from causal modeling. 
The registered weight variable also had recording 
inconsistency: some registered vehicle weights from 
the HCAS file reflect empty weights while some others 
reflect the allowable GVWs. It was therefore excluded 
from causal modeling. The weight variable, however, 
remained a candidate for deductive modeling. 
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Cargo type is another variable in which consider­
able recording incompatibility, caused by vastly 
different definitions of cargo types, exists in the 
two files. Considerable effort was made here to cor­
rect these mismatched cargo types in the two files. 
Unfortunately, the results were not satisfactory. It 
was noted that cargo type was highly correlated with 
vehicle configuration and trailer body style. Its 
exclusion from causal modeling was, therefore, not 
critical in the presence of the other two variables. 

Regions of the country where the accidents oc­
curred would be a good surrogate for factors that 
are usually not recorded or measured in both the 
accident and the exposure files. They are factors 
such as traffic density, traffic mix, operating 
speeds, general terrain, road or highway standard, 
traffic enforcement, and other ambient environmental 
characteristics that may affect the chance of acci­
dents. Although the BMCS file contains both state of 
accident and state of registration data, the HCAS 
file only contains the latter. It is common for ve­
hicles registered in, say, an eastern state to be 
operated in western states, and vice versa. Delaware, 
for example, accounted for a high percentage of total 
registrations in the country, yet it showed only a 
small proportion of in-state accidents. Because of 
the potentially important contribution of the regions 
of the country where accidents occurred toward ex­
plaining the chance of accident involvements, many 
attempts were made to create this variable for the 
HCAS file using the information on region of regis­
tration. The results of these attempts, however, 
were not satisfactory (8). It was thus excluded from 
causal modeling although it remained a candidate for 
deductive modeling. 

At this stage of the analysis, there were five 
independent variables left for causal-model estima­
tions: vehicle configuration, trailer style, number 
of axles of power unit, model year, and trip length. 
Because straight trucks do not usually have different 
trailer styles, a contingency table of accident in­
volvements or exposure cross-classified by these 
five variables resulted in too many empty cells, 
many of which were "structured" zero. This suggested 
that separate modeling for the following two subsets 
were appropriate. They are: (a) combination vehicles 
and (b) straight trucks. 

Combination-Vehicle Subset 

The combination-vehicle subset was by far the larger 
of the two subsets. Table 1 gives the contingencies 
for the BMCS accident involvements for the ICC­
author ized combination vehicles (excluding farm prod­
ucts). Table 2 gives contingencies for the HCAS an­
nual truck miles of travel. 

The "best" accident-rate model for the combina­
tion-vehicle subset, based on the estimation tech­
nique of the section entitled "Causal Model," was 
found to include the following terms: 

[134S], [123], [124], [12S], [234], [23S], 
and [24S] (7) 

where 

Vl 
V2 
V3 
V4 
vs 

[134S] 

trailer style, 
vehicle configuration, 
number of axles of power unit, 
model year, 
trip length, and 
an interaction among Vl, V3, V4, and VS, 
and so on. 
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TABLE 1 Accident Involvements of ICC-Authorized Carriers 
Excluding Those Carrying Farm Products 

No. of 
Model Axles Single/ 

Trip Length Year (tractor) Double Van Flatbed Tanker 

Over the road Old 2 s 866 107 64 
D 270 - a 32 

3 s 3,135 2,027 861 
D 43 21 8 

New 2 s 607 53 35 
D 387 13 18 

3 s 5,022 1,334 931 
D 87 12 4 

Local Old 2 s 859 17 8 
D 18 - a 3 
s 523 66 97 
D 7 3 - a 

New 2 s 458 9 4 
D 13 - a - a 

s 295 27 93 
D a - a -· 

SOURCE: 1977 BMCS. 
8 Zero accident involvements and/or miles. 

TABLE2 Annual Mileage (in 106 Miles) of ICC-Authorized 
Carriers Excluding Farm Products 

No. of 
Model Axles Single/ 

Trip Length Year (tractor) Double Van Flatbed Tanker 

Over the road Old 2 s 1,323.34 161.42 78.84 
D 230.96 -a 17.46 
s 2,967 .58 1,183.42 874.25 
D 84.16 4.98 18.36 

New 2 s 826.06 122.71 97.34 
D 248.06 5.06 10.59 
s 5,188.33 1,196.81 897.33 
D 90.14 10.54 9.31 

Local Old s 522.18 35.26 6.74 
D 27.33 - a 3.91 
s 258.19 77.15 69.97 
D 10.92 5.31 a 

New 2 s 228.89 8.41 8.58 
D 7.04 -a a 

3 s 51.29 24.88 35.80 
D a - • a 

8 Zero accident involvements and/or miles. 

Because this model is a hierarchical model, it also 
contains, in addition to the preceding seven terms, 
all the lower interaction terms as well as the main 
effects of all five variables. 

The G' value for the accident involvements was 
17 .40 for 9 degrees of freedom (p-value = • 043), 
indicating a reasonable fit for the accident in­
volvements. The estimated overall mean accident rate 
for all combination trucks, based on the model con­
figuration of Equation 7, was 120.4 accident in­
volvements per 10 9 vehicle mi. 

Observed and Estimated Accident Rates 

The observed and the estimated accident-involvement 
rates are given in Table 3. The rates indicate that 
the estimated accident-rate model fit the data quite 
well. There were seven cells in which the observed 
and the expected accident rates differed by more 
than 15 percent. These were mostly cells with a 
relatively small number of accident involvements. 
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TABLE 3 Observed and Estimated Involvement Rates, per 108 Miles, for Combination Vehicles 

No. of Observed 
Trip Axles Model 

Configuration Length (tractor) Year Van 

Single OR 2 New 73.48 
Old 65.44 

3 New 96.79 
Old 105.64 

Local 2 New 200.10 
Old 164.50 

3 New 575.16 
Old 202.56 

Double OR 2 New 156.01 
Old 116.90 

3 New 96.52 
Old 51.09 

Local 2 New 184.66 
Old 65.86 
New -c 

Old 64.10 

Note: OR= over-the-road service. 

~::::~ ~~:~ ~ s8::~::~:~~~=:::::~t.s. 
c Zero accidents and/or miles. 

The truck types that showed extremely high acci­
dent involvement rates were: 

1. Newer, 3-axle-tractor van singles in local 
service (580 involvements per 10 8 mi); 

2. Older, 3-axle-tractor flatbed doubles in 
over-the-road service (342 involvements per 10 8 

mi); and 
3. Newer, 3-axle-tractor tanker singles in local 

service (258 involvements per 10 8 mi). 

Those with high accident involvement rates (ap­
proximately 160 to 200 involvements per 10 8 mi) 
were: 

1. All van singles in local service; 
2. Newer, 2-axle-tractor van doubles in local 

service; 
3. Newer, 2-axle-tractor van doubles in over-the­

road service; 
4. Older, 2-axle-tractor doubles in over-the-road 

service; and 
5. Older, 3-axle-tractor flatbed singles in over­

the-road service. 

Overall Influence of Independent Variables 

Trailer Body Style 

Among all the doubles in over-the-road service, 
flatbeds showed a much higher accident rate than did 
tankers or vans. Among 3-axle-tractor singles in 
over-the-road service, flatbeds showed a higher rate 
than did vans or tankers. For 2-axle-tractor singles, 
the rates were similar for vans, flatbeds, and tank­
ers. For singles in local service, vans were found 
to have much higher accident rates than did tankers 
or flatbeds. 

Vehicle Configuration 

The influence of vehicle configuration (single or 
double) in over-the-road service is as follows: 

1. Two-axle-tractor van doubles (the majority of 
van doubles) showed approximately a 30 percent higher 
accident rate than 3-axle-tractor van singles (the 
majority of van singles). 

Estimated 

Flat Tanker Van Flat Tanker 

43 .19 35.96 72.64 46.10 37.81 
66.29 81.18 65.96 63.95 78.72 

111.46 103.75 96.93 111.21 103.41 
171.28 98.48 105.44 171.66 98.68 
107.02 46.62 199.74 98.528 42.02b 
48.21 118.69 165.02 50.67 92.85 

108.52 259.78 580.55 108.33 257.67 
85.55 138.63 201.49 84.83 143.36 

256.92 169.97 159.20 242.02" 122.22 
- c 183.28 114.24 _ c 203.73 

113.85 42 .96 89.52 132.99" 68.29b 
421.69 43 .57 57.95 342.52 39.298 

- c -c 192.748 - c 

-c 76.73 69.71 116.36b 
- c c c c -

56.50 - c 63 .138 69.51 b - c 

2. Two-axle-tractor tanker doubles (the majority 
of tanker doubles) showed a higher accident rate 
(1. 2 to 2) than did 3-axle-tractor tanker singles 
(the majority of tanker singles). 

3. Flatbed doubles showed a higher accident rate 
than did flatbed singles. 

Number of Axles of Power Unit 

The overall influence of this variable was different 
for the single and the double populations. For 
doubles in over-the-road service, 3-axle tractors 
always showed much lower rates (in general, approxi­
mately 50 percent lower) than did 2-axle tractors. 
For singles, 3-axle tractors showed higher rates 
than did 2-axle tractors under similar condition&. 

Model Year 

The overall influence of model year (pre-1974 or 
old, and post-1974, or new) was found to be smaller 
than the other four independent variables. For 
singles engaged in local service, newer models showed 
higher accident rates than did older models. For 
singles in over-the-road service, the influence of 
model year was usually small. For doubles, the pat­
tern was less clear. 

Trip Length 

The overall influence of this variable was prominent 
for van and tanker singles. Local service showed 
considerably higher accident rates than did over-the­
road service (up to 5 times for van singles and up 
to 2.5 times for tanker singles). Its influence on 
flatbed singles was less pronounced. The influence 
of trip length on doubles was difficult to assess 
due to lack of data for doubles engaged in local 
service. 

Straight-Truck Subset 

Table 4 gives contingencies for the BMCS-reported 
accident involvements for the ICC straight trucks. 
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TABLE 4 Accident Involvements and Exposure for Straight Trucks 

No. of Accidents 
Involved 

Model 
Trip Length Year 2 Axle 

Over the road Old 99 
New 128 

Local Old 694 
New 373 

Note: Data exclude farm products. 

The table is a cross-classification of three var i­
ables. They are as follows: 

1. Vl--number of axles (2-axle or 3-axle), 
2. V2--model year (pre-1974 or post-1974), and 
3. V3--trip length (over-the-road or local ser­

vice). 

Table 4 also gives a similar contingency table for 
the exposure (miles of travel) that was obtained 
from the HCAS file. 

The accident-rate model for straight trucks was 
estimated using the procedure described in the sec­
tion entitled "Causal Model.• The best-fitted model 
was found to contain the following model configura­
tion: 

(13] and (23] (8) 

The G2 value for the accident involvements was 
3. 04 for 2 degrees of freedom, indicating a reason­
able fit for the accident involvements. The observed 
and the estimated involvement rates are given in 
Table 5. The table indicates that 2-axle straight 
trucks in local service had high accident rates (ap­
proximately 180 to 200 involvements per 10 8 mi). 
On the other hand, 3-axle straight trucks were found 
to have low accident rates, particularly those in 
over-the-road service (approximately 17 involvements 
per 10 8 mi). Two-axle straight trucks in over­
the-road service and 3-axle straight trucks in local 
service also showed low to moderate rates (approxi­
mately 40-50 involvements per 10 8 mi). The esti­
mate of the overall mean involvement rate for 
straight trucks was 48.6 involvements per 10 8 mi. 

TABLE 5 Observed and Estimated Involvement Rates for Straight 
Trucks per 108 Miles 

Observed Estimated 
Model 

Trip Length Year 2 Axle 3 Axle 2 Axle 3 Axle 

Over the road Old 52.3 16.l 47.7 15.6 
New 49.3 17.0 53.3 17.4 

Local Old 167.9 44.7 204.7 37.1 
New 205.4 29.8 181.1 37.8 

Overall Influence of Independent Variables 

Number of Axles 

The influence of this variable was prominent. In 
over-the-road service, 2-axle trucks showed approxi­
mately 3 times as high an accident rate as did 3-axle 
trucks. In local service, 2-axle trucks showed acci­
dent rates up to 6.5 times that for 3-axle trucks. 

No. of Miles (106 ) 

3 Axle 2 Axle 3 Axle 

40 189.35 249.17 
33 259.48 193.84 

44 413.36 98.43 
27 181.60 90.69 

Trip Length 

The influence of this variable was also important. 
For 2-axle trucks, over-the-road service showed a 
3-4 times lower accident rate than did local ser­
vice. For 3-axle trucks, the rate for over-the-road 
service was approximately one-half of those for local 
service. 

Model Year 

The influence of model year was negligible in over­
the-road service, and was only moderate for 2-axle 
straight trucks in local service. This small in­
fluence of model year was similar to the combina­
tion-vehicle subset. 

Straight Trucks Versus Combination Vehicles 

Table 6 gives a comparison of the accident involve­
ment rates for straight trucks and for singles and 
doubles. The table indicates the following: 

1. In over-the-road service, straight trucks had 
the lowest overall involvement records. Their rates 
were considerably lower than those for most singles 
or doubles. 

2. In local service, 3-axle straight trucks 
showed the lowest accident rate (38 involvements per 
10 8 mil of all truck types. On the other hand, van 
singles showed the highest accident rates in local 
service among all truck types. 

3. Two-axle straight trucks showed a much higher 
accident rate than did 3-axle straight trucks. In 
general, the accident rates for straight trucks in 
over-the-road service were much smaller than those 
in local service. The difference was especially pro­
nounced for 2-axle straight trucks where local ser­
vice showed up to four times higher rates than did 
over-the-road service. A similar effect of trip­
length was also observed for van singles and tanker 
singles. 

Deductive Analysis 

Combination-Vehicle Subset 

The independent variables that were not considered 
in the causal model, due to the lack of the exposure 
data, were investigated by means of a deductive 
technique. The following list describes such vari­
ables: 

1. 
urban 

2. 
3. 
4. 

Road class (undivided rural, divided rural, 
roads): 

Day-nigh ti 
Loading status (empty or loaded): 
Road surface condition (dry or wet-snowy) i 
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TABLE 6 Comparison of Involvement Rates Among Truck Types 

Singles Doubles 
Trip Model No. of Straight 
Length Year Axles Truck Van Flat Tanker Van Flat Tanker 

OR New 2 53 73 46 39 159 2428 122 
3 17 97 Ill 103 90 1338 68b 

Old 2 48 66 64 79 114 ....: 204 
3 16 105 172 99 58 343 398 

Local New 2 181 200 998 42b 1938 -c -c 

3 38 580 108 258 -c 

Old 2 205 165 51 93 8 70 
·c 166b -

3 37 201 85 143 638 1ob - c 

Note: OR= over-the-road; the number of accident involvements is per 10 8 mi. 
8 Fewer than 1 S accident involvements. 
bFewer than S accident involvements. 
c Zero accidents and/or miles. 

5. Driver age (18-30, 31-45, or 45+); and 
6. Driver experience (less than 1 year, 1 year, 

2-4 years, or more than 4 years). 

These six variables are typically those for which 
the exposure is difficult to measure or obtain. To 
date, there is not a national exposure data set that 
contains such detailed information. The deductive 
analysis introduced here, therefore, also serves 
another purpose in that it demonstrates whether there 
is a strong need to add these variables in future 
data collection efforts for truck exposure. 

In the deductive analysis, the effects of the 
five independent variables that had been found to be 
significant in the causal model were assumed to still 
hold true. This assumption was essential in order to 
assess whether the variable(s) under investigation 
would still be significant after having accounted 
for those five significant variables. If this vari­
able was not significant, then the lack of the ex­
posure information would not be as crucial t o the 
understanding of accident involvements. 

The deductive analyses of the preceding six vari­
ables were carried out based on the procedure de­
scribed in the section entitled ftDeductive Modeling.ft 
Only the summary results for the following groups of 
variables are reported here: 

L Road Class, Day-Night, and Road Surface Con­
dition--There was a significant interaction effect 
on accident rates involving road class, road surface 
condition, and day-night. This interaction was im­
portant to the extent that the effect of day-night 
would not have been evident without the presence of 
the other two variables in the same analysis. In 
general, it was found that urban roads showed high 
accident rates for all trucks, especially during the 
day when the density of general road traffic was the 
highest. Doubles, more so than singles, often showed 
higher accident rates on undivided rural roads than 
on divided rural roads. Wet-snowy pavements raised 
the accident rates of all trucks on all roads. The 
road surface condition was found to accentuate the 
effect of day-night such that wet-snowy roads at 
night often had a particularly serious effect on 
singles and especially on doubles. Nighttime tended 
to affect doubles more than singles on divided rural 
roads. Daytime accident rates on urban roads and 
undivided rural roads were often high. 

2. Driver Age and Driving Experience--The effect 
of driver experience and driver age was such that 
driver experience was found to be important in all 
(three) age groups considered. Driver experience 
appeared more critical for doubles than for singles, 
especially for 2-axle-tractor flatbed and tanker 
doubles. Drivers of doubles with l year or less of 

experience showed considerably higher accident rates 
than did drivers with over 4 years of experience. 
The influence of age was that younger (<30) and 
older drivers (45+), in general, showed higher acci­
dent rates than did 31 to 45-year-old drivers. Young 
drivers of tanker doubles showed higher accident 
rates than other drivers of the same vehicles. 

3. Loading Status of Vehicle--The effect of 
loading status was also found to be important. In 
over-the-road service, most tanker singles and 
doubles showed lower accident rates when empty than 
when loaded. This was also true for flatbed singles 
and doubles. 

Straight-Truck Subset 

Deductive analyses were carried out to assess the 
influence of loading status and the interaction 
among road class, road surface condition, and day­
night on accident rates of straight trucks (~). The 
results of these deductive analyses were as follows: 

1. Most straight trucks had higher accident rates 
when loaded than when empty. This finding was similar 
to those for combination vehicles. 

2. Wet-snowy conditions raised the accident rates 
of straight trucks on all roads, particularly the 
rates for 3-axle straight trucks. Wet-snowy condi­
tions combined with night driving especially raised 
the accident rates of all straight trucks on all 
roads. 

3. The effect of road class was that urban roads 
showed higher accident rates than did undivided rural 
roads, which, in turn, often showed higher rates 
than did divided rural roads under almost all envi­
ronmental conditions. On urban roads, the accident 
rates at night were lower than those f or daytime. 

SUMMARY OF FINDINGS 

The causal modeling indicated that the factors in­
fluencing the accident rates of large trucks and 
combination vehicles included vehicle configuration, 
trailer body style, trip-length, number of axles of 
power unit, and to a lesser extent, model year. 

In over-the-road service, flatbed doubles had the 
highest accident rate followed by 2-axle-tractor 
tanker doubles, 2-axle-tr actor van doubles, and 3-
axle-tractor flatbed singles. In the other extreme, 
those with low accident involvements per mile were 
3-axle straight trucks. Those with moderate involve­
ments per mile included 2-axle straight trucks in 
over-the-road service, 3-axle-tractor tanker doubles 
in over-the-road service, and most 2-axle-tractor 
singles. 
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The deductive modeling revealed that road class, 
road surface condition, day-night, loading status, 
driver experience, and driver age were all signifi­
cant predictors of accident rates. Of these, the 
most important variables were road surface condi­
tion, road class, loading status, and driver ex­
perience. 

Wet-snowy pavements raised the accident rates of 
all trucks on all roads. The wet-snowy condition at 
night was especially hazardous. Urban roads were 
found to have higher accident rates than did rural 
roads for all trucks. Doubles usually showed a higher 
accident rate on undivided rural roads than on di­
vided rural roads. The effect of loading status ap­
peared to be more important for tankers and flatbeds 
than for vans. Tankers and flatbeds (singles or 
doubles) as well as straight trucks showed higher 
accident rates when loaded than when empty. Doubles, 
in particular, were found to be adversely affected 
more by less-than-favorable driving conditions than 
singles. These were conditions such as wet-snowy, 
undivided roads or nighttime driving. 

The effect of driver experience appeared to be 
more prominent than driver age. Experience was found 
to be important for all three age groups considered. 
Drivers with less than 1 year of driving experience 
showed higher accident rates than did drivers with 
2-4 years or over 4 years of driving experience. 
Driver experience appeared more critical for doubles 
than for singles, especially for 2-axle-tractor 
tanker and flatbed doubles. The following paragraphs 
summarize the findings on accident involvements and 
usage for straight trucks, singles, and doubles. 

Straight Trucks 

Straight trucks are not used as much as combination 
vehicles in interstate commerce. Their total annual 
mileage was less than 15 percent of that for van 
singles. Unlike combination vehicles, which are pre­
dominantly engaged in over-the-road service, straight 
trucks operated about equally in over-the-road and 
in local service. Both 2-axle and 3-axle straight 
trucks are used in over-the-road and in local ser­
vice. 

Straight trucks showed the lowest overall accident 
involvement rate among all truck types considered. In 
over-the-road service, their estimated involvement 
rates were one-sixth to two-thirds of those for most 
singles and van doubles. However, in local service, 
the involvement rate for 2-axle straight trucks was 
as high as those for most singles in local service. 
Factors that raised the involvement rate of straight 
trucks include the set-snowy condition, urban envi­
~onments, undivided rural roads, and being loaded. 

Analysis of accident type (~) indicated that ap­
proximately one-third of the accident involvements 
of straight trucks on rural roads were single-truck 
accidents; it was about one-fifth on urban roads. 

Van Singles 

Van singles are used far more extensively than any 
other truck type in interstate commerce and in the 
over-the-road operation. Approximately 80 percent of 
their annual mileage in over-the-road service was 
made by 3-axle-tractor van singles. Their mileage in 
local service was only 10 percent of that for over­
the-road service. 

The accident rate for 3-axle-tractor van singles 
in over-the-road service was similar to that for 
3-axle-tractor tanker singles (approximately 100 
involvements per 10 8 mi). Their accident rate was, 
on the average, approximately 30 percent lower than 
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that for 2-axle-tractor van doubles. In local ser­
vice, van singles showed a high accident rate (over 
200 involvements per 10 8 mi). 

Factors that raised the involvement rate of van 
singles include the wet-snowy condition, the wet­
snowy condition at night, urban environments, and 
lack of driving experience. Van singles showed a 
higher involvement rate on wet-snowy divided rural 
roads than on wet-snowy undivided rural roads. On 
dry pavements during the day, their rate on undivided 
rural roads was higher than that on divided rural 
roads. 

Flatbed Singles 

Flatbed singles are used primarily in over-the-road 
service. The proportion of their annual mileage that 
was in local service was only 5 percent. Their annual 
over-the-road mileage was 25 percent of that for van 
singles. Most flatbed singles were operated by 3-axle 
tractors. 

The involvement rate for 3-axle flatbed singles 
was higher than those for van singles and tanker 
singles (up to 170 involvements per 10 8 mi). The 
elements that raised their accident rate were the 
wet-snowy condition, urban environments, loaded 
flatbeds, and lack of driving experience. 

Tanker Singles 

Tanker singles are used primarily in over-the-road 
service. The proportion of their total annual mile­
age that was in local service was less than 5 per­
cent. Their annual mileage in over-the-road was ap­
proximately 20 percent of that for van singles. Over 
90 percent of tanker singles were operated by 3-axle 
tractors. 

The accident rate for tanker singles in over-the­
road service was similar to that for van singles 
(approximately 100 involvements per 10 8 mi). Their 
rate in local service was higher (150 to 250 in­
volvements per 10 8 mi). Factors that raised the 
involvement rate of tanker singles include the wet­
snowy condition, urban environments, loaded tankers, 
and lack of driving experience. Undivided rural roads 
showed a higher rate than did divided rural roads. 

Analysis of accident types (~) revealed that for 
all empty singles on dry-pavement rural roads and on 
ramps, 20 to 40 percent of their total accident in­
volvements were single-truck accidents. This propor­
tion was higher, approximately 50 to 65 percent, for 
wet-snowy pavements. For loaded singles, the propor­
tion of the total accident involvements that was 
single-truck accidents was approximately 50 to 65 
percent on undivided rural roads and on ramps, and 
30 to 50 percent on divided rural roads. Given 
similar roads and environmental conditions, loaded 
singles showed higher probabilities of single-truck 
accidents than did empty singles. 

Doubles 

(a) Van Doubles--Van doubles are used primarily 
in over-the-road service, which accounted for 95 
percent of their total annual mileage. Approximately 
80 percent of van doubles are operated by 2-axle 
tractors. The accident rate of 2-axle-tractor van 
doubles was approximately 115 to 160 involvements 
per 10' mi. Factors that raised the accident rate 
of van doubles include the wet-snowy condition, urban 
environments, undividued rural roads (during the 
day), and lack of driving experience. 
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(b) Flatbed Doubles--There were relatively few 
flatbed doubles in operation1 their annual mileage 
was only 2 percent of that for van doubles and ap­
proximately 40 percent of that for tanker doubles. 
Their involvement rate was found to be the highest 
among all truck types that engaged in over-the-road 
service (up to 340 involvements per 10 8 mi). 

Factors that raised their involvement rate include 
the set-snowy condition, the wet-snowy condition at 
night, urban environments, undivided rural roads 
(during the day), loaded doubles, lack of driving 
experience, and young and old drivers (less than 30 
and over 45 years old). 

(c) Tanker ooubles--Tanker doubles were used al­
most exclusively in over-the-road service. Two-axle­
tractor tanker doubles showed an accident rate as 
high as 200 involvements per 10 1 mi. Their acci­
dent rate was higher than that for van doubles but 
lower than that for flatbed doubles. Factors that 
raised the involvement rates of tanker doubles in­
clude the wet-snowy condition, the wet-snowy condi­
tion at night, urban environments, undivided roads 
at night, loaded doubles, lack of driving experience, 
and young driver (less than 30 years old). 

Analysis of accident type (.!!_) indicated that for 
all doubles engaged in over-the-road service, ap­
proximately 40 to 50 percent of their total accident 
involvements on dry pavements was single-truck acci­
dents. This proportion was higher, 70 percent, on 
wet-snowy pavements. 

CONCLUSIONS 

The findings in this paper were based on a discrete­
multivar iate analysis. The model used to analyze 
accident involvement rates was capable of quantify­
ing both the independent (C!r main) effects and the 
interaction effects among all significant independent 
variables. ~uch a model, thoroforc, yielded estimates 
that were stable because the effects due to confound­
ing variables were minimized. 

The analyses conducted in this research indicate 
that, having adjusted for trailer style, trip length, 
model year, and number of axles of power units, most 
doubles and singles showed higher accident involve­
ment rates than straight trucks. 

In local operation and in the urban environments, 
van and tanker singles, as well as 2-axle straight 
trucks, indicated problems, The safety of singles on 
undivided rural roads and of 2-axle-tractor doubles 
should be further researched to find out why their 
accident rates were high. Countermeasures to reduce 
accident rates of all loaded combination vehicles, 
especially loaded tankers and flatbeds, should be 
investigated. Schemes aimed at increasing driver 
experience in operating combination vehicles, par­
ticularly doubles, are encouraged. 

There is a strong need to improve the quality of 
the truck exposure data file so that information on 
variables such as road class, driver factors, region 
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of the country where accident occurs, truck weight, 
load status, and loading practices can be made 
available. The future truck exposure data base should 
aim at obtaining a higher level of recording or mea­
suring accuracy than that 11hown by the original TIU 
data base. Coverage in reporting truck accidents 
also needs improving and further research so that 
undercover age biases, if they exist, may be reason­
ably identified. These shortcomings in the data bases 
can influence the findings of truck safety studies. 
All of the preceding information is vital to a better 
understanding of the accident experience of large 
trucks and combination vehicles. 
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Truck Impact on Roadway Safety 

ABISHAI POLUS and DAVID MAHALEL 

ABSTRACT 

A number of aspects connected with the operation and safety of trucks are dis­
cussed in this paper. The involvement rate of trucks in road accidents is found 
to be lower than that of passenger cars and buses; similarly, there is a de­
creasing trend in accident rate with an increase in gross vehicle weight. In 
contrast, the fatality rate in truck accidents is found to be higher than that 
involving passenger cars; also, a tendency exists toward an increase in the 
relative proportion of fatal accidents with an increase in gross vehicle weight. 
A multiplicity of injuries in truck-involved accidents is also noticed. It is 
concluded that the injury and fatality victims in such accidents are more likely 
to be the passengers and drivers of the other vehicles involved or pedestrians. 
Finally, a relatively high truck involvement is found in front-rear, side, and 
single-vehicle accidents. 

Road accidents in which trucks are involved generally 
arouse great public interest and sensitivity, mainly 
because of their relatively high severity and the 
heavy economic damage accompanying them. In recent 
years, this sensitivity appears to have been height­
ened in light of the fact that trucks have been made 
larger and passenger cars smaller. 

The relatively high severity of accidents involv­
ing trucks is a direct result of their basic charac­
teristics, which, according to Neilson et al. (1) 
are as follows: (a) relatively large mass, resulti;;-g 
in instant velocity changes in smaller vehicles that 
strike them; (b) high rigidity of structure, result­
ing in most of the energy loss being dissipated in 
the collapse of the smaller vehicle; and (c) mis­
alignment of structures, the height of truck struc­
tures resulting in damage to the upper and weaker 
parts of smaller vehicles. 

Despite the high severity of truck accidents, the 
accident rate for trucks may be expected to be lower 
than that for passenger vehicles. Following are some 
of the reasons for this apparent anomaly: 

1. Trucks record a relatively higher proportion 
of interurban mileage than do passenger vehicles, a 
determination that is particularly true for heavy 
trucks; 

2. Trucks register much higher mileage, a fact 
that influences the creation of a low accident rate 
(the phenomenon of a low accident rate following 
high road exposure stems apparently from nonlinear 
relationships between accidents and exposure); 

3. Truck drivers are generally more skilled in 
driving than are drivers of passenger cars; and 

4. Vehicle maintenance of trucks, especially in 
the large companies, is generally stricter than that 
of passenger cars. 

Despite the existence of a low accident rate for 
trucks, one may also point to the following reasons 
that would cause trucks to have a higher accident 
risk: 

1. Driver fatigue: the driving time of truck 
drivers, both proportionally and in absolute terms, 
is higher than that of car drivers, and causes a 
decrease in driver attention span. 

2. structure and maneuverability: 
braking distances, stability while 
knifing possibility, power steering, 

tires, brakes, 
braking, jack­
and lashing of 

freight are among the characteristics creating a 
high accident risk for trucks. 

3. Problems of overloading: the economic tempta­
tion to overload trucks creates a decrease in the 
safety factor of different truck parts. 

The typical problems connected with the involve­
ment of trucks in road accidents have been discussed 
in the literature. Eck (~) analyzed some 600 acci­
dents related to runaway trucks and presented several 
contributing factors, among which were driver error, 
equipment failure, and lack of experience with moun­
tain driving. A study by McGee et al. (1_) on accident 
types and contributing factors indicated that truck­
accident rates varied inversely with truck weight. 
Among the effects surveyed were those of roadway 
geometry, roadside features, and wide loads. A review 
of the research on truck size and weights by Freitas 
(_!) concluded that the available research on the 
safety of large trucks is not congruent. One reason 
is that data in some studies are not consistent, 
particularly the mix between large combination­
trucks, which tend to travel on rural freeways, and 
smaller single-unit trucks, which tend to travel on 
urban streets. Another reason is that the quality of 
the data is sometimes questionable because of the 
difficulty in calculating accident rates. 

Lohman and Waller (_~) , who analyzed accident 
characteristics by vehicle weight, discovered that 
larger trucks were more likely to be involved in 
single-vehicle crashes than were cars or smaller 
trucks. Their study also suggested that some truck 
drivers appeared to encounter difficulties in stop­
ping their vehicles; the use of improved braking 
systems, with greater braking power and less prob­
ability for failure, may therefore be considered as 
a possible remedy for truck accidents. This point 
was also discussed in Neilson (1), which is a study 
of accidents involving heavy-goods vehicles that 
further demonstrated that trucks, particularly when 
laden, take a considerably longer distance to stop 
than do cars. 

This paper will deal with a number of aspects 
connected with truck operations, especially in the 
area of safety. The section that follows contains a 
discussion on the economic and safety implications 
of operating single versus double trailers. succeed­
ing sections make a detailed comparison between 
trucks and automobiles of accident rates, accident 
severity, and types of accidents. 
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One of the aims of the present work was to examine 
differences in safety performance among various gross 
vehicle weight (GVW) groups of trucks in Israel. For 
that reason, a new accident data file had to be con­
structed. 'l'his file was combined from two independent 
sources: the police accident file and the vehicle 
registration file. The latter was needed for supply­
i ng technical information concerning 'the vehicles 
(e.g., vehicle weight). The police accident file 
identified the vehicles in•.:olved in read accidents 
and provided more accident details. 

LARGE-TRUCK COMBINATION OPTIONS 

Long combinations of trucks have, for some time, 
constituted a subject of much controversy. Alongside 
the economic advantages of these vehicles (e.g., a 
saving in manpower), there exist doubts concerning 
the safety implications stemming from the use of 
combination trucks. 

Polus (2) conducted an analysis of the operating 
costs of heavy-truck combinations in western Canada 
and evaluated their relative efficiencies. He found 
that because trucks operate under a variety of con­
ditions, operating costs vary considerably, depending 
on the commodities carried, the service provided, 
and the operating conditions experienced. The param­
eters involved in determining these costs may be 
characterized as the internal and external factors 
of the trucking industry. Some of the internal fac­
tors include type of commodity; equipment, purchase, 
and maintenance policies; annual mileage traveled; 
and vehicle configuration. External factors include 
such variables as union rules and wage scales, road 
topography and surface type, climate, and payload 
and axle-weight limits. 

The economic performance of any given truck com­
bination can be compared to a 2-axle truck (or to 
any other base), and its relative value obtained. 
Figure 1 shows the relative economic performance of 
various heavy-vehicle combinations for a given annual 
mileage, based on payload-to-cost relationships, 
after comparisons were made with two types: a 2-axle 
truck (used as the base) and a 5-axle semi-trailer. 

The 7-axle Rocky Mountain Double was found to be 
the most efficient combination--on the average, ap­
proximately 24.8 percent more efficient than the 
5-axle combination. Similarly, 8-axle triple-trailer 
trucks were found to be, on the average, approxi­
mately 9.6 percent more efficient than semi-trailers. 
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FIGURE 1 Relative economic performance of 
various heavy-vehicle combinations. 

Transportation Research Record 1047 

Various trucking companies had previously identified 
the 7-axle Rocky Mountain Double as the most suitable 
combination for long-distance freight movement. Com­
pany officials pointed particularly to the added 
flexibility of this type resulting from combining a 
short trailer with a regular 45-ft (13.6-m) trailer. 

The literature contains conflicting evaluations 
of the safety of double trailers compared to singles. 
Thus, whereas Winfrey et al. <ll and Scott and O'Day 
(~) found that doubles have a relati·.:ely lower acci­

dent rate than do singles, Vallette et al. (.2_) of­
fered the opposite conclusion. Figure 2, taken from 
this latter work, shows the accident rate per 100 
million vehicle miles. In each weight group, the 
rate can be seen to be higher for double trucks than 
for singles. McGee et al. (~) on the other hand, 
found that the accident rate of the two truck types 
did not show a clear differentiation by itself. By 
contrast, in combined terms of distance and weight, 
double trailers showed a relative advantage in that 
the accident rate per 100 million ton-miles of travel 
was higher for the singles (14.7 versus 11.0 for the 
doubles). Peterson and Grull (!Q.l analyzed the oper­
ations of triple-trailer combinations in comparison 
with doubles and singles during a 1-year field study 
in Utah. The accident data, thouqh limited, indicated 
that triples were safer under the conditions in which 
they were operated. 
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FIGURE 2 Accident rate per 100 million 
vehicle miles. 

Freitas (4), in his review of accident research, 
gave this evtluation: "It does seem clear that larger 
and heavier trucks can be operated safely--but under 
certain conditions, larger trucks do have real safety 
problems." One of these problems, especially for 
combination trucks, is presented by an empty vehicle. 
The extent of the proneness to accident involvement 
of empty trucks varies from company to company, ac­
cording to the relative proportion of trips without 
freight. Indeed, in large companies in which the 
number of trips without freight is minimal, no dif­
ferences in accident rate were found between single 
and combination trailers. 

The conclusion to be derived from the facts pre­
sented in this section is that in light of the eco­
nomic advantages inherent in combination trailers, 
the correct way must be found to operate these trucks 
such that their alleged safety disadvantages will be 
minimized. In view of the heavy weight and techno­
logical complexity of such trucks, the following ele­
ments are necessary: (a) a high level of driver 
skill; (b) a high level of vehicle maintenance; and 
(c) an avoidance of trips without freight or, alter-
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natively, the development of appropriate technology 
for empty-truck transport. 

EFFECT OF TRUCK WEIGHT ON ACCIDENT INVOLVEMENT 

The various weight groups of the single-unit truck 
represent a wide range of weight-related mechanical 
problems and of technologies intended to overcome 
these problems (number of axles, types of brakes, 
etc.). Figure 3 shows the road-accident involvement 
of various weight groups of trucks in Israel. The 
parameter of road-accident involvement is the average 
number of accidents per million kilometer of travel 
for the years 1979-1981. In addition, the accident­
involvement rates of passenger vehicles (cars and 
buses) are presented for comparison. The criteria 
for defining an accident were the same for cars, 
trucks, and buses: by law, an accident must be re­
ported to the police whenever it involve~ injury 
or a fatalityi it ~ be reported when it involves 
only property damage. An accident is counted as such 
only when reported to the police. Data on this sub­
ject indicate the following character is tic trends: 
(a) passenger cars and buses have a higher accident­
involvement rate than any truck weight groupi and 
(b) the accident rate decreases with gross truck 

weight. 
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FIGURE 3 Road accident involvement of 
various weight groups of trucks in Israel. 

The first trend also exists in other countries. 
Wolf (11) found that in respect to general accident­
involvement rate, the truck system has the best 
safety record: 1,510 accidents per 100 million vehi­
cle miles, compared with 3,000 for cars and 4,310 
for buses. Vallette et al. (9) also found that the 
accident rate changes inversely with truck weight 
and that this tendency occurs both for single- and 
double-unit trucks. Accident statistics from Canada 
based on the Provincial highway system and data base 
of Saskatchewan, are given in Table 1 and offer the 
following principal features: 
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1. The accident rate for large semi-trailers and 
trailers (5 axles or more) is lower than the rate of 
accidents either for passenger cars or for all other 
categories of vehicles. 

2. The rate of accidents for passenger cars is 
lower than that for pickup vehicles. 

3. The 3-axle, semi-trailer (power units only or 
small trailers) has the highest accident rate of all 
vehicles. This indicates, perhaps, careless driving, 
compounded by possible speed-limit violations and 
lack of stability. 

4. The rate of accidents for single-unit trucks 
is higher than that for 5 or more axles, but lower 
than the rate for passenger cars. 

TABLE 1 Number and Rate of Accidents on the Provincial 
Highway System in Saskatchewan, Canada, by Type of Vehicle, 
in 1980 

Type of Vehicle 

Pnssengir cars 
Pickups 
Single-unit trucks 
Semi-trailers: 

3-axle combinations 
5 or more axles 

Others° 

Totald 

Estimated 1980 Highway Travel 
Accidents• 

Total Percent 
Highway of Total 
Travel Highway Total 
(km : 106 ) Travel Total (%) 

3,061.05 57.9 4,321 54.9 
1,501.45 28.4 2,360 30.0 

243.19 4.6 309 3.9 

15.86 0,3 118 1.5 
380.65 7.2 409 5.2 

63.44 1.2 295 3.8 

5,286.79 100.0 7,864 100.0 

8 Includes fatal, injury, and property-damaga. accidents. 
blncludes aJJ panels of llghl trucks with single wheels on rear axle. 

Accident 
Rate 
(accidents 
per 106 

vehicle km) 

1.412 
1.572 
1.271 

7.440 
1.074 
4.650 

clncludes emergency vehicles, construction equipment, motorcycles, farm equipment, 
motor homes, snowmobiles, and buses. 

dTotals may not sum due to rounding, 

It is possible to distinguish in statistics from 
South Africa, as in data from Israel, the United 
States, and Canada, that the accident rate for pas­
senger cars is higher than that for trucks. Accident 
involvement data on South African roads are given in 
Table 2. As can be seen, the rate in 1981 for petrol 
and diesel trucks was 7.14 and 9.71 accidents per 
million km, respectively, whereas the accident rate 
for passenger cars was 15.19 per million km. 

The distinction between truck groups correlates 
with the type of engine (e.g., the petrol engine 
characterizing lighter trucks, and the diesel engine 
of the heavier vehicles). It should be noted that 
there is an extensive weight group (up to 12 tons 
inclusive) of trucks that can be equipped with either 
petrol or diesel engines. The fact that the South 
African data show the accident-involvement rate of 
diesel-driven trucks to be higher than that of 
petrol-driven vehicles indicates the possibility 
that heavy vehicles in that country are involved in 
more accidents than are light trucks. 

In summary, it may be said that despite the 
physical dimensions and the technological problems 
of heavy vehicles, it is not possible to point to a 
higher accident involvement with an increase in the 
dimensions and weight of trucks. On the contrary, 
there is much evidence that the accident rate for 
trucks is lower than that for passenger cars, and 
that there is a decreasing trend in accident rate 
with an increase in GVW. 

EFFECT OF TRUCK WEIGHT ON ACCIDENT SEVERITY 

The weight of a truck involved in a road accident 
constitutes a significant factor in the severity of 
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TABLE 2 Accident Involvement on South African Roads 

Vehicle Type 

Motor cars, station wagons, and 
taxis 

Light trucks (petrol-driven) 
Heavy trucks8 (diesel-driven) 

1980 

Total Travel 
(million km) 

28,784 
9,982 
4,033 

8 Jncludes slngle·unll and articulated vehicles. 

Total 
Accidents 

385,570 
62,178 
32,840 

the accident because of the effect of a heavy mass 
on the speed change of the vehicle that crashes with 
the truck. Figure 4 shows the percentage of fatal 
accidents of the total number of accidents in which 
trucks of a certain weight group were involved. For 
comparison, statistics are also presented for pas­
senger cars and buses. The principal finding is a 
rise in the relative proportion of fatal-accident 
involvement with an increase in truck weight. In 
other words, the heavier the truck, the more the 
risk grows that when the truck is involved in an 
accident, it will be a fatal one. In addition, the 
relative proportion of fatal accidents in which 
trucks were involved is higher than that in which 
passenger vehicles were associated. 
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FIGURE 4 Percentage of fatal accidents of the total number of 
accidents involving trucks of a particular weight. 

The increasing risk of a fatal accident with 
vehicle weight increase is expressed, also, in the 
overall probability of such an accident with each 
kilometer traveled. Figure 5 shows the rates of 
fatal accidents involving trucks, passenger cars, 
and buses. A trend can be discerned of an increase 
in fatal-accident involvement with an increase in 
truck weight. It should be noted that the involve­
ment rates of trucks are higher than those of pas­
senger cars but lower than those of buses. 

Another parameter reflecting accident results is 
the average number of injuries per vehicle involved 
in an accident. Figure 6 shows these rates for 
trucks, buses, and passenger cars. As can be seen, 
except for the 4.0- to 8.9-ton weight group, the 
average number of injuries occurring in truck-in-
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FIGURE 5 Rates of fatal accidents 
involving trucks, passenger cars, and buses. 

volved acdidents is greater than that of passenger 
cars and buses. In addition, then, to the fatal 
nature of truck accidents, there is an aspect of a 
multiplicity of injuries in truck-involved acci­
dents. This phenomenon is all the more striking in 
view of the fact that the number of passengers in a 
truck is genera l ly lower than in any other vehicle • 
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FIGURE 7 Average number of occupants per 1,000 vehicles involved in accidents, by 
vehicle type. 

It may be concluded that the injuries and fatalities 
are passengers and drivers of the other vehicles or 
pedestrians. 

To examine this phenomenon in more detail, a cal­
culation was made of the average number of vehicle 
occupants injured per 1,000 vehicles involved in 
accidents, according to the type of vehicle in which 
the injured person was riding. Figure 7 shows these 
data. It can be seen that more car and bus occupants 
than truck riders are injured. Similarly, the heavier 
the weight of the truck, the smaller the number be­
comes of injured truck occupants. These facts high­
light the protection that the truck affords its 
driver and passengers. As mentioned, however, there 
is a greater chance of the truck's inJ ur ing, and 
injuring more severely, other road users. 

GEOGRAPHICAL DISPERSION OF ACCIDENTS 

The geographical dispersion of road accidents in 
which trucks are involved is said to coincide, on 
the one hand, with the roads on which trucks have 
great exposure and, on the other hand, with the areas 
at which they meet with typical problems. In accord­
ance with these two influences, one can expect a 
relatively high percentage of truck accidents to 
take place ·on the upgrades, interchanges and inter­
sections, curves, and downgrades of interurban roads. 

Despite the fact that there are no exact statis­
tics reflecting the mileage distribution of trucks 
between urban and nonurban roads, it is reasonable 
to assume that the heavier the truck, the greater 
its relative mileage proportion outside the urban 
area. Accordingly, an increase may be expected in 
the relative proportion of accidents on interurban 
roads with the increase in truck weight. 

Figure 8 shows the breakdown of accidents on in­
terurban roads in Israel according to various truck 
weights. As might have been expected, the accident 
percentage rises with the increase in truck weight. 
In each weight group, moreover, the relative propor­
tion of accidents is higher for trucks than for pas­
senger cars and buses. The relatively high percentage 
of accidents in interurban areas may explain some of 
the severity of accidents involving heavy vehicles. 
As is well known, interurban roads are characterized 
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by higher travel speeds, leading to more severe ac­
cidents, than urban roads. 

The high risk of truck accidents at intersections 
and interchanges stems from the long stopping dis­
tances of trucks, their difficulty in maneuvering in 
small radii, and their inability to develop high 
accelerations. Indeed, Vallette et al. (2_) reported 
that 16 percent of truck accidents take place in the 
area of interchanges. Figure 9 shows the percentage 
of accidents at interurban intersections in Israel 
of the total number of interurban truck accidents, 
according to various weight groups. From these data, 
however, no trend or greater tendency to accidents 
at intersections can be distinguished for trucks 
relative to other types of vehicles. 

TYPES OF ACCIDENTS 

The characteristic problems of trucks expose them to 
certain types of accidents. One of the most common 
types of accidents in which a high truck involvement 
may be expected is the rear-end collision. Figure 10 
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shows the distribution of the types of accidents in 
Israel in which trucks were involved from 1979-1982. 
As can be seen, all categories of rear-end accidents 
account for as much as 35 percent of all truck-in­
volved accidents. Trucks are exposed to this type 
both at intersections and on grades. At intersec­
tions, the problem stems from the stopping difficul­
ties of trucks. On upgrades, trucks are prone to 
being rear-ended by overtaking vehicles; on down­
grades, a truck may rear-end a slower-moving vehicle. 
Another type of accident in which one may expect a 
high involvement of trucks is a side-to-side colli­
sion. These are created on account of the dimensions 
of trucks and their special difficulties on curves. 

As can be seen from the data shown in Figure 10, 
heavy vehicles are involved in relatively more rear­
end collisions, and single-vehicle accidents than 
are passenger cars. The high involvement of buses in 
single-vehicle accidents stems from injuries to pas­
sengers while boarding or alighting or to inside 
pacccngerc as a result of the sudden braking of the 
bus • 

~ o~_..~.__...._ ...... ~.__..L.__.~~-"-...... ~~ .............. .___ SUMMARY AND CONCLUSIONS 

FIGURE 9 Percentage of accidents at interurban 
intersections in Israel. 
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This paper has discussed a number of aspects con­
nected with the operations and safety of trucks, the 
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accidents involving which are associated with heavy 
economic damage and severity. As a direct result of 
their weight, structure, and operational charac­
ter is tics, trucks were seen to be prone to certain 
types of road accidents--front-rear, side, and 
single vehicle--on certain geographical elements of 
the road such as intersections, grades, and curves. 

From the data that were processed and surveyed 
for this study, the following conclusions may be 
drawn: 

1. Long combination trucks, such as doubles and 
triples, have economic advantages over single-unit 
trucks; the advantage is expressed in indices of 
relative economic efficiency; 

2. There are conflicting evaluations of the 
safety of double and triple trailers compared to 
singles, although most studies suggest that longer 
combinations have good safety records; 

3. In relative terms of involvement (accidents 
per million kilometer of travel), passenger cars and 
buses are involved in more accidents than are trucks; 

4. A decreasing trend in accident rate exists 
with increasing GVW; 

5. An accident in which a heavy truck is involved 
will, in all probability, be more fatal than an acci­
dent involving a light truck; 

6. The number of injuries in an accident involv­
ing a truck is greater than in accidents in which no 
trucks are involved. On the other hand, injuries to 
truck occupants are lower than they are to passengers 
in cars and buses; further, there exists a decreasing 
injury tendency with GVW. Specifically, when trucks 
are involved in an accident, the victim is more 
likely to be someone other than the truck driver; 

7. The heavier the weight of a truck, the greater 
the relative proportion of interurban accidents in 
which it is likely to be involved; and 

8. Relative to passenger cars, trucks are in­
volved in more front-rear, side, and single-vehicle­
type accidents. 
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Analysis of the Effect of Bumper Involvement 

Criteria on Evaluating Bumper Performance 

PAUL ABRAMSON, MARK YEDLIN, and E. NAPOLITANO 

ABSTRACT 

The analysis of insurance claim data has been an important technique used to 
assess the effectiveness of federal standards for automotive bumpers. Studies 
assessing each version of these standards since their inception in 1973 have 
used this technique. The identification of bumper-involved claims is an es­
sential requirement in performing such studies. Recent changes in automotive 
design have complicated the process of identifying bumper involvement. Examined 
in this paper are several different damage criteria that are currently appli­
cable toward identifying bumper-involved insurance claims. The implications of 
each of these criteria in influencing the results of claim analyses are pre­
sented. In addition, a new cost-effectiveness measure, E, which is the product 
of insurance claim proportion and the average repair cost of these claims, is 
developed to quantify the risk or expected expense of repairing a vehicle in 
the first year of ownership due to a low-speed accident. The usefulness of this 
measure in performing insurance claim analyses is demonstrated. 

Federal Motor Vehicle Safety Standards are periodi­
cally selected for review. These reviews are designed 
to determine whether these standards are 

1. Resulting in the reduction of accident fre­
quency and injury severity; 

2. Leading to benefits commensurate with the 
costs of complying with the standard; and 

3. Not imposing unnecessary burdens on the 
economy, individuals, public or private organiza­
tions, or state and local government. 

The bumper standard enacted by NHTSA is one of the 
standards that has been under continuing review. 

This paper contains a description of an analysis 
of the performance of automotive bumpers designed to 
conform to NHTSA's standards for exterior protection 
for 5-mph impacts (1). This version of the standard 
was in effect for - vehicles manufactured in model 
years 1980 through 1982. The analysis was performed 
by examining insurance claim data for these model 
years, and represents an extension of previous anal­
yses (£-!> of the effectiveness of bumpers in mini-_.,,:_.: __ ----1.. .:11----- mL.- ---•• .: ....... - ___ ,_____ --..:::1- L.. ... 
111.&.4:o.&.ll'::t \,,o.l.QO&I UQUIQ':::tC• .&.&I'!;; ~&.'l;;Y .1.VUIC QllQ..l.,l'ICCIC I lllQUl!i; L.l:J 

KLD Associates, Incorporated, under contract to 
NHTSA, considered pre-1972, 1973, 1974-1978, 1979, 
and 1980 versions of the bumper standards. These 
analyses, and others [summarized by NHTSA (~)] showed 
the benefits of various versions of the bumper stan­
dards. Similar results were obtained in a study by 
the Highway Loss Data Institute (HLDT) in which a 
different data base was used (~). 

In light of NHTSA's decision to modify the bumper 
standard from 5 mph to 2.5 mph effective with 1983 
model year vehicles <ll , this study provides a 
framework for examining the impacts of the newer 2.5 
mph standard. In this study, the groundwork is laid 
for such an evaluation by providing a detailed 
assessment of the effects of the pre-1983, 5-mph 
standard. 

The research contained in Abramson and Yedlin (1) 
examines the effects of many different factors ~n 
bumper performance. This paper focuses on how the 
damage criteria used to identify bumper involvement 
influences the evaluation of bumper performance. 

(Note: Data for this study were obtained from the 
State Farm Insurance Companies and represent a na­
tionwide sample of insurance claims from their claim 
service centers.) 

EXPERIMENTAL DESIGN 

The aggregate sets of claims available for model 
years 1980-1982 were examined. Only claims involving 
1-year-old vehicles where bumpers were either re­
paired or replaced were considered. An experiment 
was designed to address two issues: (a) whether there 
were any significant differences in the available 
aggregate claim data between model years, and (b) 
how the criteria used to identify bumper-involved 
claims influence the understanding of the data. 

Two measures of effectiveness were employed to 
understand each of these issues. These included: (a) 
the proportion of property damage claims involving 
bumpers, and (b) the average repair cost of these 
claims. A cost-effectiveness measure, E, which is 
the product of the proportion of property damage 
-'1-.!-- ---"" L'--- --------- _____ .! _____ .._ -~ .LL--- -'1-.!--
\,,;.,LQ,l.Ulb ell.LU L.Ut:: dVt::Ld'::ft:: Lt::~d.LL t..:Ubl.. UJ. L.Ut:::ii:>t:: \.0.1.Q.1.JllO 

is also utilized in the analysis. 
The two criteria used to identify bumper-involved 

claims included repair or replacement of (a) only 
the bumper face bar, and (b) either the face bar or 
the bumper fascia or both. The format of the data 
available for 1980 allowed consideration of the first 
criteria only. The 1981 and 1982 data permitted both 
criteria to be considered. Claims for each model 
year were stratified into four market classes: sub­
compact, compact, intermediate, and full size, and 
two impact points: front and rear. 

For the proportion analysis, the number of front 
and rear bumper claims were aggregated for each 
market size class and for each model year period. 
The proportion of these claims, relative to the 
total of all property damage claims for that market 
class, was computed for each model year. No totaled 
vehicles were in the state Farm data, although both 
collision and liability claims were included. For 
each of the time-period comparisons (1980 versus 
1981, 1981 versus 1982, and 1980 versus 1982), the 
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hypothesis test for differences in proportions was 
computed for each market class-impact point com­
bination. 

In total, four separate statistical comparisons 
were performed for the proportion analysis including 
(a) three model year comparisons using face bar 

damage as the involvement criteria, and (b) one com­
parison between the 1981 and 1982 data using face 
bar or fascia damage as the involvement criteria. 

The same four statistical comparisons were per­
formed for the analysis of average repair costs. In 
each case, the average repair cost was computed for 
each market class-impact point combination. The 
differences between average costs were statistically 
tested using the hypothesis test for the difference 
between means at a 5 percent confidence level. 

PROPORTION ANALYSES 

The results of the four statistical comparisons per­
formed on bumper claim proportions are given in Table 
1. This table gives the bumper claim proportions 
stratified by impact point and market class. Sig­
nificant differences at the 5 percent confidence 
level are indicated. This table depicts comparisons 
of all available data for model years 1980-1982 
exam1n1ng both criteria for bumper involvement. 
Available sample sizes are given in Table 2. 

Employing only face bar damage to identify 
bumper-involved claims, the table indicates no sig­
nificant differences in the proportion of these 
claims between 1980 and 1981. Between 1981 and 1982, 
a significant reduction is noted for subcompact 
vehicles for both front and rear impacts. This 
reduction is also noted for the vehicle classifica­
tion "All Classes" for 1981 and 1982 claims. This is 

TABLE 1 Summary of Claim Proportion Analyses 

Claims by Vehicles 
of Designated Size Total 
(%of total) Bumper-

Vehicle Size and Model Related 
Involvement Criteria Year Front Rear Accidents 

Subcompact vehicles 
Face bar 1980 21.2 11.S 32.7 

1981 20.7 ID.I 30.8 
1982 16.0"·b 7.2•,b 23.1 "·b 

Face bar-fascia damage 1981 28.1 13.S 41.6 
1982 31.1 b 14.0 45.1 

Compact vehicles 
Face bar 1980 21.S 14.8 36.2 

1981 22.2 13.7 35.9 
1982 23.0 12.1 • 35.1 

Face bar-fascia damage 1981 29.0 16.4 45.4 
1982 32.4b 15.7 48.l 

Intermediate vehicles 
Face bar 1980 25.S 14.4 40.0 

1981 22.4 17.6 40.0 
1982 23.0 17.4 40.4 

Face bar-fascia damage 1981 23.l 18.4 41.6 
1982 24.0 18.S 42.S 

Full-size vehicles 
Face bar 1980 23.4 21.9 45.3 

1981 22.7 18.0 40.6 
1982 21.0 17.4 38.0 

Face bar-fascia damage 1981 22.7 18.8 41.4 
1982 20.7 17.4 38.0 

All classes 
Face bar 1980 21.7 13.0 34.8 

1981 21.4 12.2 33.7 
1982 I 7.93 'b 8.8•,b 26.8"·b 

Face bar-fascia damage 1981 27.8 IS.I 42.9 
1982 31.0b 14.6 45.6b 

8 Difference in cJaim proporUons relative to 1980 claims is significant at a S percent 
tfOnfidooce level. 

Difference in claim proportions relative to 1981 claims using same involvement criteria 
is significant at a 5 percent confidence level. 
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no doubt due to the predominance of subcompact vehi­
cles in the sample. The reduction in subcompact and 
All Classes claim proportion is also noted between 
1980 and 1982. In addition, a significant reduction 
is shown for rear impacts of compact vehicles. 

The reduction in subcompact claim proportion sug­
gests differences in bumper design over the 1980-1982 
period, particularly between 1981 and 1982 model 
year vehicles. Newer soft-face designs often employ 
a soft-cover (fascia) over the bumper face bar. These 
exterior surfaces are included within the bumper 
standards. By considering damage to the face bar 
only, claims involving damaged fascia without face 
bar damage are ignored. Only the more severe claims 
involving both fascia and face bar damage would be 
considered. If one hypothesizes an increase in the 
proportion of vehicles using soft-face designs in 
the 1982 sample, the face bar damage criteria would 
likely identify a smaller proportion of 1982 bumper 
damage. 

Using a revised criteria in which bumper involve­
ment implies damage to the face bar and/or fascia 
parts, the data in Table 1 indicate an increase in 
front-impact claim proportions for subcompacts and 
compact vehicles between 1981 and 1982. Again, the 
predominance of these market classes in the sample 
produces the same results for All Classes. 

The two criteria for bumper involvement produce 
opposite results. This tends to strengthen the 
suspicion that the proportion of vehicles with hard 
and soft face designs differs between the 1981 and 
1982 samples. 

It appears that considering only face bar damage 
would result in an underestimation of the bumper 
involvement for 1982 vehicles. Considering face bar 
or fascia damage suggests the possibility that newer 
soft face designs may actually increase bumper in­
volvement. Due to new soft-cover designs, either of 
these two criteria may overstate bumper involvement 
relative to the bumper protection standards. This 
occurs because the standards are expressed in terms 
of exterior damage. In some bumper designs, an air 
gap exists between the fascia and the face bar. An 
impact might be imparted to damage the face bar but 
the fascia may rebound to its original shape. As an 
exterior standard, no damage would be observed and 
such impacts would pass the standard. However, since 
the face bar was damaged, a claim for such an impact 
would be considered as bumper-involved by either the 
face bar or face bar-fascia damage criteria used in 
this study. 

To more closely reflect the bumper standards, 
more detailed criteria would be needed. This exterior 
damage criteria would consider only fascia damage 
for soft cover designs and only face bar damage for 
traditional designs. However, for purposes of ana­
lyzing the factors influencing bumper performance, 
the criteria utilized by this study are considered 
more appropriate. 

REPAIR COST ANALYSES 

Table 3 gives the comparisons performed on average 
repair costs. This table is presented in a format 
similar to that employed for the proportion analyses 
in Table 1. 

Table 3 gives the cost comparison for the model­
year claim data available from 1980 through 1982. 
Costs for claims using both the face bar and face 
bar-fascia damage criteria for bumper involvement 
are presented. All costs are presented in 1982 dol­
lars and adjusted for inflation. 

Using only the face bar criteria, the data in 
Table 3 indicate that intermediate vehicles experi­
enced a significant increase in average repair costs 



74 Transportation Research Record 1047 

TABLE 2 Sample Sizes for Proportion and Repair Cost Analyses 

Vehicle Size and Model 
Involvement Criteria Year 

Subcompact vehicles 
Face bar 1980 

1981 
1982 

Face bar-fascia damage 1981 
1982 

Compact vehicles 
Face bar 1980 

1981 
1982 

Face bar-fascia damage 1981 
1982 

Intermediate vehicles 
Face bar 1980 

1981 
1982 

Face bar-fascia damage 1981 
1982 

PuH-sizc vehicles 
Face bar 1980 

1981 
1982 

Face bar-fascia damage 1981 
1982 

All classes 
Face bar 1980 

1981 
1982 

Face bar-fascia damage 1981 
1982 

for front-impact claims between 1980 and 1981. How­
ever, this may be a statistical aberration because 
costs in 1982 are similar to those in 1980. No other 
significant changes are noted in Table 3 throughout 
the period between 1980 and 1982. This is true not 
only in aggregate but for each market class and im-

TABLE 3 Summary of Repair Cost Analyses 

Average Repair 
Costs at 9.36% Average 
Inflation Rate All 
(1982 dollars) Bumper-

Vehicle Size and Model Related 
Involvement Criteria Year Front Rear Accidents 

Subcompact vehicles 
Face bar 1980 1,365 874 1, 191 

1981 1,368 934 1,225 
1982 1,388 951 1,253 

Face bar-fascia damage 1981 1,332 897 1,184 
1982 !,299 883 1, !70 

Compact vehicles 
Face bar 1980 1,349 844 1,144 

1981 1,384 859 1,184 
1982 1,387 959 1,239 

Face bar-fascia damage 1981 1,317 839 1,144 
1982 1,307 911 1,178 

Intermediate vehicles 
Face bar 1980 1,289 907 1,151 

1981 1,5668 1,035 1,331 8 

1982 1,361 985 1,199 
Face bar-fascia damage 1981 1,550 1,050 1,328 

1982 1,373 993 1,207 
Full-size vehicles 

Face bar 1980 1,959 1,242 1,612 
1981 2,568 1,048 1,882 
1982 1,901 1,266 1,611 

Face bar-fascia damage 1981 2,568 1,044 1,864 
1982 1,901 1,266 1,611 

All classes 
Face bar 1980 1,371 886 1,189 

1981 1,413 923 1,234 
1982 1,396 966 1,253 

Face bar-fascia damage 1981 1,354 898 1,193 
1982 1,309 902 1,178 

uDifference in claim costs relative to 1980 claims is significant at a S percent confidence 
level. 

Total 
Sample Sizes Bumper-

Related All 
Front Rear Accidents Claims 

578 315 893 2,730 
1,021 501 1,522 4,934 

914 410 1,324 5,722 
1,388 666 2,054 4,934 
1,779 802 2,581 5,722 

288 198 486 1,341 
688 424 1,112 3,099 
424 224 648 1,847 
899 508 1,407 3,099 
599 289 888 1,847 

108 61 169 423 
216 170 386 966 

66 50 116 287 
224 178 402 966 

69 53 122 287 

32 30 62 137 
29 23 52 128 
25 21 46 121 
29 24 53 128 
25 21 46 121 

1,006 604 1,610 4,631 
1,954 1,118 3,072 9,132 
1,429 705 2,134 7,977 
2,540 1,376 3,916 9,132 
2,472 1,165 3,637 7,977 

pact point regardless of the criteria used to deter­
mine bumper involvement. 

COST-EFFECTIVENESS MEASURE 

To obtain a measure of the relative cost-effective­
ness of the 1980, 1981, and 1982 bumpers, the fol­
lowing figure of merit has been derived. For any 
given stratification s, let N8 represent the total 
number of vehicles in that strata for a given year. 
The product P x C x N8 , where P is the proportion 
of vehicles of type S reporting a bumper-involved 
accident and c is the average cost per vehicle of 
Type s to repair the resulting damage, represents an 
estimate of the total cost of repairing vehicles of 
type s that have been involved in bumper accidents 
for the given year. Normalizing this total cost over 
all vehicles in strata S yields: 

E = (P x C x N8 = P x C)/N 8 

where E represents a measure of cost-effectiveness 
or risk, in dollars, associated with stratification 
s. In other words, E represents the repair cost for 
bumper-involved accidents averaged over all vehicles, 
N8 , in stratification s. This value E can then be 
interpreted as a measure of the risk the owner of a 
vehicle of type s assumes in terms of the anticipated 
expense of repairing the vehicle in the first year 
of ownership due to a low-speed accident. Equiva­
lently, E can be considered a figure of merit for 
the cost-effectiveness of the automobile bumper for 
a given stratification. 

Table 4 gives the claim proportions, average cost 
values, and computed cost-proportion product E for 
the All Classes aggregate for 1980, 1981, and 1982. 
These tables stratify results for both the face bar 
damage and face bar-fascia damage criteria. The 
tables further stratify results for front impacts, 
rear impaotB, and the combination of front and rear 
impacts. 
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TABLE 4 Comparison of 1980, 1981, and 
1982 Data Using Cost-Proportion Product E 
for All Qasses 

Model 
Year Proportion Cost($) E =Prop. x Cost 

Face Bar Only (all classes combined) 

1980 
1981 
1982 

.3477 

.3364 

.26753 

1,189 
1,234 
1,253 

Face Bar Only (all classes, front) 

1980 
1981 
1982 

.2172 

.2140 

.1791 3 

1,371 
1,413 
1,396 

Face Bar Only (all classes, rear) 

1980 
1981 
1982 

.1304 

.1224 

.0884 

886 
923 
966 

413.42 
415.12 
335.18 

297. 78 
302.38 
250.02 

115 .53 
112.98 

85 .39 

Face Bar-Fascia (all classes combined) 

1981 .4288 
1982 .4599" 

1,193 
1,178 

Face Bar-Fascia (all classes, front) 

1981 .2781 
1982 .30993 

1,354 
1,309 

Face Bar-Fascia (all classes, rear) 

1981 .1507 
1982 .1460 

8 Indicates significant figure. 

898 
902 

511.56 
537 .05 

376.55 
405 .66 

135.32 
131.69 

From the first half of Table 4, which contains 
data on face bar damage only, the measure E indi­
cates that no substantial change in effectiveness 
occurred between 1980 and 1981 in either front or 
rear impacts; however, a substantial decrease in E 
of approximately $80 occurs in 1982 for the combined 
front and rear cases. Most of this decrease, $50, is 
due to a decrease in E for front impacts with the 
remaining $30 decrease due to a decrease in E for 
rear impacts. Considering only face bar damage, the 
measure E suggests that the 1982 bumpers are more 
cost effective than those in either 1980 or 1981. It 
was also suggested earlier that the face bar damage 
criteria may underestimate 1982 claim involvement. 
This is borne out by comparing face bar-only results 
for E against face bar-fascia damage results. The 
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value of E for the latter is increased by approxi­
mately $100 (front and rear impacts combined) for 
1981, and by approximately $200 for 1982. Thus, when 
fascia damage is included in the criterion, more 
costly accidents are included in the sample, that 
is, fascia damage introduces accidents that result 
in costly damage, even though the face bar itself 
does not require repair or replacement. 

Table 4 (d,e,f) gives data indicating that the 
value of E for all impacts has increased from 1981 
to 1982 by approximately $25 entirely because of an 
increase in E for front impacts. Thus, this defini­
tion of bumper involvement leads to the conclusion 
that the 1982 bumpers are, overall, less cost effec­
tive than those in 1981. 

Two important conclusions can be drawn from this 
analysis. First, considering only face bar damage to 
identify bumper-involved accidents appears to result 
in a substantial underestimation of the repair cost 
effectiveness of the bumper. Furthermore, this 
underestimation becomes more pronounced with the 
changes in design occurring from 1981 to 1982. Thus, 
it is apparent that the face bar-fascia damage defi­
nition is the appropriate one to use to properly 
assess bumper effectiveness in the future. 

Based on this first conclusion, it appears that 
the 1982 bumpers are less cost effective than the 
1981 bumpers. The observed increase of $25 in E from 
1981 to 1982 for all impacts represents a 5 percent 
increase over 1981. It should be pointed out that 
these results are based on the observed values and 
have not been tested for statistical significance. 

Table 5 contains data on the computed value of E 
by market class and year for both the face bar and 
face bar-fascia damage definitions. In general, the 
value of E increases with vehicle size. Also, as 
noted previously, E is greater when considering face 
bar or fascia damage, than only face bar damage. 

Subcompacts, constituting a major portion of the 
total mix, exhibit the same results as shown in the 
previous section for the year-to-year comparison 
using the vehicle aggregate. Thus, the face bar 
criteria indicate a decrease taking place from 1981 
to 1982, however, the fascia-face bar data show an 
increase from 1981 and 1982. In each case, the change 
in E primarily reflects changes for ·front impacts. 

For compacts, however, both involvement criteria 
show an increase in E from 1980 to 1982. The face 
bar data show a $10 increase in E from 1981 to 1982 
($424 to $434) for all impacts combined, whereas, 
the face bar-fascia damage comparison shows an in­
crease of approximately $50 ($519 to $566) from 1981 
to 1982. Thus, the inclusion of fascia damage in-

TABLE 5 Value of Cost-Proportion Measure Eby Market Class and Year 

Bumper Involvement Definition 

Face Bar Only Fascia-Face Bar 
Market Class and 
Model Year Front Rear Combined Front Rear Combined 

Subcompact 
1980 288.97 100.86 389.58 
1981 282.77 94.71 377.55 371.48 120.92 492.43 
1982 221.66 68.19 289.94 403.86 123.80 527. 79 

Compact 
1980 289. 77 124.66 414.59 
1981 307 .25 l I 7.51 424.82 382.06 137.51 519.38 
1982 318.46 116.33 434.64 423.86 142.57 566.38 

Intermediate 
1980 329.08 130.79 459.82 
1981 350.16 182.16 531.87 359.45 193.52 552.58 
1982 313.03 171.59 484.64 330.07 183.41 513.10 

Full size 
1980 457.62 272.00 729.59 
1981 581.91 188.33 764.66 581.91 195.75 771.88 
1982 392.75 219.78 612.50 392.75 219.78 612.50 
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creases the expected repair cost for compact vehicles 
by over $100. 

Because subcompacts and compacts together now 
account for the major portion of the sample mix, the 
increased value of E in 1982 indicates that bumpers 
are generally less cost effective. The limited data 
for intermediate and full-size cars indicate a de­
crease in the value of E from 1981 to 1982 for both 
bumper-involvement definitions. There was no dif­
ference in full-size vehicles for 1982 when the 
definition for bumper involvement changed. This 
probably is due to the small sample size involved, 
and the fact that full-size cars often have exposed 
face bars with no fascia. 

STUDY RESULTS AND CONCLUSIONS 

The analysis of insurance claim data has been an 
important technique used to assess the effectiveness 
of federal standards for automotive bumpers. Studies 
assessing each version of these standards since their 
inception in 1972 (1-4) have involved the use of 
this technique. In p-;;rforming these insurance claim 
studies, the identification of bumper-involved claims 
is an essential requirement. Recent changes in auto­
motive design have complicated the process of iden­
tifying bumper involvement. This study examined 
several different criteria that are currently appli­
cable to identify bumper-involved insurance claims. 
The implications of each of these criteria in in­
fluencing the results of claim analyses were con­
sidered. 

The primary findings of this study were as fol­
lows: 

l. As a result of newer designs, the face bar 
damage criteria used in previous bumper claim analy­
ses are no longer as useful as criteria that consider 
both face bar and fascia damage. 

2. If only face bar damage is considered, claims 
for bumpers using newer, hard-plastic fascia are not 
included. In the case of soft face designs, con­
sidering just face bar damage would eliminate claims 
in which only the fascia was damaged. 

3. A criteria that classifies a claim as 
bumper-involved if the face bar and/or fascia is 
damaged will generally cover the widest spectrum of 
bumper involvement. 

4. Due to new soft-face designs, either the face 
bar or the face bar-fascia damage criteria may over­
state bumper involvement relative to the bumper pro­
tection standards. The bumper standards are expressed 
in terms of exterior damage. In some cases where a 
gap exists between face bar and fascia, it is pos­
sible for an impact to damage a covered face bar, 
yet the outer fascia rebounds and appears undamaged. 
Such impacts would pass the bumper standards but 
constitute bumper involvement by either the face bar 
or face bar-fascia damage criteria used in this 
study. However, these criteria are considered appro­
priate for an analysis of the factors influencing 
bumper performance. 
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5. A cost-effectiveness measure was developed to 
quantify the risk or expected expense of repairing a 
vehicle in the first-year ownership resulting from a 
low-speed accident. The usefulness of this measure 
in interpreting insurance claim results was demon­
strated in that (a) it showed that the face bar 
damage criteria underestimated 1982 claim involve­
ment, (b) changes in cost-effectiveness are due pri­
marily to changes occurring in front impacts, and 
(c) cost-effectiveness generally decreases with in­
creased vehicle size. 

This study strongly suggests that damage to either 
bumper face bar or fascia is currently the most ap­
propriate criterion to be used in evaluating bumper 
performance on the basis of insurance data. Future 
studies of relative bumper performance should con­
sider the effect of bumper design changes in the 
choice of damage criteria used. 

It is also recommended that the cost-effective­
ness measure E, (described in this paper), should be 
employed in future claim studies. 
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Analysis of the Performance of 1981 and 1982 Automotive 
Bumpers on the Basis of Bumper Design and Manufacturer 

MARK YEDLIN and PAUL ABRAMSON 

ABSTRACT 

The effectiveness of the crash-protecting automobile bumpers required by the 
National Highway Traffic Safety Administration (NHTSA) for 5-mph impacts was 
studied through an analysis of insurance claims filed with the State Farm In­
surance Company, Inc. Claims were analyzed for model year 1981 and 1982 vehi­
cles. The performance of bumper systems was compared on the basis of bumper 
design and automotive manufacturer. Performance was measured on the basis of 
the proportion and average repair costs of insurance claims involving bumper 
damage. Other factors influencing bumper performance were studied including (a) 
criteria used to identify bumper damage claims, (b) market class, and (c) impact 
point. 

Under a contract with the National Highway Traffic 
Safety Administration (NHTSA) , insurance claim data 
were analyzed to assess the performance of automotive 
bumpers designed to conform to NHTSA's exterior pro­
tection standards for 5-mph impacts <!.l· 

These standards establish requirements for bumper 
protection of both safety and nonsafety items in 
low-speed collisions. Effective with model year 1980 
passenger cars, requirements were added to minimize 
damage to the bumper face bar itself. 

Al though NHTSA has issued various standards for 
bumper performance since 1973, this study analyzed 
bumper systems conforming to the version of the 
standards in effect for model years 1980 through 
1982. Although all bumpers manufactured during this 
period were required to meet identical protection 
standards, considerable variations in bumper per­
formance were observed among different bumper designs 
and automotive manufacturers. Differences were also 
observed on the basis of market class and impact 
direction. 

In this paper bumper performance is compared in 
terms of design and manufacturer. Performance is 
measured on the basis of the proportion and average 
repair costs of insurance claims involving bumper 
damage. 

Data for this study were obtained from the State 
Farm Insurance Company, Inc., and represent a na­
tionwide sample of insurance claims from the com­
pany's claim service centers. Data for model years 
1981 and 1982 were used for the design and manu­
facturer analyses. 

An additional source of information for this study 
was the published results of a detailed description 
(~l of 1982 automotive bumpers performed for NHTSA 

by the Pioneer Engineering and Manufacturing Company. 
That study represented a "tear-down" analysis of the 
bumper systems of 49 different 1982 makes and models. 
Results of the tear-down analysis provided the basis 
for identification of bumper designs. 

EXPERIMENTAL DESIGN 

In this study, only claims involving current model 
year vehicles in which a bumper was either repaired 
or replaced were considered. Claims with damage to 
front bumpers from rear impacts or vice versa were 
not considered. Experiments were designed to stratify 

and compare insurance claims on the basis of bumper 
design and bumper manufacturer. Within these experi­
ments, other factors were considered: 

1. Impact point (front, rear); 
2. Vehicle size (subcompact, compact, inter­

mediate, full size); and 
3. Criteria determining bumper involvement 

(damage to face bar, fascia, or both). 

Vehicle size classes were defined by the accepted 
criteria used by the insurance industry as follows: 

Vehicle Size 
Subcompact 
Compact 
Intermediate 
Full size 

Wheelbase (WB) 
Length (in.) 
< 101 
lOl < WB < 111 
111 < WB 7 120 
> 120 -

These classifications were consistent with those 
used in previous bumper claim studies (l_-~l and of­
fered the ability to easily compare results of 
studies. 

Two measures of effectiveness (MOEs) were employed 
to judge bumper performance. These included (a) the 
proportion of property damage claims involving a 
bumper and (b) the average repair costs of bumper­
involved claims. 

Statistical comparisons were performed by using 
hypothesis tests with a 95 percent confidence level 
for the differences between claim proportions and 
mean costs. 

ANALYSIS OF BUMPER DESIGNS 

Several questions were addressed by this analysis 
and are as follows: 

1. Did any designs perform substantially better 
or worse than others? 

2. How do newer soft face designs influence bum­
per performance? 

3. Are different criteria needed to identify 
bumper-involved claims based on design? If so, which 
criteria are best suited to each design? 

To gain an understanding of the relationship be­
tween bumper design and bumper claim involvement, 
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three different criteria were examined to classify 
an insurance claim as involving bumper damage. These 
er iter ia included repair or replacement of (a) the 
bumper face bar (fascia may or may not be damaged), 
(b) only the bumper fascia (excludes cases in which 
both fascia and face bar damage occurs), and (c) the 
face bar, the bumper fascia, or both. 

Ludtke and Kaminski (2) provided the basis for 
the identification of bumper designs. That study was 
a tear-down analysis of the bumper systems of 49 dif­
ferent 1982 subcompacts and compacts. The following 
three categories of bumper designs were identified: 

•Hard face bar or fascia (H), 
•Soft cover over bumper only (S/B), and 
• Grille integral with bumper soft cover (S/G). 

Hard (H) designs are typically found in tradi­
tional bumpers in which a metal material such as 
aluminum or steel serves as an exposed face bar. A 
newer version of thio design uses plastic instead of 
metal. In such cases the plastic surface is often 
considered a hard fascia. 

Soft designs generally employ a polyure t hane sur­
face (fascia) to cover a metal face bar or bumper 
reinforcement. These designs fall into two cate­
gories. In the more prevalent case the soft fascia 
covers only the bumper (S/B). In a variation of this 
design, vehicles such as the Chevrolet Camaro and 
the Pontiac J2000 integrate the soft bumper cover 
with the front grille (S/G), 

Ludtke and Kaminski (2) identified and categorized 
the front and rear bumper systems of each of 49 makes 
and models by design. In some cases only the front 
bumper employed a soft design whereas in other cases 
only the rear bumper did. 

Insurance claims were found for 38 of these 49 
makes and models. These were all either subcompacts 
or compacts. Claims for each of these classes were 
compared by design. No compacts were found with the 
integral grille and soft cover design. Claims for 
front and rear impacts were analyzed separately. 

Statistical comparisons examined both the propor­
tion of bumper-involved claims and the average repair 
costs of these claims. For the proportion analysis, 
the number of front and rear bumper claims was ag­
gregated for each market size class and design. Claim 
proportions relative to the total number of claims 
for each market class were then computed. Within 
each market class, the claim proportions by design 
and impact point were statistically compared using 
the hypothesis test for proportion differences. 

The same statistical comparisons were performed 
for the analysis of average repair costs. In each 
c~sc th~ uv~r~ga rap~ir ccot nws computed for each 
market class-design-impact point combination. The 
differences amcng average costs were statistically 
tested using the hypothesis test for the difference 
between means at the 95 percent confidence level. 
Each set of statistical comparisons was performed 
three times to test each of the three criteria used 
to identify bumper-involved claims. 

PROPORTION ANALYSES OF BUMPER DESIGNS 

The results of the three sets of statistical com­
parisons performed on bumper claim proportions are 
given in Table 1. Also given are claim proportions 
for each involvement criteria by market class, de­
sign, and impact point. 

Face Bar Damage 

In soft cover designs (S/B and S/G) the face bar is 
shielded behind the soft bumper fascia. In studying 
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TABLE I Summary of Claim Proportion Analyses for 
Bumper Designs, 1982 Model Year 

Claims by Design, Size and 
Involvement Criteria (% of 
total) Total 

Involvement Criteria Bumper-
and Vehicle Size Design Front Rear Related 

Face bar damage 
Subcompact H 21.4 9.7 31.0 

S/B 10.0• 6.4 16.3" 
S/G !6.2b 0.0 16.28 

Compact H 31.0 16.5 47.5 
S/B 9.1 8 2.98 12.0• 

Fascia only damage 
Subcompact H 5.4 2.9 8.3 

S/B 21.93 13.08 34.83 

S/G 36.0"·b 0.0 36.o• 
Compact H 2.5 1.6 4.2 

S/B 24.5• 6.83 31.33 

Face bar and/or 
fascia damage 

Subcompact H 26.8 12.6 '19.'l 
S/B 31.8. 19.3" 51.1 • 
S/G 52.2R,h "" s2.2• v.v 

Compact H 33.6 18.1 51. 7 
S/B 33.6 9.7' 43.23 

Note: H =Hard Fascia, S/G =Grille Integral with Bumper Soft Cover, and 
S/B =Sort Cover over Bumper. Numbers may not sum to total due to 
rounding. 
3Difference in claim proportions relative to 1982 Hard Bumper Design is 
bsignJOcan t at a 5 percont co1tfidcmce levtl. 

Diffcircintc in claim p1oportiun1 rc lntlvc 10 1982 S/B Bumper Design is 
significant at a S percent confidence level. 

soft designs, the face bar damage er i ter ion would 
likely identify the more severe claims in which both 
the fascia and the face bar were damaged. Therefore 
it was not surprising that the proportion of face 
bar involvement was shown to be lower for both soft 
designs than for the hard design. 

For compact vehicles only the hard fascia (H) and 
soft-cover bumper (S/B) designs could be compared. 
The sample size for this analysis was extremely 
small. In both front and rear comparisons, the S/B 
design had significantly lower claim proportions 
than the hard design , In total, claim proportions 
for the compacts using S/B design were 35 percent 
lower than those with a hard design. 

Subcompact vehicles using the S/B design also had 
a significantly smaller proportion of claims than 
those with the hard design. This was shown primarily 
for front impacts. The S/G design was used for front 
bumpers only and the claim proportions for this de­
sign fell between the S/B and the hard fascia values. 
In comparing both soft designs (front impacts only), 
the .integ.tal gLill~ cu1U Uuff1per cover- <l.::sign exhibited 
a significantly higher proportion of face bar damage. 
Therefore, considering subcompact claims for front 
impacts, vehicles with the S/B design had the lowest 
proportion of bumper-involved claims. 

Fascia-Only Damage 

This criterion considered claims in which the bumper 
fascia was damaged but the face bar was not. (This 
set of claims is mutualiy exclusive from the claims 
identified by the previous criterion.) Fascia damage 
for hard designs is applicable only to a few makes 
and models such as the Honda Civic and Accord, which 
have hard plastic fascia. Hard plastic fascia exhibit 
substantially lower claim proportions than either 
soft fascia independent of impact point and market 
class. Again, it is observed that the S/G design 
exhibited significantly higher claim proportions 
than the S/B design. 
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Face Bar and/or Fascia Damage 

This criterion considered claims in which either the 
face bar or fascia, or both, were damaged. The sample 
sizes for this case were numerically equal to the 
sum of the sample sizes for the previous two cri­
teria. This criterion accounts for all makes and 
models equipped with some type of hard face bar or 
fascia. In addition, this criterion accounts for all 
bumper-involved claims for soft designs because it 
includes consideration of the more extreme cases in 
which both the face bar and fascia are damaged as 
well as cases in which only the fascia is damaged. 

For the first time, important differences emerged 
between subcompacts and compacts. Subcompacts with 
the S/B soft design exhibited significantly higher 
claim proportions than did those with the hard design 
regardless of impact point. subcompacts with the S/G 
design exhibited a further significant increase in 
proportions relative to those with the S/B design. 

Interestingly enough, none of these findings were 
observed for compacts. In that case there was no 
difference in claim proportions for front impacts 
between the hard and the soft cover designs. Vehicles 
with the S/B design exhibited significantly lower 
claim proportions for rear impacts than did those 
with a hard fascia design. However, the sample size 
for this result was small. 

REPAIR COST ANALYSIS OF BUMPER DESIGNS 

Table 2 gives the results of the comparisons of 
average repair costs for the three bumper designs. 
The same three criteria for bumper involvement em­
ployed in the proportion analysis were also used 
here. 

Face Bar Damage 

This criterion identifies claims in which both fascia 
and face bar damage is likely in soft designs. 
Therefore, it might be expected that the average 

TABLE 2 Summary of Repair Cost Analyses for Bumper 
Designs for 1982 Model Year Vehicles 

Average Repair Costs($) 
(1982 $) Average 

Involvement Criteria Bumper-
and Velticle Size Design Front Rear Related 

Face bar damage 
Subcompact H 1,300 933 1,186 

S/B 1,445 984 1,265 
S/G 1,840" 0 1,8408 'b 

Compact H 1,391 922 1,228 
S/B 1,264 869 1,170 

Fascia-only damage 
Subcompact H 1,190 668 1,006 

S/B 1,332 9023 l ,172" 
S/G 976b 0 976b 

Compact H 735 538 658 
S/B 1,1323 784 1,0563 

Face bar and/or 
fascia damage 

Subcompact H 1,278 872 1,148 
S/B 1,368 929 1,202 
S/G 1,244 0 1,244 

Compact H 1,342 888 1,183 
S/B 1,167 810 1,088 

Note: H = Hard Fi.tda, S/G = Grille Integral with Bumper Soft Cover, and 
S/B =Sort Cover OWt Bumper. 

~Dlrrcrcncc: ln claim co~ts rt lallvo to 1982 H111rd Uumper Design is significant 
b~t JJ 5 pcrccnl confJden~~ hw~I . 

Differe nce fn cli.im r;;:O~ l.5 rolorlYe to 1982 S/0 Dumper Design is significant 
at a S percent confidence level. 
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repair costs for soft designs would be higher than 
for those vehicles with a hard design. Although both 
soft designs appeared to have higher repair costs 
than the hard design for subcompacts, only the higher 
costs for the S/G design were statistically signifi­
cant. According to the data in Table 2, a subcompact 
experiencing a front collision with face bar damage 
was approximately $540 more expensive to repair if 
it had an S/G bumper instead of a hard bumper. No 
significant differences were observed for compacts. 

Fascia Damage 

This criterion identifies claims on the basis of 
fascia damage (excluding claims with face bar 
damage). It provides the opportunity to compare re­
pair costs for fascia damage claims for hard and 
soft fascia designs. In this case, S/B designs ex­
hibited significantly higher costs than hard designs 
for rear impacts to subcompacts and front impacts to 
compacts. When results for both impact points were 
averaged, repair costs for vehicles with S/B bumpers 
were significantly higher than for those with the 
hard design. Subcompacts with S/B bumpers were ap­
proximately $170 more expensive to repair than those 
with hard bumpers. Compacts with S/B bumpers were 
$400 more expensive to repair than those with hard 
fascia bumpers. In a reversal of the previous find­
ings, repair costs for the S/G design were numeri­
cally lower than those for both other designs and 
significantly lower than the S/B design. 

Face Bar and/or Fascia Damage 

There were no statistically significant cost dif­
ferences in any comparison in this case. 

RESULTS OF DESIGN COMPARISONS 

As a result of the comparison of claim proportions 
and average repair costs of designs, the following 
observations were noted: 

1. Results for each design differed on the basis 
of the criteria used to identify bumper-involved 
claims. Each criterion offers different implications 
for understanding the performance of each design. 

2. The face bar-fascia damage er iter ion appears 
overall to be the single, most useful means for com­
paring the three bumper designs. Considering only 
face bar damage eliminates claims for vehicles using 
newer hard-plastic fascia. In the case of soft fascia 
designs, the consideration of face bar damage only 
would eliminate claims in which only the fascia was 
damaged. 

3. Using the face bar-fascia damage criterion, 
both of the newer soft face designs exhibit signifi­
cantly higher claim proportions for subcompacts than 
does the traditional hard design. This is true re­
gardless of impact point. 

4. These findings did not hold for compact vehi­
cles. In that case there was no difference in front 
impact claim proportions between the hard and soft 
cover designs. Vehicles with the S/B design exhibited 
significantly lower claim proportions for rear im­
pacts than those with the hard fascia design. 

5. In terms of damage to the bumper face bar, 
both soft face designs had lower claim proportions 
for front impacts than did the hard fascia design. 
In the case of the soft cover over the bumper (S/B), 
this reduction was significant. 

6. Of the two soft designs, vehicles equipped 
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with front bumpers of the S/G design consistently 
experienced higher claim proportions for both fascia 
and face bar damage. 

7. No significant differences in average repair 
costs were found among designs on the basis of the 
face bar-fascia damage criterion. The maximum repair 
cost difference among designs was approximately $100. 

8. Claims with face bar damage appeared to be 
more costly for subcompacts with soft designs than 
for hard designs. The increase for S/G designs was 
significant . Bumper design differences among compacts 
did not have any significant effect on average bumper 
claim costs. 

9. Claims with fascia damage without face bar 
damage were significantly more costly to repair for 
the S/B design than for the hard design. In this 
case the S/G design was cheaper to repair than either 
of the other two and significantly cheaper than the 
S/B design. 

ANALYSIS BY BUMPER MANUFACTURER 

Thi s experimen t examined the 1981 claim experience 
of different manufacturers to determine whether any 
discernible difference exist. If so, certain ap­
proaches to the manufacture of bumpers might be found 
to be more effective than others. Differences among 
manufacturers might be explained in terms of the mix 
of designs within each manufacturer's sample. 

This experiment differed from manufacturer analy­
ses performed in the previous insurance claim stud i es 
(3-5) by providing direct statistical comparisons of 
m~n~facturers. In previous studies, each manufacturer 
was considered separately. Comparisons focused on a 
manufacturer's claim experience between model years 
representing different versions of the bumper stan­
dards. The emphasis was on determining how the 
changing standards were influencing the claim ex­
perience of each manufacturer. 

Because this study examined a period during which 
the standard remained unchanged, the experiment was 
revised to compare the claim experience of each 
manufacturer within a single model year. The larger 
1981 sample was chosen for analysis. 

Comparisons, which were similar to the analysis 
of bumper designs, were undertaken to determine 
whether the proportion of bumper-involved claims and 
the average repair costs of these claims differed 
between manufacturers. The following comparisons 
were included: 

1. General Motors (GM) versus Ford, 
2. GM versus Chrysler, 
..) • GH versus f oreign rnanufactui:'crs, 
4. Ford versus Chrysler, 
5. Ferd versus foreign manufacturers, and 
6. Chrysler versus foreign manufacturers. 

Each comparison stratified claims by market class 
and impact point. The criterion used for bumper in­
volvement was damage to the bumper face bar or 
fascia, or both. 

Not every make and model produced by each manu­
facturer was represented in the insurance claim sam­
ple. A total of 36 makes and models were available 
for the GM sample, 27 for Ford, 15 for Chrysler, and 
64 for the foreign manufacturers. A complete listing 
of all makes and models included in this experiment 
is available in Abramson and Yedlin <.!.l· 

PROPORTION ANALYSES OF BUMPER MANUFACTURERS 

Table 3 contains a summary of the statistical com­
par i~um; u[ claim propor Lions among the four manu-
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TABLE 3 Summary of Claim Proportion Analyses 
for Bumper Manufacturers for 1981 Model Year 
Vehicles 

Claims by Manufacturer 
and Size (% of total) Total 

Vehicle Size and Bumper-
Manufacturer Front Rear Related 

Subcompact 
GM 28.9. 11.0 39.9 
FD 23.9b,c ,d 13 .3 37.3c,d 
CH 30.88 12.6 43.5. 
FN 28.58 14.1 42 .6" 

Compact 
17.0d 47 .5•,d GM 30.5' 

FD 21.oh 16.2 37.1 b 
FN 27.4 10.3b 37.7b 

Intermediate 
GM 23.5 18.3 41.9 
FD 18.4 19.6 38.0 

Full size 
GM 22.7 18 .8 41.4 

All classes 
GM 28.88 16.5c,d 45.28 'c 
ED 22.3b,c,d 15.0 37.3b,c ,d 
CH 30.5' 12.sb 43.o• 
FN 28.4' 14. lb 42.s•·b 

Note : GM= General Motors, FD= Ford, CH= Chrysler, and FN = 
foreign manufacturers. 

aDifference in claim proportions relative to Ford is significant at a 
bs percent confidence Jcvol. 

Dlfftirence in claim pro 1uontions relative to GM is significant at a 
5 vcrccnl confidence level. 

crnrrarancc In claim proportions relative to Chrysler is significant 
f..l a 5 percent confidence level. 

Difference In claim proport ion; relative to Foreign is signficiant 
at a S percent confidence level. 

facturer categories. Cases with minimal sample sizes 
were eliminated from this table. 

A comparison of GM with Ford (Table 3) shows that 
Ford subcompacts and compacts exhibited a signifi­
cantly lower proportion of front bumper-involved 
claims. Because of the prevalence of subcompacts and 
compacts in the sample, these results were also 
reflected in the aggregate market class sample. No 
significant differences emerged for rear bumpers. In 
a comparisions of GM with Chrysler, Chrysler appeared 
to have a significantly lower (4 percent) proportion 
of rear bumper-involved claims in aggregate. However, 
a small sample size was available for Chrysler, which 
precludes assigning much weight to this finding. 

An examination of GM and foreign makes revealed 
no significant differences for subcompacts, and the 
sample sizes for other classes were insufficient for 
analysis; however, in aggregate, the samples were 
sufficient and it was shown that the proportion of 
rear impac'C CJ.aims was significcsntly less (2 percent) 
for the foreign makes than for GM. 

A review of GM and these other manufacturers 
showed that Ford subcompacts and compacts had lower 
claim proportions for front impacts. In aggregate, 
Chrysler and the foreign makes exhibited lower claim 
proportions for rear impacts. Compared with Chrysler, 
Ford subcompacts experienced significantly lower (7 
percent) claim proportions for front impacts. In 
aggregate, Ford had significantly lower (6 percent) 
claim proportions for all bumper-involved claims in 
the two manufacturers' samples. Comparing Ford vehi­
cles with foreign makes, it was again found that 
Ford subcompacts had a significantly lower (approxi­
mately 5 percent) proportion of claims for front 
impacts. This was also reflected in lower claim pro­
portions for all bumper-involved claims in the sam­
ple. Sample sizes were insufficient for a comparison 
between Chrysler and foreign vehicles except for 
subcompacts and aggregate manufacturer claims. In 
these cases there were no discernible differences 
between Chrysler and the foreign makes. 
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REPAIR COST ANALYSES OF BUMPER MANUFACTURERS 

The same six sets of comparisons were performed on 
the average repair costs of bumper-involved claims 
by manufacturer. These are given in Table 4. All 
1981 costs are given in 1982 dollars and an inflation 
rate of 9.36 percent was used. 

Comparing GM and Ford, Table 4 reveals that GM 
had significantly lower average repair costs for its 
subcompacts and compacts. This was due primarily to 
differences of between $300 and $400 in the costs of 
repairing front impacts. The small number of Ford 
compact vehicles in the sample, however, diminishes 
the weight of these findings for compacts. When all 
available claims for Ford and GM vehicles were 
examined, GM's repair costs were a significant $133 
less than Ford's. 

TABLE 4 Summary of Repair Cost Analyses for 
Bumper Manufacturers for 1981 Model Year 
Vehicles 

Average Repair Costs 
(1982 $ assuming a 9.36 Average 
percent inflation rate) All 

Vehicle Size and Bumper-
Manufacturer Front Rear Related 

Subcompact 
1 1683 ' b 1,084b GM 864 

FD 1,451 c,d 998 1 289c,d 
CH 1, 115•,b 939 1:064'·b 
FN l'.368c,d 881 1,207< 

Compact 
1 224'•b 1 083"·b GM 829 

FD l'.659ct 868 1'312•.d 
FN 2,11 ld 1,040 1:819b,ct 

lntcm1cdiate 
GM 1,564 1,043 1,334 
FD 1,322 1,047 1,180 

Full size 
GM 2,568 1,044 1,864 

All classes 
GM 1 300•,b 884 1 148a,b 
FD l '495<.d 964 1, 281 c,d 
CH 1' 194a,b 919 1' I 14'·b 
FN 1:409<,d 897 1'.240<,d 

NoCo: GM= General Motors, FD= Ford, CH= Chrysler, and FN = 
foreign manufacturers. 
8 Difference in claim proportions relative to Foreign is significant at 
ba S pttrc.on1 confidence lovc-1 . 
Dlff~rcnf.C in claim proPQrtlons relative to Ford is significant at a S 
ptircciru confidence lcivol. 

cDifforence iJ1 claim proportions relative to Chrysler is significant 
rlt a S peri::cn t confidcnc4: level. 

Dlfferenc:.e In cJaim proportfor111 relative to GM is significant at a s 
percent confidence Jevel. 

No important differences were noted between claims 
for GM and Chrysler vehicles. Sample sizes permitted 
inferences only for subcompacts and the aggregate 
vehicle category. In aggregate, the difference be­
tween these manufacturers was $34. 

As it did in comparison with Ford, GM showed a 
pattern of significantly lower costs than its foreign 
counterparts. Again, this was due to lower repair 
costs for front impacts involving subcompacts and 
compacts. The small number of foreign compacts 
diminishes these results for compacts. 

A review of Ford and Chrysler revealed that 
Chrysler subcompacts apparently had significantly 
lower repair costs for bumper-involved claims re­
sulting from front impacts. Repair costs for 
Chryslers in this case were approximately $335 less 
than for their Ford counterparts. 

A comparison of average repair costs for Fords 
and foreign cars revealed little of significance. 
Although Ford compacts displayed significantly lower 
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repair costs, the sample sizes for this comparison 
were small. 

In a comparison of Chryslers and foreign cars, 
the Chryslers exhibited significantly lower repair 
costs due to lower costs for front impacts involving 
subcompacts. Sample sizes were too small to draw 
inferences for other market classes. 

RESULTS OF MANUFACTURER COMPARISONS 

Ford 1981 subcompacts experienced a significantly 
lower proportion of bumper-involved claims for front 
impacts than did all other manufacturers studied. 
Because of the prevalence of subcompacts in the sam­
ples for each manufacturer, this result was also 
found to be true for the aggregate set of vehicles 
for each manufacturer. 

In terms of claims for rear impacts, there were 
no important differences among Ford, Chrysler, and 
the foreign makes studied. However, when the aggre­
gate set of vehicles by manufacturer was considered, 
both Chrysler and the foreign makes showed a sig­
nificantly smaller proportion of bumper-involved 
claims than did GM for rear impacts. 

The notable differences in average repair costs 
were in front-impact claims involving subcompacts. 
There appeared to be a two-tiered cost structure for 
the four manufacturer categories. One level of costs 
existed around the range of $1,115 to $1,168 for 
Chrysler and GM. A second higher level of costs i n 
the range of $1,368 to $1,451 existed for foreign 
cars and Fords. Comparisons within each level were 
not significant. Any comparisons between manufac­
turers at different levels were significant. There­
fore, GM' s and Chrysler's repair costs for front­
impact subcompact claims were significantly lower 
than either foreign manufacturers' or Ford's. 

For compact vehicles, GM exhibited significantly 
lower repair costs than did the Ford and foreign 
vehicles studied. This was due primarily to the lower 
repair costs for front impacts and was based on a 
small sample. 

CONCLUSIONS 

During a period of time when all bumpers were re­
quired to meet NHTSA's exterior protection standards 
for 5-mph impacts, differences were observed in bum­
per performance among various bumper designs and 
manufacturers. These differences were found by 
examining insurance claim data to identify the pro­
portion and average repair costs of bumper-involved 
claims by both design and manufacturer. 

By employing hypothesis tests for both propor­
tions and means at the 95 percent confidence level, 
the following important observations were noted for 
each factor: 

Bumper Design 

1. Subcompacts with newer soft face designs ex­
hibited significantly higher bumper claim proportions 
than did those with traditional hard designs. This 
was observed for both front and rear impacts using 
the face bar-fascia damage criteria (Table 1). 

2. Compacts exhibited no difference in claim 
proportions for front impacts between hard and soft 
designs. Compacts with soft face designs indicated a 
significantly lower (8 percent) proportion of rear­
impact bumper claims. These results were determined 
using the face bar-fascia damage criterion for bumper 
involvement (Table ll • 

3. Vehicles equipped with bumpers in which the 
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grille is integral with a soft bumper cover experi­
enced the highest claim proportions for front impacts 
on the basis of the face bar-fascia damage criterion 
(Table 1). 

4. No significant differences in average repair 
costs were found between designs by the face bar­
fascia damage criteria. The maximum repair cost dif­
ferences between designs were approximately $100 
(Table 2). 

Bumper Manufacturer 

1. Ford 1981 subcompacts exhibited a signifi­
cantly lower proportion of front-impact bumper claims 
than did subcompacts studied from GM, Chrysler, and 
foreign manufacturers. These differences ranged from 
approximately 5 to 7 percent (Table 3). 

2. Aggregating claims by manufacturer revealed 
that Chrysler and foreign models had a significantly 
lower proportion of rear-impact bumper claims than 
the GM vehicles in the sample. These differences 
ranged from 2 to 4 percent (Table 3) • 

3. Notable differences in average repair costs 
between manufacturers appeared for front-impact 
claims involving subcompacts. A two-tiered cost 
structure emerged with Chrysler and GM at a level 
between $1,115 and $1,168 and foreign and Ford vehi­
cles between $1,368 and $1,451, respectively. Chry­
sler's and GM's costs for these front-impact sub­
compact claims are significantly lower than those 
for either foreign manufacturers or Ford (Table 4). 

Because differences were noted among bumper de­
signs, these might explain some of the differences 
observed among manufacturers. This presumes that the 
sample for each manufacturer contained a different 
mix of bumper designs. However, other factors may 
also play a role in understanding bumper performance 
differences among manufacturers. Another experiment 
performed under this research effort examined the 
performance of bumpers on an individual make-model 
basis <!.>· When individual models from different 
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manufacturers were compared, significant claim dif­
ferences were still observed even when the same bum­
per designs and materials were used. This suggests 
that differences in overall car design could also 
explain bumper claim differences among manufacturers. 
The role of general automotive design in bumper claim 
experience is an area that requires further investi­
gation. 
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Removal of Roof-Mounted Emergency Lighting from 

Police Patrol Vehicles: An Evaluation 

RICHARD A. RAUB 

ABSTRACT 

In 1982, based on a study of fuel use and vehicle accidents, the Illinois De­
partment of State Police began a test of the effects of removing roof-mounted 
emergency lights from police patrol vehicles. The test group consisted of 120 
vehicles, half of which had their roof-mounted lights removed. The vehicles 
were randomly issued in pairs to officers who had similar patrols in rural 
regions. After 6 months, the fuel economy, vehicle accidents, and productivity 
of the officers were compared. Significant improvements were found for those 
officers driving vehicles without roof-mounted lights. More vehicles without 
roof-mounted lights were placed in service in early 1983. This study compares 
208 vehicles with and without roof-mounted lights for the April 1982 through 
January 1984 time period. The officers drove these vehicles more than 5.5 mil­
lion miles. All officers had similar driving records before the study was con­
ducted. The results show that those officers who drove vehicles without roof­
mounted lights improved their fuel mileage by 7 percent, were 25 percent more 
productive in speed enforcement (but not in overall enforcement), and were 
involved in 65 percent fewer accidents per million vehicle miles traveled. All 
results are statistically significant. The findings suggest that removing roof­
mounted lights from police vehicles that patrol rural regions reduces fuel and 
accident costs and improves productivity. 

In April 1982, the Illinois Department of State 
Police (DSP) began testing 60 marked patrol vehicles 
without roof-mounted emergency lights. Those vehicles 
were selected at random from 120 marked vehicles 
that were placed in service that year. Emergency 
1 ighting was placed inside the grille and on the 
back window ledge. The bas is for th is change was a 
study conducted by Stoica for the DSP in 1982 that 
recommended that the light bars be removed to save 
fuel (1). The study also found that drivers of un­
marked - police cars (without roof-mounted lights or 
state police markings) tended to have fewer acci­
dents (.!_,p.7). 

The 120 police vehicles (squads) introduced in 
1982 were evenly divided into two groups: those with 
and those without roof-mounted emergency lights. All 
vehicles retained traditional state police markings 
including striping, decals, and the words "State 
Police." The test cars were randomly distributed to 
pairs of field officers with similar patrols in each 
district. In Illinois, the squad is an officer's 
permanent vehicle. The choice of which officers 
would receive vehicles was made without referring to 
the officers' driving records. At the end of the 
first 6 months, the Bureau of Planning and Analysis 
evaluated the results of the test (£). 

Even with less than 1 million mi of driving, fuel 
savings were significant. Those vehicles without 
roof-mounted lights (hereafter termed "semimarked" 
to distinguish them from "unmarked" vehicles) aver­
aged 6.4 percent better gas mileage than marked 
vehicles (~,p.3). Officers in all 120 vehicles had 
been involved in only 15 accidents, a base too small 
to be statistically analyzed. However, accidents 
involving vehicles with roof-mounted lights were 
occurring at a rate twice that of the semimarked 
vehicles, as was expected (2,p.8). 

In this interim period,-officer productivity was 
evaluated. Officers driving semimarked vehicles 
wrote speeding citations at twice the rate of the 
officers who drove traditional vehicles. There were 

no differences in other forms of traffic enforcement 
(~,p.10). In a survey of officers, those driving 
semimarked vehicles expressed satisfaction with the 
new configuration. Some officers believed that the 
lack of roof lights only presented problems at the 
scene of an accident. In terms of safety, one of­
ficer's statement sums up the attitudes of the test 
group: "I personally like my semimarked squad. In 
fact, it has made me even more safety conscious 
knowing there is a possibility that I may not be 
seen" (£,p.20). 

As a result of the interim evaluation, DSP began 
issuing semimarked vehicles. In 1984, these vehicles 
were also placed in service in the Chicago metro­
politan region, a six-county region. Their use will 
be monitored closely, because the review of accidents 
of unmarked vehicles had shown few differences be­
tween unmarked and marked vehicles in urban regions. 
For instance, there was no difference in fuel economy 
between marked and unmarked vehicles in urban re­
g ions. Finally, the traditional use of roof-mounted 
lights and the lack of strong evidence of improved 
safety in urban regions precluded their introduction 
into those regions. The current success of semimarked 
vehicles has led to them becoming the standard vehi­
cle statewide. 

This report compares the performance of the two 
types of vehicles from April 1982 through January 
1984. Three comparisons are made: fuel consumption, 
officer productivity, and vehicle accidents. The 
findings of this evaluation show greater differences 
than those discovered in the interim report, thereby 
enhancing the original findings. 

SOURCES OF DATA AND HYPOTHESES TESTED 

Data and Tests Used 

The data used for this evaluation were derived from 
three sources maintained by DSP: first, a vehicle 
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cost file that contained information about monthly 
expenditures for fuel and maintenance, fuel used, 
and miles driveni second, an on-line data base known 
as the Traffic Information Planning System (TIPS) 
that showed officer activityi and finally, accident 
reports. The latter are not contained in a data 
processing file i analysis of information was there­
fore limited because of the difficulty of obtaining 
data rapidly. All data cover the January 1976 through 
January 1984 period. 

Three statistical tests were employed. Because 
miles per gallon is a skewed function and because of 
the method of recording fuel used and miles driven, 
parametric analysis of variance was impractical. A 
Wilcoxon or Kruskal-Wallis test of analysis variance 
(automatically chosen by the Statistical Analysis 
System or SAS) was therefore employed Cll • Chi-square 
was used for the contingency tables and a t-test was 
occasionally applied. This test supported the non­
parametric tests. The following three null hypotheses 
were tested1 

1. Marked vehicles have the same fuel economy as 
semimarked vehicles, 

2. Officer productivity in each type of vehicle 
does not differ, and 

3. There are no differences in the number of 
accidents between the two types of vehicles. 

Description of Vehicles and Driver s 

Since the first marked and semimarked vehicles were 
placed in service in 1982, DSP has operated 208 
squads marked as Division of State Troopers in line 
patrol. This group excludes vehicles that were issued 
to officers in Districts 3, 4, and 15 (Chicago and 
Cook County) and those used by officers other than 
the rank of Trooper or for other types of patrol 
such as truck law enforcement. Of the 208 vehicles, 
128 or 61.5 percent were semimarked. During this 
same period, 235 State Troopers drove the vehicles 
on patrol. There were more officers than vehicles 
because transfers, promotions, and changes in as­
signment resulted in some officers changing vehicles. 
The 208 vehicles were driven 5. 7 million mi, used 
484,900 gal of fuel, and were involved in 49 acci­
dents. All 208 vehicles were white with Illinois 
State Police markings. These data are summarized in 
Table 1. 

TABLE 1 Summary of Data Bases Used for Evaluation 
(vehicles in service since 1982) 

Number of vehicles 
Percent 
Number of officers 
Percent 
Miles driven (000,000s) 
Gallons of fuel used 
Accidents 

Vehicle Type 

Marked 

80 
38.5 
102 
43.4 
2.94 
260,900 
37 

Semimarked 

128 
61.5 
133 
56.6 
2.73 
224,000 
12 

Total 

208 

235 

5.67 
484,900 
49 

Drivers of the first 60 pairs of vehicles issued 
in 1982 were chosen randomly. Each district that was 
scheduled to receive a vehicle submitted pairs of 
names of officers on similar patrols (all officers 
rotate through three shifts and the only considera­
tion was the geography of the patrol). The Bureau of 
Planning and Analysis selected one officer of each 
pair to receive the semimarked vehicle. If the of-
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ficer refused the vehicle, both officers were elimi­
nated from the test. 

All of the statistical tests described in the 
remainder of this paper divide the officers into two 
categories: those driving vehicles with roof-mounted 
lights (marked vehicles) and those driving vehicles 
without roof-mounted lights (semimarked vehicles). 
For the three measures of fuel consumption, produc­
tivity, and accidents, a separate comparison was 
made between the new vehicles and the older marked 
vehicles driven before the test. (All marked vehicles 
driven prior to 1982 had roof-mounted lights.) Fewer 
officers comprised the base for historical comparison 
because some drove unmarked (plain-color) vehicles. 

FUEL ECONOMY, PRODUCTIVITY, AND ACCIDENTS 

Fuel Consumption 

The first null hypothesis tested was that the fuel 
usage of those officers driving semimarked vehicles 
was no different from that of officers driving marked 
vehicles. As shown in Table 2, marked vehicles trav­
eled slightly more miles and used more gasoline. Of­
ficers in semimarked squads averaged 12.4 mpg, which 
is 6. 9 percent better than the 11. 6 mpg obtained by 
officers in marked vehicles. The difference is sig­
nificant at the .001 level. The total cost of opera­
tion, of which fuel was the largest component, was 
14. 3 cents per mile for marked vehicles and 13. 0 
cents per mile for semimarked vehicles. This differ­
ence of 10 percent also was significant at the .001 
level. The hypothesis that fuel usage was the same 
for semimarked and marked vehicles was rejected. 

TABLE 2 Costs, Mileage, and Fuel Economy of the Tested 
Vehicles (1982 vehicles) 

Vehicle Type 

Marked Sernimarked 

Number of vehicles 80 128 
Miles driven (000,000s) 2.94 2.73 
Average mileage 36,720 21,310 
Gasoline used (gallons) 260,900 224,000 
Average mpg" 11.6 12.4 
Average cost per mile (cents)" 14.3 13.0 

~'LA.vernao of (a) mile.1 per gallon .i nd (b) c-em- per mile per vehicle. 
~WllcfJx (m z equal:!l - 3.628; signlnctmce eq u.tt ls p < .001. 

\Vihmxon z equi:ilJ;-t4.95S;signln C"D nce <tq u:.ls p < .001. 

Total 

208 
5.67 
27,240 
484,900 
12.1 (avg)b 
13.5 (avg)c 

Did the officers drive differently before they 
received the new vehicles? Table 3 shows the average 
gas mileages and average total costs per mile for 
squads driven by these officers prior to receiving 
the new vehicles. Since 1976, each officer has driven 
more than one vehicle. Because officers originally 
drove both marked and unmarked cars, the data are 
divided accordingly. Although officers currently 
driving semimarked vehicles had historically obtained 
slightly better gas mileage and had lower operating 
costs, the differences between them and the other 
group of officers were insignificant. 

Other factors, such as location of patrol or dis­
tance driven, that could have influenced the current 
findings had no effect. Vehicles with and without 
light bars were distributed evenly throughout state 
districts. The first 120 test vehicles were assigned 
randomly within those districts. Patrols in the 
urban regions surrounding Chicago were not included 
in the analysis. State Police patrols outside Cook 
County are primarily rural. While the total miles 
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TABLE 3 Fuel Consumption by Vehicles Before 1982 
(1976 to 1982) 

Type of Vehicle Driven Before 1982 

Marked 
Number driven 
Average mpg 
Average cost per mile (cents) 

Unmarked 
Number driven 
Average mpg 
Average cost per mile (cents) 

~Wilcoxon z equals-L.254; no significance. 
Wilcoxon z equals -0.42 5; no significance. 
~ilcoxon z equals 0.120; no significance. 

Wilcoxon z equals 0.232;no significance. 

Type of Vehicle Currently 
Driven 

Marked 

105 
10.25• 
18.28c 

118 
10.66a 
18.08c 

Semimarked 

19 
10.51 b 

17.l 7d 

10 
l l.08b 
16.73d 

driven differed slightly, the differences were in­
significant. 

Vehicles in this study were limited to Fords and 
Dodges manufactured in 1982 and 1983. As a result of 
the initial findings, semimarked squads became the 
standard issue starting in 1984 and their use has 
now been extended to all regions, including the urban 
regions of Cook County. 

Based on the differences in fuel mileage found on 
the test (12.4 mpg for semimarked squads versus 11.6 
mpg for marked squads), semimarked vehicles require 
less fuel. If squads average 21,310 mi of travel per 
year (based on data for semimarked vehicles from Ta­
ble 2), the removal of roof-mounted lights will save 
118.5 gal of gasoline per vehicle. At $1.30 per gal­
lon, this equals a savings of $154 per vehicle per 
year. The emergency lighting installed in the grille 
and on the rear deck is also less costly than any 
roof-mounted lighting, especially the aerodynamic 
type. 

Officer Productivity 

Officer productivity was not expected to depend on 
the type of vehicle driven. However, it was found 
that officers driving semimarked vehicles wrote more 
speeding citations (~1 pp.9-10). Moreover, a study by 
the International Association of Chiefs of Police 
also indicated that police in unmarked vehicles were 
more effective at enforcing the 55-mph speed limit 
than those in marked vehicles (4). 

Shown in Table 4 are data f o r traffic enforcement 
for the April 1982 through January 1984 time period. 
The only category in which officers driving semi­
marked vehicles were more productive was in the 
issuance of speeding citations. The rate of 21.9 
speeding citations per 100 hr of patrol in semimarked 
vehicles is significantly higher than the 17.7 cita­
tions per 100 hr for officers in marked vehicles. 
However, these same officers issued fewer citations 
for other violations. Therefore, with the exception 
of citations for speeding, the null hypothesis of no 
difference in productivity held. 

An examination of police activity before the 
introduction of new vehicles, from 1979 to 1982, 
also showed no statistical differences between the 
two groups, even for speeding citations. While all 
the vehicles in this study had traditional State 
Police markings, semimarked vehicles did not readily 
appear to be police vehicles, particularly to ap­
proaching motorists. Because most officers use mov­
ing radar to enforce the speed limit, speeding mo­
torists that are approaching police vehicles might 
be easier to detect from semimarked squads. 

TABLE 4 Average Productivity of Officers in 1982 and 1983 
Police Vehicles 

Vehicle Type 

Marked Semimarked Average 
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Number of officers 91 99 190 (total) 
Hours of patrol 2,509 2,162 2,328 
Speeding citations 

Total number 444.0 474.4 459.8 
Rate per 100 hr 17.7 21.9 l 9.8a 

All citations 
Total number 667.9 641.3 654.0 
Rate per 100 hr 26.6 29.7 28.l b 

Including warnings 
Total number 1,894.6 1,615.4 1,749.l 
Rate per 100 hr 75.5 74.7 75.1 c 

DUI citations 15.8 14.9 15.3 

3t-test equals -2.42; signfficance equals p < .02 (deviations are not shown, but have 
1 ~4.m wad fo r au t-tests). 1Mcs t equals -0.41; no significance 
cMCll c-q oi-b +0.45; no significance. 

Police Vehicle Accidents 

According to the analysis of police vehicle accidents 
in 1980, officers who drove marked vehicles were in­
volved in a rate of accidents twice that of those 
who drove unmarked vehicles (l,p.8) (see Table 5). 
For every 100 marked vehicles,-26.9 were involved in 
accidents. The rate for unmarked vehicles was 11. 7, 
or one accident for every 2.3 involving marked vehi­
cles. Each of these vehicles had been driven on 
patrol for approximately the same number of miles. 

TABLE 5 Involvement of Police Vehicles in Accidents During 
1980 

Accidents Vehicles Rate of 
Vehicle Accidents per 
Type Number Percent Number Percent 100 Vehicles 

Marked 199 87.7 741 75.6 26.9 
Unmarked 28 12.3 239 24.4 11. 7• 

Total 227 980 
8

Chi-square equals 15. 54; d.F. equals 1; p < .00 l. 

The null hypothesis states that there should be 
no difference in the number of accidents for marked 
vehicles versus semimarked vehicles. A comparison 
similar to that of Table 5 is made in Table 6. Of 
the 49 accidents involving all vehicles issued since 
1982 (1982 Fords and 1983 Dodges), 37 or 75.5 percent 
involved marked vehicles and 12 involved semimarked 
vehicles. On the other hand, more vehicles were 
semimarked. As a result, the rate of accidents for 

TABLE 6 Involvement of Police Vehicles in Accidents During 
1982 and 1983 (21 months) 

Accidents Vehicles Rate of 
Vehicle Accidents per 
Type Number Percent Number Percent 100 Vehicles 

Marked 37 75.S 80 38.5 46.3 
Semimarked 12 24.S 128 61.5 9.4a 

Total 49 208 
3Chi-square equals 12.14; d.f. equa]s 1; p < .001. 
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marked vehicles was 46. 3 per 100 vehicles compared 
to 9. 4 per 100 for semimarked vehicles. These data 
cover the 21-month period from April 1982 through 
January 1984. Therefore, the yearly rate of accidents 
per 100 marked vehicles was 26.5, which was similar 
to the accident rate for marked vehicles in 1980. On 
the other hand, the yearly rate of 5.4 accidents per 
100 semimarked vehicles is lower than that of un­
marked vehicles in 1980. The difference in rates is 
statistically significant at the .001 level. 

In 1980, the ratio of accidents between marked 
vehicles and semimarked vehicles was 2.3 to 1. This 
ratio increa&ed to 4. 7 to 1 in the 1982 to 1983 
period. The null hypothesis that there would be no 
difference in the rate of accidents was therefore 
rejected. 

The number of accidents per million vehicle miles 
is shown in Table 7. The rate of accidents per mil­
l ion vehicle miles was 12. 6 for marked vehicles and 
4.4 for semimarked vehicles. Accidents involving 
marked vehicles resulted in higher repair coctc and 
more personal injuries, althouqh the differences 
were not statistically significant. No attempt was 

TABLE 7 Other Characteristics of Police Vehicle Accidents 

Vehicle Type 

Marked Semimarked Total 

Accidents 
Total 37 12 49 
Police service excluding patrol 10 3 13 

Miles driven (000,000s) 2.94 2.73 5.67 

Accidents per 1 million vehicle 
miles 

Total 12.6 4.4 8.7 (avg) 
Police service 3.4 I.I 2.3 (avg) 

Avernge accident costs $1,020 $730 $9 50 (avg)" 
Injury to officer 

43b None 31 12 
Injury 6 0 6b 

Average number of vehicles 
involved 1.7 1.7 1.7 (avg)c 

~No s!~nlrJtlJn co. 
Not computt:d. 

C,.:o sisulfinu..:e. 

made to assign a cost to the injuries, but a com­
parison would not have been meaningful because there 
were no injuries to officers involved in accidents 
while dr i v i ng semi markea venicl es. 

A detailed tabulation of accidents by type is 
shown in Table a. The exclusion of accidents involv-

TABLE 8 Types of Police Vehicle Accidents 

Number of vehicles 
Police functions 

Accidents and violators 
Emergency 
Pursuit 

Other functions 
Patrol 
Unattended 
Other 

Vehicle Type 

Marked 

37 

5 
3 
2 

13 
8 
6 

Semimarked 

12 

3 
1 
5 
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ing vehicles on patrol, vehicles used for miscella­
neous business, and vehicles left unattended leaves 
a base of 13 accidents for both types of vehicles. 
Of these accidents, 10 or 77 percent involved marked 
vehicles, which is a base too small to be statisti­
cally analyzed. 

One concern expressed in the previous survey of 
officers was that the semimarked vehicles might be 
more vulnerable to accidents when parked at the 
scene of an accident. However, only one accident 
involved a semimarked vehicle and none involved a 
semimarked vehicle stopped behind a violator. Two 
accidents occurred in marked vehicles while an of­
ficer was handling another accident, and three oc­
curred in traffic stops. Therefore, most of the 
accidents involved a marked vehicle from which an 
officer was conducting police business and that had 
the emergency lights turned on. 

Were those officers who drove marked vehicles 
during the time of the study also involved in more 
accidents befoi::e lhe study? As is shown in Table 9, 
records showed that 207 of these 235 officers were 
involved in 106 accidents, all in marked vehicles, 
from January 1976 to April 1982. Even though the 
rate of accidents per 100 officers in marked vehicles 
during this study is higher than the accident rate 
for the other officers, the difference is not sta­
tistically significant. An analysis of the variance 
of repair costs also showed no statistical dif­
ference. 

TABLE 9 Officer Involvement in Police Vehicle Accidents 
Before Study 

Accidents in 
Marked Vehicles Rate of 

Current Vehicle Officers Accidents per 
Type in Base Number Percent 100 Officers 

Marked 102 57 53.8 55.9 
Semimarked 105 49 46.2 46.78 

Total 207 106 

8 Chi-square equals 1.29; d.f. equals 1; no significance. 

As was shown previously, those officers currently 
driving semimarked vehicles were less likely to be 
involved in accidents during policing functions. The 
same patterns are not as evident when examining 
accidents prior to the study. It is shown in Table 
10 that those officers currently driving semimarked 
vehicles also had a slightly better driving record. 

TABLE 10 Types of Police Vehicle Accidents 
Before Study 

Current Vehicle Type 

Marked Semimarked 

Number of vehicles 57 49 
Police functions 

Accidents and violators 7 9 
Emergency 11 4 
Pursuit 10 7 

Other functions 
Patrol 13 13 
Unattended 7 4 
Other 9 12 
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TABLE 11 Potential Savings if Marked Vehicles were Converted to Semimarked 
Vehicles (21-month period beginning April 1982) 

Number Miles Operating Costs 
of Driven Gallons 

Vehicle Type Vehicles (000,000s) Used Fuel Accident Total 

Marked 80 2.94 236,900 $307,960 $ 5,590 $313,550 
Semimarked 128 2.73 224,000 291,200 8,760 299,960 
Actual cost 208 5.67 484,900 630,370 46,500 676,870 
Potential cost 460,900 599,160 14,350 613,510 

Potential savings - 24,000 $ 31,210 $32,150 $ 63,360 

alf converted to semi marked vehicles, based on actual costs incurred by semi marked vehicles. 

However, the mileage driven relative to the number 
of accidents is unknown. 

CONCLUSIONS 

Accidents appear to be more likely to occur to of­
ficers driving marked vehiclesi marked vehicles have 
poorer gas mileage i and there is no difference in 
productivity between the two test groups other than 
that officers who drive marked vehicles are less 
productive at enforcing the speed limit. The exami­
nation of fuel usage, productivity, and vehicle ac­
cidents involving these officers prior to receiving 
the new vehicles does not indicate a bias. Officers 
in each test group had similar driving records. Any 
differences found between the two groups in this 
study appear to be causally related to the use or 
lack of use of roof-mounted lighting equipment. 

The findings in terms of operating costs and ac­
cident rates are important. Given an average reduc­
tion in fuel use of 118.5 gal for a fleet of 1,100 
patrol vehicles, at a cost of $1. 30 per gallon, a 
savings will result of approximately $169,400 per 
year, which is enough to purchase at least 16 new 
vehicles at the current market price. In addition, 
the cost of installing grille-mounted and rear window 
1 ights is less than $100 per vehicle. Aerodynamic 
lighting systems can cost more than $300 per vehicle. 

The findings in terms of reduced accidents are 
even more er i tical. One of the strongest original 
arguments against the removal of light bars was 
officer safety. Roof-mounted emergency lights were 
supposed to help protect the officer. Yet, accidents 
involving semimarked vehicles resulted in substan­
tially fewer injuries to officers driving those 
vehicles (as was shown in Table 7) than to officers 
driving marked vehicles. No cost was attached to 
injury in this study, because too few injuries oc­
curred for an adequate analysis. However, any reduc­
tion in the injury rate increases the availability 
of manpower, reduces out-of-pocket costs, and reduces 
insurance costs. 

Even if injuries are not considered, there is a 
difference in accident repair costs between the two 
sets of vehicles, Given the cost per accident for 
marked vehicles, repairs to the 12 semimarked vehi­
cles could have cost more than $12, 000. However, it 
actually cost $9,000 to repair these 12 vehicles, re­
sulting in a savings of $3,000. Therefore, given the 
rate of accidents for semimarked vehicles, had all 
80 marked vehicles been converted to semimarked 
vehicles, the savings in accident-related repair 
costs would have exceeded $32,150. A summary of 
total potential savings from the use of semimarked 
vehicles is shown in Table 11. The $63,360 savings 
for the 21-month period represents an average savings 
of $450 per vehicle per year based on the conversion 
of 80 marked vehicles to semimarked vehicles. 

Why are semimarked vehicles safer? The officer 
quoted earlier in this paper implied that officers 
assume that roof-mounted emergency lights project 
unchallenged authority. However, the number of inci­
dents in which police vehicles with roof-mounted 
lights apparently collided with other vehicles chal­
lenges this assumption. When the light bars are 
removed, an officer has to become a more cautious 
driver. 

The use of light bars in urban regions was not 
discussed in this study because semimarked vehicles 
were placed only on rural patroli no vehicles were 
sent to a metropolitan region. As was noted earlier, 
the review of fuel economy and accidents during 1980 
did not show significant differences between marked 
versus unmarked vehicles in urban regions. The tra­
ditionalists' argument for roof-mounted 1 ights ap­
parently could not be overcome in urban regions. 
However, the success of semimarked vehicles has led 
to the issuance of semimarked vehicles in urban 
regions in 1984. Initial feedback from officers using 
these vehicles suggests that they accept them. Dif­
ferences in operating costs, productivity, and acci­
dents in urban regions will be the subject of a 
future report. Unfortunately, the vehicles were in­
troduced in urban regions without establishing the 
same type of paired comparison used for the study of 
vehicles in rural regions. 

The DSP now issues new semimarked vehicles as the 
standard State Police squad. Some officers, however, 
still prefer vehicles with roof-mounted lights. 
Because light bars are still on traded vehicles, 
these officers can be accommodated. However, if all 
vehicles in the patrol fleet (approximately 1,100) 
were semimarked, DSP could save more than $495,000 
per year in fuel purchases and accident repair costs 
(based on a savings of $380 per vehicle per year). 
The increased availability of manpower because of 
the reduced number of injuries resulting from acci­
dents is also significant, although difficult to 
quantify. 
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The Applicability of a Motorcycle Headlamp 
Modulator as a Device for Enhancing 

Daytime Conspicuity 

S. E. JENKINS and M. R. WIGAN 

ABSTRACT 

Considerable research is needed before any positive steps are taken to further 
the general use of modulated high-beam headlamps as motorcycle conspicuity aids. 
Such research cannot proceed satisfactorily without rigorous measurements of 
the visual characteristics of a modulating device, which have so far been lack­
ing. The purpose of this paper is to provide an example of such measurements 
and, in particular, to report on the measurements of the relevant photometric 
characteristics of the Q-Switch modulating device. The results of these mea­
surements demonstrate that the device falls within the specifications recom­
mended by the authors for an extended flashing-signal code to be used by motor­
cyclists and moped riders, and clearly show that measurements in field 
conditions will form an essential part of any future conspicuity program based 
on lights. 

Flashing light signals are used extensively in the 
road environment. On vehicles they are used as turn­
ing indicators, hazard warning lights, and emergency 
vehicle identifiers. On the highway they are used to 
indicate roadside hazards, temporary construction 
work, railway crossings, and so forth. These diverse 
applications have the common purpose of alerting a 
road user immediately and certainly to an uncommon 
situation that is potentially hazardous or requires 
distinctive identification. 

The use of flashing signals in the road environ­
ment has been reviewed by the authors <l>· They pro­
posed a coherent code of flashing signals for the 
traffic environment that encompasses and extends 
their applications to allow for the use of a modu­
lated light device to enhance the conspicuity of 
motorcyclists, bicyclists, and moped riders. The 
problem of motorcycle conspicuity is widespread and 
important in many different countries (2-4), result­
ing in several investigations of the - efficacy of 
headlamps, daytime running lights, and motorcyclist's 
clothing as aids to frontal concpicuity. The poten-

l.i.i:ll ~untL.ibut.i.un uf muUulatecJ. l.ight:.:; .i:.:; sui.Jslaul:.ial. 
There have been some reports of promising conspicuity 
response effects from the use of modulated headlamps 
on motorcycles from Olson et al. (_~). 

Olson et al. compared many different types of 
conspicuity aids for day and night conditions, in­
cluding low-beam, modulated high-beam, and reduced­
intensity (10 percent) low-beam headlamps and various 
garments for conspicuity enhancement. They found 
that the modulated high-beam headlamp was the most 
effective daytime conspicuity aid evaluated. However, 
no details of the characteristics of the device were 
given. 

Considerable research is needed before any posi­
tive steps are taken to further the general use of 
these devices as conspicuity aids. Such research 
cannot proceed satisfactorily without rigorous 
measurements of the visual characteristics of the 
modulating devices, which have so far been lacking. 
The purpose of this paper is to provide an example 
of such measurements and, in particular, to report 
un the measurements ot the relevant photometric 
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characteristics of the Q-Switch manufactured by 
Do-Tech, Inc., North Carolina, and used by Olson et 
al. (5). The results demonstrate that the device 
falls -within the specifications recommended by the 
authors (1) for an extended flashing-signal code to 
be used -by motorcyclists and moped riders, and 
clearly show that measurements in field conditions 
will form an essential part of any future conspicuity 
program based on lights. 

PERCEPTION OF FLASHING LIGHTS 

The authors <ll reviewed the current Australian 
specifications for flashing lights for vehicle and 
highway use and concluded that the specification of 
frequencies within the range of O.B to 2.0 Hz is 
somewhat arbitrary. This specification reflects the 
lack of knowledge of the effect such frequencies 
have on the visual system. The terminology used in 
the literature to describe the types of flashing 
signals is inconsistent and can lead to considerable 
confusion. The following definitions (also shown in 
Figure 1) are suggested as a classification of the 
various forms of flashing signals on the basis of 

Intensity 

(al (bl 

Intensity 

(cl (di 

FIGURE 1 Examples of wave shapes for (a) modulating, (b) 
pulsating, (c) interrupted, and (d) stroboscopic signals, as defined 
in text. 

their visual appearance and physical characteristics 
(these definitions are only suggested and may need 
to be modified in the light of empirical evidence): 

Modulating signal--a signal that fluctuates con­
tinually and regularly between two levels of inten­
sity (or luminance), neither one of which is zero 
(Figure la) • 

Pulsating signal--a signal that fluctuates from 
one level of intensity-to-zero. The fluctuations may 
or may not appear to decrease to zero depending on a 
number of factors (e.g., frequency and adaptation 
level) (Figure lb). 

Interrupted signal--a steady signal that is pe­
riodically turned off (electrically switched or 
physically occluded) at intervals. There are two 
types of interrupted signals: (a) those in which the 
light pulses are separated by sufficiently long, off 
periods for the individual pulses to be regarded as 
independent of one another, and (b) those in which 
the light pulses cannot be regarded as independent 
of one another. The off-period criterion is at least 
300 to 400 msec. This term is normally, but not 
necessarily, applied to regular pulse frequencies 
(Fig. le). 

stroboscopic signal--a signal with a large ratio 
of intensity-to-pulse time and a pulse duration of 

89 

less than 10 msec. The pulse interval is measured 
between intensity levels that are 1 percent of the 
peak intensity (see Figure ld). 

The following physical properties must be speci­
fied to uniquely describe a flashing light. 

• Frequency of modulation, 
• Pulse shape and intensity, 
• Pulse-to-cycle fraction, 
• Angular size, and 
• Color. 

Each of these physical properties has an effect 
on the visual appearance of the light and all of the 
properties interact with one another. The appearance 
of the flashing light is also affected by the level 
of background luminance, the presence of other 
lights, and the location of the flashing light in 
the visual field. 

If flashing lights are to be used in the road 
environment, it must be ascertained whether they are 
to be seen under threshold conditions or 
threshold conditions, because quite different 
are apparent in the two regimes. Flashing 
used to warn of roadside hazards should be 

supra­
effects 
lights 

visible 
from as great a distance as possible and therefore 
should be first seen in the threshold regime. Flash­
ing lights on vehicles are generally seen at much 
closer distances and are often a means of enhancing 
the vehicle's conspicui ty; they should therefore be 
viewed under suprathreshold conditions. It must also 
be decided whether the sequence of flashes is inde­
pendent or interacting. The authors Ill suggest that 
if the period between flashes is greater than 350 
msec, the flashes can be regarded as independent. 

The appearance of suprathreshold flashing lights 
is shown in Figure 2 as a function of frequency. 
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The frequency regions in current use are as follows: 

h, .. ::.J g~~~;~cy range of AS1742, AS1165, SAEJ590e, DR404 (21, and 

- Frequency of O·Switch motorcycle headlamp (4 Hz). 

~ Frequency range of the variable-rate Cyberlite. 

FIGURE 2 Relationship between brightness of a pulsating or 
interrupted signal and its frequency. 

32 

The brightness enhancement effect strictly applies 
to the 6- to 18-Hz frequency range in which the ob­
server is aware of a steady intensity component and 
a fluctuating component. (The maximum enhancement 
occurs at about 10 Hz.) Below approximately 4 Hz, 
the observer is aware of the dark phases between the 
light pulses (a different visual phenomenon) and the 
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observer is no longer able to make a simple compari­
son with a steady light. Some proprietary conspicuity 
devices operate in the 3- to 4-Hz range. 

Nevertheless, it is possible for the observer to 
make brightness comparisons between light pulses and 
a steady light. Such comparisons show that brightness 
increases as indicated by the dashed line, but this 
is not only the region of brightness enhancement, 
but also the region of conspicuity enhancement. 

The different frequency ranges currently used by 
some devices in the Australian road environment are 
also shown in Figure 2. Temporally modulated lights 
have the following advantages over steady lighte with 
respect to the conspicuity of a light signal: 

• They enhance brightness in the 6- to 18-Hz 
range[Brucke-Bartley effect (§.ll i 

• They enhance conspicuity in the 1- to 8-Hz 
rangei 

•They elicit faster response times (7,8)1 
• '!'hey avoid the possibility that the headlight 

might produce a camouflaging effect [e.g;. the Yehudi 
camouflage lights (.2_)] i 

• They are easy to discriminate from steady 
lights (!Q.) i 

• They materially reduce the energy require­
ments while maintaining conspicuityi and 

• They display more urgency than passive or 
steady-state devices. 

However, temporally modulated lights have the 
following limitations: 

• They are not easy to discriminate from other 
flashing lights (10,11) i 

• They may cause problems for photosensitive 
epileptics (12) i and 

• They may devalue the effect of flashing 
signals currently in use in the road environment. 

The authors, in an earlier paper (!__) , concluded 
that any proposed code for flashing signals must not 
contradict their established uses, but can extend 
them with due regard to their ergonomic principles 
and visual characteristics. 

The characteristics of flashing signals that have 
proved to be the most promising are frequency and 
color. It was considered that an extra frequency 
range of 3 to 8 Hz could be included in the traffic 
environment that would be discriminable from other 
signals currently in use. The current code could 
also be expanded to include white. 

Nevertheless, before the general use of such 
devices can be advocated unequivocally, much more 
researcn is required. In particular, experimental 
field work is needed to quantify the effects on 
conspicuity of the interaction between several modu­
lated headlamps and between other flashing signals. 
More work is also needed to understand the percep­
tion of modulated lights in the central and periph­
eral fields of vision and to assess the use of other 
physical characteristics of modulated lights besides 
color and frequency as coding dimensions. 

APPLICATION TO MOTORCYCLISTS 

Evidence from accident statistics shows that motor­
cyclists are over-represented in certain types of 
accidents (13). In an analysis of accidents involving 
motorcycles in Victoria, Australia, from 1961 to 
1962, Foldvary found significant differences between 
the ratio of motorists to motorcyclists in different 
types of accidents (.!!). In accidents involving an 
error of right-of-way, turning, or signaling, the 
motorist was more otten in error. Foldvary concluded 
that the lack of conspicuity of the motorcycle and 
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rider was the major contributing factor to these 
types of accidents. Other more recent studies have 
also reinforced the problems that motorcycles have 
with poor frontal visibility during the daytime (15-
18). A flashing light would be expected to enhance 
the daytime conspicuity of motorcyclists for the 
reasons outlined earlier. The expansion of the 
flashing-signal code suggested by the authors might 
then accommodate the use of modulation devices to 
enhance motorcycle conspicuity without any detri­
mental effect on the current use of flashing signals 
by highway authorities. Another advantage of using a 
unique code for motorcycles is that it will readily 
identify them as a specific class of vehicle. 

PHOTOMETRY OF THE Q-SWITCH HEADLAMP MODULATOR: 
RESULTS AND DISCUSSION 

The Do-Tech Q-Switch is one of several commercially 
available headlamp modulators. It creates a modula­
tion that lies within the frequency range of 3 to 8 
Hz. A Q-Swltl;h was used to pruvide a concrete example 
of the photometric proper ties of a headlamp fitted 
with such a modulator. Olson et al. (~) used the 
device to obtain positive conspicuity results for 
certain motorcycle configurations in highway condi­
tions i however, no details of the photometric 
characteristics of the device were provided. 

The headlamp employed for the Australian Road 
Research Board tests was a sealed-beam Stanley 
6.1097 (12 v, 40 W/3.4 W) fitted to a 1979 Honda 
1048-ml CBX. This is a large machine which, because 
of its ample power generation capabilities, does not 
require the reductions in current effected by the 
use of a modulated headlamp to sustain daylight use 
of the headlamp. The photometric measurements were 
made in a dark tunnel and the results are given in 
the following sections. 

Lamp Voltage Versus Engine Speed 

The photometric properties of the modulated headlamp 
were best measured while it was off the motorcycle 
because the positioning and mounting accuracy of the 
headlamp is greatly reduced when it is actually on a 
motorcycle. Nevertheless, it is obviously important 
to gauge the performance of the headlamp on a motor­
cycle. Therefore, the lamp voltage at the lamp 
terminals was then measured with the headlamp mounted 
on the motorcycle as the engine speed was held at a 
number of values ranging from idling to 5,500 rpm or 
92 Hz (5,500 rpm corresponds to approximately 120 
km/hr in top gear on this machine). Subsequent 
photometric measurements carried out at a known lamp 
voltage from a stabilized power supply could then be 
related back to engine speed. The results of lamp 
voltage as a function of engine speed are given in 
Figure 3. 

Headlamp Intensity at Different Lamp Volt·ages 

The headlamp was mounted in a goniometer and posi­
tioned so that the photometer recorded the maximum 
intensity on high beam. The power supply was stabi­
lized and the lamp voltage was monitored at the lamp 
terminals. The intensity of the headlamp was found 
for a range of voltages from 10 to 14 V for both 
high- and low-beam conditions. The results are shown 
in Figure 4. 

Measurement of Modulated Beadlame intensity 

On Motorcycle 

The modulated headlamp intensity was measured while 
the headlamp was attached to the motorcycle because 
the very approximate positioning of the headlamp in 
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FIGURE 4 Headlamp beam intensity at the 
straight-on position as a function of lamp 
voltage for high-beam (HB) and low-beam (LB) 
conditions. 

the yoke and the uncontrollable variations in lamp 
voltage are common characteristics of such vehicles 
on the road. The output of the photometer was dis­
played on an oscilloscope. Measurements were taken 
while the motorcycle was idling and with the engine 
switched off and the headlamp driven by the battery 
only. The maximum and minimum intensities of the 
headlamp are given in the following table. 

Maximum intensity 
Minimum intensity 

Off Motorcycle 

Engine Idling 
(cd) 
13 400 

3620 

Battery Only 
(cd) 
10 460 

3160 

When the headlamp was mounted in the goniometer and 
positioned to give maximum illumination at the 
photometer on high-beam, the lamp voltage was set at 
12.15 v. The output of the photometer was displayed 
on a storage oscilloscope with a wide frequency 
response and a calibrated time scale. The waveform 
of the headlamp intensity, as shown in Figure 5, is 
practically triangular with a frequency of 4.20 Hz. 
The steady-state intensity level is 21 700 cd; the 
maximum value of the intensity waveform is 13 920 cd 
(64 percent of the steady-state value); and the 

minimum value is 4505 cd (21 percent of the steady­
state value). 

The input waveform at the lamp terminals was also 
monitored, as shown in Figure 6. It can be seen that 

FSD 

Lamp voltage, 12.15v 
modulated by 0-switch 

Time base is 100 ms per division 

21700 cd 

0 cd 

FIGURE 5 Oscilloscope trace recording of modulated 
headlamp intensity with headlamp mounted on a 
goniometer for a time base of 100 msec per division. 
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FIGURE 6 Output waveform of the headlamp modulator 
device. 

during the off period of the duty cycle, the lamp 
filament received short duration pulses that would 
promote a slower drop of filament temperature than 
would otherwise occur. This would also have the 
effect of extending the life of the bulb. The mea­
sured frequency of the input waveform was 4.26 Hz. 

The current drain of the modulation device was 
about 200 mA, which is negligible in comparison with 
the 4 to 6 A drawn by the headlamp bulb. The long­
term reliability of the device has been tested in­
dependently by the Electrical Testing Laboratories, 
New York, who certified no degradation in performance 
after 2 million pulses (i.e., 6 to 7 years of average 
use in the United States). 

It is instructive to look at another, quite dif­
ferent motorcycle and headlight combination. This 
motorcycle [a Yamaha RZ350 (K), which is a type of 
RZ250, a popular model in the key novice rider cate­
gory] had a much smaller engine capacity and the 
headlamp had a much higher rating (12 v, 60 W/5.5 W). 

Under laboratory conditions and with a stabilized 
power supply, the steady-state intensity at 12.15 V 
was 31 600 cd on high beam compared with 21 700 cd 
for the first headlamp test. Of course, the frequency 
of the modulated headlamp intensity and the ratios 
of the maximum and minimum modulated intensities to 
the steady-state intensity are determined almost 
completely by the Q-Switch and thus remain the same 
as in the first test (64 percent and 21 percent, 
respectively). It was not possible to measure the 
steady-state high-beam intensity for the battery-only 
condition because the current drain was so great 
that the light output rapidly decreased. Conse­
quently, the low-beam intensity would probably have 
better results in this combination. 

Another feature of the small motorcycle and high-
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rated headlamp combination was that the lamp voltage 
varied rapidly over a narrow range of engine speed 
from idling to 2500 rpm (42 Hz), which resulted in 
considerable variation of light intensity at these 
low engine speeds. It was also apparent that at low 
rpm levels, which are typical of a stationary machine 
awaiting a turn, the dipped beam was delivering a 
higher intensity than the main beam. 

It should be noted that both machines were in 
as-new condition. The two examples of motorcycle and 
headlamp combinations serve to forcefully illustrate 
the need to combine rigorous photometric data with 
the results from experiments of behavioral responses. 
Field results differ substantially from laboratory 
measurements. The point of application of all such 
conspicuity enhancement measures is field performance 
on real machines. 

SUMMARY 

Positive on-road conspicuity effects have been re­
ported by Olson et al. (~) using a proprietary de­
vice: the Q-Swi tch headlamp modulator. Considerable 
research is needed before any positive steps are 
taken to further the general use of such modulation 
devices as conspicuity aids. In particular, experi­
mental field work is needed to quantify the effect 
on conspicuity of the interaction between several 
modulated headlamps and between a modulated headlamp 
and other flashing signals in the road environment. 
A greater understanding of the peripheral and foveal 
perception of modulated lights at suprathreshold 
intensities is also needed. Such research cannot 
proceed satisfactorily without rigorous measurements 
of the visual characteristics of such modulating 
devices, which have so far been lacking. An example 
of such measurements was provided in this paper by 
examining the Q-Switch device photometrically. 

The maximum and minimum values of the intensity 
waveform were 64 percent and 21 percent of the 
steady-state value, respectively. The frequency of 
the modulation was 4. 20 Hz and the waveform was 
close to triangular. This device lies within the 
range of specifications suggested by the authors <l> 
for the enhancement of the daytime conspicuity of 
motorcyclists. These results complement the on-road 
conspicuity results of Olson et al. (2_) and provide 
a reference for permissive or regulatory considera­
tions. 

The results clearly show that measurements in 
field conditions, with a typical distribution of 
motorcycles of different ages, will form an essential 
part of any future lighting-based conspicuity pro-
'::t ........... 
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Multi-Dimensional Assessment and Variably Intense 

Interventions: A Systems Approach to DUI 

VINCENT D. PISANI 

ABSTRACT 

This paper provides a review of the literature on the seriousness of the prob­
lem of driving under the influence (DUI), legal developments, the success of 
DUI programs, the diversity of alcohol abusers, and the range of approaches to 
intervention with DUI offenders. The Alcohol and Drug Education Services Pro­
gram of Cook County, Illinois, which emphasizes assessment and matching the 
level of intervention to client needs, is discussed. 

Driving under the influence (DUI) of alcohol or 
other mind or mood altering substances is not in 
itself an illness. More properly, it is deviant be­
havior, a specific type of improper vehicular man­
agement. Persons who exhibit this behavior come from 
a variety of genetic and psychosocial backgrounds. 

At best, driving is a risky business. When a va­
riety of physical or emotional stress factors, in­
cluding alcohol or drug use and abuse, come into 
play, the opera tor of a vehicle may experience an 
"additive stress effect" that often significantly 
impairs his ability to maintain control of the ve­
hicle. 

Recent interest in DUI behavior results from a 
variety of social, economic, and political pres­
sures. DUI is unacceptable behavior. Dealing with it 
effectively requires that it be defined and mea­
sured. This behavior should be "typed," its inten­
sity measured, and then its duration determined. 
Next the appropriate existing methods and levels of 
intervention must be matched with the configuration 
of these parameters as they exist in a particular 
person's genetic and psychosocial background. Such 
an approach is admittedly difficult, but it is a 
challenge to the behavioral scientist. 

Intoxicated drivers are a diverse population and 
reach intervention programs by a variety of paths. 
The DUI offender falls into a subgroup that receives 
intervention as a result of legal referral. Despite 
the diversity, it is possible to make a few general­
izations that apply to most DUI offenders. The most 
important is that the majority are not alcoholics or 
drug addicts. There is a need for programs specifi­
cally designed to handle diversity. One such program 
is the Alcohol and Drug Education Services Program 
of Cook County, Illinois. The program was founded by 
Reverend Ignatius McDermott in recognition of the 
individuality and diverse needs of DUI offenders. 
The program is based on more than 13 years of expe­
rience in meeting the needs of offenders through 
varied measures. In particular, it seeks to deter­
mine each person's unique status and to adjust mea­
sures of intervention accordingly. 

This paper will begin with a brief review of the 
literature on the seriousness of the DUI problem, 
legal developments, the success of DUI programs, the 
diversity of alcohol abusers, and the range of ap­
proaches to intervention with DUI offenders and al­
cohol abusers in general. Then the approach of the 
Cook County program, with special emphasis on as­
sessment and levels of intervention, the critical 

components of the intervention program, will be out­
lined . 

SERIOUSNESS OF THE DUI PROBLEM 

Automobile accidents are a major cause of in]ur ies 
and property damage in the United States and other 
countries. Donovan et al. (!.l report that one-third 
of all injuries and one-half of all fatalities are 
related to alcohol use. According to Donovan et al., 
DUI was responsible for roughly 20 ,000 deaths and 
400,000 disabling injuries in the United States in 
1976. These authors note impairment of cognitive, 
sensory-perceptual, and motor skills as a result of 
alcohol use. ' 

Kastrup et al. (2) , on the basis of data from two 
Danish central statistical registers, indicate that 
one-third to one-half of all fatalities result from 
traffic accidents. Higher blood alcohol levels are 
associated with more serious injuries. These authors 
estimate that 67 percent of all accidents result 
from the effects of alcohol consumption. 

Previous studies of the impact of alcohol con­
sumption on traffic safety support similar conclu­
sions. DUI is clearly a major social problem, one 
that causes a high number of deaths, injuries, and 
incidents of property damage. 

LEGAL ASPECTS 

Guydish (}) distinguishes four responses of society 
to alcohol abuse and other forms of substance abuse: 
the legal, based on moral principles and legisla­
tion; the medical, based on a disease model and us­
ing drugs and detoxification procedures as therapy; 
the traditional, based on support and the achieve­
ment of abstinence; and an emerging model based on 
modification of individuals' contingency sets. In 
this century, it has been increasingly recognized 
that alcohol abuse is not under the full volitional 
control of the abuser and should be classified as 
"sick" rather than "bad." Given this recognition, 
criminal penalties of the traditional sort become 
less justifiable. Hall (4) notes the following weak­
nesses of the punitive approach: failure to change 
the attitudes and behavior of DUI offenders; lack of 
police support; unequal justice and corruption of 
police officers; self-defeating effects; and placing 
the defense counsel in the role of trying to prevent 
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a guilty verdict, thus interfering both with aid to 
the individual and with protection of society from 
further DUI behavior, 

Hart (5) points out two related developments in 
the United States. The first is the Uniform Alco­
holism and Intoxication Treatment Act, drafted in 
1971, that decriminalizes alcohol intoxication and 
alcoholism and provides for protective custody and 
voluntary treatment of persons intoxicated to the 
point of incapacitation. The aims of this act have 
not been wholly achieved, however. The second is the 
National Alcohol Countermeasures Program of the U.S. 
Department of Transportation. Under the guidelines 
of this program, 35 alcohol safety action projects 
(ASAPs) were started. These programs involved charg­
ing intoxicated drivers with an appropriate offense 
and sentencing these drivers to accept treatment and 
education as an alternative to license revocation. 

Pressure for increased penalties need not inter­
fere with programs of therapeutic intervention. How­
ever, combining legal penalties with therapeutic 
programs has certain problems. Kern et al. (~) note 
that involvement of the legal system makes partici­
pation in therapeutic intervention a result of coer­
cion. This coercion clashes to a degree with the 
goal of having clients willingly commit themselves 
to participation in therapy. At the same time, it 
increases the likelihood that offenders will accept 
intervention. Thus, despite certain tensions, the 
relation between the legal and therapeutic systems 
is basically one of symbiosis. 

SUCCESS OF DUI PROGRAMS 

One general study completed by the Comptroller Gen­
eral of the United States (7) and a second overview 
by Saunders (8) revealed mixed results. However, ex­
amination of the 25 ASAP pilot projects reveals ap­
parent advantages as well as disadvantages. Early 
identification of the problem and various other fac­
tors encourage acceptance of treatment. These fac­
tors include trauma of punishment, legal limits, and 
awareness. Swenson et al. (~), Hagen et al. (10), 
and Michelson (11) reporting on studies done in Ari­
zona, California, and Florida, respectively, found 
little evidence of the effectiveness of short-term 
treatment. They found that participation in DUI pro­
grams had no significant favorable effect. In many 
cases, participants had worse traffic violation and 
accident records than did controls. 

Holden (12) describes a study in which 4,126 DUI 
offenders ;ere exposed to probation supervision, 
education and therapy, both, or neither. No combina­
tiori of trt::oB_tment conaitions hBa any 1?ffr:ict_ on rt?­
arrest rates after 2 years. 

McGuire (13) and Salzberg and Klingberg (14) com­
pare DUI offenders referred to programs and drinking 
drivers not referred to such programs. McGuire finds 
favorable effects on light drinkers but not on heavy 
drinkers. There were higher rates of alcohol-related 
traffic violations in the treatment group than in 
the control group. 

Thus the evidence of the value of many existing 
programs is no more than doubtful. The question re­
mains open, however, whether this is due to inherent 
intractability of DUI cases or to specific flaws in 
the programs reviewed. The Cook County program has a 
number of special features that are intended to 
avoid the problems of other programs. It is centered 
on division of DUI offenders into subgroups for 
which different treatment interventions are appro­
priate. Suiting the intervention to the offender may 
offer a path to higher success rates. 
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DIVERSITY OF ALCOHOL ABUSERS 

Alcohol and drug abusers range from persons who have 
simply drunk or drugged to excess on one occasion to 
those who are chronically intoxicated, and from mild 
loss of control to severe intoxication. For the 
therapist, it is desirable to intervene in the 
milder forms of abuse because they offer an opportu­
nity to deal with less firmly established patterns 
of abusive behavior. This makes DUI programs a good 
way of intervening early in the development of al­
cohol and drug abuse. It is crucial to be aware of 
how DUI clients differ from alcoholics or drug ad­
dicts. Intervention suited to one group may not be 
appropriate or effective for the other. 

Pisani (15-18) suggests that alcohol and drug 
abusers can be optimally helped only after evalu­
ation of the bio-psycho-social deficit present and 
the amount of regression caused by the abused sub­
stance. He proposes using a holistic approach that 
consists of five levels o[ intervenlion: assessment, 
education, guidance, counseling, and therapy. After 
such evaluation, each level is suited to specific 
degrees of pathology. 

In additional studies, Peer et al. (19), Smart et 
al. (20), Mccreery (21), and Hodgson et al. (~) 

recognize diverse subgroups of alcohol abusers. Sub­
jects are divided into abstainers, social drinkers, 
semidependent drinkers, and problem drinkers. Each 
group calls for different treatment. Brown (~) 

finds clearly different patterns of drinking behav­
ior in problem drinkers, and Saunders and Richard 
(24) find no such behavioral differences . 
- Several authors, including Panepinto et al. (25) , 

Selzer et al. (26), Cloud (27), and Ringoet (28), 
point out explicitly that drunk drivers do not fit 
the alcoholic model and recommend treatment based on 
this recognition. Thus differences can be found at 
the psychological, the behavioral, and even the met­
abolic level. 

Attention has also been given to identifying sub­
types of DUI offenders. Scoles and Fine (~) note 
the diversity of such offenders as a major obstacle 
to successful intervention. Several studies, such as 
those by Kern et al. (6), Meck and Baither (30), and 
Wells-Parker et al. (Jl) link these differences to 
membership of varied populations as defined by such 
factors as age and ethnicity. Contrasting drinking 
drivers who complete an alcohol education program 
with those who drop out, they noted that noncomple­
tion of the program is associated with nonwhite eth­
nicity, younger age, and higher blood alcohol con­
tent at the time of arrest. All of these findings 
suggest a need for recognition of age and social 
aifferencesi :ntl more specifically perhaps also of 
class and sex differences, in the circumstances 
under which DUI occurs and the proper forms of in­
tervention. 

These studies offer a diversity of pictures of 
alcohol and drug abusers, but they appear to favor 
several conclusions. First, alcohol and drug abuse 
takes various forms. Second, the specific form known 
as alcoholism or drug addiction is not necessarily a 
valid model for the needs and problems of DUI pro­
gram clients. Third, these clients themselves are 
diverse, and any attempt to reduce them to uniform­
ity is likely to lead to invalid therapeutic inter­
vention. Skinner and Allen (32) offer one tool for 
such an approach to intervention: a scale designed 
to measure the degree of alcohol dependence in a 
given client. This scale, tested on 225 subjects, 
reveals high internal consistency. A high score is 
associated with more drinking, social consequences 
from drinking, psychopathology, physical symptoms, 
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and failure to keep appointments for therapy. This 
type of approach is needed to implement the recogni­
tion of client diversity. 

APPROACHES TO DUI INTERVENTION 

The single most important feature of an effective 
program for DUI offenders is the inclusion of a va­
riety of options and the appropriate matching of of­
fenders and options. This may be voluntaristic, 
[Ewing (33) I or compulsory [Steer et al. (34) I. Both 
approache; seek to suit the treatment to the client; 
they differ primarily in their assessment of cli­
ents' ability to judge their own needs. 

Intervention can take a variety of forms. The 
simplest is the provision of information. However, 
with some clients it becomes necessary to provide 
various forms of counseling, motivation, and ther­
apy. Several approaches to change are suggested. 
Whelan and Prince (35) and Oei and Jackson (36) pro­
pose a cognitive approach designed to reinforce re­
alistic beliefs about drinking behavior. A second 
approach is based on changing the client's social 
skills and attitudes. Orosz (fl) and Helser (lJ!_) 
theorize that excessive drinking reflects inadequate 
social skills. A more traditional psychotherapeutic 
approach is outlined by Panepinto et al. (~) , who 
propose that treatment begin with evaluation. Other 
programs have sought to train clients in behavior 
skills, on the assumption that the DUI offender does 
not wish to become incapacitated but cannot judge 
his drinking accurately. A final approach is direct 
medical therapy. Poulos <!Q) and Steer et al. (l!_) 
suggest that these methods are suited to clients who 
are physically addicted to alcohol or who have suf­
fered long-term physical deterioration as a result 
of chronic alcohol abuse. 

The spectrum of possible intervention runs from 
an educational model to a medical one. Obviously not 
all of these can be appropriately used with any one 
client, but the wide spectrum of possibilities is 
needed. It is necessary to provide individualized 
evaluation and intervention, such as "clinical" in­
tervention, for offenders. This principle is gaining 
recognition, and the National Highway Traffic Safety 
Administration offers a manual for presentencing in­
vestigating officers that stresses the variety of 
types of DUI offenders and provides er iter ia for 
distinguishing among social drinkers, problem drink­
ers, and alcoholics. 

ADES PROGRAM 

The Alcohol and Drug Education Services (ADES) pro­
gram of Cook County, Illinois, is an attempt to deal 
with the problem of DUI and related problems through 
varied forms of intervention designed to meet the 
individual offender's needs. The approach followed 
includes education and guidance, monitoring, punish­
ment, and referral for counseling or therapy within 
a holistic modified punitive framework. Measures 
suited to the individual offender are selected 
through a systematic assessment procedure at the 
start of intervention. 

The program was developed in collaboration with 
the chief judge, the Honorable Harry Commerford, and 
in cooperation with the court system and is pre­
sented as an alternative to the attempt to avoid 
conviction. The client is asked to take part volun­
tarily in exchange for avoiding the additional legal 
punishments and the status of a convicted DUI of­
fender. Sentencing judges retain the option of im-
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posing fines and jail sentences and suspending driv­
ing privileges. ADES gives judges the opportunity to 
offer a wider spectrum of response to the offense. 

McDermott and Moran (41) have stated that, al­
though the primary purpos;-of ADES is evaluative and 
educational, an equally important function is to 
refer clients with life problems involving alcohol 
or drug abuse to appropriate agencies. Motivation 
comes from the realization that the program is work­
ing in the client's interests. Participation is be­
gun immediately after a court appearance during 
which social disapproval is expressed, and success­
ful completion of the ADES program is generally re­
quired before probationary status is removed and 
driving privileges are returned. The basic purpose 
is to change the client's behavior by changing his 
attitudes and motives. External penalties are not 
sufficient; what is needed is a change in the cli­
ent's own attitude toward DUI behavior. 

The first and most crucial step in the program is 
assessment. ADES uses several tests and measurements 
to achieve this. They include a personal data form, 
an attitudinal study, the Michigan Alcohol Screening 
Test, the ADES substance abuse assessment, and an 
interview with an education and referral officer 
(ERO) during which the client completes a behavior 
assessment scale (BAS). The results of these mea­
surements are used to determine a "risk factor" 
ranging from 0 to 3. Two subscores are computed, one 
for the BAS and one for all other measures. These 
computations are done separately by two separate in­
dividuals, a psychologist for BAS and an ERO for the 
other measures. They are then averaged, with greater 
weight given to the score obtained by the ERO. The 
risk factors are interpreted, and recommendations 
are made to the referring court. Experience with 
this system shows that about 20 percent of clients 
have a risk factor of O, 42 percent have a risk fac­
tor of 1, 35 percent have a risk factor of 2, and 3 
percent have a risk factor of 3. 

After determination of a client's risk factor, 
appropriate interventions are selected. A basic 
scheme is used. In this scheme there are four broad 
levels of intervention after the initial assessment 
phase: education, guidance, counseling, and therapy. 
The first two are provided by ADES itself, the lat­
ter two by outside agencies in collaboration with 
ADES. Education and guidance are offered to all cli­
ents. The intent is to provide information that will 
be personally relevant and the motivation for 
change. Those with patterns of chronic substance 
abuse or other life problems are referred to outside 
agencies for counseling. A minority are found to 
have problems so severe as to necessitate medical 
treatment in hospital-based facilities. This level 
often fits the classic pattern of alcoholism or ad­
diction to other substances. 

For the latter two groups, ADES retains the role 
of overall coordinator and is responsible to the 
courts for monitoring the client's progress. Exten­
sive records are kept. However, under Illinois law, 
these records are confidential and written consent 
of clients is required to transfer records from any 
subagency to ADES or from ADES to the courts. Fail­
ure to complete a program results in immediate noti­
fication of the courts and other concerned agencies. 
The result can be a full hearing and appropriate 
penalties. 

Within this overall system two distinct levels of 
intervention have been defined. Level 1 is intended 
primarily for clients who lack information about the 
effects of alcohol on behavior and do not appear to 
have significant life problems. Level 2 is for cli­
ents who exhibit more profound behavioral problems. 
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In both levels clients undergo initial needs assess­
ment. Level 1 clients attend four 2-hr sessions de­
voted to lectures, films, and discussion groups, 
which provide information on the effects of alcohol, 
the factors that trigger its use, the methods of 
gaining improved control over alcohol use, and the 
laws regulating alcohol consumption. Level 2 clients 
attend 12 sessions of special education and also 
take part in group monitoring sessions. In addition, 
they are referred to outside agencies. Progress of 
clients in both levels is assessed and reported to 
the court. 

Within Level!! 1 e.nd 2, eevere.l distinct tracks 
are available: the general population program, a 
youthful offender program, a women's program, and a 
poly-drug program designed for clients aged 17 to 30 
who have abused substances other than or in addition 
to alcohol. 

These programs thus cover a wide range of client 
situations and offer options for mild or severe 
problems. This diversity is central to the design of 
ADES. 

A comprehensive judgment on the effectiveness of 
ADES remains difficult to obtain . Recidivism is low . 
In 1960, 96.3 percent of participants had never pre­
viously taken part in ADES. A comprehensive research 
study was initiated to investigate the long-term ef­
fectiveness of the program. ADES makes a number of 
referrals of problem drinkers, concentrating the re­
sources of other agencies on the recipients with the 
greatest need for them. Clinical experience reveals 
improvements in clients of ADES. Further, the legal 
system of Cook County has come to regard ADES as a 
useful alternative to conventional means of dealing 
with DUI offenders. The ADES program is unique in 
its use of a holistic modified punitive approach 
with multiple levels of intervention. 

It has long been recognized that the better a 
program matches the actual character is tics of the 
target population, the more success it will attain. 
A wrongly conceived program will have no effect and 
can even be counterproductive. A too narrowly con­
ceived program will aid one subgroup of clients but 
fail with other subgroups. It may be speculated that 
such approaches account for the majority of unsatis­
factory results reported by other programs. 

The Cook County ADES program rejects a stilted 
unidimensional response to a multidimensional human 
problem and instead offers a multidimensional sys­
tems approach to DUI with emphasis on assessment and 
levels of intervention. 
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Pedestrian Flow Characteristics on Stairways 

During Disaster Evacuation 

C. J. KHISTY 

ABSTRACT 

Although the design and operation of pedestrian facilities in disaster situa­
tions are much more er i ti cal than they are under everyday, normal conditions, 
comparatively little research has been done on people movement during disasters. 
A preliminary investigation of the nature of pedestrian movement on stairways 
in high-rise residential buildings under emergency or disaster conditions is 
described. Such people movement down stairways is the most crucial activity in 
cases of fire. It was found that current codes and regulations in regard to 
personal space, speed, and flow of people using stairways under emergency or 
disaster conditions are in need of revision. Recommendations based on the re­
sults of this study are made for designing safe stairways and for developing 
building code requirements. The findings can also be applied in designing 
stairways in stadiums, theaters, arenas, and other public facilities where 
stairways are a part of the pedestrian circulation system. 
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The movement of people down stairways of high-rise 
buildings is by far the most crucial activity is 
cases of fire. Comparatively little research has 
been done on people movement on stairways during 
emergency or disaster conditions although such move­
ment under everyday, normal conditions has been ex­
tensively researched and documented during the last 
two decades (1-3). Ironically, many of the results 
of studies in - n-;;ndisaster or nonevacuation contexts 
have been applied in developing building code re­
quirements for means of egress in disaster situations 
(4). Because the design and operation of facilities 
for pedestrians under disaster conditions are gen­
erally much more critical than they are under non­
disaster conditions, there is a need to investigate 
human behavior and movement characteristics under 
the former situation. 

The purpose of this research is two-fold: first, 
to investigate human behavior under disaster condi­
tions, such as the human response to fire, and 
second, to investigate pedestrian movement with 
respect to flow , speeds, and densities on one of the 
most critical links of pedestrian circulation, 
stairways of buildings, under disaster conditions. 

Current research on pedestrian flows on stairways 
in high-rise residential buildings during evacuation 
under simulated emergency conditions is described. 
The results of this investigation are compared with 
similar findings from current literature. Reconunen­
dations based on the results of this study are made 
for design and operational considerations. The find­
ings may also be helpful in designing stairways for 
pedestrian facilities in nonemergency contexts. 

BACKGROUND 

Some long-standing myths about how people behave in 
emergency conditions caused by natural disasters are 
being increasingly challenged. Recent research indi­
cates that human behavior can be rational in emer­
gencies and that panic rarely occurs during disasters 
(2_). Although this may sound optimistic, there are 
reports that point out that inunediate, rapid, well­
organized evacuation of tall buildings and public 
places under emergency conditions appears to be the 
exception rather than the rule (6). Also, recent 
research indicates that there is a tendency to over­
simplify design assumptions and the dynamics of 
pedestrian flow in emergency planning (4). Pauls (4) 
reports that even in simple evacuation drills the 
evacuation times observed were about twice as long 
as had been originally predicted. 

Obviously, the current state of knowledge con­
cerning human behavior and performance during disas­
ters needs to be expanded. '!'he development of ouiJ.d­
ing codes, standards, and criteria for designing 
stairs should take into consideration not only those 
attributes of human performance under everyday, 
normal conditions, but also attributes under emer­
gency conditions. The pioneer work of Wood (7) and 
Pauls (4) has encouraged researchers to assess-human 
behavior in fire emergencies and has helped to dispel 
inaccurate ideas of how people behave under such 
conditions. 

STUDY DESCRIPTION AND MEASUREMENT TECHNIQUES 

The main objective of this study was to investigate 
pedestrian flow characteristics on stairways of 
high-rise buildings in response to fire. Although 
there were no opportunities to observe these charac­
ter is tics during an actual fire, the investigation 
was done under simulated emergency evacuation condi­
tions with the assumption that the behavior of 
evacuees would be similar in real fire emergencies. 
Dur lny 1983-1984, a total uf 21 test evacuations 
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were observed in dormitory buildings ranging between 
3 and 12 stories in height on the campus of Washing­
ton State University (WSU), Pullman, Washington. 
WSU' s Fire Safety Department usually conducts two 
fire emergency drills per year for each dormitory. 
Drills were conducted without warning and under 
simulated fire conditions. 

Pedestrian flow can be described in terms of 
speed and density (concentration): 

q = kv 

where 

q pedestrian flow volume in pedestrians per 
foot-width of stairway per minute, 

v = pedestrian space mean speed in feet per 
minute, and 

k pedestrians per square foot of stairway 
(density or concentration). 

Time-lapse photoqraphy, at 18 frames per second, 
was used to film the movement of people on the 
stairways. A camera speed of 2 frames per second 
would have been adequate, but the equipment avail­
able necessitated using 18 frames per second. Film­
ing was done on 15-m super-8 rolls. The analysis of 
the film was done using a hand-operated editing 
machine. All timing measurements were initially made 
in frames and subsequently converted to real time. 
Pedestrian speeds were obtained from the films by 
recording the time taken by subject pedestrians to 
cross two or more specified points on the stairways. 
Similarly, the corresponding pedestrian densities 
were obtained by counting the number of pedestrians 
within a specified area. When the individual speeds 
(v ft/min) and corresponding densities (k peds/ft 2 ) 

for subject pedestrians had been calculated, the cor­
responding flows (q peds/ft/min) were obtained from 
the relationship q = kv. 

Between 3 and 15 observers were engaged in re­
cording information and gathering data on evacuation 
movements depending on the size and height of the 
building. Portable tape recorders, stop watches, and 
still cameras were used to record observations. Ob­
servers generally moved along with evacuees from 
floor to floor and were able to collect data un­
obtrusively. 

After the fire drills were over, a random inter­
view of approximately 10 percent of the evacuees 
revealed that about 80 percent of those interviewed 
believed that the building evacuation was indeed in 
response to a genuine fire. About 99 percent of the 
dormitory occupants were students between the ages 
of 10 and JO. The staiLways in the 21 dor-mi to:r~· 
buildings observed have the following general char-
acteristics: 

1. Almost all the stairways have scissors con­
figurations (19 out of 21). 

2. The risers are between 6 1/2 and 7 1/2 in. 
high. 

3. 
4. 

ft. 

The treads are between 11 and 12 in. wide. 
The width of stairways varied between 4 and 7 

5. All stairways have handrails. 
6. The evacuation exercises were done at all 

hours of the day and as late as 11 p.m. Fifty percent 
of the exercises were during the spring and fall and 
50 percent during the winter. 

EVACUATION OBSERVATIONS AND RESULTS 

The movement of people down passages, ramps, and 
stairways uf buildings is by far the maln physical 



Khisty 

activity in case of fire. The collection of data for 
such variables as spacing, density, speed, flow, 
queuing, and evacuation time was considered the most 
crucial part of this study. Observations were con­
fined to stairways only. 

This study was essentially done in two phases. 
Phase 1 consisted of collecting data under normal 
circumstances, which included peak and off-peak 
flows, when there was no threat of fire, and Phase 2 
consisted of collecting similar data under fire 
emergency circumstances. It must be noted that under 
normal circumstances people were using the stairs as 
well as the elevators wherever the latter were 
available. Under fire emergency conditions, of 
course, the elevators were not operational, and hence 
everybody was forced to use the stairways. A total 
of 200 valid samples were recorded in each phase. 
Details regarding personal space, speeds, and flows 
of evacuees follow. 

Personal Space 

Table 1 gives the frequency distribution of horizon­
tal stairway area occupied per person under emergency 
(fire) conditions and also under normal, everyday 
conditions. Figure 1 shows these data graphically. 
Under fire emergency conditions the mode and median 
of person occupancy were 5.5 and 7.7 ft 2 per per-

>­
" c ., 
"' 

10 

30 

~20 
<. ... 

10 

TABLE 1 Frequency Distribution of 
Person Occupancy on Stairways 

Frequency Under 
Pedestrian 
Occarponcy Emergency 
(ft 2 /person) Conditions 

3.5 5 
4.5 22 
5.5 23 
6.5 36 
7.5 33 
8,5 20 
9.5 10 

10.5 10 
11.5 6 
12.5 6 
13.5 7 
14.5 7 
15.5 3 
16.5 4 
17.5 3 
18.5 3 
19.5 2 

Total 200 

Normal 
Conditions 

l 
6 

20 
42 
40 
22 
20 
17 
12 

5 
6 
2 
2 
2 
1 
1 
I 

200 

Normal 
N = 200 
Mode 6. 5 sq ft/per 
Median 7. B sq f1/per 

EmerQency 
N • 200 
Mode 5. 5 sq ft/per 
Median = 7. 7 sq ft/per 

o J..--+---+---+--+--+--+---+--+-+--+-+-+_.__.__._...,__,_.,_.........., 

0 5 

FIGURE 1 Personal space. 
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son, respectively. In comparison, the mode and median 
of person occupancy under normal conditions were 6.5 
and 7.8 ft 2 per person, respectively. Note that 
there was an increase of about 80 percent in the 
number of persons occupying a space of 5 ft 2 or 
less in case of an emergency compared with the normal 
situation. 

Speeds and Flows 

The data given in Table 2 indicate the densities, 
speeds, and flows of pedestrians down the stairways 
under normal and fire emergency conditions. A maxi­
mum flow of 16.42 pedestrians per minute per foot­
w idth was observed under normal conditions and a 
flow of 18.25 pedestrians per minute per foot-width 
was observed under fire emergency conditions. The 
highest density observed was about 0.29 pedestrians 
per square foot. In general, densities were found to 
increase in the lower stories of buildings. Figures 
2 and 3 show these data graphically. 

The highest speeds observed were 125 ft per minute 
and 137 ft per minute under normal and fire emergency 
conditions, respectively. Differences in the width 
of the stairways did not appear to cause changes in 
speeds or flows. Minor localized constrictions also 
had no apparent effect on speeds of flows. 

Observations made during the emergency evacua­
tions revealed that daytime evacuation exercises 
appeared to be carried out with less confusion than 
nighttime evacuations. Also, it appeared that, par­
ticularly at night and in spite of proper illumina­
tion, some crowding conditions on the stairways and 
passages tended to create hazardous conditions when 
occupancies were 3, 5 ft 2 per person and less. It 
was also observed that nighttime evacuations created 
crowded conditions near the building exits at ground 
level and therefore choked the flow of evacuees try­
ing to get out of the buildings. This situation could 
be hazardous in a real fire. 

Cases of people tripping and falling on the 
stairways were rare. Such cases were confined to 
stairs that had riser heights of 7 1/2 to 8 in. and 
tread widths of 10 in. When a person tripped and 
fell, recovery was exceptionally fast. 

Queuing at the entrance of stairways was observed 
in 25 percent of the evacuations, particularly in 
the lower stories of buildings, and lasted for a 
maximum of 25 sec. Most queues lasted for 5 sec and 
less. There were no apparent disruptions in evacua­
tions due to queue formation. 

No cases of fatigue were observed or reported 
during the exercises. It is reported that fatigue 
becomes a significant factor with severe adverse 
effects on people movement when evacuations down 
stairs exceed 5 min (8). 

Some caution must - be applied in interpreting and 
using the results because of the following factors: 

1. These are preliminary findings based on a 
limited sample size. 

2. The results are derived from simulated fire 
emergency exercises. These exercises were carried 
out without warning and therefore represent almost 
real conditions. A large majority of the evacuees 
interpreted the alarm and exercise as a genuine 
emergency. 

3, Because the exercises were simulated there 
were no problems created by smoke and fumes. In a 
real fire, smoke and fumes would inhibit movement of 
stairway users and thereby reduce the capability of 
people to attain the speeds and concentrations indi­
cated. 

4. High-rise buildings with a range of configu­
rations and characteristics were observed. There 
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TABLE 2 Pedestrian Movement Characteristics on Stairways 

Speed (ft/min) 
Flow (person/min/ft­
width) 

150 

c 

E 
~100 

"' ., ., 
Q. 
I/) 

c 
.!:! 
!; 
:: 50 

"' ., ... 

Occupancy, 
1/k 
(ft 2 /person) 

Density, k 
(1rnrsons/ft2

) 

3.5 0.29 
4.5 0.22 
5.5 0.18 
6.5 0.1 5 
7.5 0.13 
8.5 0. 12 
9.S 0.11 

10.5 0. 10 
11.5 0.09 
12.5 0.09 
13.5 0.07 

8
VE = 114.6, S = 26.6, and fE = 17B. 

byN = 104,5, S = 25,4, and [N = 191, 

"qE = 14.5, S = 2.7, and rE = 17R. 

dijN = 13.10, D = 2.3 and rN = 191. 

Emergency, 
V a 

E 

55 
82 

100 
110 
115 
124 
127 
137 
137 
137 
137 

r- Emergency 
./ VE = I 70 - 397 k ( R2 • 0. 92) 

VE ( maxm) 137 ft/min 

0 .,_~~-+~~~--~~~+-~~-+~~~+-~~--< 
0 0.1 0.2 0.3 

Mean Pedestrian Density (persons/ SQ ft) 

FIGURE 2 Speed/density. 

were variations in landing widths, stair widths, 
tread-to-rise ratios, and egress routes. Added to 
this were social factors such as communication 
levels, social organization, and leadership qualities 
of fire safety officers and evacuees. These latter 
factors, although difficult to measure, should not 
be overlooked. 

5. All of the evacuees were between the ages of 
18 and 30. None of them were handicapped. 

DISCUSSION OF RESULTS 

A summary of results obtained from this study is 
compared with the findings of other researchers in 
Table 3. Pauls' work is of particular interest be­
cause of the extensive data base he used (4). His 
results appear to be compatible with those -;f this 
study. Galbreath's data and results on the relation­
ship between concentration of people on stairs and 
forward movement appear to be rather overoptimistic 
(~). Fruin's results are for normal conditions and 

have been inserted in the table for quick comparison 
Cl>· 

The London Transport Board (LTD) (10) determined, 

Normal, v b 
N 

50 
72 
90 
92 

110 
115 
120 
125 
125 
125 
125 

~ 20 
c 

! ., 
c 
0 ., 
L ., 
Cl 

~ 10 
;;:: 
c 
0 

f ., ., 
"' " ... 
c 

16.0 
18.0 
18.0 
16.5 
15.0 
14.9 
14.0 
13.7 
12.3 
11.0 
9.5 

14.5 
15.8 
16.2 
13.8 
14.3 
13.8 
13.2 
12.5 
11.3 
10.0 
8.75 

I
Emeri;iency 
QE = 1 70 k - 397 k 2 
Qf (max) = 18. 25 peds/min/fl 

1,~·~r oc=<'<'<lq:-' 
•• ~<:/> Non- Emergency 2 ••'(p<:> QN = 157 k - 375 k .•if' QN (max)= 16.42 peds/min/ft 

~OQ 

~ 0 ~~~--~~~--~~~---~~-..~~~--~~--< 
~ 0 0.1 0.2 0.3 

Mean Pede!!trian Oensily (persons/ SQ ft) 

FIGURE 3 Flow/density. 

under normal conditions, that the flow rate of pas­
sengers in level passages (4 ft and wider) is 27 
persons per minute per foot-width, and the flow down 
stairways was determined to be 21 persons per minute 
per foot-width. These values appear to be somewhat 
high. The LTB document also reports that maximum 
flows on stairways occur when personal space is 3 
ft 2 

pc&. peLson. .Lu cornpa~ioon, th~ r~oults ~b­

tained from this study indicate that the maximum 
flow of 18.25 persons per minute per foot-width 
occurs at an occupancy of about 5 ft 2 per person 
under fire emergency conditions; the corresponding 
figures for normal conditions are 16.2 persons per 
minute per foot-width at about 5 ft 2 per person, 

From the literature on disaster and fire safety 
it is evident that the 22-in. unit (or module) has 
frequently been used for determining stairway and 
exit widths. Indeed building codes across the country 
have in general been greatly influenced by the 22-in. 
unit. It is therefore not surprising to notice the 
flow rate of evacuees specified traditionally in 
terms of the 22-in.-width-per-minute unit. 

Pauls' remarks in connection with his Ottawa ob­
servations that "the 22 inch width concept cannot be 
justified on the basis of fairly discrete lanes of 
movement, as previously believed. In addition the 
conventionally accepted flow of 45 persons per min 
per 22 inch of stairway width appears to be over­
optimistic by 50 to 100 percent or more, especially 
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TABLE 3 Comparison of Pedestrian Movement Characteristics 

Researcher 

Khisty 

Condition Normal 

Speed (ftimin) max~ 125 
Space (ft /person) 

Min~ 3.5 
Mode 6.5 
Median 7.8 

Flow (ft/min/ft-width) Max~ 16.42 

aLeveJ of service F, 4 Ft 2 
or less. 

for mid-winter total evacuations in cold climates" 
(4). The "accepted flow" of 45 percons per minute 
p;r 22 in. of stairway in equivalent to 24.6 persons 
per minute per foot-width, which is at least 34 per­
cent higher than the maximum flow observed in this 
study (_!). 

The "standard" unit (22 in.) for stairway and 
exit width has evidently been derived from the 
clearance width of adults. However, the width needed 
for walking adults is about 28 in. to account for 
body sway (8). "Body sway has been observed to range 
1 1/2 inch -left and right during normal free move­
ment, and when movement is reduced to a shuffle in 
dense crowds and movement on stairs, a sway range of 
almost 4 inch has been observed. In theory this 
indicates that a width of 30 inch would be required 
to accommodate a single file of pedestrians travel­
ling up or down stairs" (11). 

The Life Safety Code developed by the National 
Fire Protection Association "is widely used as a 
guide to good practice and as a basis for laws or 
regulations. The code specifies the 'exit' in an 
overall defiuition of means of egress, and exits are 
measured in units of 22 inch width, taken from the 
average width of a man at shoulder height." In re­
sponse to recent research on stairs "during both 
staged and normal evacuations the concept of a 30 
inch width has been advocated" (11). 

In a summary of life safety -;ode provisions for 
occupant load and capacity of exits (Table 4) the 
number of persons per unit of stairs varies from 22 
persons per unit width in hospitals to 75 persons 
per unit width in places of assembly. For residential 
buildings, such as dormitories, the capacity is 75 
persons per unit width. This capacity translates to 
41 persons per minute per foot-width and 30 persons 
per minute per foot-width if the unit width is taken 
as 22 and 30 in., respectively. These figures are 
127 and 66 percent higher than observations made in 
this study and by Pauls (4). More recent work done 
by Pauls indicates peak flows of 30 persons per 

TABLE 4 Summary of Life Safety Code 
Provisions for Occupant Load and 
Capacity• 

Type of Establishment 

Places of assembly 
Educational 
Health care 
Residential 
Mercantile 
Business 
Industrial 

Capacity of Stairs 
(no. of persons 
per unit width) 

75 
60 
22 
75 
60 
60 
60 

8 Extracted from Table 6-2c in Byran (11 ). 

Pauls, Galbreath, Fruin, 
Fire Fire fl re Normal 

137 100-140 158 128 

3.0 3.5 2.5 
5.5 6.5 
7.7 7.4 

18.25 16.36 23.45 20 

minute and mean flows of 24 persons per minute per 
unit of exit width down stairways (12,!l_). Egan gives 
several references (_!!,pp.185-187) in which the unit 
width is taken as 22 in., which results in person 
flows far exceeding actual observations. 

This is a matter of serious concern and needs to 
be examined carefully in light of ongoing research. 

APPLICATIONS OF RESEARCH RESULTS 

Some important research results of this study are 

1. The traditional 22-in. width unit used in 
stairway design should by replaced by a performance­
based width such as persons per minute per foot-width 
or persons per minute per meter-width. 

2. A maximum pedestrian flow rate of 18 pedes­
trians per minute per foot-width should be allowed 
with space occupancies not less than about 5 ft 2 

per person. An occupancy of 7.5 ft 2 per person is 
recommended. 

3. Stairways must be wide enough for two people 
to descend side by side, thus improving the flow. 
This arrangement will help evacuate the aged or the 
infirm. The minimum width would be about 60 in. If a 
module is used at all, a 30-in. width per person is 
suggested. 

4. Tread and riser dimensions should be uniform 
throughout the stairway. A m1n1mum tread width of 11 
in. (without nosing) and a maximum riser height of 7 
in. are recommended. 

5. Communication between fire control personnel 
and evacuees is important. Successful evacuation is 
heavily dependent on the use of a proper public ad­
dress system that has the capability of conveying 
clear, audible messages. 

Suggestions and recommendations for stairway de­
sign are in need of change as a result of studies 
done in recent years. The results provided in this 
paper can be transferred to stairways in theaters, 
arenas, stadiums, and other public buildings where 
stairways are a part of the pedestrian system. 

SUMMARY AND CONCLUSION 

This investigation consisted of measuring the per­
sonal space, speed, and flow of people descending 
stairways under two conditions, emergencies and 
normal everyday conditions. Observations were also 
made of the behavior of people during emergency con­
ditions. It was found that current codes and regula­
tions that address personal space and movement of 
people under emergency conditions are in need of 
revision, particularly because the design and opera­
tion of pedestrian facilities under disaster condi­
tions are much more critical than they are under 
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everyday, normal conditions. This investigation is 
justified on the basis of improving the development 
of safety regulations and design competence affect­
ing the safety of human beings using stairways. 
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Seattle Area HOV Lanes: Innovations in 

Enforcement and Eligibility 

RONALD J. LEWIS and JEFFREY T. HAMM 

ABSTRACT 

Preferential high occupancy vehicle facilities such as lanes restricted for 
transit and carpools are playing an increasingly important role in urban trans­
portation systems. The preferential treatment poses, however, new operational 
problems for state and local transportation departments and enforcement offi­
cials. The minimum occupancy requirement for carpools must be set and effective 
enforcement of the facility must be maintained. A demonstration project in 
Seattle, Washington, tested the use of a public telephone hotline to reduce 
transit and carpool lane violations and also introduced the use of a variable 
carpool definition in order to maximize transit and carpool lane effectiveness. 
The variable carpool definition was tested by lowering the occupancy require­
ments from three to two persons per vehicle at selected locations in an Inter­
state corridor. Project data showed a 33 percent reduction in transit and car­
pool violation rates attributable to the public hotline. The change in carpool 
definition occurred smoothly. Vehicle volumes increased at locations where the 
occupancy requirement was lowered. Violation rates did not increase at loca­
tions where the requirement remained at three or more persons per vehicle. The 
key to the success of both elements of the project was an extensive, well­
orcheslratecl public i11formalion campaign. 
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During the last decade an increasing number of pref­
erential high occupancy vehicle (HOV) roadway facil­
ities have been built on the nation's urban freeways. 
These include designated HOV freeway lanes and on­
ramp bypass lanes for vehicles with minimum occupancy 
requirements of two, three, or four persons per ve­
hicle. HOV facilities are expected to play a greater 
role in the future in the more effective management 
of the urban transportation system. They offer a 
time savings that complements a wide range of other 
transportation services and incentives designed to 
encourage commuters to leave their cars at home; 
increase the use of carpools, vanpools, and transit; 
and raise the person-carrying capacity of urban 
freeways. 

Preferential HOV facilities, however, pose new 
operational problems for state transportation de­
partments and enforcement officials. The integrity 
and effectiveness of HOV facilities are threatened 
as more commuters ignore the lane restrictions. There 
is also a dilemma posed by opening an HOV facility 
and setting minimum occupancy requirements so high 
that relatively few vehicles use the facility or so 
low that the roadway soon reaches capacity. Variable 
minimum occupancy requirements are politically sen­
sitive and call into question the traveling public's 
ability to understand vehicle occupancy requirements 
that change with time and geographic location within 
an urban area. 

Both problems were the subject of an FHWA-funded 
HOV demonstration project conducted in Seattle, 
Washington. During 1983-1984, the Washington State 
Department of Transportation (WSDOT) together with 
the Washington State Patrol (WSP) and the Municipal­
ity of Metropolitan Seattle's Commuter Pool Division 
(Metro), tested some innovative, low-cost enforcement 
techniques and evaluated the effects of varying the 
minimum carpool occupancy requirement along different 
portions of the same Interstate corridor. 

The results should be of particular interest to 
state transportation departments, enforcement 
agencies, regional planning agencies, local juris­
dictions, and transportation agencies. 

BACKGROUND 

Interstate 5 (I-5) is Seattle's major north-south 
freeway. HOV lanes and metered ramp bypass lanes 
operate along a 12-mi stretch of I-5 to and from 
downtown Seattle (Table 1 and Figure 1) • The HOV 
lanes are restricted to buses, vanpools, carpools, 
and motorcycles. 

In 1981 six freeway on-ramps southbound and one 
northbound were reconstructed to provide a lane for 
vehicles with three or more occupants to bypass the 
signal controlling access to the freeway. A WSDOT 
evaluation of the system in March 1982 showed that 
between 9 and 38 percent of the vehicles traveling 
in the HOV bypass lanes carried fewer than the 
required three people. 

The concurrent flow HOV lanes in north Seattle 
were constructed in 1983. The additional northbound 
lane extends 4 mi from the exit of the express lanes 
in the Northgate area to northeast 185th Street. The 
additional southbound lane extends 5 mi from 236th 
Street Southwest in Snohomish County to the North­
gate entrance of the express lanes. In each case the 
lane is built on the far left, or inside lane, of 
the freeway. 

The WSDOT's evaluation of the first 3 months of 
HOV lane operation (August 29 to December 6, 1983) 
showed that vehicles in the HOV lane save about 3 
min and 20 sec southbound over the length of the HOV 
lane compared to general purpose traffic. The eval­
uation also showed that between 6 and 30 percent of 
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the vehicles traveling in the HOV lane were violators 
carrying fewer than the required three people. During 
that same period the HOV lanes carried between 400 
and 450 vehicles per hour during the peak commute 
periods. These volumes reflected only a 20 to 25 per­
cent utilization rate of HOV lanes. The analysis 
also indicated that the number of people traveling 
in the HOV lane on I-95 during peak periods met or 
exceeded the number of people traveling in a general 
purpose lane: 

HOV Lane a.m. 
Peak Period 
(southbound) 

Person trips Up to 2,800 

HOV Lane p.m. 
Peak Period 
(northbound) 

Up to 2,200 

General 
Purpose 
Lane 
2,220-

2,400 

Continued monitoring by the WSDOT indicated that 
HOV violation rates were increasing. Surveys con­
ducted in December 1983 and January 1984 showed that 
vehicles carrying fewer than three people comprised 
from 19 to 63 percent of traffic on the HOV ramp 
bypass lanes and from 13 to 50 percent on the con­
current flow HOV lane. The gradual deterioration in 
the system's integrity and perceived effectiveness 
led to a demonstration project to test new techniques 
to reduce violation rates. It also provided an op­
portunity to test the effects of varying the defini­
tion of minimum carpool occupancy. 

METHODOLOGY 

Enforcement 

The enforcement element of the project tested alter­
natives to the high-cost approach of hiring addi­
tional law enforcement officers or paying overtime 
for special emphasis patrols to enforce HOV lane 
restrictions. The two alternatives tested were the 
764-HERO public hotline and deployment of parapro­
fessional WSDOT observers. 

Public Hotline 

Before implementing this pilot project the WSDOT had 
received calls from the general public expressing 
concern about HOV lane violations. Although these 

TABLE 1 HOV Facilities in 1-5 Corridor 

Direction Description 

1-5 Concurrent Flow HOV Lane 

Northbound 

Southbound 

From express Janes' exit near Northgate to Northeast 185 th 
Street 

From 236th Street Southwest in Snohomish County to the 
Northgate express Jane entrance at Northeast 110th Street 

Express Jane from Roanoke Street to downtown Seattle 
(Cherry/Columbia) 

1-S Metered Ramp HOV Bypass Lane 

Northbound 
Southbound 

Northeast 4Sth Street 
236th Street Southwest (Snohomish County) 
Northeast 205th Street 
Northeast 17 5th Street 
Northeast ] 30th Street 
Northeast 85th Street 
Northeast 4Sth Street 

Exclusive HOV Ramps 

Northbound and 
Southbound 

Southbound 
Cherry/Columbia to and from the express lanes 
Pike/Pine to and from the express lanes 
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236th St SW 

(SNOHOMISH 
COUNTY) 

-·--~-

FIGURE 1 HOV facilities. 

HOV 1.ANE 
(3+) 

calls were infrequent, they demonstrated the commut­
ing public's ability and willingness to share in the 
responsibility for enforcing the occupancy require­
rnei-1ts of the HOV lanes. Be f ore t he p i lot enf orcemen t 
project, the WSDOT had not established a formal 
policy for handling reports of violations from the 
general public. WSDOT staff, however, did record 
information from the caller and transmitted that 
information to the WSP on an informal basis. This 
informal mechanism for handling citizen reports was 
the foundation for the HERO program. 

HERO was patterned after the locally successful 
"Rat on a Rat" campaign aimed at apprehending bank 
robbers. The letters H, E, R, and 0 represent the 
last four digits of the phone number used by the 
general public to report HOV lane violations. Signs 
(Figure 2) announcing 764-HERO were installed, and 
an extensive public information campaign was under­
taken to inform the public of the new program. WSDOT 
staff manned the HERO line from 6:30 a.m. to 6:30 
p.m. (an answering machine was used from 6:30 p.m. 
to 6:30 a.m.) to obtain information on vehicles 
violating the HOV lane minimum occupancy require­
ments. Each caller was asked to supply the following 
information: 
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-·-MATCH LINE 

• Location of violation; 
Time, day, and date; 

•Vehicle license number; 

color, etc.) 1 

(mak~, :t'- ...... , 

• Number of persons in viol at ing vehicle; and 
• Other comments. 

The caller was not required to provide his or her 
name when reporting violations. No record was kept 
of the caller's identity. The brochure, "Thanks For 
Being a HERO,• however, was mailed to callers who 
desired more information about the program. The 
brochure briefly described the many transportation 
system management elements such as HERO, metered 
on-ramps, park-and-ride and pool lots, and vanpool­
ing. Three hundred thirty-seven brochures were mailed 
during the study period. 

DOT Observers 

WSDOT staff also collected information on violations 
through field observations. Observation teams of one 
01 Lwo person,; we1e ct!lsiyneu lo specific ramps during 
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FIGURE 2 HERO sign. 

peak periods. The teams observed vehicles using the 
HOV lanes and recorded information, identical to 
that asked of HERO callers, on vehicles that violated 
the minimum occupancy requirements of the HOV lanes. 

When a violation report had been recorded from 
either the hotline or WSDOT observer , the accuracy 
of the license number and vehicle description were 
verified by comparing information from the violation 
report with the Washington State Department of 
Licensing (state DOL) vehicle registration files. 
Through interactive computing with the state DOL 
files, WSDOT staff obtained the registered owner's 
name and address as well as the make, model, and 
year of the vehicle. The vehicle description was 
then checked against the description provided by the 
HERO caller or WSDOT observer. If the descriptions 
matched, WSDOT staff proceeded to the first of four 
actions targeted at violators. 

Owners of vehicles reported for the first time 
were mailed a "Signs of the Times" brochure. This 
brochure explained HOV enforcement and briefly 
described how the HERO project related to other 
transportation system management (TSM) activities 
that the WSDOT, Metro, and the city of Seattle were 
involved in, such as freeway on-ramp meters, park­
and-ride lots, and destination carpool parking in 
downtown Seattle. The brochure also included a self­
addressed, postage-paid rideshare application that 
could be completed and returned to Metro Commuter 
Pool for free computerized r idematching. During the 
4 1/2-month project, 113 rideshare applications were 
returned for matching. 

The WSDOT staff required approximately 3 days to 
process a reported vehicle's license number and to 
mail a brochure. One week was allowed to elapse 
before any further action was taken to make sure the 
brochure reached the registered owner and the driver 
had time to change behavior. 

Owners of vehicles reported for a second time 
were mailed a second "Signs of the Times" brochure 
with a letter from the WSDOT. The letter detailed 
the time, date, and location of the violation and 
the license number of the violating vehicle. This 
personalized letter reinforced the brochure by 
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emphasizing the need to comply with the HOV lane 
occupancy requirements. 

Owners of vehicles reported for a third time 
received a letter from the WSP. This letter stated 
that WSDOT had notified the WSP that the owner's 
vehicle had been reported as repeatedly violating 
the HOV lane occupancy requirements. The letter also 
explained that if violators were apprehended they 
might be issued a summons that could result in a 
fine. During the study period the fine for an HOV 
lane violation was $37. 

If continued violations were reported, the vehi­
cle description, license number, and typical time 
and place of violation were forwarded to WSP. At WSP 
discretion, a trooper attempted to contact the reg­
istered owner of the vehicle. 

The WSDOT used an in-house minicomputer for HERO 
data management. Three programs were developed. Pro­
gram l allowed the operator to create a file for 
each reported license number. Data could then be 
entered on new violators and old violator files could 
be updated. Program 2, the statistics program, 
yielded detailed statistical data on various viola­
tion characteristics and patterns. Summaries could 
be compiled for the full HERO study period or for a 
specific period of time. Program 3, the purge pro­
gram, extracted old violation records not needed to 
establish a pattern of specific violators. For this 
project, files that remained inactive for 6 months 
were purged. 

Variable Carpool Definition 

This project element had three primary objectives: 

• Maximize the efficiency of the HOV facilities 
by increasing the number of vehicles traveling in 
the lane or ramp bypass, 

• Attract more commuters to ridesharing, and 
• Demonstrate that an HOV facility can operate 

under flexible carpool definitions with a high de­
gree of public acceptability and without adversely 
affecting violation rates. 

Three er i ter ia were used to determine which sec­
tions of HOV lanes and metered ramps with HOV bypass 
lanes could have the minimum vehicle occupancy re­
quirement lowered from three or more to two or more 
occupants per vehicle. 

1. Peak period level of service (LOS) in the HOV 
lane had to remain at least two levels better than 
the LOS in the adjacent general purpose lanei 

2. Increased HOV volumes, bypassing freeway 
on-ramp meters, could not impair the metering pro­
cess by creating substantially longer queues and 
wait times for single-occupant vehicles; and 

3. A main-line HOV lane and a metered on-ramp 
HOV bypass at the same location and in the same 
direction had to have the same minimum occupancy 
requirement; an HOV on-ramp bypass lane designated 
for two or more occupants per vehicle could not feed 
into an HOV lane on the adjacent main line with a 
carpool definition of three or more occupants per 
vehicle. 

By using these criteria, the change from three to two 
ccupants in carpool definition was implemented along 
a 7-mi stretch of I-5 north at five metered on-ramps 
and the southbound HOV lane in the express lanes 
leading into downtown Seattle (Table 2). 

Study Design ana Data Collection 

The project was designed to isolate and compare the 
effects of the two enforcement techniques and to 
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TABLE 2 Study Locations and Activities 

Change in 
Definition of 

764-HERO DOT Carpool From 
Location Direction Sign" 

Ramps 

SW 236th Street SB 
NE 205th Street SB x 
N 17 5th Street SB 
N I 30th Street SB 
N 85th Street SB 
NE 45th Street SB 
NE 45th Street NB x 
Pike/Pine Street SB 
Cherry/Columbia Street SB 
Cherry/Columbia Street NB 

Main Line 

N 110th Street NB/SB 
N I 7 5th Street NB/SB 
NE I 20th Street x 
North of l 45th x 
South of i 7 5th x 
Between 236th and 205th x 
NE l 95th Street x 
South of 185th Street x 
South of Roanoke Street SBb 

~All HERO signs on main line are located in median. 
R<!versible express lanes. 

detect any negative impacts of varying the carpool 
definition. Table 2 gives the enforcement activities 
conducted at each study location. HERO signs were 
posted on two ramps and at six main-line locations. 
WSOOT observers recorded violations at three ramp 
locations, one of which also had a HERO sign. The 
Southwest 236th Street ramp was designated as the 
control ramp7 no enforcement activities were con­
ducted at this location. 

Field data were collected during a 9-month period 
from September 29, 1983, to June 30, 1984. The HERO 
line and changing the definition of a carpool from 
three to two persons at selected ramps and portions 
of the express lanes became effective February 14, 
1984. 

Peak-period ramp data were collected from 6: 30 
a.m. to 8:30 a.m. and from 4:00 p.m. to 6:00 p.m. 
Data on the main-line HOV lane were collected from 
6:45 a.m. to 7:45 a.m. and from 4:45 p.m. to 5:45 
p.m. Ramp data were collected on both the general 
traffic (if applicable) and metered ramp bypass 
lanes. Main-line data were collected only for the 
HOV lane. The WSOOT's routine monitoring of I-5 
prov idea suppleroentary occ•-1pancy: vol1_1me: !:'T!d -6peen 
data for all main-line lanes. These data were also 
used for evaluation. 

Field data were organized on a spreadsheet. Cal­
culations were made to determine vehicle volumes, 
number of person trips, average vehicle occupancy, 
number of violations, violation rates, compliance 
rates, and so forth. 

Enforcement activity by WSP troopers along the 
I-5 north corridor remained constant. The number of 
troopers assigned to the corridor did not increase 
during the study period, November 1983 through June 
1984. 

Mar keting and Program Information 

The project team undertook and sustained an exten­
sive public information campaign throughout the 
project. In preparation for the implementation of 
the enforcement activities and the change from three 
to two occupants, groups such as the Downtown Seattle 

Observer 3 to 2 Counts 

Control ramp, no changes x 
x 

x x 
x x 

x x 
x x 

x x 
x x 
x x 
x x 

x 
x 

x 

Association (a local organization of more than 400 
downtown business persons), various community orga­
nizations, the regional commuter pool network of 
more than 300 employee transportation coordinators, 
and pilots providing traffic reports, among others, 
received briefings, letters, posters, and news 
releases regarding the upcoming project. The team 
also undertook a direct mail campaign to 60,000 
households near the freeway entrances with ramp 
designations to be changed from three to two oc­
cupants. The direct mail brochure alerted residents 
that beginning February 14, 1984, "two is all it 
takes" to use selected metered bypass lanes. This 
direct mail brochure included a postage-paid ride­
match application. The project team also worked 
closely with local news media. Feature stories on 
HOV enforcement were aired on local television and 
radio news broadcasts. Prime time interviews with 
project team members were aired on radio, and fea­
ture stories, news releases, and public service an­
nouncements appeared in daily newspapers. 

A letter was also sent to the Seattle District 
Court informing judges of the pilot enforcement 
project, its acti"'.'ities; a!'!d changes i~ carpooJ 
definition at selected locations. The project team 
anticipated some public confusion about the carpool 
definition that might potentially reach the district 
courts. For this reason the district court judges 
received the letter and a follow-up telephone call 
to answer questions about the project. 

RESULTS 

Violation Reports 

From February 14 to June 30, 1984, 4,150 HOV lane 
violations were reported. The 764-HERO public hotline 
accounted for 89.5 percent of all reported viola­
tions. WSOOT observers accounted for 8 percent, and 
the remaining 2 .5 percent were recorded by other 
sources. 

First time violations accounted for 90 percent of 
all reports and resulted in distribution of 3, 740 
"Signs of the Times" brochures. Second time viola-
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tion reports numbered 310, representing 7 .5 percent 
of all violations reported. Three or more violation 
reports on the same vehicle accounted for the re­
maining 2. 5 percent, and these were turned over to 
WSP to contact at their discretion. 

Peak-period violation reports accounted for 63 
percent of all reports, 44 percent representing 
violations in the morning (6:30 a.m. to 9:00 a.m.) 
and 19 percent representing afternoon violations 
(4:00 p.m. to 6:30 p.m.) 

Single-occupant and two-occupant vehicles ac­
counted for 64 percent and 30 percent, respectively, 
of all reported violations. The remaining 6 percent 
of the reports did not specify the occupancy of 
violating vehicles. 

A majority of reported violations were for vehi­
cles traveling on the I-5 main-line HOV lane. These 
reports totaled 3,360 or 81 percent of all violation 
reports. 

I-5 metered on-ramp HOV bypass lanes accounted 
for 7 percent (300 reports), 5 percent (210) of all 
violation reports were for unspecified locations, 
and 7 percent (280) referred to violations that oc­
curred in an HOV facility outside the project area. 

Violation Rates 

An HOV lane violation was defined as any vehicle, 
excluding motorcycles, traveling in the HOV lane 
with fewer than the required two or three persons. 

Violation rates were determined by dividing the 
number of violations by the HOV lane volume and 
multiplying by 100. Compliance rates, calculated for 
ramps only, equaled the percentage of vehicles using 
both lanes of the ramp and adhering to the occupancy 
restrictions of the HOV lane. The compliance rates 
were calculated as follows: 

Compliance rate 100 - (HOV lane violations 
.;- Total volume) 

To evaluate the project's effectiveness in reducing 
HOV lane and metered ramp bypass lane violations, 
data gathered by field observers before February 14, 
1984, were compared to those recorded by the ob­
servers after the HERO program and changes from three 
to two occupants were implemented. The overall vio­
lation rate, which includes all ramps and main-line 
study locations, decreased 38 percent from 28.l to 
17.4 percent. Several HOV locations, however, re­
corded fewer violations by virtue of the change from 

TABLE 3 Before and After Violation Rates 

Before 
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three to two occupants, which increased the number 
of commuting vehicles eligible to use the HOV facil­
ity. A more accurate account of the reduced violation 
rate would exclude data from those locations. When 
locations where the change from three to two oc­
cupants was made were omitted, the violation rate 
went from 28. 5 percent before the enforcement proj­
ect to 19.0 percent after, a 33.3 percent decrease. 
The difference was significant at the 95 percent 
confidence level (Table 3) . 

I-5 HOV Lane 

I-5 HOV lane data were gathered at four locations, 
northbound and southbound at Northgate and at North­
east 175th Street. Northgate is the beginning of the 
southbound express lanes and the termination of the 
northbound express lanes. Likewise, the northbound 
HOV lane begins and the southbound HOV lane ends at 
Northgate. 

Overall violation rates at the four observed 
main-line locations went from 28.3 to 19.l percent, 
a 32.5 percent decrease in HOV violations. the proj­
ect team conducted a statistical test on several 
categories to determine if the reduction in viola­
tion rates was significant. The results are sum­
marized in Table 3. 

As the data given in Table 3 indicate, two of the 
four observed main-line HOV lane locations showed 
significant reductions in violation rates. The 
Northeast 175th Street southbound violation rate 
went from 17.4 to 8.5 percent (a 51.l percent de­
crease) and the Northeast 175th Street northbound 
violation rate went from 38.5 to 22.9 percent (a 
40.5 percent decrease). The decrease in violations 
occurred even though overall volumes on I-5 (general 
traffic and HOV lanes) at 175th Street had increased 
by 13.7 percent southbound and 5.1 percent northbound 
over the average traffic volumes recorded before the 
enforcement activities began • 

Violation rates of both southbound and northbound 
HOV lanes at Northgate showed no significant change. 
The southbound violation rate was 30.4 percent before 
and 28.2 percent after enforcement activities began, 
and the northbound violation rate was 15. 4 percent 
before and 14. 8 percent after. The ineffectiveness 
of the enforcement techniques at Northgate indicates 
how design and continuity of HOV roadway facilities 
affect conunuter driving characteristics and com­
pliance rates. In the southbound direction the com­
muter wanting to travel in the express lanes needs 

After 
Violation Violation Confidence Significant 

Category Rate(%) Rate(%) Level(%) Reduction 

All ramps and all main-line locations 28.1 17.4 95 Yes 
Non-3-to-2 ramps and all main-line locations 28.5 18.9 95 Yes 
All main-line locations 28.3 19.l 95 Yes 
Northgate SB 30.4 28.2 95 No 
Northgate NB 15.4 14.8 95 No 
175th SB 17.4 8.5 95 Yes 
l 75th NB 38.5 23.9 95 Yes 
All ramps 27.3 12.3 95 Yes 
Non-3-to-2 ramps 30.1 17.9 95 Yes 

Note: Equation for testing a significant difference between the means of before and after HOV lane violations: If 
X 1 - X2 > Kan• then the difference is significant. 

an~ (a 12/N1 + a22/N2)
1

/
2 

where 

X mean, 
K critical value oft distribution, 
a standard deviation, and 
N sample size. 
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FIGURE 3 Before and after violation rates. 

to position his vehicle in one of the two left (in­
side) freeway lanes, the furthest inside lane re­
served for HOVs. To avoid missing the express lane 
entrance and possible accidents, the maneuver must 
be performed at a safe distance before entering the 
express lanes. 

The consistent southbound HOV lane violation rates 
at Northgate indicate that the top priority for some 
commuters is to gain access to the express lanes. 
Adhering to the minimum occupancy requirements at 
this location appears to be less important and rela­
tively inelastic with regard to enforcement. 

In the northbound direction the HOV lane begins 
at Northgate where the general traffic express lanes 
end. Violation rates at this location were relatively 
low and remained unaffected by the enforcement ac­
tions. A plausible explanation for this is that 
these violators were not conscious that the HOV lane 
designation had begun and represented a core group 
that cannot be influenced initially by enforcement 
activities. 

HOV On-Ramp Bypass Lan~s 

Overall ramp violation rates fell from 27.3 to 12.3 
percent (a 55 percent decrease) after the pilot 
project enforcement activities were implemented. 
Again, the change from three to two occupants con­
tributed to this reduction. The violation rate at 

ramps that had no change in occupancy restriction 
decreased 40.5 percent from 30.1 to 17.9 percent, 
and violations at the ramps for which the occupancy 
restriction was reduced from three to two decreased 
61 percent from 24.1 to 9.4 percent. Figure 3 shows 
the before and after violation rates observed at 
each ramp included in the study. 

Average automobile occupancy on the ramp HOV by­
pass lanes also changed after the project was ini­
tiated. Figure 4 shows how all southbound ramps north 
of Northgate registered an increase in average vehi­
cle occupancy as a result of lower violation rates. 
South of Northgate, three of the four southbound 
ramps the carpool definition for which changed from 
three to two occupants showed decreases in automobile 
occupancy. This was caused by the addition of two­
occupant vehicles to the HOV lane. Only the Northeast 
45th Street on-ramp registered an increase in auto­
mobile occupancy. This occurred because the enforce­
ment program reduced the ramp's high, 60 percent, 
single-occupant vehicle violation rate proportion­
ately more than the increase in the two-occupant 
vehicles that used the HOV bypass as a result of the 
change from three to two occupants. 

Comparison of Enforcement Techniques 

As the project unfolded it became impossible to com­
pare empirically the relative effectiveness of the 
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two enforcement techniques in reducing HOV lane vio­
lations. Media coverage and commuter familiarity 
with HERO signs resulted in hotline reports on vio­
lations for all the HOV facilities on I-5 and even 
on some HOV lanes outside the corridor. 

For example, the southbound ramp at 236th South­
west in Snohomish County was the most northerly ramp 
included in the study. It was considered the study's 
control ramp. No enforcement activities (i.e., HERO 
signs or WSDOT observers) were implemented on this 
ramp. Eighty-five of the 300 reported ramp HOV bypass 
lane violations, however, referred to this location. 
The southbound ramp at 175th also had no HERO sign 
but had the greatest number of reported violations 
of any ramp. 

The HERO hotline proved more accurate and cost­
effective than the use of WSDOT observers. Of the 
HERO reports received, 84 percent provided license 
numbers and vehicle descriptions that matched the 
State Department of Licensing registration records. 
WSDOT observers provided accurate information in 77 
percent of their reports. Project staff concluded 
that this difference occurred because the WSDOT ob­
servers were stationary whereas HERO reports came 
from motorists, including many carpools, traveling 
behind the violating vehicle. 

The HERO element of the pilot project cost ap­
proximately $16,150 from February 14 to June 30: 

Postage, materials 
Computer programming 
State DOT staff (2 positions for 5 months) 
Answering machine 
Total 

$ 1,500 
4,000 

10,500 
150 

$16,150 

The HERO line received approximately 50 calls per 
working day for a total of 3,715 calls providing 
correct information on violating vehicles. The cost 
was $4.35 per HERO violation report. 

Public Opinion 

In general, public opinion about the enforcement 
project was positive. Many HERO line callers were 
pleased that the WSDOT was taking steps to enforce 
the HOV lane regulations. WSDOT staff manning the 
HERO line noted that commuters were acutely aware of 
their commuting environment and eager to share ex­
periences they encountered during their commute, 
HERO provided a mechanism for the public to partici­
pate in the enforcement of the HOV lanes and an out-
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let for commuter frustration generated by a feeling 
of helplessness when witnessing HOV lane violations. 

During the course of the project, WSDOT staff 
noted that HERO line callers perceived a decrease in 
the number of HOV lane violations. Although no at­
tempt was made to quantify the change in commuter 
perception, it nonetheless was an important indicator 
of the project's effectiveness. On the average, the 
WSDOT received one negative call or letter per day 
about the HERO program. 

The media covered the pilot enforcement project 
extensively, particularly the 764-HERO hotline. Local 
newspapers carried several feature stories. Some 
articles raised a "Big Brother" image of the hotline, 
but the media attitude was positive and never branded 
the program as invasive. 

Variable Carpool Definition 

Each of the ramps for which the restriction was 
changed from three to two occupants showed an in­
crease in HOV bypass lane volume as shown in Figure 
5. This increase was due primarily to the addition 
of large numbers of two-occupant vehicles, as shown 
in Figure 6 for the southbound Cherry-Columbia ramp. 
Data were not available to determine how much of the 
increase in two-occupant vehicles came from existing 
two-occupant carpools shifting from other ramps and 
how many were new carpools. 

Motorist confusion and higher violation rates did 
not occur in the corridor after the change from three 
to two occupants. The absolute number of two-occupant 
vehicles violating the HOV restrictions north of 
Northgate did not increase after the change from 
three to two occupants for the HOV facilities south 
of Northgate. 

The project team held meetings with Seattle and 
Shoreline district court representatives. The Seattle 
District Court's jurisdiction extends north to North­
east 145th Street. The Seattle court handles between 
600 and 700 traffic violation cases per month. Typi­
cally 5 to 10 percent of these cases are for HOV lane 
violations and this percentage did not change after 
implementation of the change from three to two oc­
cupants. Of the HOV lane violators requesting hear­
ings after the change, 90 percent represented viola­
tions that occurred while passing another vehicle. 

Shoreline District Court has jurisdiction over 
the project area from Northeast 145th Street to the 
King-Snohomish County Line and handles about 800 
traffic-related cases per month. The Shoreline Dis-
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F1GURE 6 Cherry-Columbia HOV lane volume, southbound. 

trict Court representative indicated that the vari­
able carpool definition caused negligible confusion 
among those cited for HOV lane violations. The total 
number of HOV lane violations in January, 1 month 
before the pilot project was implemented, was 46. 
During May there were 44 HOV lane violations. 

CONCLUSION 

Overall HOV lane violations decreased by 33 percent 
and have remained low since the beginning of the 
project. Plans are for the WSDOT and Metro to expand 
the HERO program to all HOV lanes and ramps in the 
Seattle area. 

The changes from three to two occupants in the 
I-5 corridor continue to operate smoothly. The WSDOT 
will analyze all future HOV facilities to determine 
if they can be designated for vehicles with two or 
more occupants. 

The Seattle HOV enforcement and carpool eligibil­
ity project demonstrated that the commuting public 
can play an important role in directly improving 
compliance with roadway restrictions that give pref­
erence to high occupancy vehicles. The project also 
showed that motorists can adapt to changing carpool 
requirements within the same corridor. 

The key to the success of both elements of the 

project was an extensive, well-orchestrated public 
information campaign. HERO was presented in a posi­
tive and upbeat manner, overcoming early skepticism 
about its "Big Brother" connotation. Extensive home­
end marketing, advanced warning, and good signage 
succeeded in educating and informing the public about 
the change to a variable carpool definition in the 
corridor. 
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