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Consumer Trade-Offs Between Mobility Maintenance and 

Gasoline Savings 

JOANNA M. BRUN SO and DAVID T. HARTGEN 

ABSTRACT 

Gasoline use in New York State has steadily declined since 1978. However, travel 
has steadily increased since 1968, set back only twice by the oil crises of 1973 
and 1978. Two analyses were performed to examine this phenomenon: First, aggre
gate trends in travel, fuel use, price, and efficiency were used to determine the 
general nature of consumer trade-offs between fuel use and travel. Second, three 
statewide surveys of consumer response (performed in 1979, 1980, and 1982) were 
examined for their impact on travel. The trade-offs were clarified by relating 
conservation impacts to changes in energy use and method of travel. The study 
found that shifts to fuel-efficient automobiles have helped consumers save 
significant amounts of money formerly spent on gasoline. However, it was found 
that consumers were reinvesting some of these savings in additional travel. Con
sumers claimed to take actions to limit nonwork travel, but when actual trip 
rates, trip distances, and incidence factors were applied to the survey responses, 
it became apparent that the major conservation strategies were work and car re
lated. The authors inferred from the data that after an initial reduction in 
travel in response to gasoline shortages in 1979, consumers appeared to have in
vested some of the savings made possible by more fuel-efficient automobiles in 
additional nonwork travel in order to regain the household travel patterns that 
were most satisfying to them. 

Gasoline is a key fuel in transportation energy use 
and is particularly crucial because it is essential 
to general public mobility. Since the oil shortages 
of 1973-1974 and 1979, significant efforts have been 
made in transportation planning to conserve energy. 

To a large extent, plans and programs have 
focused on work travel as the primary target of con
sumer response to shortages. But work travel repre
sents only 32 to 40 percent of all travel (l:_-ll, 
leaving most travel unaffected by conservation plans. 
The purpose of this study is to examine the ways 
consumers have responded to energy restrictions and 
pr ice increases, and the changes in consumer focus 
that have occurred in the wake of the 1979 energy 
crisis. This assessment is made through two analyses. 
First, state-level trends in travel, fuel use, price, 
and car efficiency are used to determine consumer 
trade-offs. Second, three statewide surveys of con
sumer responses (performed in 1979, 1980, and 1982) 
are examined for their impact on work, nonwork, and 
other actions. The conservation impacts are then re
lated to changes in gasoline use (energy conserved) 
and changes in vehicle miles of travel (VMT). By 
examining the trends of all these factors since 1978, 
the year of highest gasoline consumption, it should 
be possible to understand the trade-offs consumers 
are making to cope with changes in energy price and 
supply. 

BACKGROUND 

A number of studies exist on consumer response to 
the 1973 to 1974 and 1979 energy crises (4-19). Most 
studies focused on consumer response to pr ice rises 
and shortages. These studies determined that it was 
a shortage of fuel rather than an increase in price 
that initially compelled consumers to conserve. In 
both cases, consumers emphasized small nonwork ac-

tions in terms of frequency of response, but less 
frequent major actions accounted for most of the 
energy saved. The introduction of more fuel-efficient 
automobiles in the late 1970s stimulated car pur
chasing behavior during the 1979 crisis. One study 
found that vehicle fleet turnover was the largest 
single energy-saving action. This in turn allowed 
household travel to return to precr is is patterns. 
Subsequent studies also showed that consumers even
tually returned to "normal" travel patterns. 

RECENT TRENDS IN TRAVEL AND ENERGY USE 

Figures la through ld show the recent New York State 
(NYS) trends in annual vehicle miles of travel, 
gasoline use, gasoline pump pr ice, and on-the-road 
average automobile efficiency. National data are 
similar (20-21). NYS travel has increased steadily 
since 1968, set back only twice by the oil crises of 
1973 and 1979. Gasoline use has declined steadily 
since 1978. At the time of the shortages, gasoline 
prices climbed rapidly. By 1978 domestic automobile 
manufacturers began to make fuel-efficient automo
biles increasingly more available. As more of these 
automobiles entered the used automobile market and 
the "gas guzzlers" of the past were retired, on-the
road automobile efficiency increased steadily. 

The thesis of this paper is that a complex inter
action among travel, gasoline usage, gasoline price, 
and car efficiency is responsible for these trends. 
As the fuel efficiency of the average automobile 
rises, less gasoline is needed to travel a given 
distance. If the rise in efficiency outpaces the rise 
in gasoline demand, pressure on demand will drop, 
and gasoline prices will go down. Because fewer dol
lars are being spent on gasoline for current travel 
patterns, household funds can now be reinvested in 
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FIG URE 1 Recent trends in travel and energy use: (a) vehicle miles of travel, (h) annual highway 
gasoline usage, (c) nominal pump price, and (d) on-road automobile fuel efficiency. 

other goods and services (including new automobiles) 
or be used to travel still more miles. In essence, 
households can reinvest gasoline savings in travel 
that might have been foregone under tighter 
financial circumstances. 

Table 1 and Figure 2 show recent trends in NYS 
gasoline use and VMT. In the 1979 energy er i.si.s, 
gasoline consumption dropped about 340 million gal 
from 1978, while travel dropped 3.68 billion VMT 
from 1978. Statistics for 1980 showed continued 
drops. But since 1980, travel has slowly increased 
from its low point of 77.62 billion VMT, and 1983 
numbers show that travel totaled 83.78 billion VMT, 
or 6 .16 billion VMT above the 1980 low. However, 
gasoline consumption has continued to fall. (Gasoline 
in NYS is used about 98 percent of the time for pri
vate or personal travel.) Although the VMT changes 
might partly be due to background population growth 
or demographic shifts, the VMT changes between 1980 
and 1983 (+7. 9 percent) are more than 10 times as 
fast as population changes in the same time period. 

Additional travel above the 1980 low point may be 
thought of as additional mobility needs expressed 

TABLE 1 Gasoline Reinvested in Travel, N cw York, 1978 to 1983 

through actions. The gasoline necessary for addi
tional travel may be thought of as gasoline that 
could have been saved, had travel remained at 1980 
levels. However, consumers appear to have chosen to 
purchase more gasoline, in exchange for increased 
mobility, rather than to save gasoline. 

Figure 2 shows how much gasoline would be needed 
to power the increased mobility. For instance, in 
1983 about 350 million gal of gasoline would have 
been required to power the additional 6.16 billion 
VMT. The 350 million gal of reinvested gasoline came 
partly from increases in fuel efficiencies ( .20 = 
6.16/17.38 - 6.16/16.45) and partly from gas oline 
that was "not saved" (.35 - .20). The authors inter
pret the 350 million gal as conservable gasol ine that 
was spe.nt to a.llow growth in mobility. Compared with 
the savings alreaCly achieved between 1978 a nd 1983 
(820 million gal) the amount of reinvested gasoline 
is considerable and is growing as a percentage of 
savable gasoline. 

In the authors' view, consumers are using im
provements in vehicle efficiency, combined with 
selected additional gasoline use, to travel more. A 

Basic Data Change from 197 8 Rebound After 1979 
Source of Reinvested Gasoline 

Gasoline Travel Gasoline Travel Reinvested Percent Reinvested 
(gal mil- (VMT (gal (VMT Travel Change Gasoline to Fuel Effi- Gasoline as Percent of Total 

Year lions) billions) Mpg• millions) billions) from 1980 Support £-.Tb ciency Not Sold Savable 

1978 6.29 81.50 14.00 
1979 5.95 77.82 14.50 -.34 -3.68 
1980 5.67 77.62 14.90 - .62 -3.88 
1981 5.57 79.13 15.60 -.72 -2.37 +1.51 - .10 - .10 .00 12 
1982 5.62 80.48 16.45 -.67 -1.02 +2.86 - . 17 - .05 - .12 20 
1983 5.47 83.78 17.38 -.82 +2.28 +6.1 6 -.35 -.20 -.15 30 

aAvg automobile efficiency, 
hcolumn 8 = Column 7 /Column 4, 
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FIGURE 2 Trends in travel and gasoline use in New York State. 

considerable and growing portion of the gasoline po
tentially savable (30 percent in 1983) is being re
invested in more travel by way of greater fuel effi
ciency and other factors. 

CONSERVATION TRADE-OFFS 

To better understand conservation trade-offs, the 
New York State Department of Transportation (NYSDOT) 
conducted a series of telephone surveys that inves
tigated many actions consumers took to conserve 
gasoline. The first of these surveys was taken in 
October of 1979, shortly after the 1979 oil crisis. 
This was followed in October of 1980, and again in 
January of 1983 (1982 data). The surveys were of the 
simple-random-sample type and were representative of 
the number and gender of the population within the 
various counties of the state. Details of these 
studies are available in other documents (14,22-~. 

Initial and Subsegue_n t Responses to the 
1979 Crisis 

Results of the percent responses to these surveys 
are summarized in Table 2. The 1979 data indicate 
that "small-frequent" options, such as trip chaining, 
driving slower, and increased maintenance, were most 
frequently mentioned by consumers. Reducing vacation 
travel was also an important response, given the 
timing of the shortage (summer 1979). Mode switching 
behavior was not frequently mentioned. During the 
1979 crisis, a surprisingly large percentage of con
sumers also mentioned "buy fuel-efficient cars" as 
an action to conserve fuel. Although the authors 
recognize that the lack of a clear baseline (i.e., 
1978 behavior) clouds these data, they nevertheless 

believe that the data show the overall pattern of 
1979 responses. 

The responses to the 1980 survey generally paral
leled the previous survey. The percentage of af
firmative responses was highest in the nonwork ac
tions category, and was greater in 1980 than in 1979. 
But mode shifting (transit to work and carpool to 
work) declined slightly in frequency, Upstate New 
York residents placed more emphasis on shopping ac
tions; persons aged 65, households without automo
biles, and low-income households adopted fewer ac
tions than others. 

NYSDOT repeated the survey in early 1983. Data 
were collected in the same fashion as in earlier 
surveys. The 1983 survey shows that conservation be
havior was far more prevalent in 1983 than in 1980 
or 1979, only 2 years earlier. Of 17 items compared 
in Table 2, all but 1 ("drive slower") were up in 
frequency of response, and the increase was substan
tial. 

It appears that by 1983 a conservation attitude 
had permeated a much broader spectrum of society. 
The i terns most frequently mentioned and increasing 
most rapidly were "combining shopping and other 
trips," "shopping closer to home," and "shopping on 
the way home from work.• Included among the top
ranked actions were three actions that were not in
cluded in the previous surveys: "sharing rides to 
nonwork activities," "choosing social and recrea
tional trips closer to home," and "walking and 
bicycling to nonwork activities." 

Energy Savings from Conservation Actions 

An estimate of the gallons of gasoline saved by each 
household can be calculated from these data by ap
plying trip rates developed either from these or 
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TABLE2 Actions to Conserve Gasoline Taken in 1982 

Area 
Household Income ($000s) 

West/ 
1979 1980 1982 t.1982- NYC LI Rock Upstate <10 10-25 >25 

Ra11k 0Hkr (N•I,520) (N=l,560) (N= 1,503) 1980 (N=585) (N=95) (N=223) (N=600) (N=309) (N=565) (N=496) 

I. Combine shopping and 
other trips 47 54 76 +22 71 76 76 80 66 82 78 

2. Shop closer to home 41 47 65 +18 68 66 57 64 71 70 58 
3. Share rjdes to nonwork 

activities 59 53 60 67 63 51 63 60 
4. Make fewer shopping trips 35 53 54 +I 48 53 46 61 59 58 47 
5. Choose social and recreational 

activities closer to home 52 52 54 44 5 I 54 58 46 
6. Walk or bicycle to nonwork 

activHies 51 58 49 45 45 45 53 52 
7. Shop on way home from 

work 24 30 50 +20 52 43 48 51 27 58 58 
8. Use a train, bus, or airplane 

for vacation 16 21 45 +24 56 42 52 33 37 43 52 
9, Driver slower 42 43 35 -10 28 36 29 41 26 38 38 

I U. Have car tuned more otten j/ i <> 29 .. 3 1; ii 20 34 i7 J~ JJ 

11. Take bus or subway to work 15 14 28 +14 50 20 10 22 30 29 
12. Take bus or subway more 

often for nonwork 
activities 15 15 25 +10 43 16 20 II 29 29 19 

13. Buy fuel-efficient car 15 17 25 +8 19 31 25 30 14 26 33 
14. Vacation closer to home 17 19 22 +3 21 21 15 26 16 28 21 
15. Cancel a vacation trip 16 12 18 +6 18 18 12 18 20 19 15 
16. Walk or bicycle to work 8 II 16 +5 18 7 17 16 10 20 17 
17. Carpool to work 14 13 14 +I 10 7 16 18 8 16 16 
18. Job closer to home 5 4 II +7 10 15 15 II 6 16 II 
19. Sell car (do not replace) 8 5 7 +2 7 7 4 6 5 7 2 
20. Move closer to work 2 3 7 +4 8 6 5 7 6 9 7 

Note: Values given in table are percentage of respondents mentioning these actions. Dashes indicate data not available, 

other surveys, along with assumptions concerning the 
opportunity to curtail energy use. 

There are two methods of undertaking this compu
tation: the simplified method used by Neveu et al. 
(,!) and a more detailed method used for the 1903 
data only (~).Both methods yield similar results. 

For both methods, the savings in fuel is calcu
lated as follows : 

where 

L 

weekly savings for action j for household 
i, 
t r ip l ength befor e (b) and after (a ) the 
change in behavior, 

(I) 

R trip rate (per week) before and after change 
in behavior, 

mpg • miles per gallon of average automobile, 
z 1 if action taken, O if action not taken, 

and 
I = incidence factor (the percentage of conser

vation opportunities that are actually taken 
advantage of). 

weekly savings for each household can then be deter
mined by summing the 18 actions proposed or each ac
tion can be analyzed separately or in relation to 
the other actions: 

l 8 
S;= E S;; 

j=l 
(2) 

The total weekly savings for NYS can be computed 
by expanding the survey by the number of households 
in the state. Thus, 

N 
NYS weekly savings= E (Su) (6.4 million households/N) (3) 

l=I 

where N is the number of respondents in each survey. 
The simplified method uses a single estimate of 

trip length and rates for each action j and one 
overall inc'idence factor for all actions. The inci-

dence factor is determined by comparing the estimated 
total savings from Equation 3 with the actual savings 
shown in Table 3. The computation in Equation 3 
yields a total savings of 2,141 million gal for 1982 
compared to 1970. However, Table 3 shows that the 
actual 1982 savings in gasoline is only 665.0 mil
lion gal, or about 31 percent of the total possible. 
The reason for this difference is that not every op
portunity for savings actually results in conserved 
gasoline. In other words, the incidence factor is 
about 0.31. Similar factors for 1979 and 1900 are 26 
percent and 46 percent, respectively. 

Table 4 shows the NYS energy savings from each 
action for each year. If these savings are summed 
over all of the actions, the total number of gallons 
saved in the average week of the year indicated i s 
computed for NYS. This number can then be divided by 
the number of households to arrive at the average 
savings per household per week. The data in Table 4 
show that since 1979 the greatest fuel savings has 
been achieved through automobile-related actions, 
but that this proportion is declining. The major 
proportion of these savings has been attributed to 
the purchase of more fuel-efficient automobiles. 
During 1979, 44 percent of all savings were due to 
automobile-related actions; by 1902 this proportion 
had declined to 34 percent. As the automobile fleet 
ages, the gas guzzlers of the past are being phased 
out; by 1980 (and even more so in 1982) consumers 
also sought more fuel-efficient used automobiles. 

Nonwork savings are attributable to shopping-re
lated and vacation actions. T09ether, these have 
varied little as a proportion of savings, rising from 
30 percent in 1979 to 34 percent in 1980 and 1982. 

Each of the shopping actions saves a small amount 
of fuel. From a gallon-saved point of view, shopping 
on the way home from work and shopping closer to home 
appear to be most effective. However, the data in 
Table 4 show that shopping actions, al though men
tioned by an increasing percentage of the respondents 
as the years progress, accounted for a decreasing 
amount of energy saved in terms of absolute gallons 
and percentage of t ot al fuel sold. 
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TABLE 3 New York State Gasoline Savings Since 1978 

D. Gallons 
No. of Haus&- Fuel Sold Gallons per D. Gallons Change per D. Gallons per 
holds in NYS per Year Household from Pre- Household D. Gallons Household per 

Year (x 106 ) (gol x 103) per Week vious Year per Week from 1978 Week from 1978 

1978 6,286,240 19.05 
1979 6.345 5,949,97 5 18.03 -336,265 -1.02 -336,265 -1.02 
1980 6.449 5,668,563 16.90 -281,412 - .84 -617,677 -1.84 
1981 6.449 5,569,749 16.61 - 98,814 - .29 -716,591 -2. 14 
1982 6.523 5,620,407 16.42 + 50,658 + .15 -665,833 -1. 96 
1983 6.5 63 5,467,682 16.02 -152,725 - .45 -818,558 - 2.40 

TABLE4 New York State Weekly Savings per Week 

Energy Savings by Actions Already Taken 

1979 

Gal 
Action (x106 ) Percent 

Work-related 
Bus/subway 0.84 13 
Carpool 0.52 8 
Walk/bike 0.13 2 
Subtotal 1.49 23 

Shopping-related 
Shop closer to home 0.32 5 
Combine shop/other 0. 13 2 
Shop less often 0. 19 3 
Bus/subway to nonwork 0.19 3 
Shop on way home from work 0.26 ...± 
Subtotal 1.09 17 

Car-related 
Tune-up 0.38 6 
Drive slower 0. 13 2 
Buy a more fuel-efficient car 1.29 20 
Sell a car (do not replace) hQl !.Q_ 

Subtotal 2.8 3 44 
Vacation 
Cancel a vacation trip 0.26 4 
Change mode for vacation 0.52 8 
Vacation closer to home 0.06 I 
Eliminate RV or boat 

Subtotal 0.84 13 

Moves 
Move closer to work 0.06 I 
Job closer to home 0.19 l 
Subtotal 0.25 4 

Total weekly savings 7.2 JOO" 
Total annual savings 

Weekly savings per household J.02 

8Columns may not add to zero due to rounding errors. 

Figure 3 is essentially a blow-up of the lower 
portion of Figure 2, with more detail on the nature 
of these savings. The drop in gasoline sales since 
1978 is apportioned to the various categories of ac
tions, so that the area between the gasoline use 
curve and the x-axis is divided into the indicated 
conservation actions. Points A, B, and C represent 
the trend using the simplified method. Points o, E, 
F, and G represent the trends using the more detailed 
method. 

As can be observed, over the years the proportion 
of conserved gasoline attributed to work has in
creased, while automobile, vacation, and nonwork 
conservation has decreased. By inference, automo
bile-related savings appear to have peaked in 1981. 
Because the three additional conservation actions 
(sharing rides for nonwork travel, walking or bi
cycling to nonwork activities, and choosing social 
and recreational activities closer to home, all under 
point G in Figure 3) were not surveyed in all three 

1980 1982 

Gal Gal 
(x106 ) Percent (xl0 6 ) Percent 

1.30 II 2.3 18 
1.07 9 1.1 8 
0.24 _1_ 0.2 _1_ 

2.61 22 3.6 28 

0.48 4 0.6 5 
0.35 3 0.3 2 
0.48 4 0.3 2 
0.24 2 0.2 2 
0.47 ...± _Q,§ _2. 

2. 02 17 2.0 16 

0.47 4 0.4 3 
0.24 2 0.1 I 
2.85 24 2.8 22 
ill _l_Q 1..! 8 

4.75 40 4.4 34 

0.35 3 0.3 3 
1.30 II 1.8 14 
0.24 2 0.2 1 
0.12 -1.. 
2.01 17 2.3 18 

0.24 2 0.2 2 
0.24 ~ 0.3 l 

___Q,_i§ 4 _QJi 
11.88 JOO 12.8 JOO 

617.7 665. 8 
1.84 1.96 

years, it is reasonable to assume that a significant 
amount of the nonwork-related gasoline conserved 
would have been attributed to these actions in pre
vious surveys. It is also clear that had these ac
tions not been included in the 1982 survey, conser
vation of gasoline attributed to nonwork other than 
vacation would have shown a more significant 
decrease. 

POLICY IMPLICATIONS AND CONCLUSIONS 

The responses in each of the three surveys have shown 
that NYS consumers are saving considerable amounts 
of gasoline compared with 1978. A significant number 
of respondents mentioned trip planning, nonwork 
activities occurring closer to home, and other non
work actions as gasoline savers, but when gallons 
conserved were estimated, more gallons were conserved 
through automobile and work actions than any other 
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FIGURE 3 Allocation of gasoline conserved by types of conservation 
actions. 

group. Furthermore, when incidence and trip rates 
determined by the survey were applied in the compu
tations, savings through automobile actions were a 
bit smaller and gallons saved commuting to work were 
a bit larger. 

The following conclusions may be drawn: 

• Shifts to more fuel-efficient automobiles have 
helped consumers save significant amounts of gaso
line. However, as the fleet ages and older automo
biles are retired from service, the benefits of 
fuel-efficient automobile purchases may decrease. 
With annual VMT rising, cars will have to become even 
more efficient or other strategies will have to be 
found to maintain conservation levels. 

• Consumers are abandoning a "drive slower" at
titude. They appear to believe that driving slower 
is not worth the effort or loss of time involved. 

• Consumers have chosen automobile- and work
related actions as strategies to reduce gasoline cost 
and consumption. 

• Consumers have made less of an effort to con
serve gasoline in nonwork travel. There may be many 
reasons for this, including habit, consumer wants, 
and a feeling that it is just not worth the effort. 
However, the large percentage of respondents who re
plied affirmatively to actions involving shopping, 
sharing rides to nonwork activities, and walking and 
bicycling suggests that consumers do think about not 
using gasoline, whether for energy conservation or 
cost containment. Although it is not entirely clear 
why these strategies are not used (as shown in the 
trip tables), it may be that undertaking one or two 
of these actions a month may satisfy the respondent's 
perception of conservation although ac tually con
tributing little to total conservation. 

• Consumers appear to be reinvesting some of 
the potential savings in increased travel. In 19B3, 
JO percent of the savable energy was reinvested. 

Within little more than a decade, consumers have 
experienced two oil supply shortages and a subsequent 
sharp increase in pr ices. Trade-offs have gradually 
been made in travel behavior to return to precr is i s 
patterns. As long as more fuel-efficient automobiles 
are purchased, less fuel-efficient automobiles are 
retired from service, and some work-related conser
vation actions are practiced, NYS consumers will 
likely continue to make trade-offs. Some gasoline 
prices will rise rapidly (given the free market ap
proach and absence of controls advocated by the cur
rent federal administration) and continue to rise 
until demand is curtailed. Consumers who have 
recently purchased more fuel-efficient cars will not 
immediately purchase newer automobiles. The demand 
for newer automobiles may well come from lower-income 
groups who have not yet purchased newer vehicles. 

The study suggests that consumers know how to 
conserve gasoline very well. When asked whether they 
had taken any of the conservation actions, consumers 
replied that they had conserved by trip combining, 
shopping closer and more efficiently, sharing rides 
with neighbors and friends, and bicycling or walking 
to social and recreational sites. Furthermore, the 
percentage responding yes to these ac tions increased 
each year. However, when actual trip r ates , incidence 
rates, and trip d i stances were applied to these 
responses, it became apparent that the major conser
vation strategies were work and car related. Shopping 
actions contributed little to conservation. Most 
nonwork conservation was contributed by vacat i on-re
lated actions, particularly in 19B2, but it is not 
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clear whether this was caused by the recession rather 
than conservation . 

The study also related trade-offs in gasoline use 
and the expansion in travel to the pattern of con
servation <tc t i vi ties. The expansion of the economy 
was accompanied by an expansion of automobile sales, 
both new and used. Because many of the pre-1978 gas 
guzzlers have not yet been retired from service, and 
because even more recent trades may involve improve
ments in fuel efficiency, the overall fleet effi
ciency will probably continue to increase. This will 
continue to allow consumers the option of conserving 
gasoline or driving more. 

The findings suggest that a complex goal-oriented 
household decision structure is guiding family travel 
behavior. The patterns of the behavior (initial 
"shock" savings and subsequent new car purchasing, 
followed by a rebound of selected travel patterns) 
are clear; the causes can only be speculated on. A 
constant real or rela t i ve travel budget may be guid
ing the proc ess, but c ur rent data c a nnot answer this. 
What is clear is that households are flexible and 
resourceful in saving gasoline in a crisis, and are 
equally adept at regaining mobility in the wake of a 
crisis. 
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Environmental Concerns of Natural Gas Vehicles: 
Do We Know Enough? 

MARGARET K. SINGH 

ABSTRACT 

Vehicles powered by natural gas are currently used in the United States and other 
parts of the world. Although the number of such vehicles in the United States is 
small, there is a potential for substantial growth. An overview of natural gas 
vehicle technology, markets, and environmental concerns is provided, The environ
mentC:1l (.;OnC~LuS discussed aLe u.atu~al gao supply, ::~icci~~=, .e.~d safet~,". !t is 
concluded that more research is required in the areas of exhaust emissions and 
safety; no comprehensive data base exists in either area. The availability of 
natural gas does not presently appear to be a crucial issue. 

Vehicles powered by compressed or liquefied natural 
gas (NG) are currently in use in the United States 
and other parts of the world. The number of vehicles 
in the United States is small; estimates range from 
20,000 to 30,000, all in fleets (1,2). However, the 
Gas Research Institute (GRI) has projected that by 
the year 2000 from l to 4 million natural gas fleet 
vehicles might be operating in the United States (2_). 
The personal-use market is expected to develop after 
major fleet use begins (l,2,4). Because of the po
tential for such growth - and- because natural gas
fueled vehicles have different performance-, emis
sions-, and safety-related characteristics than those 
of gasoline- or diesel-fueled vehicles, the U.S. 
Department of Energy (DOE) sponsored a study to 
document what is known about environmental concerns 
related to natural gas vehicles <1>· This paper draws 
from the results of that study to provide an overview 
of natural gas vehicle technology, markets, and, in 
particular, environmental concerns. 

VEHICLE TECHNOLOGY, FUELING, AND OPERATION 

Natural Gas Vehicle Technology 

Most current natural gas vehicles are powered by 
spark-ignition (SI) engines and have been converted 
to operate on both gasoline and natural gas. The 
natural gas is stored on board in compressed form at 
high pressure (approximately 2,400 psig) in steel 
cylinders: these ve.hicles are therefore called com
pressed natural gas (CNG) vehicles. The pressure is 
reduced to near atmospheric as the natural gas flows 
through pressure regulators and is del.ivered to a 
gas-air mixer that meters the natural gas into the 
engine. Figure l illustrates a typical system. No 
changes are required in the SI engine, except perhaps 
for the alteration of spark timing to improve engine 
power in natural gas operation. A gasoline shutoff 
valve is activated when the vehicle is operating on 
CNG; a similar valve shuts off the CNG when the 
vehicle is operating on gasoline. Some CNG vehicles 
have been designed to operate exclusively on natural 
gas; engine parameters (e.g., compression ratio) can 
then be optimized for natural gas. Ford Motor Com
pany, in particular, has built several such "dedi
cated" CNG demonstration vehicles and is currently 
providing 27 of them to gas utilities for a 2-year 
test program <1>· 

The CNG cylinders are the dominant i terns in the 
natural gas vehicle system, accounting for much of 
the added weight, volume, cost, and operational con
straints (!.). Current CNG cylinders typically weigh 
100 lb or more and have a capacity of 325 standard 
ft' (scf) , or the equivalent of approximately 2. 6 
gal of gasoline. A two-cylinder system, which adds 
approximately 250 to 300 lb to a converted dual-fuel 
vehicle (and occupies a significant portion of the 
car's trunk volume), can thus provide a driving range 
of only 60 to 120 mi. 

Design of lightweight cylinders for automobiles 
is under way and might include high-strength steel, 
aluminum alloy, or composite structures. For example, 
according to G. Peitsch, Ford Motor Company, Ford's 
dedicated CNG vehicles use aluminum composite cylin
ders. An alternative gas storage concept being ex
plored involves adsorption of methane on molecular 
sieves or activated carbon particles at pressures of 
350 to 400 psig (8). Roughly twice the gas could be 
stored in this mai;'ner as in the high-pressure tanks 
currently in use. 

Vehicles with SI engines have also been converted 
to run on liquefied NG (LNG). Figure 2 is a schematic 
of an LNG system that has been used for a number of 
years in dual-fuel automobiles and trucks. It fea
tures a low-pressure (5 to 60 psig), cryogenic 
(<-259°F) tank mounted in the trun.k. /\. combination 
pressure regulator/heat exchanger reduces pressure 
and vaporizes the LNG, if necessary, befnre delivery 
to the gas-air mixer. As in CNG systems, no changes 
are required to SI engines. Single-fuel LNG vehicle 
conversions have been displayed, but vehicle kits 
for such conversions are not commercially available. 

The LNG tank permits a much greater travel range 
(200 to 400 mi) than CNG cylinders. An 18-gal tank 
that typically weighs 75 to 100 lb contains roughly 
the equivalent of 12 gal of gasoline. Like the CNG 
cylinder, it occupies more space than a gasoline 
tank. The LNG tank is made of steel and features 
double-wall construction, with the inner shell 
thermally isolated from the outer shell as much as 
possible. In the future, LNG tanks may be made 
lighter and more compact through the use of more ef
f ioient tank shapes, better material combinations 
(e.g., use of aluminum alloys), and more effective 
insulation. 

Conversion kits designed to allow vehicles powered 
by compression-ignition (CI) engines (i.e., diesel) 
to operate on natural gas have only recently become 
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FIGURE 1 Vehicular CNG system for spark-ignition engines (1,6). 

conunercially available (according to L.C. Elder of 
Columbia Gas System and R.R. Tison of E.F. Technol
ogy, Inc.). For such vehicles to operate on natural 
gas, ignition aids are required; natural gas is a 
high-octane fuel that will not autoignite under 
pressure as diesel fuel will. Such ignition aids in-

elude chemical fuel additives, spark plugs, glow 
plugs or other heated surfaces, and pilot injection 
of diesel fuel (i.e., a small amount of diesel fuel 
is injected into the combustion chamber). In this 
last case, two fuel systems are required and opera
tion on natural gas alone is not possible. 

LNG TANK ASSEMBLY 
MODEL 11 
PIN1~ 
CAPACITY: 11 Gal 

LNG TANK AND 
FLOW COMPONENTS 

FILL Q.D 

FIGURE 2 Typical LNG conversion kit installation in a passenger car (1,9). 
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Fue ling Methods 

Two general approaches to the fueling of CNG vehicles 
are in current use. In slow filling, up to 80 
vehicles can be simultaneously fueled with CNG 
delivered trom a station compressor at approximately 
final-fill pressure. The time required for slow 
filling is a function of the number of compressors 
available, the size of piping and storage, and the 
number of vehicles being filled; up to 14 hr may be 
required. In fast filling, one or two vehicles at a 
time can be rapidly fueled from a cascade of high
pressure (3,600 psig) cylinders previously filled by 
a compressor, and fill time is only 2 to 5 min. A 
third approach, now under development, is the slow 
filling of vehicles from small compressors that may 
be located at private residences. In LNG vehicle 
fueling, the liquid fuel is fed from the station 
~turaye tank to a tli~penser under luw pressure. 
Several vehicles can be filled simultaneously, and 
fill time is approximately 10 min. 

Vehicl e Oper a t i on 

In principle, natural gas (both CNG an LNG) lends 
itself well to use in SI engines (.!_). The primary 
advantage of natural gas as an SI engine fuel is its 
high research-octane number (estimated to be as high 
as 130) compared with that of current gasoline (91 
to 95). This permits the use of engines with high 
compression ratios in vehicles designed specifically 
for natural gas, with accompanying fuel efficiency 
and performance benefits. In addition, broad flam
mability limits for natural gas allow engine opera
tion at leaner air/fuel mixtures than with gasoline, 
which further improves thermal efficiency. Moreover, 
the gaseous nature of the fuel improves cylinder-to
cylinder fuel distribution and reduces engine pump
ing losses by replacing air. 

On the other hand, natural gas has several dis
advantages as an automotive fuel. Its gaseous state 
tends to result in reduced wide-open- throttle engine 
power at all vehicle speeds. The natural gas dis
places intake air that would otherwise be inducted 
with partially liquid fuel and that would result in 
higher power output per piston stroke. Lean operation 
aggravates the power loss by limiting fuel input. 
The low flame speed of natural gas increases burning 
duration and thus decreases engine thermal effi
ciency. Some of these losses can be recovered 
through mixture enrichment at full load and advance
ment of spark timing. In a vehicle designed to use 
only natural gas, the power loss may also be elimi
nated by increasing the engine compression ratio and 
incorporating a turbocharger. 
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Conclusive data are not yet available on the 
potential fuel economy and performance of natural 
gas vehicles, particularly those that are optimized 
single-fuel vehicles. In one study, data on fuel 
economy and performance were collected from 13 CNG 
aml LNG fleets and seven tests of exper lmental 
vehicles (1). Most of the data were based on dual
fuel vehicles that were not fully optimized for 
natural gas operation. In all instances in which 
data were reported, power decreased with natural gas 
operation, whereas acceleration time increased (from 
20 to 55 percent where quantified). Many fleet 
operators reported substantial increases in fuel 
economy (up to 30 percent) , whereas some indicated 
substantial decreases (again 30 percent). The more 
controlled tests of experimental vehicles showed ap
proximately equal energy-equivalent fuel economy for 
natural gas and gasoline vehicles. Variance in the 

factors, including questionable energy-equivalency 
factors, differences in driving cycles, and var ia
tions in degree of engine optimization. The fuel 
economy and performance results of the experimental 
vehicles are shown in Table 1. 

In lieu of data on optimized natural gas vehicles, 
the Aerospace Corporation conducted a simulation of 
optimized natural gas vehicles and determined that 
energy efficiency gains of more than 20 percent could 
be achieved by light-duty, single-fuel LNG vehicles 
compared with gasoline vehicles with similar power 
<l>· Optimized light-duty, single-fuel CNG vehicles, 

however, achieved at most a 3 percent fuel economy 
gain, but acceleration was slower. When acceleration 
(and range) was comparable with that of a gasoline 
vehicle, CNG vehicle fuel economy declined 10 per
cent. 

Applicable compression-ignition (CI) vehicle data 
are minimal, and there are no data on fleet use. 
However, several sources indicate that the power and 
thermal efficiency of the natural gas-fueled CI 
engine are lower than those for normal diesel fuel 
operation at roughly half load, depending on system 
design parameters and engine speed, whereas power 
and efficiency are often increased at high load 
(10). Thus, the operating cycle of a diesel CI 
vehicle fueled by natural gas would greatly affect 
its efficiency and power. 

MARKETS 

Current worldwide Use 

Compressed natural gas has been used as a fuel for 
SI engine vehicles in Italy since the late 1930s; 

TABLE 1 Fuel Economy and Performance Data for Experimental Natural Gas Vehicles (1) 

Vehicle Percentage Change, NG Versus Gasoline 

Model Acce1eration Fuel 
Fleet Operator Year Use Power Time Economy 

CNG 
DOE/BETC' 1978 Light duty 
DOE/Bureau of Mines 1968-1970 Light duty Decreasec Increasec Decreasec 

DOE/EPA 1969-1980 Light duty -27 55 l 
Dual Fuel Systems, Inc. 1977-1981 Light duty/ -I 

medium duty 
General Motors Corpora-

ti on 1967 Light duty -15 

LNG 
Beech Aircraft Corpora-
ti on 1980 Light duty 

Shell Research, Ltd. 1970 Light duty - 24 13 

a[J.ETC- Uartlesville Energy Technology Center. 
bOrult :s no data reported. 
CNo specific value reported, 
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approximately 275,000 private and fleet vehicles 
there currently use it. This is by far the largest 
number in any country (1). New Zealand now has 65,000 
fleet and pr iv ate vehicles operating on natural gas 
(11). The Canadian government provides incentives to 
encourage the use of vehicles fueled by natural gas 
and other alternative fuels. In the United States, 
CNG is only used in fleet vehicles, of which there 
are currently 20,000 to 30,000 (1,2). Very few LNG 
vehicles are in operation here, p;-imarily due to the 
limited availability of this fuel. Several thousand 
CNG vehicles are estimated to be in use in other 
countries. 

Potential U.S. Markets 

The driving force behind the current and potential 
use of natural gas as a transportation fuel in the 
United States is fuel cost savings. Gaseous fuels 
for vehicles currently cost less, on an energy basis, 
than do liquid fuels. In 1982, the American Gas 
Association (AGA) estimated the delivered pr ice of 
CNG to be 45 cents less per gallon equivalent than 
the cost of gasoline (2). Some of these savings, 
however, may be eroded -in the future because the 
price of natural gas is projected to rise more 
rapidly than the cost of gasoline (10,12). 

Whether it will be economical f ;;- specific fleets 
(and eventually personal vehicles) to convert to 
natural gas will depend primarily on whether the fuel 
savings can offset the capital costs associated with 
conversion to natural gas. The current cost of con
verting fleets to CNG is estimated at $2,300 to 
$3,600 per vehicle (13,14). This includes the cost 
of the conversion itself($1,100 to $1,500) and the 
construction of the refueling station (13 ,15). The 
cost of an LNG conversion (vehicle only) is ~proxi
mately $2,200, whereas the station costs per vehicle 
should be lower than those for CNG (16,17). The cost 
premium of a high-production velum~ dedicated 
natural gas vehicle has been estimated to be one
third to one-half the cost of an after-market con
version (15). 

The fleet market is the focus of most discussions 
of potential markets for natural gas vehicles <.!-.!• 
10 ,17) • Fleet vehicles are particularly appropriate 
for~ueling with natural gas because (a) many fleet 
vehicles are fueled at a common point, which justi
fies the costs of a compressor and station, and (b) 
fleet vehicles are more readily accessible for main
tenance by specially trained mechanics (18) • Many 
types of fleets may use CNG. In a recent study con
ducted for New York State, the fleet types identified 
as being particularly appropriate for CNG conversion 
in that state included school buses and newspaper, 
postal, and parcel delivery fleets (!l_). The GRI has 
estimated in its baseline projection of u.s. energy 
demand that by the year 2000, 1 to 4 million automo
biles and trucks in fleets will be converted to 
natural gas (2_). 

Penetration in the personal-use automobile and 
truck market is expected to develop only after major 
fleet use begins (1,2,4). Public fueling stations 
will be expensive, - a°'iid- market prospects for per
sonal-use CNG vehicles will have to be more certain 
before such stations are developed. Drawbacks (such 
as high costs) associated with home compressors ap
pear to make their use in the near term even more 
uncertain. Projections of the potential for personal 
use of these vehicles are sparse. One report indi
cated that in 1995 approximately 12 percent of urban 
passenger vehicle miles of travel (VMT) could be in 
natural gas-fueled vehicles (19). However, the 
authors of this report caution that these figures 
actually indicate that there is a substantial market 
for any alternative-fueled vehicle with performance 
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similar to that of gasoline-powered vehicles and with 
lower operating costs. 

ENVIRONMENTAL CONCERNS RELATED TO 
NATURAL GAS VEHICLES 

The Argonne National Laboratory (ANL) state-of
knowledge report comprehensively documents the en
vironmental issues associated with natural gas 
vehicles and the regulations affecting them (5). In 
the following sections major areas of conce;n are 
discussed: natural gas supply, exhaust emissions, 
and safety. 

Natural Gas Supply 

A key concern about the use of natural gas as an 
automotive fuel has been whether adequate supplies 
of natural gas will be available during the next 20 
years. The United States has the world's third
largest proven reserves of conventional natural gas 
(198 x 10 12 scf in January 1981) (20). However, at 
a domestic consumption rate of about 18 x 10 1 2 scf 
per year, this supply will not last long. In addition 
to these reserves, however, there may be a much 
larger, although uncertain, quantity of potential 
natural gas from conventional and unconventional 
sources. Gas industry projections of supply indicate 
that the development of nonconventional sources of 
gas and Alaskan gas, as well as the increase of im
ported gas, can meet the nation's needs well into 
the 21st century (10). 

Although natura~gas availability does not appear 
to be a constraint on the use of natural gas as a 
vehicle fuel, if a large number of vehicles were 
converted to natural gas, the impact on the domestic 
natural gas consumption rate could be significant. 
However, the level of demand projected by GRI in its 
baseline estimates (0.3 quad by the year 2000) is 
clearly insignificant (2_). Only if a great number of 
fleets were converted and the personal-use market 
opened up would there be a significant incremental 
demand for natural gas. 

Exhaust Emissions 

Emissions of natural gas-fueled vehicles with SI 
engines will depend on the degree to which engine 
calibration and hardware configuration are optimized 
to take advantage of this fuel (1). For example, 
engine operation at the lean air/fu;l ratios allowed 
by natural gas reduces carbon monoxide (CO) and 
nitrogen oxide (NClic) emissions. Furthermore, be
cause gaseous fuels do not require fuel enrichment 
for satisfactory vehicle operation during cold-start 
operation (as do gasoline vehicles) , vehicle opera
tion on natural gas results in lower emissions of CO 
and hydrocarbons (HC) during cold starts. Because 
natural gas reduces engine power at all speeds, an 
additional spark advance is often used to recover 
some of this loss. This, however, causes HC and NOx 
emissions to increase. Alternatively, if the engine 
is designed for natural gas only, the compression 
ratio can be increased to improve fuel efficiency. 
This, however, causes increased HC emissions. Ex
perimental data are reviewed in the following para
graphs to illustrate more precisely the emissions 
impacts from the use of natural gas in vehicles. 
Available fleet data are limited and based on older 
model vehicles (1960s and mid-1970s) that used rela
tively rich air/fuel ratios in the gasoline model 
and therefore had high levels of emissions i these 
data are therefore not reviewed here [see Aerospace 



12 Transportation Research Record 1049 

TABLE 2 Summary of EmiBsions Data for Experimental Natural Gas Vehicles (1) 

Vehicle Percentage Change, 
NG Versus Gasoline 

Optimization 
f'lcct Operator 

Model 
Year Use Pornmetor IIC co NOx 

CNG 
DOE/BETC" 
DOE/Bureau of Min es 
DOE/EPA 
Dual Fuel Systems, Inc. 

1978 
1968-1970 
1979-1980 
1977-1981 

Light duty 
Light duty 
Light duty 
Light duty/ 

Performance 
Emissions 
Emissions 
Emissions 

150 -12 26 
-47 -87 -22 
150 -99 -20 
340 -96 -46 

medium 
duty 

General Motors Corpora
tion 1967 Light duty Emissions 0 -81 -50 

LNG 
Beech Aircraft Corpora

tion 
Shell Research, Ltd. 

1980 
1970 

Light duty 
Light duty 

Economy 
Economy 

Similar to gasoline 
-65 -80 47 

8 BETC =Bartlesville Engergy Technology Center. 

Corporation report (l) and ANL report (5) for further 
discussion of the fleet data]. -

Table 2 presents available data on experimental 
natural gas-fueled vehicles. The tested vehicles were 
dual-fuel vehicles and were not fully optimized for 
natural gas. Some of these vehicles were also older 
models. However, in general (and particularly when 
results of the more recent model years are examined), 
the table shows lower CO and NOx emissions but 
higher HC emissions with natural gas. 

Of particular interest in Table 2 are the results 
of DOE' s vehicle test program conducted at the En
vironmental Protection Agency (EPA) Ann Arbor Motor 
Vehicle Emissions Laboratory (shown as "DOE/EPA" in 
Table 2). Two dual-fuel vehicles (a 1979 Impala and 
a 1980 Diplomat) were tested with both gasoline and 
CNG. Spark timing was not changed and the air/fuel 
ratio was adjusted for minimum emissions at idle and 
light load. Emissions were measured over the EPA city 
and highway driving cycles in accordance with federal 
test procedures. As Table 2 shows, co and NOx were 
lower with CNG than with gasoline, and HC was higher. 

The increase of HC was significant, and the 1980 
Diplomat exceeded the applicable federal HC standard 
of 0.41 g/mi; this increase was due to higher meth
ane emissions. Levels of reactive nonmethane hydro
carbons (NMHC) were lower by 35 to 55 percent per 
mile. The NMHC fraction was reported to be 12 to 18 
percent for CNG compared with 56 to 87 percent for 
gasoline. Current automotive exhaui;t catalysts are 
relatively ineffective in eliminating methane, which 
is the most stable of exhaust HC and is thus diffi
cult to oxidize in these catalysts. Although methane 
HC emissions increase with natural gas operation, 
they are considered environmentally benign (1) • Be
cause methane HC emissions are nonreactive, they do 
not actively participate in processes that form 
photochemical oxidants or adversely affect the at
mosphere's ozone layer (~. In California (the only 
state known to have an emissions approval program 
for conversions to natural gas), approval is granted 
on the basis of NMHC emissions rather than total HC 
emissions. 

The DOE/EPA test program also found that when 
these dual-fuel vehicles were operated on gasoline, 
emissions of HC, CO, and NOx were 5 to 30 percent 
higher than those from the baseline gasoline vehicle. 
In some instances the applicable emission standard 
was exceeded. For example, although the baseline 1979 
Impala met the NOx standard, the converted vehicle 
operating on gasoline did not, although operation 
with CNG was in compliance. Other studies have re
ported similar increases (21). 

Also of interest in Table 2 is that NOx emis
sions were occasionally reported to be higher with 

natural gas operation. In particular, for two 
vehicles in which optimization was for performance 
or fuel economy rather than for emissions, NOx 
emissions were higher with CNG than with gasoline. 
Use of increased spark advance, plus the particular 
air/fuel ratio chosen, led to the NOx increase in 
the LNG vehicle. It is unclear what adjustments were 
made that contributed to the increased NOx in the 
DOE/BETC vehicle. 

Although exhaust emissions data for natural gas 
SI vehicles are limited and exhaust emissions will 
vary depending on the degree of optimization for 
natural gas, some general conclusions can be drawn. 
In general, relative to gasoline-fueled vehicles, co 
emissions from natural gas-fueled vehicles are sig
nificantly reduced, total HC emissions are higher, 
nonmethane (reactive) HC emissions are lower, NOx 
emissions can be higher or lower, and dual-fuel 
vehicles operating on gasoline may . produce higher 
emissions. In contrast, available data are inconclu
sive with respect to emissions impacts of natural 
gas-fueled CI vehicles. Few emissions data are 
available to analyze because, to date, the use of 
natural gas in CI engines has essentially been re
stricted to stationary and marine engines. However, 
the results of two studies indicate the potential 
for increased CO and NOx emissions (at least at 
full load) as well as HC (B_,W • 

Safety concerns related to natural gas vehicles focus 
on fuel-system hazards in normal operation and in 
accidents. These hazards are based in part on the 
properties of natural gas. The hazards include fuel 
leakage in normal operation due to malfunctioning of 
the fuel system, necessary venting of LNG vapor to 
relieve pressure buildups, corrosive failure of CNG 
cylinders, fuel release in an accident because of 
tank puncture or crushing or from damage to other 
parts of the fuel system, intrusion of fuel system 
components into the passenger compartment, and fuel 
release during vehicle refueling. It is impossible 
to review each potential hazard in this paper. Such 
a review can be found in reports by the Aerospace 
Corporation and Argonne National Laboratory (1,5). 
Instead, (a) the safety-related properties of natural 
gas, (b) the safety history of these vehicles, (c) 
vehicle tests, (d) accident scenario analyses, and 
(e) applicable safety regulations and standards are 
briefly summarized in the following paragraphs to 
provide a perspective on the safety concerns associ
ated with these vehicles. 
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TABLE 3 Selected Properties of Vehicle Fuels 

Natural Gas• 

Property CNG LNG LPGb Gasoline Diesel Fuel 2 

Flammability limits (vol.% in air) 5.3-15.0 2.1-9.5 1.0-7.6 0.5-4.1 
Detonability limits (vol. % in air) 6.3-13.5 3.1-7.0 1.1-3.3 
Minimum ignition energy in air (mJ) 0.29 0.27 0.24 0.3 (est.) 
Autoign!Lion temper.iwrc (°F) 1,004 855 442-880 500 
Flash point (0

r) Gas Gase Gase -45 Minimum 125 
Energy content (lower heating 
value) 

Btu per gallon 19,760 at 20400 76,300 at NBPd 82,450 116,400° 129,400° 
psi and 70 F and I atm 

Btu per pound 21,300 21,300 19,770 18,900° 18,310° 
Diffusion coefficient in air0 

(cm/s"c) 0.16 0.10 0.05 
Buoyant velocity in ai/ (m/sec) 0.8-6 Non buoyant Nonbuoyant Nonbuoyant 
Densi ty of liquid (g/cm 3 ) 0.422 6 at NBP 0.585 at NBP 0.70-0.78 0.82-0.86 
Density of gas relative to air 
(air= 1.00) 0.555 1.56 3.4 >4.0 (est.) 

Vapor pressure or equivalent (atm)g I I 0.60-0.8 at 0.0005 at 311 

Normal boiling point \F) 
311(100) (JOO) (calculated) 

-259 -44 100-400 405-620 
Storage conditions Compressed gas at Liquid at 25- Liquid at I 05- Liquid at ambient Liquid at ambient 

2,400-3,000 psig 60 psig 140 psig temperature and temperature and 
pressure pressure 

3 Properties are primarHy those of methane. Because natural gas sources vary in composUion, values will deviate to a small extent from those of pure methane, 
bProperties are primarily those of propane, For vehicle applications, only the special grade H0.5 is suitable. 
CLNG end LPG will flash at all temperatures above their normal boiling points. 
dNBP = normal boiling paint. 
eAverage value, 
fAt normal temperature end pressure, 
SFor gaseous fuels, refers to "equivalent vapor pressure" when released from high-pressure storage container or maximum possible in ambient environment, 

For Jiquid fuels, taken as the value of the vapor pressure at maximum ambient temperature, 

Safety-Related Fuel Properties 

The physicochemical properties of natural gas rela
tive to those of gasoline, diesel fuel, or both re
sult in different safety hazard levels. For example, 
density affects safety; natural gas released at an 
ambient temperature from CNG tanks is considerably 
less dense than air and will rise, diffuse, and dis
perse in unconfined spaces (1,24). Thus in comparison 
with gasoline vapor, which- is heavier than air, 
methane vapor at ambient conditions tends to be safer 
in unconfined areas (1,24). In confined areas, how
ever, the more rapid dissipation of natural gas is a 
disadvantage because flammable air/fuel mixtures 
could accumulate more rapidly (1). However, because 
the flammability limit of natural gas is 5 percent, 
considerably more fuel must mix with the air to ren
der the mixture combustible than is the case with 
gasoline and its 1 percent limit (25). Furthermore, 
the fire hazard would persist longer with gasoline 
(~). 

Selected physicochemical properties of natural 
gas, gasoline, diesel fuel, and liquefied petroleum 
gas (LPG) are listed in Table 3. In a study conducted 
for DOE, Los Alamos National Laboratory developed 
preliminary relative safety rankings based on spe
cific physicochemical properties in isolation and in 
combination (24). These rankings are presented in 
Tables 4 and s-:-on the basis of these rankings alone, 

TABLE 4 Preliminary Relative Safety Rankings 
of Fuels Based on Selected Properties (24) 

Property 

Lower flammability limit 
Diffusion coefficient 
Autoignition temperature 
Energy content by volume 
Energy content by mass 
Ignition energy 
Heat release rate 

Ranking Order of Hazard" 

D > G >LPG> NG 
NG > Gb or G > NGe 
G and D > LPG > NG 
D > G > LNG > LPG > CNG 
Approximately equivalent 
Approximately equivalent 
D > G >LPG> NG 

aNG =natural gas (methane); LNG= liquefied natural gas; LPG= 
llqul!ncd petroleum gas (propane); G =gasoline; D =diesel fuel, 

bcannnnd. 
cu neon fined, 

TABLE 5 Preliminary Relative Safety Rankings of Fuels 
Based on Selected Secondary Hazards (24) 

Leakage Thermal Dispersion 
Fuel Flow Radiation Unconfined Flammability 

CNG D A A c 
LNG D A A-B c 
LPG c B B-C c 
Gasoline B c c B-C 
Diesel fuel A D D A 

Note: The assignment of letters to rank fuels is done qualitatively, with the progres
sion from A through D suggesting greater hazard levels. No mathematical relation
ship between the letters exists. 

Los Alamos concluded that it is difficult to desig
nate any one fuel as significantly safer than 
another. 

In addition, health risks from each fuel can be 
evaluated on the basis of the toxicity of the fuel 
when inhaled, ingested, or in contact with the skin. 
Methane in sufficient quantities acts as a simple 
asphyxiant by displacing air, but is otherwise non
toxic. A potential LNG health hazard is skin tissue 
damage from contact with the cryogenic fluid or with 
cold fueling equipment. 

Safety History of Natural Gas Vehicles 

The safety history of natural gas vehicles to date 
has been reported to be good and even excellent (!, 
24, 27) • However, the data to support this statement 
are~cknowledged to be quite limited !!r~r£2). Ac
cident data from Italy, for example, are generally 
not available (24). Reports indicate that explosions 
associated with-;ccidents have not occurred in Italy 
in 30 years of operation, although there have been 
several fires (24). Cylinder failures occurred dur
ing the early years of operation, but with better 
control over gas quality, these have decreased sig
nificantly. Even if data from Italy were available, 
however, they would not be directly applicable to 
the use of natural gas vehicles in the United States 
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because of the significantly different cylinder 
design and safety devices employed in the two coun
tries. 

In the United States only one study of natural 
gas vehicle fleet data is known. The AGA prepared a 
preliminary safety analysis of natural gas vehicles 
in 1979 with fleet data collected from 1970 to 1979 
by three gas utilities and one taxicab company (28). 
The 2,700 vehicles included approximately 500 sedans, 
2,000 light-duty trucks, and 200 medium- and heavy
duty trucks. The total mileage of the vehicles was 
about 175 million mi; that of the dual-fuel vehicles 
in the fleets was estimated to be 133 million mi. Of 
the estimated 1,360 collisions in which CNG vehicles 
were involved, there were no reported collision-re
lated failures or fires involving the natural gas 
systems. Several other incidents, however, were re
ported in which the natural gas system was identified 
-- _.__,____ -""-"--- -------- -~---- -""-"---- ------ _ _.__.._ __ _..,_ __ , - ... -
QC l.Ut:: .L .1..1. t:: ::SUUL (.;t:: • .1.llt::bit:: .L .1.1. t::l:i Wt::'I. t::: Q l. l..L .LUU l.t::'U l.U 

faulty installation of the gasoline bypass pipeline 
and to deficiencies in venting systems (28). No 
deaths, and only one injury, occurred in accidents 
where natural gas was a contributing factor. 

Vehicle Tests 

Tests of natural gas vehicles and their fuel system 
components appear to be quite limited and in some 
cases outdated. For example, the only test of the 
likelihood and severity of fires due to vehicular 
natural gas leaks reported in the literature was 
conducted in 1970 by the California Highway Depart
ment (29). This test indicated the need for improved 
venting of the trunk, isolation or venting of the 
passenger compartment, or both. 

Vehicle impact testing was conducted by the U. s. 
Department of Transportation (DOT) in 1971; no 
further u. S. government testing has been conducted 
since then (24 ,lQ_) • Furthermore, the vehicles, fuel 
systems, and test conditions in these tests were not 
representative of current lightweight designs. A more 
recent vehicle impact testing program using 1981 
vehicles was conducted in Canada (31) • These tests 
included 50-mph rear-end collisions."""'No fuel release, 
fire, or explosion occurred with the CNG vehicles, 
nor was there any passenger compartment intrusion, 
although the tanks and supply lines were slightly 
dislocated. Neither program tested complete LNG 
vehicles. 

Fire tests of CNG vehicles were also conducted in 
the Canadian test program. Although no explosions 
occurred, pretest tank pressure was 1,100 psig, far 
lower than normal. 

Current CNG cylinders are quite rugged. However, 
lightweight tu.nks now being developed h.:ive not been 
thoroughly tested for their integrity in accidents. 
Rear-impact tests using these lightweight tanks have 
been conducted by a cylinder manufacturer and they 
have been found quite promising to date. 

Finally, tank corrosion is a safety concern in 
CNG vehicles. In the past, corrosive natural gas 
constituents such as hydrogen sulfide (H2S) have 
caused catastrophic failure of a number of steel 
cylinders used to transport and store natural gas. 
To date, the maximum allowable safe concentrations 
of H2S and other contaminants in natural gas have 
not been determined, and the long-term effects of 
H2s exposure on CNG steel cylinders are unclear. A 
major research program was recently recommended to 
examine the effects of differing gas qualities on 
CNG storage cylinders under stress conditions (32). 
Testing is also required to determine the corrosive 
effects of natural gas on aluminum because aluminum 
cylinders or composite cylinders with aluminum inner 
shells may replace steel cylinders in CNG vehicles. 
Few applicable data exist <.!Q). 
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Accident Scenario Analyses 

In the Los Alamos study, several accident scenarios 
were evaluated in order to rank gaseous and liquid 
fuels (CNG, LNG, gasoline, and diesel fuel) according 
to relative safety. (LPG was also evaluatt!u, I.Jut the 
results are not reported here.) The analyses indi
cated that diesel fuel is relatively and signifi
cantly safer than the other fuels and that in some 
cases CNG and LNG had increased risks relative to 
gasoline whereas in other cases they were as safe 
as, if not safer than, gasoline (~. In other words, 
the relative safety rankings of CNG, LNG, and gaso
line depended on the specific scenario being evalu
ated. 

For example, if a fuel leak was assumed in the 
presence of an ignition source, CNG and LNG were 
found to have a significant explosion hazard relative 
to gasoline in a residential enclosed garage. FunUa
mentally, a confined system exists in a residential 
garage despite some minimal degree of ventilation. 
In an underground public garage, where air change is 
more frequent, no difference was found among CNG, 
LNG, and gasoline. 

In all three collision scenarios (ur ban, rural, 
and tunnel) examined, the rapidly dispersing natural 
gas was found to be relatively safer than gasoline. 
The likelihood for fire alone was found to be the 
same as gasoline or slightly higher for CNG and LNG. 
The likelihood for fire plus personal injury (i.e., 
burns), however, was greater with gasoline in all 
three cases. Furthermore, the likelihood of an ex
plosion, al though small for all fuels, was deter
mined to be significantly greater for gasoline than 
for CNG and LNG. 

In the fueling line rupture scenarios (rupture 
during fuel transfer to a personal-use vehicle, and 
rupture during refill of the station's storage tank), 
natural gas exhibited a higher relative level of fire 
hazard. Personal injury was also more likely with 
CNG and LNG because of injuries from flailing hoses 
and cryogenic burns, particularly in the station 
storage tank refueling scenario. However, the explo
sion hazard with CNG or LNG was lower because of 
their relatively rapid dispersion. 

In another study, conducted by A.D. Little in 
1972, what might be termed "worst-case" scenarios 
were also addressed (33). The operation of vehicles 
powered by gaseous fuels in Boston harbor tunnels 
and on connecting toll roads was the setting for the 
study. One of the scenarios analyzed the consequences 
of a CNG cylinder failure resulting in a fire in one 
of the tunnels, assuming that the tunnel was without 
ventilation. The hot combustion products from 300 
scf of natural gas were estimated to fill a 60-ft 
oaction of the hu.rbor tunnel. The likelihood of 
serious damage to an oncoming vehicle or injury to 
its occupants was deemed slight on the basis of the 
short residence time in the combustion zone. Hazards 
to occupants of the CNG vehicle, however, were not 
considered. Another scenario examined the distance 
up to which personal injury could occur and the ex
tent of tunnel damage assuming that a CNG or LNG tank 
burst because of failure of the pressure relief 
device. Personal injury occurred at greater distances 
with CNG than LNG. Additional analyses of such 
worst-case scenarios appear desirable. 

Federal Safety Regulations 

With the exception of design and inspection criteria 
for compressed gas cylinders, there are no federal 
regulations that specifically address natural gas as 
a motor vehicle fuel. A review of the Code of Federal 
Regulations (CFR) was conducted for DOE for poten
tially applicable federal regulations, including 
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regulations for fueling operations (18). This review 
revealed considerable uncertainty -in regulatory 
agencies regarding which federal regulations actually 
apply to motor vehicles fueled by natural gas (18) • 

The Materials Transportation Bureau (MTB) o~DOT, 
which sets regulations for transport of hazardous 
materials, has established regulations for the design 
and testing of compressed gas cylinders (49 CFR, Part 
173: DOT-3A{CNG) and DOT-4,L[LNG)), The regulations 
apply to vehicles that transport bulk industrial gas, 
including methane, but not natural gas. Exemptions 
are available for the transport of bulk natural gas, 
but levels of corrosive materials are restricted 
(!., 32). The allowable levels of H2S and water are 
more stringent than those for pipeline-quality gas 
from gas distribution systems used to fuel natural 
gas vehicles. However, steel cylinders designed to 
meet MTB specifications are widely used in natural 
gas vehicles <!.l· DOT has also issued specifications 
for the manufacture of one type of aluminum tank for 
use in methane service (10). No standard exists for 
composite cylinders, although a series of exemptions 
does exist that allows their use in specific appli
cations before publication of a standard (L.C. 
Elder, Columbia Gas Systemi 10). 

DOT's Bureau of Motor Carrier Safety (BMCS) regu
lations on the safety of interstate trucking cover 
fuel system integrity in vehicles operated by regu
lated private, common, or contract carriers, but 
these regulations do not mention CNG or LNG vehicles 
specifically (49 CFR, Part 393) (.!!). BMCS regula
tions do exist for LPG systems, but disagreement 
exists within the BMCS as to whether these LPG 
requirements apply to vehicles powered by LNG (18). 

DOT's National Highway Traffic Safety Administra
tion (NHTSA) has promulgated a series of Federal 
Motor Vehicle Safety Standards (FMVSS) that set forth 
design and test criteria for various aspects of 
vehicle design (49 CFR, Part 571) (18). The FMVSS 
apply to new motor vehicles and, in some instances, 
vehicles already delivered to the "ultimate con
sumer." In practice, the only FMVSS likely to be ap
plicable to converted natural gas vehicles is FMVSS 
301-75, a vehicle standard that specifies the amount 
of liquid fuel permitted to escape from a fuel system 
after a controlled test impact. The standard, how
ever, applies only to vehicles that use a fuel with 
a boiling point above 32°F. Thus, it only applies to 
a vehicle converted from gasoline to a dual-fuel 
natural gas/gasoline system. It does not apply to 
vehicles converted to operate on natural gas alone. 

The federal Occupational Safety and Health Admin
istration (OSHA) is charged with promulgating and 
enforcing standards in areas not regulated by another 
agency. No OSHA standards are directly applicable to 
natural gas as a motor fuel. However, under 29 CFR, 
Part 1910 .101 ("Compressed Gases"), OSHA required 
that inspections of compressed gas cylinders be con
ducted as prescribed by the MTB (18). Finally, no 
federal specifications exist for natural gas trans
mitted by pipeline or distributed to consumers. 

State and Local Safety Regulations 

State and local regulation of natural gas vehicles 
and equipment was reviewed in a study by Jack Faucett 
Associates (JFA) (18) • California was found to have 
a comprehensive set of regulations applicable to 
natural gas vehicles and refueling operations. The 
California Highway Patrol (CHP) has issued design 
and installation regulations for CNG and LNG vehicles 
that require construction and inspection of cylinders 
in accordance with DOT regulations (18). The CHP code 
has further requirements with respect to the crash
worthiness of LNG-fueled vehicles. Other California 
regulations address LNG and CNG tanks that may be 

15 

used for storage and refueling (18). New York State 
recently promulgated vehicle specifications for con
verting school and transit buses to CNG. 

Alternatively--with few exceptions--other state 
and local regulations applicable to natural gas used 
as a vehicle fuel are set forth in fire codes and 
enforced by local fire prevention officials (18). 
The JFA study concluded that a series of complex-and 
sometimes inappropriate regulations has been devel
oped by local governments because there has been no 
guidance from federal standards, the National Fire 
Protection Association (NFPA) , or other national 
standard-setting bodies (18) • These regulations are 
not comprehensively reviewed here, but include tun
nel and bridge restrictions, expressway restrictions, 
restrictions on use in school buses, zoning regula
tions on refueling stations, and restrictions on 
parking in garages. One example of the wide variation 
in these regulations is that the state of Maryland 
prohibits the use of natural gas fuel for school 
buses, whereas some school districts in New York 
State are in the process of purchasing CNG-fueled 
school buses (18). Finally, state regulations for 
pipeline gas are usually restricted to odorant con
tent. 

NFPA Standard 

Recognizing the lack of a national standard for 
natural gas vehicles and the proliferation of locally 
developed and widely differing regulations for 
natural gas vehicles and refueling stations, the 
NFPA formed a committee in 1982 to develop and re
view a standard for CNG vehicles and associated 
fueling systems. In 1984 that standard was adopted. 

The NFPA standard is intended for use by manufac
turers of natural gas system components and by in
stallers and operators (18). It relies heavily on 
established compressed gas technology and standards 
recommended by the DOT, the Compressed Gas Associa
tion (which are incorporated by reference in the MTB 
standards), and others. The standard applies to the 
design and installation of CNG engine fuel systems 
in vehicles of all types and to their associated 
fueling systems. A gas quality standard is included. 
The NFPA standard will serve as an interim standard 
until specifications based on a statistically valid 
data base can be developed. The NFPA standard gen
erally parallels the California regulations, except 
that the latter are somewhat more specification 
oriented than those of the NFPA (18). However, stan
dards for LNG vehicles are not included as they are 
in the California regulations. Furthermore, although 
the standards for fueling station dispensing are in
cluded, standards for home compressors are not. 

Although adoption of the NFPA standard is an im
portant step, the standard itself is not a regula
tion. It will be reviewed by state and local agencies 
for inclusion in fire codes and can be adopted as 
written by government entities or its provisions can 
be amended as deemed appropriate. The standard is 
expected to be accepted by local fire marshals (~) • 

CONCLUSIONS: DO WE KNOW ENOUGH? 

Of the three areas of concern discussed earlier, it 
is clear that further evaluation of the safety of 
the vehicles and fuel systems and of the exhaust 
emissions associated with their operation is re
quired. The availability of natural gas does not ap
pear to be an issue, although if a large number of 
vehicles were converted to natural gas, the impact 
on the domestic natural gas consumption rate could 
be significant. 

With respect to exhaust emissions, it appears that 
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more study is required in a number of areas, Whether 
an NMHC standard should be developed and what it 
would be needs further evaluation. If original
equipment-manufactured natural gas vehicles are to 
be marketed in significant numbers, emission stan
dards musl be devel01JeU fur them. Furthermore, very 
few data exist on the use of natural gas in CI en
gines. Now that conversion 'kits for automotive 
vehicles have become commercially available, addi
tional testing of emissions is necessary, Even with 
converted SI vehicles, the effectiveness of conven
tional emissions control technologies [spark timing, 
exhaust gas recirculation (EGR), etc.] must be better 
quantified. Available data are limited, particularly 
for late-model-year vehicles with electronic feed
back systems. 

The safety of CNG and LNG vehicle systems remains 
an important issue that has not yet been completely 

engineering technology and safety regulations can be 
used to address the risks that exist and that no data 
have so far been presented that would disqualify 
natural gas vehicles from public use <.!r-3.!rl!l· How
ever, a documented, comprehensive data set on which 
the crashworthiness and system integrity of natural 
gas can be thoroughly evaluated has not been devel
oped (33), Some of the reported data are old and not 
comprehensive. Two types of studies are required in 
particular: (a) crash testing of CNG vehicles using 
both steel and aluminum composite cylinders and LNG 
vehicles (the last crash tests in the United States 
were conducted in 1971) , and (b) research into the 
effects of different fuel qualities on steel CNG 
cylinders and on alternative materials that might be 
used in the design of lightweight CNG cylinders. In 
addition, controlled safety-related data collection 
from test fleets and worst-case accident scenario 
analyses would be useful. 

Finally, some may question the value of conduct
ing extensive safety and emissions tests on vehicles 
whose total vehicle market share may not be very 
substantial in the near- and mid-term future. How
ever, 1 to 4 million fleet vehicles by the year 2000 
is not an insignificant share of the total fleet 
market. Furthermore, such testing is essential before 
the personal-use market can be effectively opened to 
this alternative fuel. 
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Structural Ceramics in Transportation: 

and Economic Effects 

Fuel Implications 

ARVIND P. S. TEOTIA and LARRY R. JOHNSON 

ABSTRACT 

A description based on a study at Argonne National Laboratory funded by the 
u.s. Department of Energy is given of the potential application of structural 
ceramics in motor vehicle engines. With their high-temperature strength and 
their resistance to wear and corrosion, these high-technology ceramics are ex
cellent candidates for the harsh environment of the advanced engines being 
considered for automobiles and trucks. The critical role of ceramics in the 
adiabatic diesel, gas turbine, and Stirling engines is discussed, along with 
an indication of the fuel efficiency potential and multifuel capability of each 
engine. A market penetration analysis of the advanced engines uses two alter
native commercialization scenarios for ceramic component engines--one with the 
United States dominating the market and the other with Japan dominating. 
Changes in major national economic indicators are noted after simulations of 
the economy with a macroeconomic model. Effects on the use of strategic 
materials are also noted. 

Research in energy conservation technologies was 
stimulated by the energy crises of the 1970s. The 
crisis situation no longer exists, but the interest 
in improving energy efficiency remains. The trans
portation sector has historically been vulnerable to 
energy disruptions and price shocks and remains sus
ceptible to them in the long-term future despite the 
current petroleum glut. Indeed, as the residential, 
commercial, and industrial sectors have increased 
their use of nonpetroleum fuels, the transportation 
sector has consequently begun to account for a sig-

n if icantly larger share of petroleum use. From the 
1950s through the 1970s--even after the first oil 
crisis--transportation's share of oil use consis
tently remained between 53 and 55 percent. This share 
has steadily increased since 1979, and transportation 
is now responsible for more than 61 percent of the 
petroleum used in the United States (.!_). 

In the mid-1980s, highway transport continues to 
dominate transportation energy use, with automobiles 
and trucks consuming nearly three-fourths of the 
sector's total energy use Ill. As a result, con-
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siderable research is being performed on power sys
tems that can potentially provide fuel efficiencies 
beyond the limits of current gasoline and diesel en
gines or that can burn nonpetroleum fuels. Much of 
this research has concentrated on batteries foe 
electric vehicles oc on advanced engines such as the 
gas turbine, Stirling, and adiabatic diesel. The 
principal ).imitation of heat-engine technol og i es has 
been mechanical strength at high t empera t ures. If 
reliable structural ceramics can be produced for 
vehicle engines, an opportunity will arise for the 
marketing of new fuel-efficient vehicles that use 
the advanced engine designs. The potential fuel sav
ings that may result from conunercialization of new 
engine technologies, the associated macroeconomic 
benefits [e.g., changes in gross national product 
(GNP), employment, balance-of -trade), and the impli
cations for ceramics in reducing U.S. dependence on 
strategic materials are described. 

FUEL-SAVING POTENTIAL OF CERAMICS IN 
MOTOR VEHICLE ENGINES 

Characteristics of Ceramics 

Ceramics are made from co~~~n, readily available 
materials such as carbon, silicon, oxygen, and 
nitrogen. Consolidation of compounds at high tem
peratures, sometimes under pressure, is used to form 
a variety of products from pottery to electronic 
components. Conventional ceramic products are widely 
used in many household and industrial applications. 

Advanced ceramics, also called engineered ceram
ics, high-performance ceramics, or--in Japan--fine 
ceramics (because of the extremely small particle 
size of the ceramic powders) , are relatively new• 
These materials have been developed for use in elec
tronic components (capac i t or s, resistors, and semi
conductors ), cutting tools , bearings, and engine 
parts. Advanced ceramics differ from conventional 
ceramics in tha t the raw materials for the advanced 
ceramics are based on more sophisticated compounds, 
such as aluminas, carbides, nitrides, borides, and 
zirconia, that enhance the desired properties of the 
ceramics. Engine applications are just beginning to 
be developed but, of all the possible uses, they have 
the most potential for growth and ultimate profita
bility (3). 

Structural ceramics (as the term implies, there 
is a load-bearing requirement for the finished prod
uct) have a number of physical and mechanical prop
er ties that e nhance their use in a variety of indus
tries. Of particular importance in motor vehicle 
engines is the bonding of cer amics to form a crys
talline structure t hat res ul t s in high-temperature 
mechanical strength plus wear and corrosion resis
tance. The well-known negative quality of ceramics-
extreme bri ttleness--remains a problem. Substantial 
research is being directed toward improving ceramic 
microstructure to overcome its brittleness and toward 
improving quality control during production. 

Ceramics Applications in Vehicle Engines 

Government and industry have identified, and con
ducted research on, a number of alternative heat 
engines for aut omobiles and trucks. The most promis
ing a r e the gas turbine, t he adiabatic diesel (both 
inter nal combus t i on engines ) , and the St i r l ing (an 
external c ombus tion engine) . The thermal efficiencies 
of these eng i nes are greatly enhanced by increasing 
their operating temperatures. To ach ieve f uel effi
ciencies that wo ul d make these e ng i nes competitive 
with existing gasoline and diesel engines, new 
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materials must be developed to operate at higher 
temperatures. The most likely candidate materials 
are super alloys, carbon composites, and structural 
ceramics. Only ceramics offer the potential low cost 
to make these engines economically and technically 
competitive (4). The potential fuel efficiencies and 
alternative fuel capabilities for each of these 
engines are described briefly. Select engine compo
nents that are candidates for manufacture from 
ceramic materials are also discussed. 

Components for Current Engines 

The initial introduction of structural ceramics into 
heat engines will most likely be in the form of com
ponents or parts in existing gasoline or diesel 
engines. Through the replacement of metal components 
with ceramics. heat loss can be reduced, wear resis
tance improved, and weight lowered. The most immedi
ate applications are likely to be in pushrods, tap
pets, seals, piston heads, cylinder liners, and 
turbocharger rotors (5). These applications will be 
more immediate than thOse in advanced engine designs 
because the parts are smaller (and are thereby sub
ject to less stress) and consequently easier to pro
duce in terms cf controlling critical microstructural 
flaws. Depending on how extensively ceramics are used 
in conventional engines, fuel efficiencies should 
improve by 5 to 15 percent or more. 

Of particular interest for the more immediate 
applications is the use of ceramics for turbocharger 
rotors instead of the traditional nickel alloys. 
Rotor weight will be reduced by two-thirds, which 
will in turn reduce inertia and improve rotor re
sponse. Use of a ceramic rotor may also eliminate 
the need for metal center bearings, the components 
most likely to fail in current turbocharger designs. 
The metal bearings can be replaced by ones of ceramic 
or by a system in which the lightweight c eramic shaft 
r ides on a layer of air. The use of ceramics in 
turbochargers will eventually allow the entire as
sembly to be redesigned, eliminating the need for 
the heavy containment structure that the metal rotor 
now requires. The total costs of turbochargers should 
also decline, resulting in wider use (~_). As a re
sult, smaller and more fuel-efficient engines can 
have the performance of larger engines. 

The Adiabatic Diesel Engine 

An adiabatic process is one with no heat loss. Adi
abatic engines accomplish this by eliminating the 
cooling system and insulating the combustion chamber 
to minimize the loss of heat. Thermal efficiency is 
improved by removing the cooling system, which also 
reduces the size and weight of the engine as well as 
its cost. Moreover, maintenance costs should be re
duced and reliability increased, because 50 percent 
of heavy-vehicle engine failures are related to 
cooling systems (7) • 

A prototype adiabatic diesel engine in a 5-ton 
military truck has already been highway-tested. In a 
recent test, round-trip fuel economy between Wash
ington, D.C., and Detroit exceeded 9 mpg, compared 
with a similar production engine in the same vehicle 
that averaged 6 mpg. Ceramic coatings were used 
throughout the combustion zone in the uncooled pro
totype. 

Although adiabatic engine technology will most 
likely be introduced first in heavier truck applica
tions, the concept applies to automotive vehicles as 
well. Preliminary assessments of an uncooled light
duty diesel indicate that a 15 percent fuel savings 
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over conventional diesels should be easy to attain 
(~). Recent modeling efforts indicate that fuel sav
ings could be much higher and that a multifuel cap
ability is possible. 

The Gas Turbine Engine 

The gas turbine already has a proven record in sta
tionary power generation and in aircraft and marine 
applications. As an automotive power plant, the gas 
turbine offers the potential for improved fuel econ
omy, multi fuel capability, low maintenance require
ments, and high reliability. Its major limitations 
currently appear to be poor efficiency under part
load conditions and slow acceleration. Higher oper
ating temperatures will be required to improve effi
ciency, and ceramics are the most likely materials 
for such advanced designs. 

Two separate industrial teams are conducting 
government-sponsored research on the advanced gas 
turbine for automotive use. The efficiency goal for 
a 3,000-lb automobile with a 100-hp gas turbine 
engine is 42 mpg with diesel fuel (compared with 31 
mpg for an equivalent gasoline-powered vehicle or 37 
mpg for a conventional diesel) (9) . 

The multifuel capability of - the gas turbine is 
another major reason for continued interest in this 
technology. Tests with automotive gas turbines are 
usually conducted with gasoline, diesel fuel, and 
kerosene. Further tests are expected to demonstrate 
that the gas turbine can also use broad-cut petroleum 
fuels, alcohols, coal-derived fuels, and hydrogen 
(10). 

The Stirling Engine 

A third alternative engine for vehicle applications 
is the Stirling. This external combustion engine uses 
a working gas, such as hydrogen or helium, that is 
alternatively heated and cooled to compress and ex
pand it and provide the mechanical force. Although 
there are no commercial uses for the Stirling as yet, 
interest in it continues because it has the highest 
theoretical thermal efficiency of any practical heat 
engine. In addition, the Stirling offers the advan
tages of multifuel capability, improved fuel economy, 
low emissions, and low noise. 

An 60-hp reference Stirling engine in a 3, 000-lb 
vehicle is expected to achieve 46 mpg on diesel fuel. 
This fuel efficiency would require higher engine 
operating temperatures than are currently achievable. 
Again, ceramic components are likely to play an im
portant part. From a fuels perspective, the Stirling 
is attractive because of its adaptability. The P-40 
Stirling engine (developed by United Stirling of 
Sweden and installed in a 1977 Opel) has demonstrated 
the use of gasoline, kerosene, diesel fuel, and 
alcohols (10). In addition, shale oil-based diesel 
fuel and b;Q"ad-cut aircraft fuel have been tested in 
the MOD 1 Stirling engine (an improved Stirling 
developed by Mechanical Technology, Inc., and tested 
in a 1979 AMC Spirit and a 1960 GM X-body) (2_). 

MACROECONOMIC EFFECTS OF ADVANCED CERAMICS 

International Research Efforts 

Major ceramic research programs focused on engine 
applications are under way in the United States, 
Japan, and west Germany. Most ceramic researche·rs in 
this country consider Japan to be the major U.S. 
competitor. Mueller, in 1962, noted two areas of 
concern for the United States (11). First, the United 
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States trails Japan (and West Germany and Australia) 
in the development of new ceramic materials such as 
polycrystalline partially stabilized zirconia, a 
recent advanced ceramic with potential for use in 
heat engines. Second, a Japanese company has devel
oped and successfully tested the first ceramic diesel 
engine. Ceramic components in this three-cylinder 
engine included pistons, wrist pins, cylinder 
sleeves, tappets, pushrods, and rocker arms. 

A more recent survey of ceramic fabricators and 
engine manufacturers found a variety of op1n1ons 
about which country was leading in advanced ceramics 
research, although there was general agreement that 
the Japanese have the momentum of government and in
dustry cooperation. However, new materials programs 
in the United States may alter this perspective. Both 
Japan and the united States have areas of strength. 
The Japanese probably lead in zirconia-based ceramics 
and in developing long-range research programs that 
lead to early commercialization of products. The 
United States is considered the leader in basic re
search and has more experience in designing ceramic 
engine components and evaluating them on test rigs 
<?..> • 

Methodology for Estimating Economic Effects 

A two-step approach was used to measure the economic 
effects of structural ceramics in a study at Argonne 
National Laboratory (ANL) funded by the U.S. Depart
ment of Energy (DOE). In the first step, a ceramic 
market penetration model was developed and used to 
estimate the market penetration of structural ceramic 
products. In the second step, the Data Resources, 
Inc., (DRI) annual macromodel of the U .s. economy 
was used to estimate macroeconomic effects in two 
alternative ceramic commercialization scenarios (12, 
13). Highlights of these models are briefly described 
in the following paragraphs. 

The general market penetration methodology is 
based on earlier ANL work that estimated the market 
penetration of new energy-efficient electric motors 
(14) and new cogeneration energy systems (15) • The 

market penetration analysis was begun by selecting 
key structural ceramic applications, including bear
ings and other engine components, turbochargers, and 
gas turbines. The total market potential was obtained 
by estimating the 1961 sales of the conventional-ma
ter ial parts that could be replaced by ceramic parts. 
Most of the shipment value data for the conventional 
parts were obtained from the 1977 Census of Manufac
turers (16). Sales were projected to the year 2005 
using th-;- growth rates of the industries from the 
DRI macroeconomic scenario TRENDLONG2007B (17). 

Market penetration of various ceramic components 
in the year 2000 was subsequently obtained by multi
plying the market potential by penetration rates 
estimated by industry. Several industry sources were 
asked to provide their expectations of the market 
potential of various ceramic applications. The re
sults of this approach are expected to lead only to 
preliminary estimates of market penetration of 
structural ceramics components. A more thorough ap
proach, such as that used in the previously mentioned 
ANL work (14,15), would have made use of the relative 
economics of ~ramies and its competing technologies. 
However, for this analysis, the relative cost data 
were proprietary and consequently unavailable and 
cost data could not be developed in the time avail
able. 

The other model used in the ANL study was the DRI 
annual macromodel of the u.s. economy. This simul
taneous-equation model contains 266 economic vari
ables and simulates the major economic sectors, 
including consumption; business fixed investment; 
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residential fixed investment; trade; federal, state, 
and local governments; prices and wages; finance; 
and energy. 

In the energy sector--of special interest in this 
s tudy--this model is particularly strong. For ex
ample, total eneryy demand is estimated for electric 
utilities and the household, commercial, i ndus tria l , 
and transportation sectors. Energy supply is sepa
rated into domestic and imported sources. 

Scenarios for Commercialization of Structural 
Ceramics 

Because it is unclear which country will achieve the 
technical breakthroughs first or how patent rights 
will be controlled, an accur a te forecast cannot be 
made of the path that commercialization will take. 
It is clear that significant benefits will accrue to 
the companies that reach the marketplace first. They 
will receive direct benefits in terms of profits from 
the sale of ceramic components or from increased 
vehicle and engine sales due to the advantages of 
ceramic parts. However, there are also aggregate 
economic benefits that apply on a national level. 
Changes in GNP, employment, energy s avings, and bal
ance-of-trade accounts are some of the key quantif i
able indicators of the influence of domestic or 
foreign dominance in a product area such as ceramics. 

In this assessment, two separate scenarios were 
developed to provide a parametric analysis. The sce
narios bracket the range of divergent views on com
mercialization of structural ceramics, focusing on 
the effects of either U.S. or Japanese dominance in 
the ceramic market in vehicle heat engines. This 
methodology is used not because either outcome is 
considered probable, but because of the magnitude of 
input variables that could be used to reflect each 
country's research funding, technical success, market 
strategy, and eventual market penetration. A base 
case scenario is provided for comparison; it assumes 
that there is no concerted government or industry 
effort to develop and commercialize structural 
ceramics in vehicle heat engines. 

U.S. Dominance 

This optimistic scenario assumes considerable 
government and industry cooperation that effectively 
results in a national ceramics research and develop
ment program. Military applications are excluded from 
this analysis, but ceramic components (e.g., piston 
rings) are assumed to enter the market in heavy-truck 
engines by 1985. Ceramics in advanced engines such 
as the adiabatic diesel and the gas turbine are 
assumed to be introduced in the automotive and truck 
markets in 1990. The assumptions for market penetra
tion are the upper limit of the potential vehicle 
market as reflected in discussions with industry 
contacts. For the United States to achieve dominance 
in structural ceramics one would also have to assume 
that there would be a reversal, or at least a slow
down, in the current pace of Japanese ceramic 
research. Such a change is conceivable, based on 
Japan's recent economic difficulties and budget con
straints. The Japanese might view a strong U.S. 
research program in ceramics as building on the u.s. 
lead in the 1970s. As a result, the Japanese might 
decide to focus their research on other areas. In 
this scenario, U.S. success in the 1990s will cause 
the Japanese to renew their efforts so that by the 
end of the decade Japanese automobiles exported to 
the United s tates will have comparable technology. 
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Japanese Dominance 

This pessimistic alternative assumes that there will 
be no major national ceramic research in the United 
States, while Japan will continue with a substantial 
government and industry research effort. In this 
scenario, the U.S. ceramics industry considers the 
market too risky because of the strong Japanese 
research effort, although the potential for struc
tural ceramics is recognized. The Japanese have tra
ditionally focused on low-horsepower engines; con
sequently, they begin to introduce limited ceramic 
components in automobile engines in 1985 . The Japa
nese share of total u. S. automobile sales naturally 
increases at the expense of domestic automobile 
manufacturers. The import market share in this sce
nario is limited to 30 percent. In view of the cur
r ent voluntary import restraints, it is anticipated 
that at a 30 percent import share, trade restric
tions, minimum-domestic-content laws, or licensing 
agreements would be imposed. The Japanese are not 
expected to enter the, u. s. markets for heavy-duty 
trucks or stationary diesel and gas turbine engines 
without the alliance of a North American manufac
turer. 

COmparative Economic Effec ts i n Each Scenario 

The largest sales potential and subsequent national 
economic effects in each of the scenarios can be ex
pec t ed in the automobile market because of its size 
(compared with t ha t for heavy trucks or stationary 
engines). Because of the assumptions for market 
penetration in each scenario (automobile versus truck 
as the initial market, constrained market share, 
etc.), the ultimate macroeconomic effects are dif
ferent from what might be anticipated if there was 
only an assumption of market penetration but with 
different countries leading. 

Table 1 presents the new automobile sales in each 
scenario. In the U.S. dominance case, automobiles 
with ceramic engines gain a market share of 20 per
cent by the year 2000. This volume of domestic auto-
mobile sales would reduce import sales to 15 percent. 
In the Japanese dominance case, however, limiting 
foreign cer amic -engine automobile sales to 500, 000 
annually would keep the i mport share from exceeding 
30 percent. 

TABLE 1 United States Automotive Market Penetration by 
Ceramic-Component Engines for the Alternative Scenarios 

U.S. Dominance Japanese Dominance 
Rase CHse 

Ceramic Ceramic 
Total Import Engine8 Import Engine" Import 

Year (x 106
) (%) (x 103 ) (%) (x 103 ) (%) 

1985 10.9 23.4 0 23.4 10 23.4 
1990 11.9 24.5 125 24.4 100 25.2 
1995 12.6 24.2 1,270 19.0 500 27.8 
2000 12.7 25.2 2,540 15.0 500 29.l 
2005 13.0 25.9 3,580 15.0 500 30.0 

aAutomobiles powered by engines using structural ceramics. 

For the sake of perspective, Figure 1 illustrates 
the relationships between the alternative scenarios 
and the historical share of imported automobiles• 
The u. s. dominance case would push imports back to 
their early- 1970s (pre-energy cri ses) l eve l s . The 
Japanes e dominance case would cause imports to rise 
to a sligh t ly h igher l evel than that of the mid-
1980s. 
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FIGURE 1 U.S. automobile imports: historical and projected. 

Petroleum savings 

Because ceramic components will allow even conven
ventional engines (Otto and diesel) to operate at 
higher-than-normal temperatures and thus greater 
thermal efficiency, fuel savings will begin with the 
introduction of the first ceramic-component vehicles. 
However, energy savings between 1985 and 1990 will 
be negligible for two reasons. First, the moderate 
level of sales means that ceramic-engine vehicles 
will take some time to become a significant portion 
of the total vehicle stock. Second, because of higher 
investment in ceramic-related expenditures (e.g., 
new engine assembly lines), the economy is on a 
moderately expansionary course concurrent with a 
slightly greater demand for energy. However, as the 
stock of vehicles with ceramic-engine components 
builds up and advanced engines are introduced in 
1990, fuel savings will begin to increase at a 
faster rate. The total petroleum savings will be 
nearly 0.1 quad by 1995, 0.25 quad by 2000, and 1.1 
quads by 2005. One quad (10 15 Btu) is the equiva
lent of 8 billion gal of gasoline. 

The energy savings in the Japanese dominance case 
will be minor compared with total pe trol eum use, 
principally beca use of the imper t restrictions 
assumed in this case . Direct vehicle energy savings 
will eventually c limb to 0.06 quad by the year 2005. 
However, the decline in domes tic ve h i cle production 
will push the economy to l ower levels so that total 
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energy demand will decr ease . Annual f uel savin9s will 
peak in t h is scenario in 1995 at 0. 3 g uad . AS the 
GNP gap between this case and the base case narrows, 
l ead ing to a r elatively greater demand f o r energy, 
total fuel savi ngs will shrink to O. 2 quad by the 
year 2000 and O.l quad by 2005. 

Gross National Product 

The economy performs better under the U.S. dominance 
case than in the base case because this technology 
alternative is expans ionary. Figure 2 illustrates 
the changes in GNP that could be expected in the 
scenarios. In the U.S. dominance case, real GNP (in 
constant 1981 dollars) will peak in the year 2000 at 
about $28 billion higher than in the base case. The 
high growth rates in the early stages are inflation
ary, creating a dampening effect on the economy in 
the latter periods. These cyclic effects will reduce 
GNP gains after the year 2000 as the economy tends 
to return to its original, unperturbed path. Cumula
tive real GNP gains will approach $280 billion (1981 
dollars), which indicates a sizable economic contri
bution from the ceramic technology. 

Real GNP follows a lower trajectory in the Japa
nese dominance case t ha n in the ba se case projec
t i ons. Annual l oss i n GNP wil l be greates t in 1995, 
with a decline of more than $11 billion (1981 dol
lars). After that, the long-run equilibrium forces 
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in the economy will narrow the gap to about $3 bil
lion by 2005. Imported automobiles will be sold at 
the expense of domestic models, shifting production 
to Japan and thus reducing GNP. The cumulative GNP 
loss between 1985 and 2005 is $110 billion (1981 
dollars) more than in the base case. 

Employment 

Each of the scenarios can be expected to have s ig
nif ican t effects on employment because of the large 
labor requirements o·f automobile manufacturers and 
their suppliers . In the U.S. dominance case, total 
employment will increase by 25 ,000 in 1990, nearly 
175,000 in 1995 , and 250 ,000 in 2000, relative to 
t..~e base case- The rate of change in employment would 
cause the projected national unemployment rate to 
drop from 6.5 percent in the base case to b.3 percen~ 
in the U.S. dominance case by the year 2000. 

The Japanese dominance case, because of its lower 
level of U.S. economic activity, has lower employment 
levels. Compared with that in the base case , U.S. 
employment will decline until the loss of jobs 
reaches 106 ,000 by 1995. With trade restrictions 
stabilizing the level of !mpor s of ceramic engine 
automobiles at 500 ,ooo annually, the job loss will 
bottom out in that year. 

Balance of Trade 

Successful commercialization of structural ceramics 
in motor vehicles in the U.S. dominance case will 
improve U.S. balance of trade accounts in two dis
tinct ways. Fewer imported automobiles will be pur
chased and, as the stook of more fuel-efficient 
vehicles increases, oil imports will decline. In the 
Japanese dominance case, the increase in imported 
automobile sales will offset the reduced imports of 
fuel. Total import savings in the year 2005 will 
reach $27.7 billion (1981 dollars) in the u.s. domi
nance case, but will be a negative $5.5 billion (1981 
dollars) in the Japanese dominance case. 

As indicated, a substantial portion of the total 
import savings will come from the projected reduction 
in petroleum demand that could be achieved with more 
efficient engines using cei::amic components. Almost 
half of the import savings in the U.S. dominance case 
will be due to savings in imported petroleum--$10.2 
billion (1981 dollars) in the year 2005. Restrictions 
on imported ceramic-engine automobiles in the Japa
nese dominance case will limit the fuel component of 
import savings to $0.6 billion (1981 dollars) for 
the same year. 

STRATEGIC MATERIALS 

Some analysts believe that o.s. dependence on foreign 
strategic mineral resources is far more serious than 
the reliance on foreign petroleum supplies. Strategic 
or critical materials are those that (a) the United 
States must chiefly import (especially if the depos
its are in communist countries or in countries whose 
governments are unstable) and/or (b) are scarce. 
Structural ceramics are candidates to replace a wide 
variety of strategic materials, particularly those 
used as superalloys. 

Table 2 (.!!) lists seve.ral strategic materials 
that are currently used in high-temperature applica
tions and engine systems and that could be replaced 
by structural ceramics. Demand for many of these 
materials , despite their high costs , is expected to 
increase substantially between now and the end of 
the century. These metals generally have high 
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TABLE 2 Characteristics of Selected Strategic Materials (18) 

Range of 
Imports, U.S. Vulnerability 
1975-1980 to Foreign 

Mineral (%) Disruptions Mai or Source 

Beryllium Not avail- No Brazil, South Africa 
able 

Cobalt 100 Yes Zaire, Zambia 
Chromium 90-100 Yes South Africa, USSR, 

Turkey, Zimbabwe 
Manganese 98 Yes Gabon, Brazil, South 

Africa 
Nickel 70-80 Possibly Canada, New Cale-

donia, Dominican 
Republic, Aus· 
tralia 

Columbium 100 Yes Brazil, Thailand, 
Canada 

Tantalum 98 Yes Thailand, Canada, 
.A_ 11~r~li::a, Rr::17.il } 
Zaire 

strength and light weight, and can be used in alloys. 
However, their desirable proper ties are overshadowed 
by economic considerations when the large volumes 
necessary for use in vehicle engines are contem
plated. The fact that so much of this material comes 
from potentially unstable suppliers (such as South 
Africa, the USSR, Zimbabwe, and Turkey) simply com
pounds the difficulties of using these metals in a 
mass market. 

CONCLUSIONS 

Comrnercialization of structural ceramics in heat 
engines will have a wide range of benefits for both 
manufacturers and consumers. Ceramic materials are 
critical in the development of several advanced 
engines for motor vehicles, including the adiabatic 
diesel, the gas turbine, and possibly the Stirling 
engine. These engines should achieve a 25 to 35 per
cent improvement in fuel efficiency compared to con
ventional Otto-cycle or diesel engines. Even in con
ventional engines, selected ceramic components should 
reduce heat loss and increase thermal efficiency to 
improve fuel economy by 5 to 15 percent or perhaps 
more. 

What this improved engine efficiency means in 
terms of national energy savings depends, of course, 
on the market success of the vehicles with these 
engines. As shown by one scenario in this analysis, 
the annual fuel savings for the nation could be in 
the billions of gallons of gasoline within a few 
years of market penetratiun uy these vehicles. More 
difficult to quantify, yet nonetheless realistic, is 
the ability of these engines to use alternative 
fuels. In the event of escalating petroleum pr ices 
or shortages of petroleum-derived fuels, the use of 
alcohol fuels or, in the longer term, synthetic 
fuels, i s feasible with these engines. 

Major economic benefits will accrue to the nation 
that fi rst commercializes structural ceramics, 
especially if that nation is able to dominate a mar
ket as large as that of motor vehicle engines. Gross 
national product should rise significantly relative 
to the research and development investment in ceram
ics, and employment should increase concurrently. 
Favorable balance-of-trade changes should also be 
expected as automobile and fuel imports are reduced. 

The development of reliable structural ceramics 
in motor vehicle engines should also reduce the na
tion's dependence on several strateg ic materials. 
Beryllium, cobalt, chromium, manganese, nickel, 
columbium, and tan·ta.lum have uses in heat engines 
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and other high-temperature applications. Because 
these materials either are sufficiently scarce or 
come from countries that could be considered unreli
able suppliers, the United States stockpiles these 
metals. Advanced ceramics could replace alloys of 
these materials in many applications. 

Although this analysis was limited to the use of 
structural ceramics in vehicular engine systems, the 
research needed to develop such advanced ceramics 
will also produce ceramics with applications in other 
product areas. The economic benefits from these other 
commercial uses may be quite substantial, and addi
tional energy savings may also result from some of 
these uses. 
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Commercialization of Major Efficiency-Enhancing 

Vehicular Engine Innovations: Past, Present, and 

Future Micro- and Macroeonomic Considerations 

DANILO J. SANTINI 

ABSTRACT 

Both a general and a particular view of the process and macroeconomic side effects 
of engine innovation are given. The n1story of engine innovation in au~omooi~es, 
railroads, and ships is reviewed and related to the potential path automotive 
engine innovation may take toward the turn of the century. It is shown that auto
motive engine innovation in the past has been costly, especially to lower-income 
consumers, and that potential future adoption of Stirling and Brayton (gas tur
bine) engines is unlikely to be any different. The danger of negative economic 
side effects during the innovation process for the automobile industry and nation 
are noted, Careful corporate and national preparation for automotive innovation 
is suggested. To that end, advanced (year 2000) engine and vehicle characteristics 
are used to estimate that the Stirling and Brayton engines are each likely to have 
specific, different markets. Driving-cycle behavior of the engines in urban and 
suburban settings is examined to show that the Stirling's most likely market will 
be as a specialized urban vehicle, whereas the Brayton's best market will be as a 
specialized suburban and intercity vehicle. It is argued that neither engine has 
the properties necessary to become a universal replacement for all-purpose 
vehicles using advanced Otto-cycle and diesel engines, but that proper use of 
these vehicles could ultimately help to efficiently mitigate national problems of 
urban air pollution (the Stirling in particular) or excessive fuel consumption or 
both. Finally, the observation is made that recent methods of the Environmental 
Protection Agency for evaluating vehicle fuel efficiency could incorrectly lead 
to a negative economic evaluation of advanced Stirling and Brayton engines, tend
ing to unjustifiably retard their introduction to the market. 

Advanced automotive engines were characterized as 
part of the Argonne National Laboratory's study 
Technology Assessment of Productive Conservation in 
Urban Transportation (TAPCUT) (1). In this study, 
which examined transportation en.;rgy use and associ
ated impacts, passenger automobiles powered by Stir
ling, Brayton, advanced diesel, and improved Otto
cycle engines were characterized in detail for the 
year 2000. Several of the vehicles characterized in 
this large study are here examined in further detail 
to provide an understanding of which elements of each 
engine would make it the best choice in various 
vehicle markets in the future. 

The engines and vehicles defined for the TAPCUT 
study were assessed for urban passenger use but were 
not evaluated for rural and intercity applications. 
Several different levels of success in technology 
development were assessed, each achieving different 
fuel efficiency and performance levels by the year 
2000. The purpose of the original TAPCUT study was 
to define relevant energy conservation strategies in 
urban transportation, test them, and determine their 
environmental impacts. The present study focuses not 
only on urban environmental and energy conserva
tion issues, but also on rural and urban markets for 
the new technologies. The study concentrates mostly 
on the costs and benefits of achieving fuel effi
ciency. Attributes of the engines and vehicles, as 
well as the fuel consumption estimating techniques, 
were taken from the TAPCUT reports. To expand that 
information, further detail was developed on fuel 
efficiency variation between driving cycles experi-

enced by vehicles using the new engines. With these 
data, the vehicles were compared in different driving 
cycles to reveal their strong points in terms of fuel 
economy realized in specific applications. Applica
tions compared were in-city driving versus suburban 
driving. 

BACKGROUND ON THE ECONOMICS OF ENGINE INNOVATION 

History of Automotive Engine J; nnovation 

Recent and ongoing research at Argonne National 
Laboratory's Center for Transportation Research re
veals that the process of introducing new, more ef
ficient automotive engines into the marketplace in
volves a period of very costly adjustment for 
consumers, motor vehicle manufacturers, and the na
tional economy (2-5). This research reveals that the 
inflation-adjusted- (real) costs of motor vehicles 
increase sharply during a period of engine innova
tion, especially for low-income consumers. As a con
sequence, motor vehicle sales decline, the income
generating side effects of automobile production 
decrease, consumers have less money to spend, and 
real national wealth per capita diminishes or stag
nates (see Table 1) (2). Prior research revealed that 
three distinct periofu; of automotive engine innova
tion occurred since World War I (WWI). Within each 
of these periods (1926-1935; 1952-1959; 1979-1984), 
there were subper iods of very low automotive sales 
and weak national economic activity. Automobile sales 
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TABLE 1 Rates of Change in Real Vehicle Price and Horsepower and Other Economic Indicators, 1921-1983 (2) 

Annual Change (% }8 

Innovation Period I, Innovation Period II, 
1926-1934 1952-1960 Innovation 

Measure 
Period III, 

1921-1926 1926-1932 1932-1934 1934-1952 1952-1958 1958-1960 1960-1977 1977-1983b 

Vehicle price< and engine power 
Ford 

Cost (1921 $} -7.25 17.8 -3.7 1.3 3.8 -13.3 -!. 7 4.1 
Horsepower 0 16.5 17.7 0.7 5.3 -37.9 -0.ld -8.4. 

Chevrolet 
Cost (1921 $} -9.S 10.2 -12.5 2.8 3.9 -3.5 -1.8 2.0 
Horsepower 0 15.0 7.2 1.4 7.9 -25.7 -l.3d -3.5• 

Dodge 
Cost (1921 $} -9.6 6.7 -7.9 0.9 3.0 -11.3 -0.6 0.8 
Horsepower 0 9.4 20.4 0.9 4 .6 -13.5 -0. ld -7.2 

Buick 
Cost (1921 $} -9.0 4.9 -9.9 0.9 3.6 -3.8 -1.0 2.7 
Horsepower 5.4 3.1 6.0 l.8 18.9 -11.3 -2.3d -3.3 

Cadillac 
Cost (1921 $} -5.8 6.8 -11.1 -3.9 5.0 -1.5 0 -3.7 
Horsepower 1.6 5.1 6.3 1.3 9.3 0 -3.7d -10.4 

Lincoln 
Cost (1921 $} -0.5 1.1 3. 1 -5.1 5.9 -6.4 -1.3 3,0 
Horsepower -1.l 5.6 9.5 0.4 18.6 -7.2 -4.7d 0.9 

Other economic indicators 
Index of rel live motor 
vehicle p.riccsf NA 5.0 -6.4 -0.02 1.5 0.2 -1.2 0.1 

Passenger car sales per capita 18.4 -19.0 39.1 2.7 -2.0 22.8 0.7 -6.l 
Real GNP per capita (1958 $} 6.6 -5.5 2.8 4.1 0,3 2.5 2.8 0.9 

OIScte Ti.hie 1.1 (2), roo1no1e.s .n.-d: 111"" rootnolU ldonrH"r ilisht YArltll ioni in )'CIUS of dnla. 
bThe mc1hod u1od 1cnds to undcuuuc C01l lncrao.&111 here bcuu1c ne.w • .snudlcc. low"Cr-co.sl modeU: were addod by m1mr mnkt'A, \Yhel\ in te.rior v.olume 1:1 hold c:onstonl, emu 
to up much f1u1a.r Ourn 'hown htiro. Th~ ftl.l Lhor'~ favori le c:ica.mplu orD lh(t two AmOric:nn .r:rnmmobllu ha boucJ11 In 1918 am.I &980. From 1 !>80 10 1984. 1he minimum co.s1 
of an equlv1.1lon 1 volume: (snmc body f.C)'l,e) vohlclo or cht lnme mttke went up In tHI ttt rm.s by 11 .0 pcrC'cnl per yenr for &ho c:hc.:iJU~r rour·C)'llnd~r model, ond 5.2 por~cn1 11cr 
)'cnr for &he more e penslv~ ltt<ldcl In which a V0 6 ropl•ced U1t". V-8. 

cAner ~Vorld W<1r ll, modal·)'aar in1Jodua1lon 1nlcc5 are U.5Cd for 4?0U.S h1 1hc c:nh:ndu fC'Dr ' 'beforO" lhc model yt'ar, 
dUit w1ll1 caiuc on; lhe llh.Uhod or compu 111113: hornpower chcanged In ihc mldd lo or lhc tlmf!! fn1rr\•n l, 
;e105<tl.i arc u:J;od In 1983. nhhough U1oy nro no1 lhe lo\Ycst·co11 models. 
NA • nol iwnlloble. Ralativc. pricc1 compu1od from wholCJale prkc lndlcu. 

were lower at the beginning than at the end of each 
of the subper iods 1929 to 1932, 1955 to 1958, and 
1979 to 1982, and real gross national product (GNP) 
per ca pi ta had declined (these subper iods are not 
illustrated in Table 1). Intervening periods, how
ever, were characterized by relatively consistent 
peacetime economic growth fostered by a general in
crease in affordability and sales of automobiles. 
Table l illustrates these facts by presenting 
statistics on real costs (based on deflation with 
the wholesale pr ice index) for the lowest-cost car 
available from a range of economy to luxury makes. 
Rates of change of costs are averaged over critical 
intervals from 1921 to 1983, enabling comparison be
tween innovative and noninnovative engine development 
periods. 

The annual rate of real cost increases of six 
representative makes of car is shown for selected 
time intervals from 1921 to 1983 in Table l. These 
makes were selected because they represent the full 
price range of vehicles available from U.S. pro
ducers. They are roughly ranked according to their 
position in the lowest to highest price range and 
highest to lowest sales range. 

Three graphs (Figures l to 3) based on informatio~ 
from Table 1 help to illustrate some key features 
related to the au tomobi le engine innovation process. 
First, Table 1 uses hor.sepower change as an indicator 
of the rate of introduction of new engines. A high 
rate of change in hor sepower (positive or nega tive) 
is used to define an i nnovat i ve period. The ter m in
novation is used to mean "the introduction of some
thing new" (as defined in Webster's New Collegiate 
Dictionary), referring to the widespread introduction 
of new engines by all automobile manufacturers. Table 
l and Figure l show that three periods of relatively 
stable engine horsepower (1921-1926, 1934-1952, and 
1960-1977) have been followed in each case by an 
unusually rapid change of horsepower in nearly all 

makes. Table l shows that during periods of stable 
engine horsepower, relative motor vehicle prices for 
all makes mostly tended to decline, while any in
creases were moderate. In contrast, the initial years 
of engine innovation (1926-1932, 1952-1958, and 1977-
1983) were characterized by real price increases in 
lower-pr iced makes that were more rapid than the 
average for all motor vehicles (see Figure 2) and 
that also represented a significant increase from 
the preceding price trend for the make. Figure l 
graphically shows the latter pattern for the two 
lowest-priced makes, Chevrolet and Ford. 

After each of the cost-increasing periods of en
gine innovation was well under way, sales of auto
mobiles dropped to a depressed level at the same time 
that economic activity (as measured by real GNP) 
dropped into what has subsequently been recognized 
as one of the worst slowdowns of that historical 
period. The end of the first innovative per iod , 1932, 
is now recognized as the lowest poin t of the Great 
Depression. The end of the second innovative period 
(1958) is within a period now labeled the "Eisenhower 
Stagnation" in economics texts , and the most recent 
of the three innovative periods has also been de
scribed as a time of economic stagnation. 

The typical economic interpretation of the link 
between national economic activity and automobile 
sales views national economic aggregates (interest 
rates, national output, and unemployment) as pushing 
the motor vehicle industry down. Few economists have 
emphasized the possibility of a systematic reversal 
of causality in which internally created cost in
creases pull automobile sales down, with the automo
bile sector in turn pulling the rest of the economy 
down . Nevertheless, the evidence presented he r e is 
consistent with the latter interpretation. Admit
tedly, this evidence only addresses three of the 
worst business downturns since WWI. It does not show 
a causal link to each U.S. recession. It does show, 
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FIGURE 2 Differences between average annual rates of 
auto1nobile price increase and rat• experienced by Ford, 
CJ1cvrofol, and Dodge during three periods of engine 
innovation [from Table 1 and Table 1.1 (2)). 

82(IV)-B4(ll) 

Recoveries and 
Non-Innovative 

Periods 

8 -

12 

-8 -6 -4 .·' m 6 
Real Auto Price 
Changes (3/ yr) 

-4 

Real GNP/ Capita 
Change (%/yr) - 6 

BO(l)-82(IV) 

\. .-· j·nlt lol Ports, 
lnnovat!vo Porlods 

FIG URE 3 Relationship between annual rates of change of 
aggregate r al motor veh i le price and real GNP: . ·h:ded sequential 
tim intervals, 1926 to 1984 (from Table 1 and text~ 

however, that costly automotive i nnovation can logi
cal ly be argued to be causally linked to many of the 
periods of low macroeconomic growth occurr ing since 
the automobile became the transport vehicle with the 
largest value of output in the nation. 

Figure 3 traces the h istory of aggregate real 
automobile price increases and real GNP increases 
over substantially the same time intervals shown in 
Table 1. The only change is a shift to carefully 
selected quarterly data for the 1980 to 1984 time 
period (2,6). This selection is made desi rable by 
the automobile industry's recently adopted strategy 
of introducing new makes in the spring, with regular 
but unscheduled price adjustments. Use of quarterly 
data also illustrates the fact that the current eco
nomic recovery can be argued to have been promoted 
by real motor vehicle price reductions. Using Figure 
3 for the third innovation period and Table 1 for 
the first two, one can see that each rapid price in
crease at the start of a period of engine innovation 
was followed by a period of relatively rapid reduc
tion of prices for many, if not all, makes. This re
duction in price occurred in conjunction with a 
nominal "recovery " that left the economy at a higher 
but still unsatisfactory (from a political point of 
view) level of activity in these cases. 

The evidence presented here is intended to set 
the background on the importance of proper prepara
tion to allow engine innovation to take place with 
minimal cost . A comparison of the three i nnovative 
periods discussed most recently implies that the 
greater the positive shift in trend of cost of low
cost veh i cles (and the greater the positive shift in 
trend of aggregate vehi cle costs), the worse the ef
fect on GNP per capita . One interpretati_on of this 
pattern is that moderate rates of introductions of 
innovative engines, accompanied by moderate increases 
in aggregate vehicle costs, might allow a more suc
cessful transition (in the sense of less negative 
macroeconomic side effects) than would an attempt at 
an abrupt, industry-wide transition from one set of 
engine technologies to another. 

Arguments Concerning Causes of Engine Innovation 
and Its Side Effects 

Before moving from the discussion of the automobile's 
past to the automobile 's future, one should consider 
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the history of vehicular engine innovation processes 
in order to develop some judgment about the future. 
First, the evidence suggests that some triggering 
mechanism caused all automobile manufacturers to 
simultaneously change their engine characteristics. 
One possibility would be competitive pressure as de
scribed by the economic model of "perfect competi
tion." However, this is a poor explanation, because 
competitive pressures are supposed to push price 
down and sales up. The sensible explanation is that 
a transition in fuel characteristics (price or qual
ity or both) precedes and triggers an engine innova 
tion period. Another frequently observed factor is 
the effect of environmental regulation (~-~). 

When one introduces fuel price and quality as 
causal factors in creating incentives for consumers 
to change and delay engine--and perhaps vehicle-
choices, then a theoretical explanation is provided 
for recently published statistical evidence that 
crude oil pr ice shocks have been causally linked to 
nearly every u.s. recession since WWII (7,8), Hamil
ton's statistical study <.:!.> begins to fill in the 
gaps in Table 1 with evidence consistent with the 
hypothesis that changing consumer preferences for 
automotive engines may be a consistent cause of re
cessions. 

The view that changing consumer purchasing habits 
are the causes of recessions and depressions is not 
a new one. Keynes was the most notable proponent of 
the view that changes in the "propensity to consume" 
caused business downturns <i>· However, although 
Keynes suggested several reasons for such changes, 
he performed no empirical evaluation of those rea
sons. None of Keynes' suggested reasons had anything 
to do with energy. In the arguments presented here, 
economic actors rationally change their propensity 
to buy certain engines based on fuel price and qual
ity shifts. Vehicle and engine manufacturers attempt 
to meet changed purchaser preferences by investing 
in the production of new or innovative engines. The 
limited evidence presented here suggests that this 
process drives up engine and vehicle costs, thereby 
depressing vehicle demand. It has been argued else
where (3,5) t hat if this process be comes pr olonged 
because - of continuing synerg i stic i nterac t ions be
tween fuel and engine attributes, a depression could 
result. The more rapidly the process comes to a halt, 
or the less costly the innovations undertaken, the 
less severe the business downturn should be. 

The downturns examined in Table 1 and Figures 1 
to 3 have each been fairly long, and the engine in
novations have been costly to the vehicle purchaser. 
The behavior of the economy during these periods is 
consistent with the earlier interpretation of events, 
given that economists have used the words "depres
sion" and "stagnation" to distinguish these periods 
from other periods of rather steady growth inter
rupted by occasional recessions . In more lengthy in
vestigations it has been found that the engine inno
vations attempted during recessions are either 
immediate and clear successes or immediate and clear 
failures. Furthermore, they have generally been 
treated by engineering historians as refinements 
rather than significant technological innovations 
(4), The clear a bs ence of s i gn ificant engi ne innova
tions in the non i nnova tive periods in Tabl e 1 impl ies 
that any changes adopted due ing intervening reces
s ions were relatively minor. However, the author's 
investigations indicate that minor engine innovations 
were often characteristic of recessions (~),whereas 

Hamilton's work suggests that, during the post-WWII 
period, such changes were induced by positive shifts 
in crude oil price (11~). 

Since the mention of Keynes' theories concerning 
the importance of shifts in the propensity to con
sume, the terminology has been changed from "con-
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sumer" to "purchaser" or "economic actor" when 
changes in the propensity to consume engine and 
vehicle combinations are discussed. This has been 
done because, if fuel price and quality shifts occur, 
there is no reason to believe that only final con
sumers will readjust their purchase plans. Businesses 
that use engines should also be expected to alter 
their choice of engine. In fact, it can be argued 
that businesses are even more likely than consumers 
to make economic calculations that might lead them 
to choose a new engine. Thus, although Keynes empha
sizes the importance of the final consumer, this 
model of engine purchaser behavior recognizes that 
both purchasers of final goods (consumers) and 
intermediate goods (businesses) will simultaneously 
reevaluate their choice of engine after a shift in 
fuel price and quality. 

Pre-1900 Historical Evidence Supporting the 
Ca usal Argumen ts 

Research for this paper on the subject of the link 
between engine innovation and · the business cycle has 
gone as far back as the late 1700s. Although the 
negative side effects arising from altered engine 
purchasing patterns can be explained in terms of a 
consumer response since WWI, one must recognize the 
similar nature of transport-sector business responses 
to see that it is essentially the same phenomenon 
that was consistently repeated in the 1800s and early 
1900s. A brief discussion of the 19th-century engine 
innovation process can help put possible future i n
novations in perspective. 

The steam engine was introduced as a stationary 
engine in the late 1700s. It was later applied to 
marine use, railroad use, and finally, by the 1890s, 
to automotive use. Its introduction to railroads in 
the United States created competitive pressures on 
canal builders. In 1836, a form of locomotive was 
invented that became the mainstay of the U.S. rail 
transportation system until the 1890s. This was the 
4-4-0, or "American" locomotive, a single locomotive 
type deemed worthy of its own book (10). This loco
motive type led to the use of far more expensive 
locomotives than had been used in the 1830s. Never
theless, from 1839 to 1842 it almost completely sup
planted the outmoded 4-2-0 in production, while the 
late-1830s boom in canal construction was completely 
choked off (see Figure 4), Canal spending never 
revived. The years of 1839 to 1842 were described by 

Canals 
(1840-43) 

Locomotives 
(1870-75) 

Locomotives 
(1893-94) 

Automobiles 
(1929-32) 
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Sector 

~.lllllTTTTTmTT.-i£~nal Spending 
JJ.l.J.J.il.J.UJ.1. 
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FIGURE 4 Depression-inducing peak-to-trough decline of output 
of old transport technologies made obsolete by innovative 
competing technologies [cases given occur at outset of four worst 
U.S. depressions (4)). 
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Milton Friedman and Anna Schwartz as the "second 
worst monetary collapse in history" (11) . (The period 
of the worst monetary collapse occurred during the 
most rapid automotive horsepower change in history, 
labeled "Innovation Period I" in Table 1). 

In the early 1870s, the costly but efficient com
pound marine steam engine was introduced on the 
Great Lakes and along the eastern seaboard by inte
grated transportation companies that owned both 
railroads and shipping lines. Construction of ships 
expanded rapidly at the same time that railroad 
locomotive (see Figure 4) , freight car, and track 
mileage construction dropped sharply. At the time, 
most railroad mileage was in the Northeast and Mid
west regions where competition from Great Lakes to 
Erie Canal to Long Island Sound shipping routes was 
prevalent. The drop in rail activity coincided with 
a decline in business output that followed the Panic 
of 1873= The low !e" .. 7 el !:)f b~si~::=::=:: ~=ti;."it}" laotca 
for 5 years, a period described by historians as a 
depression. 

Compounding in a reciprocating steam engine adds 
complexity and increases first cost in order to im
prove efficiency. Compounding involves stepwise ex
pansion of steam in separate, increasingly large 
cylinders. As more compounding steps were added, the 
pressure of the steam in the first cy.unaer was 
increased. Similar procedures are now used in elec
tric generating steam turbines (steam is expanded in 
small, high-pressure turbines first, then in larger 
low-pressure turbines). In marine reciprocating steam 
engines, the stages of expansion were increased 
sequentially over a period of time from two to five. 
Triple expansion, first widely adopted in the rnid-
1880s (during a recession) proved to be the most 
economically successful. Quadruple- and quintuple
expansion ships were few in number, given their lack 
of economic success. The reciprocating, external 
combustion marine steam engine was eventually re
placed by the external combustion steam turbine and 
the internal combustion diesel. 

The reciprocating internal combustion engine is 
currently going through a similar sequence. More and 
more devices are being appended to the engine (tur
bochargers and intercoolers, for example) in the 
search for more efficiency (12). In the case of the 
reciprocating marine steam engine, the process ended 
when this engine was supplanted by the steam tur
bine. Today, both the high-pressure steam turbine 
and the diesel are used in marine applications, with 
the diesel used in low-speed applications and the 
turbine in high-speed applications. Later in this 
paper, the systematic evaluation of the diesel and 
the internal combustion turbine for automotive ap
plications leads to the conclusion that the greatest 
advantage of the diesel is in low-speed stop-and-go 
applications, whereas the turbine is comparatively 
better when used at higher, steadier speeds. It is 
also seen that the internal combustion turbine is 
the next logical step up from the internal combustion 
reciprocating engine, just as history shows that the 
same sequence was followed for external combustion 
(i.e., steam) engines. 

Only three stages of steam expansion were tried 
in locomotives. Severe space and weight limitations 
prevented further evolution. Two-stage compounding 
was introduced in U.S. locomotives in 1889, and was 
widely adopted during the depression of the 1890s, 
which began in 1892 (see Figure 4). Electric locomo
tives, which cost two-and-a-half times as much as 
steam locomotives per unit power, were also adopted 
for specialized uses where high power, reliable ser
vice, dependable cold-weather operation, smokeless 
operation, or all four were required. A boom in 
street railway construction occurred during this de
pression, as urban rail systems almost completely 
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replaced the horse with the electric railcar. Stearn 
locomotive sales dropped precipitously (see Figure 
4) and several different models were introduced. The 
next stage of compounding in locomotives was not 
tried until the next depression. The only triple-ex
vansion locomotive ever built for a u.s. railroad 
was the "L.F. Loree," the only locomotive delivered 
in the Great Depression year of 1933 (13). 

The period between the depression of the 1690s 
and the Great Depression is an informative one be
cause it reminds us that several forms of motive 
power occasionally coexist in various transportation 
modes. The g•soline-powered automobile was introduced 
during the 1890s depression. During the interdepres
sion period, both electric and steam locomotives had 
significant shares of the market. Early in the 
period, both electric and gasoline automobiles had 
significant shares of the market. Electrics were 
pi:cfCLi."t:d fur ULbca11 arJ.vi.ng by women, because of 
their quiet, clean operation and the elimination of 
the manual starting problem of the early gasoline 
models. The automatic starter was a major cause of 
the demise of the electric car. Steam-engine cars, 
which never used the principle of compounding, were 
successfully introduced before gasoline cars and 
remained in production until the increase in horse
power of gasoline-powered vehicles during the 1926 
to 1932 time period. 

The diesel-electric locomotive was introduced in 
1924 for railroad yard switching. It also found ap
plications in urban areas where legislation required 
smokeless running. This was stop-and-go service, for 
which the diesel is well suited. Although diesel
electrics cost five times as much as steam engines 
per unit of power (13) , they cost only twice as much 
as electrics, the principal competition in smoke-re
stricted areas. They carried their own power plant 
and therefore did not require the costs of rail 
electrification. Smoke laws and pollution control 
(the latter related to horses) had played a role in 
the introduction of the first electric locomotives. 
Smoke laws also played a role in the introduction of 
diesel locomotives. Environmental legislation thus 
forced the initial use of these two innovative loco
motive engines (?_,13). 

Conclusions and Surnrna.ry of Historical Discussion 

Four key points can be derived from this discussion: 

1. It is apparent that historically significant 
engine innovations have consistently begun just be
fore u. s. depressions and have continued during the 
depressions. However, when one looks at history from 
the long-term point of view it is doubtful that one 
would want to prevent engine innovation in order to 
avoid its negative side effects. The alternative, 
then, is to recognize that these events must take 
place but to plan ahead of time so that they cause 
less damage to the economy. 

2. The possibility that the almost universally 
used internal combustion reciprocating automotive 
engine may be partially replaced by other engine 
types is not without historical precedent, given the 
prior simultaneous existence of steam and electric 
locomotives and steam, gasoline, and electric auto
mobiles. 

3. The eventual economic failure of the recipro
cating steam engine was presaged by the increasing 
complexity of the engine as more and more stages of 
compounding were attempted. The fact that the in
ternal combustion reciprocating engine is becoming 
more complex in the quest for efficiency (turbo
charging, turbocharging plus intercooling, increasing 
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the number of valves per cylinder, and possibly tur
bocompounding) (12) may also presage its slow demise. 

4. The role of environmental regulation in forc
ing the adoption of the first electric locomotive 
<.~) and the first diesel locomotive <ill suggests 
that the possibility of such effects should not be 
ruled out when considering costly new engines. It is 
also true that the regulations that forced the in
troduction of new locomotive engines also caused the 
introduction of far more efficient engines that later 
found use in applications where their env ironmenta 1 
virtues were not the critical determinants of their 
success. This might also happen with the automotive 
Stirling engine. 

In the latter half of the paper the potential 
introduction of the Brayton internal combustion tur
bine or the Stirling, an external combustion recip
rocat ing engine that uses a low-molecular-weight gas 
as a working fluid, is examined. Some of the reasons 
that diligent advance work should be done on these 
engines are. that such work can allow the engines to 
be introduce d without uncertainty, at a lower initial 
cost, and perhaps at an earlier time but at a more 
gradual rate. All of these attributes of engine 
introduction should reduce the apparent consumer 
shock effects that caused the kinds of vehicle output 
declines shown in Figure 4. 

There is certainiy a possibility that the 1890 to 
1930 pattern of multiple-engine locomotive and 
automobile history might repeat itself in the auto
motive sector. Ironically, the diesel, previously 
encouraged by environmental laws and currently one 
of the engines that enhances fuel efficiency, might 
in the future be restricted in some u:rban areas for 
environmental reason.s. The Stirling engine, although 
costly and economically unproven in any major market, 
offers the potential for very low emissions, thus 
making it o f i nterest for potential use in urban ap
plications. The Brayton , already successful in sta
tionary, marine, and aircraft applications, may be 
able to use cheap (low-octane) fuel efficiently while 
cruising. However, i t might be ruled out for everyday 
urban use in large metropolitan a.reas because of 
smog-promoting nitrogen oxide emissions and poor idle 
performance. Other attributes of these engines, which 
are described in this paper, make them potential 
candidates fo r specialized future automotive uses, 
much like the specialized uses of the electric, 
steam, and gasoline cars in the 1890 to 1926 period. 

Future Versus Past Automotive Engine 
Innovation Costs 
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Table 1 and Figure 3 show that the real costs of 
lower-priced makes increase at the greatest rate 
during a period of engine innovation. This is not a 
coincidence. In fact, the same behavior observed in 
the past has now been unintentionally "predicted" by 
two recent economic studies of future engine innova
tion. The first , a Los Alamos study (14) estimated 
such a pattern of 1980 to 1990 cost increases as 
discussed in the earlier version of this paper (15). 
The second study, TAPCUT C!l , provides the informa
tion necessary to calculate the percentage increases 
in real vehicle cost by veh icle price that would 
arise if u.s. automobile -manufacturers were to shift 
from Otto-cycle internal combustion engines in 1990 
to either diesel, Brayton (gas-turbine), or Stirling 
engines by the year 2000 (see Table 2) <.!.l. Regard
less of the engine type selected, real costs are 
projected to increase at a higher rate for lower-in
come buyers. However, as one might expect, a conver
s ion to Brayton or Stirling engines is pro jected to 
be far more costly than a conversion to advanced 
diesel engines. 

The TAPCUT-based estimates of the total real-ve
hicle-cost percentage increases for the introduction 
of Stirling and Brayton engines (Table 2) are some
what lower than those of the 1926 to 1932 period that 
initiated the Great Depression (Table 1) but are 
greater than the engine and vehicle innovations of 
the mid-1950s and early 1980s (Table 1), Consequent
ly, given the typical consumer reaction, one might 
expect a period of general economic difficulty sur
passing that of the mid-1950s and early 1980s if 
future events were to cause a similarly rapid and 
universal conversion ~rom reciprocating internal 
combustion automotive engines (diesels and Otto-cycle 
engines) to Stirling and Brayton automotive engines. 
However, as this study illustrates, a partial con
version is far more likely and desirable. 

Study Purpose 

The introductory discussion of the economic impacts 
of engine innovation suggests that the solution of 
the technical problems in engine design is only the 
first step in successful introduction of the engine 

TABLE 2 Projected Real Costs of Adopting Innovative Engines in Place of the Otto-Cycle Engine to Improve On-Road Urban Fuel 
Efficiency, 1990 to 2000 (1) 

Advanced Diesel Stirling Brayton 

Percent Percent Percent 
Vehicle Type 1990 2000 Percent Change per Year 2000 Percent Change per Year 2000 Percent Change per Year 

Automobile 
Mini 

Cost 5,460 6,550 20.0 1.8 8,160 49 .5 4.1 8,460 54.9 4.5 
Mpg 36 57 58.3 4.7 57 58.3 4.7 55 52.8 4.3 

Small 
Cost 6,144 7,l 80 16.9 1.6 8,790 43.1 3.6 9,060 47.5 4.0 
Mpg 33 51 54.5 4.4 51 54.5 4.4 50 51.5 4.2 

Medium-sized 
Cost 7,908 9,010 13.9 1.3 10,600 34.0 3.0 J0,790 36.4 3.2 
Mpg 23 33 43.5 3.1 36 56.5 4.6 35 52.2 4,3 

Large 
Cost J0,200 10,910 7,0 0.7 13,600 33.3 2.9 13,140 28.8 2.6 
Mpg 19 29 52.6 4,3 29 52.6 4.3 29 52.6 4.3 

Van 
Cost 7,555 8,670 14.8 1.4 10, 130 34.1 3,0 10,340 36.9 3.2 
Mpg 27 42 55.6 4.5 42 55.6 4.5 41 51.9 4.3 

Note: cost is exp ressed in 1980 dollars. 
Fuel economy based on prior TAPCUT work. 
estimates when used fo r 1980 automobiles. 

Methods in this study are related derivatives. Fuel economy estimates are ''as driven" estimates and tend to be less than pre·l 985 EPA 
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into the marketplace. '])he rather negative side ef
fects of the three prior periods of new automotive 
engine introduction suggest that a careful plan for 
slow introduction of new engines into the marketplace 
(with accept;mce of slower recovery of engine R&D 
costs) might help to reduce the negative short-term 
side effects while allowing the long-term benefits of 
improved engine designs to be realized. 

The purpose 0£ this paper is to take previously 
developed engineering-baaed cost and performance in
formation on the expected "post-breakthrough" be
havior of Brayton and Stirling engines and system
atically evaluate the be.st p0tenfial markets for 
those engines. It is assumed that if technical 
breakthroughs occur, ·they should inevitably lead to 
the introduction of new engines. However, it is also 
assumed that ear ly, tacgeted introduct~on of new 
engines , accompanied by a slow expansion of market 
share, could prevent the problems that previously 
accompanied the widespread, rapid introduction of 
new engines. An accurate depiction of the most ad
vantageous uses of new engines will help consumers 
and producers make better decisions concerning their 
use, as well as prevent early abandonment of other
wise successf1.1l engine technologies. For example, in 
view of current engine characteriztics, it is ques
tionable whether the almost complete abandonment of 
four-cylinder engines in the early 1930s was eco
nomically or technically desirable. 

VEHICLE CHARACTERISTICS 

The vehicle characteristics used in this study were 
based on slight modifications of the projected 
vehicle designs developed for the TAPCUT study (15, 
16). Vehicle design variables that were altered over 
the 1980 to 2000 time interval included (al materials 
composition, (b) weight, (c) engine-to-road system 
or "cruise" efficiency, (d) idle fuel-flow rate, (e) 
engine location (front-wheel drive), and (f) drag 
coefficients. Costs of realizing the design char
acteristics were also estimated. General driving
cycle equations were developed to simulate urban, 
highway, and combined driving . Characteristics of 
large and small vehicles that this study projects 
for the year 2000 are given in Table 3. 

In an earlier draft of this paper, further details 
on materials use, aerodynamics, and the fuel con
sumption model were given in a discussion that 
focused more on the Stirling and Brayton evaluation 
methodology and far less on the historical aspects. 

FUEL CONSUMPTION TRADE-OFFS 

The properties shown in Table 3, along with engine 
costs, make the comparison of the Stirling and Bray-
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ton to the diesel and Otto-cycle engines a more com
plex task than the comparison of the diesel to the 
Otto. The diesel is superior to the Otto both in 
terms of idle fuel-flow rate and system efficiency. 
The Stirling is similarly superior to the Otto in 
both of these categories. However, the Stirling is 
projected to be superior to the diesel in system ef
ficiency, but inferior in terms of idle fuel-flow 
rate. Consequently , in terms of vehicle fuel effi
ciency, the Stirling can do worse or better than the 
d iesel , depending on the percentage of trip time 
spent in braking and at idle. In contrast, the diesel 
can never do woree than the Otto, so the recent use 
of simple point estimates of fuel efficiency was 
generally acceptable for consumer comparisons of 
diesel and Otto engines. In the case of the Stirling, 
however, knowledge of its behavior as a function of 
its driving cycle would be much more valuable to the 
consumer. 

If this case can be made for the Stirling engine, 
it can be made with even more vigor for the Brayton. 
'rhe Brayton bas the best cruise and acceleration 
system efficiency of all of the combustion engines 
characterized in the TAPCUT study, while also having 
the worst braking and idle fuel-flow rates. The sys
tem efficiencies of both the Brayton and Stirling 
engines come dear in terms o f estimated initial 
vehicle cost, as Table 2 illustrates. The diesel's 
16 percent system efficiency gains with respect to 
the 1990 Otto engines come at a real cost of about 7 
to 20 percent, with the lowest percentage of cost 
increases occurring in larger six-passengex vehicles. 
Another 33 percent gain in system efficiency can be 
obtained in the year 2000 fox 20 to 30 percent addi
tional real cost if one purchases a Brayton. The 
Brayton and Stirling vehicles consistently cost more 
than the diesel, but shift positions relative to one 
another as vehicle size increases. In a large 
vehicle, the Brayton costs less than the Stirling. 
In all other vehicles, the Stirling costs less. Al
though these results might appear to be speculative, 
it should be remembered that extremely small versions 
of the Stirling engine have been successfully oper
ated, and the Brayton has incxeased its aviation 
market by a gradual reduction from larger sizes. The 
Brayton can thus be expected to enter the automotive 
engine market from tbe top end of the horsepowe·r 
range i n larger veh icles . It might have to be suc
cessful in heavy-duty vehicles before being intro
duced into large automobiles. 

DRIVING CYCLES 

For the purposes of this paper, urban, suburban, and 
"combined" driving cycles were disaggregated from 
the TAPCUT SAE Jl082 driving cycle, which included 
urban and suburban segments. For purposes of rough 

TABLE 3 TAPCUT Small and Large Vehicle Characteristics for Year 2000 

Cost Increment 
Laden Idle Fuel System Vehicle ($)Versus 

Vehicle and Weight Horse- Flow Rate Efficiency Cost 
Engine (lb) power (gal/min) (%) (1975 $) Otto Diesel 

Small 
Otto 1,990 103 0.0094 18 4,005 -664 
Diesel 1,950 101 0.0027 21 4,669 +664 
Stirling 2,071 107 0.0059 25 5,720 +l,715 +1,051 
Brayton 1,845 97 0.0100 28 5,894 +l,889 +l,225 

Large 
Otto 2,940 156 0.0141 18 6,850 -593 
Diesel 2,887 153 0.0039 21 7,443 +593 
Stirling 3,015 159 0.0087 25 8,847 +1,997 +l,404 
Brayton 2,726 146 0.0142 28 8,553 +l,703 +1,110 
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comparison, the urban cycle used in this study aver
ages 15. 9 mph, whereas the Environmental Protection 
Agency (EPA) "city" cycle averages 19. 6 mph. This 
study's suburban cycle averages 40.2 mph, whereas 
EPA's "highway" cycle averages 46.2 mph. The TAPCUT 
study focused on urban and suburban driving only, 
but EPA must account for rural and intercity use in 
the driving cycles that it uses to evaluate vehicle 
efficiency. Additional details are available from 
the author. 

Large Automobile/Large Engine Driving Patterns 

The Brayton' s slight cost advantage over the Stir
ling in large automobiles, which tend to be powered 
by large engines (see Table 3), suggests that it 
might have its best market opportunity in large 
automobiles. A 1975 GM study (see Table 4) (17) shows 
that large automobiles are dr i ven mor e mileS-per day 
than are medium-sized and small automobiles. It also 
shows that those with larger engines are driven more 
miles per day. Geographically, the study shows that 
residents of low-density zip code regions drive their 
automobiles the most. These drivers also achieve 
mileage closer to the EPA ratings than do drivers in 
more densely populated regions. Because automobiles 
with low EPA mileage ratings (presumably large 
vehicles with large engines) were consistently closer 
to their EPA ratings than other automobiles, it seems 
reasonable to assume that these vehicles were driven 
less in heavy traffic and in stop-and-go driving. 
The low-residential-density region appears to be a 
good potential market for the fuel-efficient Brayton 
engine, because the figures in Table 4 imply that 
automobiles are driven intensively in that region 
and they are driven relatively less frequently in a 
stop-and-go fashion. Consequently, the Brayton's 
superior cruise efficiency could be used to its ad
vantage, allowing the vehicle to realize better 
on-road mileage than its competition. Given the in
tensive use of the vehicle, its lower fuel expenses 
could more rapidly repay its high initial cost. The 
national benefits of a more fuel-efficient engine 
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technology for rural and suburban use could be very 
substantial, given the fact that about two-thirds of 
the mileage driven is in such regions (see Table 4). 

This study and other studies cited in the earlier 
paper (15) have found that the diesel's relative 
fuel-efficiency advantage in small automobiles in
creases when it is driven fewer miles per day (a 
surrogate for urban driving) and at lower speeds. 
This behavior is due to both the relatively flat 
torque and power curves of the diesel engine and its 
low rate of fuel consumption at idle. It is worth 
noting that General Motors now plans to abandon die
sel engines in its large- and medium-sized automo
biles, but will retain the diesel option in the small 
Chevette (15). Good low-speed torque and low idle 
fuel-flow rates are also character is tics of the 
Stirling engine, making it a logical urban competitor 
to the diesel. Furthermore, the front-end aerodynamic 
penalties arising from the bulk of the Stirling en
gine are unimportant in urban driving-cycle applica
tions. 

In this paper discussion will be limited to auto
motive applications. A discussion of other possible 
vehicle applications of Stirling and Brayton engines 
can be found in the earlier version of this paper 
(15). 

Year-2000 Economic Payoff Es timates Comparing 
Engines in Selected Markets 

Table 3 shows the weight, horsepower, idle fuel-flow 
rate, system efficiency, and year-2000 vehicle costs 
for large and small vehicles with Otto-cycle, diesel, 
Stirling, and Brayton engines. Differential 1975 
dollar costs for the Stirling and Brayton engines in 
comparison to Otto and diesel engines are also pre
sented. 

Table 5 shows the incremental benefit-cost ratio 
obtained by comparing a Stirling or Brayton engine 
with an Otto or diesel engine. It is assumed that 
the vehicle is driven in a suburban cycle in a rela
tively lightly populated area, where average miles 
per day (AMPD) values are high (17, 776 mi/year or 

TABLE 4 Dependence of AMPD on Population Density and Other Factors, 
Model-Year 1975 GM Automobiles (1 7) 

Population (Owner Zip Code )8 U.S. Avg 

Selected Characteristics 25,000- Sample- VMT-
of Various Size Regions 25,000 999,999 ;;. J million Weighted Weighted 

Percentage of cars in sample 48.0 47.6 4.4 NA NA 
Pcrccn l•ge of vehicle miles 
or Lravelb 66.3 27.3 6.4 NA NA 

AMPD 46.6 39.J 29.6 42.3 43.5 
Standard deviation of AMPD 61.3 41.2 18.0 NA NA 
Average slip , road/EPA 0 .90 0 .86 0.80 0.87 0.88 
AMPD versus vehicle 
weight (lb) 

3,000 40.9 31.3 28.1 35.9 37.5 
4,000 44.8 36 .6 29.1 40.2 41.6 
5,000 48.7 41.9 30.0 44.5 45.6 

AMPD versus engine dis-
placement (in. 3) 

150 42.3 34.3 23 . 1 37.9 38.9 
250 44.5 36.8 26.2 40.2 41.2 
350 46.W 39.3 29.4 42.4 43.6 

Road mpg/EPA mpg 
10 (EPA) 0.92 0.86 0.80 0.89 0 .90 
15 (EPA) 0.89 0.83 0.78 0.85 0.87 
20 (EPA) 0.86 0.81 0.76 0.83 0.84 
27.5 (EPA) 0.82 0.77 0.74 0.79 0.80 

Note : NA= not applicable; AMPD =average miles per day. 
8As a rule, zip code regions with fewer residents are actually larger in area than those with many residents. 

Thu;1, the assumption lh:U the row population or n zip code region means low population density is 
jus tlOod. 

bNatlonwlde Personal Tr.a ntportoH~n Study, Report 7 (17). 
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TABLE 5 Incremental Y ear-2000 Benefit/Cost Ratios for Innovative Engines in Large Automobiles Driven in a Suburban Cycle in 
Low-Density Areas 

Actual Fuel-Saving Benerit Versus Incremental Engine Misestimated Fuel-Saving Benefit Versus Incremental Engine Cost for 
Cost for Correctly Projecte.rl S11h11rhan-Cycle Ilse Incorrectly Assumed Combined-Cycle" Use 

Very High Fuel High Fuel Cost Very High Fuel Cost 
Vehicle Cost Versus Versus Versus High Fuel Cost Versus 
Cost Mpg with Mpg with 

Engine (1975 $) Cold Start Otto Diesel Otto Diesel Cold Start Otto Diesel Otto Diesel 

Otto 6,850 30.! o.21b 0.59b 24.2 0.13b 0.36h 
Diesel 7,443 42 .6 4.72 1.69 39.6 7.53 2.79 
Stirling 8,847 46.2 1.56 0.22 0.57 0.09 37.5 2.06 No benefits 1.07 No benefits 
Brayton 8,553 49.9 2.14 0.73 0.80 0.32 35.5 2.20 No benefits 1.22 No benefits 
Brayton 

(revised)c 8,164 49.9 2.78 1.12 1.03 0.49 35.5 2.85 No benefits 1.58 No benefits 

Note: Tt is assumed thnt veh.ic!e fa driven 17, 776 mi/yr or 48.7 AMPD (see Tabl~ 4). 
acombined-cycle mileage developed wHh a 7.5-mi urban trip, 10.2-mi suburban trip, 55 percent urban driving, and 45 percent suburban driving, 
~E11~i11~ i.;u,:,i l-Cdu..:tiu11 tiitt~fit;o --·cr:iu.; foe! cv:;! !~crc:.:;c::. 
CThe Brayton engine is estimated to cost 2.S times the Otto engine in the same car (JS). 

48.7 mi/dayi see Table 4). Estimates in Tables 5 and 
6 are based on the assumption that the vehicle is 
driven for 7 year s and then scrapped (regardless of 
total mileage) and that f uture real dollars are d i s
counted at a rate cf 5 percent. The unrealistic but 
usefully illustrati ve assumption that the vehicle is 
driven the same number of miles in each year of its 
life is used. (This was judged to be a useful way to 
simplify a ppr oximation of estimates of present values 
of fue l savings . In reality, vehicles are driven 
longer but annual mileage dec lines .) Cold-s t art cal
culations are based on an assumpt ion of four equal
length trips per day for suburban and city driving 
cycles, wh ile EPA city and highway driving-cycle 
distances are used for combined-cycle estimates. The 
estimator of the value of innovative new, rather than 
advanced existing, engines is based on a ratio of 
the present value of the expected fuel savings to 
the additional cost that must be paid for the inno
vative new engines. The ratio should be greater than 
1.00 if consumers are to buy the alternative engine. 
The h i gh year-2000 fuel costs from the TAPCUT study 
are used ($2. 53/gal for gasoline and $2. 42/gal for 
diesel fuel in 1975 dollars), along with "low"--but 
still h i ghe r than c urrent--gasoline and diesel fuel 
costs equal to $1.00/gal in 1975 dollars. In this 
study, these t wo p r i c e levels are referred to as 
"very higb " and "high " fuel costs . Gasoline is used 
in the Otto cycl e engine (at 115 ,400 Btu/gal ), while 
diesel fuel is used in all other engines (at 127,200 
Btu/gal). The f ron ta l area of all large automobiles 
is 26 ftti for s mall automobiles it is 20 ftt. 

The first set of estimates in Table 5 is based on 
the assumption that a large vehicle is driven in a 
suburban cycle and its fuel economy is evaluated on 
the basis of suburban-cycle performance. Under this 
assumption, the advanced diesel has the highest 

benefit/cost ratio compared to the Otto enginei the 
ratio is greater than 1.0 regardless of whether high 
or low fuel cost is used. The question then is 
whether the Stirling or Brayton offers any other ad
vantage over the diesel. The Brayton has the best 
suburban-cycle mileage of any of the engines, but 
its high cost reduces its benefit/cost ratio below 
1.0 compared to the diesel. However, when fuel costs 
are very high, the ratio is close to 1.0. If the an
nual mileage of the large vehicle was 24, 200, then 
the Brayton vehicle would be just as good an invest
ment as the diesel. A market for a dependable, high
mileage Brayton vehicle could therefore develop in 
suburban and rural areas if fuel prices rise enough. 

The TAPCUT engine cost equations may overestimate 
the cost of a Brayton engine. Volkswagen expected to 
be able to build a smaller Brayton than that in these 
large cars for 2.5 times the cost of an Otto-cycle 
engine (15). The TAPCUT estimates cause the Braytons 
of Table 5 to cost 3.6 times more than the Otto en
gine. If this ratio is reduced to 2.5, a Brayton 
vehicle becomes economically attractive with very 
high fuel costs if driven in an average low-density 
suburban pattern (17,776 mi/year). 

The latter set of estimates in Table 5 shows how 
critical the consumer's estimating information can 
be. Since the Brayton has very poor urban-cycle 
mileage, a combined-cycle mileage figure lowers its 
"estimated mpg" by EPA-type methods (55 percent ur
ban, 45 percent highway) so much that the suburban
dr iven large Brayton would be judged an unqualified 
loser compared to the advanced diesel. Yet these es
timates would unfairly penalize an engine that, when 
used appropriately, could save fuel for consumers 
and the nation. Furthermore, such an estimating 
technique wou.ld retard effic i ency-enhancing engine 
innovation when it was mos t needed (i.e., if fuel 

TABLE 6 Incremental Y ear-2000 Benefit/Cost Ratios for Innovative Engines in Small Automobiles Driven in an Urban Cycle in 
High-Density Areas 

Actual Fuel-Saving Benefit Versus Incremental Engine Cost for Misestimated Fuel Saving Benefit Versus Incremen-
Correctly Projected Urban-Cycle Use ta! Engine Cost for Incorrectly Assumed Combined-

Cycle" Use 
Vehicle Very High Fuel Cost Versus High Fuel Cost Versus 
Cost Mpg with Mpg with Very High Fuel High Fuel Cost 

Engine (1975 $) Cold Start Otto Diesel Otto Diesel Cold Start Cost Versus Otto Versus Otto 

Otto 4,005 31.1 0.30b 0.79b 35 .4 
Diesel 4,669 55. 5 3,36 1. 26 57.4 2.62 0.97 
Stirling 5,720 47 .8 1.06 No benefits 0.3 9 No benefits NEC NE NE 
Brayton 5.894 41.4 0.71 No benefits 0.25 No benefits NE NE NE 

Note: It is assumed that vehicle is driven 10,256 mi/yr or 28,1 AMPD (see Table 4). 
acombined-cycle mileage developed with a 7.5-ml urban trip, 10,2-mi suburban trip, SS percent urban driving, and 45 percent suburban driving, 
bEngine cost reduction benefits versus fuel cost increases. 
CNE = not estimated. 
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prices reached very high levels). The suburban-driven 
large Stirling is economically squeezed between the 
diesel and the Brayton. If fuel prices are high 
enough to make a Stirling economically desirable 
compared to the advanced diesel, the Brayton will be 
even more attractive. 

Table 6 compares year-2000 engines in small auto
mobiles driven and eval ua ted on urban cycles in 
high-density regions wher e the automobile is driven 
only 28.l mi/day, or 10,260 mi/year (see Table 4). 
In this situation, the Stirling and Brayton engines 
are simply not desirable when compared with the die
sel. They cost more and get worse mileage than the 
diesel, making them unqualified losers by these cri
teria. With the TAPCUT characteristics, neither of 
these engines is destined to take over the urban 
automotive market on the basis of fuel consumption 
economics alone. The diesel looks good even when fuel 
costs in the year 2000 are $1.00/gal in 197S dollars 
($1.73 in 1983 dollars). Its benefit/cost ratio ex
ceeds 1.0 in both cases, but it is close to 1.0 in 
the high-fuel-cost case. Interestingly, the diesel 
would not be attractive at 198S fuel pr ices, which 
is consistent with the weak 198S market for diesels. 
If the diesel is ruled out on environmental grounds, 
the Stir.ling would be a better urban alternative than 
the Brayton, but it would only be a desirable inno
vation relative to the Otto engine if fuel costs rose 
to a very high level. 

The last two columns of Table 6 illustrate that 
the averaging problem inherent in the "combined" EPA 
fuel economy and corporate average fuel economy 
(CAFE) ratings could retard the urban adoption of 
diesel engines. If engines are driven in an urban 
pattern but are evaluated using a combined rating, 
the incremental benefit/cost rat i o of the diesel 
drops. In the high-fuel-cost case , the ratio drops 
23 percent, enough to bring the ratio below 1.0. This 
would make consumers evaluate the diesel as a loser 
even though they could save fuel and money by using 
this engine in an urban setting. 

Taken together, the results of the calculations 
presented in these tables suggest that the efforts 
by EPA to present separate, realistic estimates of 
expected city and highway mpg are of great value in 
helping consumers to make an economically efficient 
engine choice for their vehicle. However, reliance 
on the current CAFE estimating method, with its sta
tistical fiction that vehicles are driven SS percent 
in city use and 4S percent in highway use regardless 
of vehicle type or ownership location, migh t someday 
lead to disincent i ves toward engine i nnovation on 
the part of producers. If a producer knows that a 
Bray t on-powered vehic l e can get high enough mileage 
in suburban and r ural use to make the added engine 
expenditure worthwhile to those consumers, but at 
the same time expects to be penalized on his CAFE 
ratings because EPA assumes that the vehicles will 
be used differently, what will the producer do? Given 
the likely long period before fuel prices rise enough 
to make this question important, there is probably 
enough time for policymakers to consider it care
fully. 

CONCLUSION 

It has been shown that the Brayton and Stirling en
gines are likely to have very well defined, limited, 
but nevertheless significant, markets. It is impor
tant to verify this analysis so that it may be used 
as a framework to define research and policy changes 
that can lead to successful and timely introduction 
of the Brayton and/or Stirling engines when and if 
fuel and environmental market conditions make them 
desirable. 
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This research tends to support established direc
tions in Stirling and Brayton engine research. Be
cause these engines are long-term t echnol og i cal op
tions and are suitable for a limi t ed mar ket , they 
are not likely to get adequate R&D support from the 
private sector alone. From the national point of 
view, these are technologies that, it is hoped, will 
never be needed, but if conditions arise that make 
them desirable (i.e., a return of high fuel prices 
or unacceptable urban pollution, or both), it would 
be good to have them "on the shelf." These are 
technologies that could offer a high payoff to the 
nation in very high national risk situations that 
have a low probabili ty of occurring i n any one year 
in the near- or medium-term future. However, it can 
be argued that these events hav e a h igh probability 
of occur ring in s ome future year . I t i s generally 
recogni zed t ha t t his de fi nes a n area i n wh ich basic 
government R&D is appropriate and ne cessary. If t hat 
is not enough , the macr oeconomic penalities impl ied 
to e xist f or a nation tha t fails to pl an ahead f or 
its engine technology transitions should encourage 
advanced government preparation for the inevitable 
next transition. 
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A Quick Assessment of Local Area Impacts Resulting from 

National Energy Shortages 
MARTHA E. HENNIGAN and ALFRED J. NEVEU 

ABSTRACT 

A method to aid in estimating the local area impacts of national energy shortages 
is presented. Using data from the 1977 Nationwide Personal Transportation Study 
and foreca~ting models developed in NCHRP Report 229, the study examines the po
tential travel impacts of fuel shortages in six different-sized urban areas under 
seven different energy future scenarios. These scenarios are defined by fuel sup
ply shortfall, by government actions taken to offset this shortfall, and by 
whether long-range conservation actions are taken by the public. The study found 
that the most effective actions for reducing fuel use were long-range conservation 
actions such as moving closer to work or buying a more fuel-efficient automobile. 
In the absence of a fuel shortage, the 1990 scenario with long-range actions 
showed a decline in fuel use from 1980 of 13 to 15 percent, while the 1990 sce
nario without these actions showed a decline in fuel use of only 2 to 4 percent. 
The most effective type of transportation system management (TSM) actions for re
ducing fuel use are those that discourage solo driving. In addition, there is a 
significant difference in the amount of fuel saved by work versus nonwork TSM ac
tions in future scenarios that do not contain long-range adjustments. However, in 
future scenarios with long-range adjustments, the amount of fuel saved by work 
versus nonwork travel becomes more of an even split. Smaller-sized urban areas 
will be affected the most by future energy shortages because of lack of available 
transit and fewer opportunities for carpooling. The impact of long-range actions 
on fuel use is greater in these areas because of a greater proportion of automo
bile travel. However, this does not fully compensate for the reduced availability 
of alternatives to automobile use in these areas. 
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The two energy crises of the 1970s highlighted the 
need for methods to incorporate energy considerations 
into travel forecasting procedures. It became evident 
during these fuel shortages that disruptions in 
energy supply were an eventuality that transportation 
planners should consider in their estimates of future 
travel needs. 

At the same time, it also became evident that ur
ban areas were affected differently by supply short
falls and that consumers chose certain transporta
tion-related actions over others to adapt to crisis 
conditions (1,2). The different reactions to fuel 
shortages we~ -due to a variety of factors, for ex
ample, region of the nation, population, geographic 
characteristics, transportation options, and season 
of the year. 

This study had three goals. First, a procedure 
was developed to aid local planners in predicting 
the travel impacts of potential energy shortfalls in 
their areas. Second, the study analyzed the effec
tiveness of some general actions the government could 
take to alleviate some of the travel disruptions due 
to any fuel shortages. Finally, the effectiveness of 
several long-term actions that could be adopted by 
the public to reduce fuel demand was examined. 

In the following sections the models used in the 
study are described, the various future energy sce
narios are defined, and the data used in the analysis 
are discussed. 

METHODOLOGY 

The methodology used in this paper is a version of 
the model developed by Charles River Associates in 
NCHRP Report 229 Cl>· Although the method is identi
cal to the NCHRP procedure for incorporating energy 
considerations into travel forecasts, this analysis 
differs from that found in NCHRP Report 229 in two 
ways. The definitions of the future scenarios are 
changed, and the analysis is performed on several 
urban area types using actual instead of hypothetical 
data. These data were derived from the 1977 Nation
wide Personal Transportation Study (NPTS). 

work Trip Model 

The work trip model is an incremental legit model 
that forecasts new mode shares based on modifying 
the base mode shares by changes in three independent 
variables: trip cost, in-vehicle travel time, and 
out-of-vehicle travel time. Trip cost includes gaso
line-related costs a s well as out-of-pocket costs 
such as tires and maintenance. In-vehicle travel time 
includes line-haul time as well as wait time in 
minutes. Out-of-vehicle travel time is the walk time 
for each mode in minutes. 

In order to reduce the bias that results from ag
gregation, work trip makers in the data set are 
divided into the following six traveler classes, 
based on mode choice set and trip length: 

1 . Full choice set--long trip, 
2. Full choice set--short trip, 
3. Drive alone/shared ride--long trip, 
4. Drive alone/shared ride--short trip, 
5. Shared ride/transit--long trip, and 
6. Shared ride/transit--short trip. 

A long trip is any work trip that falls above the 
mean work trip distance for the entire data set and 
a short trip is any work trip that falls below the 
mean. 
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The formula for creating the new mode shares is as 
follows: 

MSIT = Msn exp (!.lYij)/L. MS~; exp(~Yk;) 
k 

~Y;; = a1(XIT 1 - Xfli) + 

a2(XIT2 - Xfl2) + · · · 

a2cxCT2 - xn2) 

where 

MSl.'l . 
l] 

Msi:i. 
l] 

forecast share for the ith mode and the 
jth class, 
base share for the ith mode and the jth 
class, 

(!) 

xl.'l. 
lJi 

value of the i th independent variable for 
the ith mode and the jth class for the 
forecast period, 
corresponding variable for the base pe
riod, and 
coefficient of that variable. 

The number of automobile vehicle miles of travel 
(VMT) is calculated by multiplying the new mode share 
percentage in each class by the number of trips in 
that class. This number is then multiplied by the 
trip length. The shared-ride classes are divided by 
the average occupancy of the vehicle to get VMT. The 
formula to calculate VMT is as follows: 

where 

D drive alone, 
S shared ride, 
T number of trips, 

TL a trip length, and 
LF average vehicle occupancy. 

(2) 

Automobile fuel consumption is calculated by 
dividing VMT by the average fuel efficiency of the 
private vehicle fleet. 

The formula for bus miles of travel is identical 
to the automobile VMT formula except that transit 
mode share is used . 

(3) 

Transit fuel consumption is calculated by dividing 
bus miles of travel by the average fuel efficiency 
of the transit vehicle. 

The outputs of the model produce automobile and 
transit VMT and fuel consumption rates. Average daily 
automobile and transit trips can also be derived from 
the model. 

Nonwork Trip Model 

The model used to estimate nonwork trips and fuel 
use is a simultaneous linear equation model.' it is 
also used in an incremental form. The two equations 
in the model predict household nonwork VMT for a 4-
day period and nonwork transit trips for the same 
time period. These predictions must be divided by 4 
to yield daily estimates and to be compatible with 
the work model results. 

A set of 13 independent variables is used in the 
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TABLE 1 Nonwork Models 

Coefficient 

Variable Automobile VMT Transit Trips 

TMMI -7.838 -0.009959 
TDOL -0.2422 
GDOL -5 l.O l 
PPL -14.128 0.7877 
URBAN -3.394 
SMSA -2.897 
PLACE -1.979 
LICO 15.14 
PKAV -20.04 
TTIME 0.2414 
TAV -41.38 1. 707 
HOOL 0.0007728 -0.00003188 
HHSIZE 9.022 -0.3722 

two equations. Each model is presented in Table 1. 
The variable definitions are as follows: 

. TMMI: average travel time per mile for an 
automobile nonwork trip by a household, in minutes 
per mile. . TOOL: average travel time per mile for a non-
wot"k ~.utoroobile trip by a ho!.!sehold mu! tiplied by 
the household wage per minute, in cents per mile. 
(Household wage per minute is household annual income 
in dollars divided by 120 ,000 min and converted to 
cents.) 

• GOOL: average gasoline price per mile of a non
work automobile trip for a household divided by the 
household wage per minute, in minutes per mile. (See 
note in previous entry.) 

• PPL: number of household members aged 5 or 
older. 

• URBAN: coded variable indicating population of 
urban area [ (.~) , Table 7) • 

• SMSA: coded variable indicating population of a 
standard metropolitan statistical area (SMSA) [ (3), 
Table 7). -

• PLACE: coded variable indicating population 
of place of household residence. 

• LICO: total number of licensed drivers in the 
household. 

• PKAV: fraction of household's nonwork automo
bile trips for which free parking was available. 

• TTIME: average travel time for a nonwork 
transit trip by a household. 

• TAV: fraction of a household's nonwork auto
mobile and transit trips for which transit is avail
able within six blocks. 

• HOOL: household income in dollars per year. 
• HHSIZE: total number of household members. 

To apply the equations, changes in each of the 
independent variables between the base and future 
years are multiplied by their respective coefficients 
and sununed to calculate the change in the dependent 
variable (either 4-day household VMT or transit 
trips). These changes in the dependent variable are 
then added to the base year values to produce the 
future estimates. The general equations are as fol
lows: 

LWMT 

/';transit trips 

Future VMT 

=~a; LiX; 

=~bi /';Y; 

=base VMT + /';VMT 

Future transit trips =base transit trips+ /';transit trips 

(4) 

(5) 

(6) 

(7) 

Automobile fuel consumption is obtained by divid
ing VMT by average vehicle fuel efficiency. To get 
transit VMT, transit trips per household are multi
plied by the number of households in the SMSA group 
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and divided by 4 to get areawide ridership. Areawide 
ridership is then multiplied by a transit mile-per
tr ip factor to get bus miles of travel. Transit fuel 
consumption is then estimated by dividing bus miles 
by average transit vehicle fuel economy. A more de
tailed discussion of the models can be found in 
either NCHRP Report 229 (3) or the report by Henni-
gan and Neveu (_!). -

Definition of Urban Area Sizes 

Several different area types defined by population 
size were investigated. Population is used to repre
sent transit system availability as well. The larger 
areas will generally have larger transit systems, 
denser cores, and longer conunuting distances. Table 
2 shows the SMSA size groupings used in this study .. 

TABLE 2 Urban Area Sizes 

Type 

Small 
Small to medium 
Medium 
Medium to large 
Large 
Very large 

Population Range 

Under 100,000 
100,000-249,999 
250,000-499,999 
"(\(\ (\fl(\ 000 000 ._,vv,vvv __._,,,,_,_,_, 

1,000,000-2,999,999 
3,000,000 and over 

Definition of Future Scenarios 

The various energy scenarios used in this study are 
listed in Table 3. The base year for the analysis is 
1980, which represents current travel and demographic 
conditions for the six city sizes. 

Several future energy scenarios for 1990 are used, 
covering a wide range of possible situations. These 
scenarios are defined in terms of supply shortfall 
and duration, government actions taken to offset the 
shortfall, and whether long-range conservation ac
tions are taken. Three shortfall levels are con
sidered: 5, 15, and 20 percent. These shortages are 
assumed to last from 3 to 6 months, which was the 
approximate length of the previous two crises. A 
shortage of longer duration would begin to affect 
the household's long-term decisions, and an analysis 
of that type of situation is beyond the scope of this 
study. 

The reduction in energy supply resulting from 
shortfall conditions is represented in both the work 
and nonwork models as an increase in gasoline price. 
This increase translates into increased trip costs. 
The following formula is used to calculate the new 
gasoline price resulting from a fuel shortage: 

P, = Pn [! - (s/17)] (8) 

where 

Ps shortfall price, 
Pn nonshortfall price, 

S shortfall level (e.g., 5, 15, or 20 percent 
expressed as a decimal) , and 

n price elasticity of gasoline (assumed to 
be -0.2). 

The first of the 1990 future scenarios is termed 
the "1990 Null" scenario. This scenario represents 
the future travel and demographic characteristics of 
the various city types under a condition of no fuel 
supply shortage. The areas are assumed to grow, fol
lowing the historic trends for each of the variables 
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TABLE 3 Scenario Definitions 

Type 

Base (1980) 
1990 Null 
1990 Price 
1990 TSM! 

1990 TSM2 

1990 Null with LRA 
1990 Price with LRA 
1990 TSMl with LRA 

1990 TSM2 with LRA 

Supply Shortage 
(%) 

5, 15, 20 
5, 15, 20 

5 15, 20 

5, 15, 20 
5, 15, 20 

5, 15, 20 

Fuel Price 
(cents/gal) 

99.27 
134.4 
168, 235, 268.8 
168, 235, 268.8 

168, 235, 268.8 

134.4 
168, 235, 268.8 
168, 235, 268.8 

168, 235, 268.8 

Automobile 
Mpg 

15 
17.7 
17.7 
17.7 

17.7 

20.2 
20.2 
20.2 

20.2 

Long-Range 
Government Action Actions" 

No 
No 

Price only No 
Nonrestrictive TSM No 

(transit/carpool incen-
tive) 

Restrictive TSM (auto- No 
mobile disincentives) 

Yes 
Price only Yes 
Nonrestrictive TSM Yes 

(carpool/transit in-
centives) 

Restrictive TSM (auto- Yes 
mobile disincentives) 
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Note: TSM -= transportation systems management, LRA ===Jong range adjustments 
3 Long-range actions are defined as a rise In average fleet efficiency to 20.2 mpg and a shift of 5 percent of long work trips to short work trips, 

used in the work and nonwork models. This is used as 
the baseline against which the other 1990 scenarios 
are measured. In this fashion, national VMT and fuel 
use increases can be accounted for, and a better es
timate of the effectiveness of the various government 
and long-term actions can be derived. 

Three types of government actions aimed at alle
viating the fuel shortage are used, The first of 
these actions is really no action at all, but simply 
to let the price of gasoline reach the market clear
ing level, which is the price that causes demand to 
decrease by the amount of the shortage. This is 
called the "1990 Price" scenario and would occur 
under current decontrolled market conditions. 

The second type of government action is a set of 
nonrestrictive transportation systems management 
(TSM) actions (1990 TSMl) , which is generally a 
package of incentives to use more efficient means of 
travel. The nonrestrictive TSM actions used in this 
analysis are free tolls for carpools, bus priority 
treatment at intersections, and exclusive bus lanes. 
The use of these actions is reflected in the model 
by changes in the input variables. Because no tolls 
were indicated for automobile trips in the NPTS data, 
the free tolls for carpool action had no effect on 
the inputs used in this analysis. 

The third type of government action is a restric
tive one that comprises TSM disincentives (1990 
TSM2). The restrictive TSM actions used in this 
analysis are a parking surcharge in the central 
business district (CBD) and reduced on-street parking 
near employment centers. 

It should also be noted that the effects of one 
future scenario carry over to the next. In other 
words, the high price of gasoline in the 1990 Price 
scenario is also found in the nonrestrictive TSM 
scenario and nonrestrictive actions are found in the 
scenario with restrictive TSM actions. Government 
actions thus have a cumulative effect across the 
future scenarios. 

The last set of future energy scenarios is iden
tical to the first set, differing only in that it is 
assumed that the public has adopted some long-term 
conservation action to help reduce fuel demand. It 
is assumed in these scenarios that people react to 
past energy shortages, or to concern for future ones, 
by making major adjustments. These conservat·ion ad
justments are reflected in shorter work trips re
sulting fr om moving clos er to work and higher fuel 
efficiencies resulting from buying a more fuel-ef
ficient automobile. 

The 1990 Null, Pr ice, TSMl, and TSM2 future sce
narios with long-range adjustments are identical to 
the future scenarios without long-range adjustments 

except that 5 percent of long work trips are shifted 
to short work trips and automobile fuel efficiency 
is increased to 20. 2 mpg. The changes in nonwork 
travel as a result of making long-range adjustments 
are reflected in increased automobile fuel efficiency 
only. 

FINDINGS 

The results of tests for three different shortfall 
levels in six different area sizes provide insight 
into which city types will be most affected by future 
shortage conditions, what impacts government policies 
will have on travel under such conditions, and what 
impacts long-range conservation adjustments will have 
on travel under such conditions. 

A comparison of the two 1990 Null scenarios to the 
base year (1980) is shown in Table 4 (figures in the 
table are expressed as percentages). Without long
range adjustments made by the public (buying a more 
fuel-efficient automobile and moving closer to work), 
fuel use drops by 2 to 16 percent. This is primarily 

TABLE 4 Fuel Use Changes from 1980 

Percent by Urban Area Size 

Medium Medium Very 
Scenario Small to Small Medium to Large Large Large 

1990 Null -2 .0 -2.7 -2 . l -2.6 -3.9 -15.6 
1990 Null with 
long-range 
adjustments -13.7 -14.0 -13.6 -14.1 -15.2 -24.8 

due to the natural increase in automobile fleet fuel 
efficiency. With long-range adjustments made by the 
public, the fuel reduction increases significantly 
to the 12 to 25 percent range. The major factor be
hind the increased fuel use reduction is the accel
eration of fleet turnover implied by increasing the 
efficiency of the automobile fleet above the natural 
increase. Although this is not a government action 
taken in response to a short-term fuel shortage, any 
program that would keep the pressure on increasing 
fuel efficiency could limit the public hardship of a 
fuel supply reduction. 

The base and future total fuel usage in each SMSA 
group at the 15 percent shortfall level are shown in 
Figures 1 through 6 , The results for the 5 and 20 
percent shortfalls are not shown because the pattern 
is basically the same. 



38 

In Figures 1 through 6 the bars represent the 
amount of fuel used under each future scenario, in
cluding both work and nonwork travel. The 1990 Null 
scenario is shown to facilitate the fuel use com
parison. The horizontal line across the bars repre
sents the amount of fuel available given a 15 percent 
shortfall from the 1990 Null level. If the fuel use 
bars fall below this line, this indicates that, under 
these scenarios, the demand for fuel does not exceed 
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the supply. In cases where the bars are higher than 
the horizontal line, the demand for fuel exceeds the 
supply. 

Figures 1 through 6 indicate some interesting 
results when various city sizes are compared. In the 
smaller cities (Figllri;> 1), some ioort of government 
action is required to reduce fuel use below the 
shortfall supply level when no long-range conserva
tion actions are taken by the public . Market forces 

Null Price TSM1 TSM2 Null-LR Price-LR TSM1-LR TSM2-LR 

[:5~ Worl< 

FIGURE 1 Small cities (under 100,000). 
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are not quite effective enough. Both TSM strategies 
reduce fuel use below the shortfall level. 

In the larger urban areas, the relative contribu
tion of work and nonwork travel to reductions in fuel 
use approaches a 50-50 split. work travel assumes a 
much larger burden of the fuel savings needed in the 
larger urban areas. 

It is useful to compare the results of this 
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analysis with what happened in the previous two 
energy crises in terms of shortfall level, fuel con
sumption, and travel impacts to determine how closely 
these results compare with how the public actually 
responded to shortfall situations. However, it should 
be noted that no widespread, mandatory government 
actions were taken during the previous two er ises 
that can be associated with the potential shortfall 

Null Price TSMI TSM2 Null-LR Price-LR TSMI -LR TSM2·-LR 

CS::::J Work 
1990 Scenari1~s 
~Non-Work 

FIGURE 3 Medium cities (250,000 to 499,999). 

,,..... .. 

800 

700 

600 

g 500 
0 ....,, 

200 

100 

0 

Null Price TSMI 

!s::::J Work 

TSM2 Null-LR Price-LR TSMI -LR TSM2-LR 

1':190 Scenarios 
~~Non-Work 

FIGURE 4 Medium to large cities (500,000 to 999,999). 
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FIGURE 5 Large cities (1,000,000 to 2,999,999). 

situations. There were instances of odd-even ration
ing and dollar limits on the sale of gasoline, but 
these occurred mainly in the areas with the greatest 
supply problems. 

The effects of the 1973 to 1974 and 1979 crises 
can be seen in the following table (~, Table MFG-33: 
&_i: 

Percent Change 
Fuel use 
VMT 
Fuel use 

1974 
-8.2 
-6.0 
-4.0 (annual) 

1979 
-6.0 
-4.3 
-3.4 (annual) 

The gasoline shortfall and VMT reduction figures 
represent peak quarterly percentage changes from the 
year before. The fuel use values represent overall 
annual percentage changes from the previous year. 
These figures are compared with the work and nonwork 
results summed from the potential shortfall scenarios 
that are summarized as follows: 

Automobile fuel 
use 

Percent Shortage 
5 15 

-5 to -15 -15 to -30 

20 

-20 to -40 

As can be seen, the impacts of the potential 
shortfalls if long-range actions are not taken are 
similar to the impacts of the previous two fuel 
crises at the 5 percent level. 

The difference between the results from the pre
vious two crises and the results from the potential 
shortfalls becomes greater as the shortfall level 
increases. This is to be expected because the pre
vious two crises did not reach nationwide shortfall 
levels of 15 and 20 percent. In addition, because 
the potential shortfalls include widespread institu
tion of government actions to offset the shortages, 
one can expect a greater impact on VMT, fuel use, 
and transit ridership. 

1990 Scenarios 
~Non-Work 

CONCLUSIONS 

In this paper a procedure is presented to be used by 
local planners to predict the travel impacts of po
tential energy shortfalls in a given area. The most 
important conclusions to be drawn from this analysis 
deal with the following tour questions: 

1. Areas of what size will be most affected by 
future shortage conditions? 

2. What government policies will be most effec
tive in alleviating crisis conditions? 

3. What impacts will long-range conservation 
actions have on travel under energy shortfalls? 

4. What will be the roles of work and nonwor k 
travel under future shortage conditions? 

In regard to the first question, it was found that 
the smaller the size of the area, the greater the 
impact future crises will have on that area. This is 
because there are fewer opportunities for transit 
and carpooling in smaller areas. However, it was also 
found that because small areas have proportionally 
more automobile travel, there is more potential for 
fuel savings to result from long-term conservation 
actions such as moving closer to work or buying a 
more fuel-efficient automobile. 

Another finding for smaller-sized SMSAs is that 
when long-range conservation actions are not taken, 
TSM actions targeted for work travel alone will not 
be successful in reducing fuel use enough to allevi
ate crisis conditions. However, nonwork-related TSM 
actions reduce fuel use enough to compensate for 
supply shortfalls. 

Larger areas with a population of over 1 million 
will not be as severely affected by future energy 
crises. In these areas, work-related TSM actions 
alone are able to cause fuel use reductions that 
could alleviate crisis conditions. These larger 
areas tend to have significantly more opportunities 
for transit and enough commuter congestion to 
encourage carpooling. 
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FIGURE 6 Very large cities (over 3,000,000). 

In regard to the second question, the government 
policies that are most effective in alleviating 
crisis conditions are the nonrestrictive and re
strictive TSM policies. Restrictive policies have 
the most effect on reducing fuel consumption. How
ever, they may overcompensate for the lack of supply 
and may not be necessary. The nonrestrictive TSM 
actions are effective in reducing fuel demand and 
present a less painful way to conserve, thus making 
them more attractive to consumers. 

The third group of conclusions to be drawn from 
this paper concerns what impacts long-range conser
vation adjustments will have on travel under short
fall conditions. Long-range conservation adjustments 
such as buying a more fuel-efficient automobile or 
moving closer to work reduce fuel use significantly 
in and of themselves. In addition, once these ad
justments are combined with TSM actions in a crisis 
situation, they provide the greatest fuel-savings 
capability of all the scenarios examined in this 
paper. It should also be noted that long-range con
servation actions, by virtue of causing a more rapid 
rate of fleet turnover, may help prevent future 
crises by reducing the demand for fuel. 

The final conclusion to be drawn from this paper 
concerns the roles of work and nonwork travel under 
shortfall conditions. The greatest reductions in fuel 
use under the future scenarios used in this analysis 
were realized by TSM actions targeted at nonwork 
travel in future scenarios with and without long
range actions. However, in cities with a population 
of over 1 million, the fuel savings due to work and 
nonwork travel actions becomes more evenly dis tr ib
uted. 

In addition, there may be more of a shift in the 
future to work-related conservation actions in 
smaller areas if the trend of the availability of 
more fuel-efficient automobiles continues. This is 
because substantial savings in fuel used in work 
travel can be realized by using a fuel-efficient 
automobile, and once such an action has been taken, 
the TSM actions that have been most effective in re
ducing nonwork fuel use may become less important. 

1990 Scenario!! 
~Non-Work 

The model presented here is not without its prob
lems, primarily on the transit side where transit 
system size should be considered and where a short
fall level variable should be included for nonwork 
trips. On the other hand, one must consider that 
transit is not the mode of choice in a crisis situa
tion. Studies have shown that most consumers re
sponded to the previous crises by taking automobile
related actions (~ill· 

Therefore, the automobile side of the model is 
perhaps more important because it provides a reason
able method for calculating VMT and the effect of 
supply shortages on fuel use. It also produces re
sults that are in the range of those found in pre
vious er ises. By far the most important aspect of 
this analysis is that it presents a procedure for 
local planners to estimate the effects of a given 
shortfall level on their particular areas. The fact 
that the model is data-intensive and that these data 
may be available only in national averages or default 
values is a drawback. However, the results of this 
study provide some insights that should prove useful 
to local planners facing future energy shortages. 

When long-range actions are taken by the public, 
the situation brightens somewhat. In this case, 
government actions will not be required to reduce 
fuel demand below the shortfall level. Price in
creases due to the supply shortfall provide the im
petus to reduce fuel demand below the shortfall 
level. 

Looking at the very large cities (Figure 6), a 
different pattern of fuel savings emerges. In these 
cities, rr.arket forces are more than sufficient to 
reduce fuel demand. In fact, significant fuel savings 
result when fuel prices rise to the shortage-induced 
level. 

Long-range conservation actions can play an im
portant role in the larger cities. The impact of the 
fuel shortfall is alleviated somewhat if these long
range conservation actions are taken by the driving 
public. Although these are not government actions, 
special care should be taken to ensure that other 
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TABLE 5 Fuel Savings by Work and Nonwork Travel During a 15 Percent 
Fuel Shortage 

Urban Area Size 

Medium Medium 
Scenario Small to Small Medium to Large Large Very Large 

Work 
Price 16 25 21 31 47 48 
Nonrestrictive TSM 14 25 20 31 50 54 
R~strictive TSM i2 22 17 27 45 48 
Null/long-range 73 68 68 71 72 71 
Price/long-range 45 46 45 51 58 56 
Nonrestrictive TSM/ 
long-range 43 45 43 49 58 59 

Restrictive TSM/ 
long-range 40 41 39 45 54 54 

Nonwork 
Price 84 75 79 69 53 52 
Nonrestrictive TSM 86 75 80 69 50 46 
Restrictive TSM 88 78 83 73 55 52 
Null/long-range 27 32 32 29 28 29 
Price only /long-

range 55 S4 SS so 42 44 
Nonrestrictive TSM/ 

long-range 57 SS S7 SI 42 41 
Restrictive TSM/ 
long-range 60 S9 61 SS 46 46 

Note: Values Jn the table are expressed as percentai;;es, 

government policies do not adversely affect these 
consumer responses. 

The relative contribution of work and nonwork 
travel to overall fuel savings also varies by city 
size. Table 5 lists the percentage of fuel savings 
attributable to work and nonwork travel for each city 
size for all scenarios with a 15 percent fuel short
fall. (Again, the other shortfall levels yield simi
lar results.) In the smaller cities, work travel 
provides a small portion of total fuel savings. In 
fact, by examining the earlier figure, it can be seen 
that work travel actually changes very little under 
the various energy future scenarios for the small 
urban areas. Long-range conservation adjustments af
fect work travel fuel demand significantly, but 
government actions taken after these long-range 
strategies are adopted do not affect work travel to a 
great degree. 
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Defining Relationships Between Urban Form and 
Travel Energy 

KWANG-SIK KIM and J. B. SCHNEIDER 

ABSTRACT 

The objective of this study was to define some of the relationships between urban 
form and transportation energy consumption. Such knowledge should be useful in 
generating and evaluating alternative plans for guiding the future development of 
metropolitan areas. A three-part approach was designed to attain this objective. 
First, a land use/transportation simulation model and a spatial statistics 
software package were obtained in order to make quantitative measures of urban 
form and associated travel requirements. Second, a number of experimental cities 
were designed with simulated travel requirements. Various urban form measures and 
associated travel measures (including transportation energy consumption) of these 
cities were computed by the statistics package and the simulation model. Third, 
these measures were interpreted and analyzed to test the main hypothesis of this 
study: the less centralized the urban form, the greater the travel distances 
between home and various destinations and thus the greater the city's 
transportation energy consumption. 

In this study two computer programs were used to in
vestigate the relationships between urban form and 
energy consumption in passenger transportation: the 
MOD3 simulation model and the Urban Form Statistics 
(UFSTAT) program. The MOD3 model, developed by Pes
kin and Schofer (1), is a large-scale computer pro
gram used to simulate the effects of alternative 
transportation and land use policies, such as those 
aimed at reducing transportation energy consumption. 
By simulating the travel requirements of a particu
lar urban form, the MOD3 model can calculate a vari
ety of transportation performance measures such as 
total vehicle miles traveled, level of congestion, 
transit ridership, and average trip length, and de
termine the total energy requirements resulting from 
work and nonwork passenger travel. 

Transportation 
System 

Land Use Pattern 

Land Use 
Parameters 

Congestion Transit 
Travel 

Total Transportation 
Energy Consumption 

FIGURE 1 Conceptual structure of MOD3 model. 
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The conceptual structure of the MOD3 model is 
shown in Figure 1. It consists of four major sub
models: a Lowry-type land use model, a binary legit 
modal choice model, a capacity-restrained equilib
rium assignment model, and a transportation energy 
consumption model. The Lowry-type model locates res
idence and service employment given the structure of 
the transportation network, descriptors of urban 
travel behavior such as travel time and cost, and 
the location of basic employment. Using a gravity 
model concept, the model locates population on the 
basis of accessibility to basic employment. The 
gravity concept causes locations close to employment 
to be more desirable than those more distant, re
sulting in higher densities near employment loca
tions. Service employment locations are based on 
accessibility to population, so the model has to be 
iterated through several cycles before it arrives at 
a spatial distribution of activities that is in 
equilibrium. The Lowry-type model predicts work 
trips by distributing workers to home sites and ser
vice employees to work sites using travel impedance 
factors. The work trip estimate is split between 
automobile and transit based on free-flow travel 
times and the dollar costs of travel. Automobile 
trips are assigned to the highway network using a 
capacity-restrained equilibrium assignment algorithm 

that explicitly considers congestion. The energy 
consumption of each vehicle on each link of the net
work is then summed to compute the total energy re
quired for transportation. This process is repeated 
until an equilibrium between transportation and land 
use is reached, or, in other words, until differences 
between iterations become suitably small. 

The UFSTAT program, initially developed by 
Schneider et al. (~), was designed to calculate 
various urban form measures. UFSTAT computes 57 
urban form measures grouped into six categories: the 
Lorenz curve and derived measures; Bachi measures; 
centrographic and related measures; and potential, 
aggregate travel, and density gradient measures. 
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FIGURE 2 Geographic structure of the hypothetical city. 

Some of these measures describe the degree of con
centration of population, employment, or other at
tributes in an urban area. Others measure the degree 
of dispersion, the mean and standard distance from a 
central point, the directional tendency of the dis
tribution, the shape of the distribution, and the 
slope of the density gradient . The mathematical def
initions of the urban form measures are discussed 
elsewhere (l_) • 

EXPERIMENTAL DESIGN 

A hypothetical test city was used as a base for 
various experiments. The basic attributes of this 
test city were constructed from the urban transpor
tation studies and land use plans of several Ameri
can cities. The selection of a small hypothetical 
city for the experiments was based on several fac
tors. First, by avoiding the complexities of a large 
metropolitan area, data requirements and computa
tional difficulties are reduced considerably. Sec
ond, a smaller city model allows all the policies to 
be simulated in a realistic environment and also 
allows for a thorough analysis of the results. Fi
nally, it is possible to isolate the effects of one 
or more independent variables on a dependent vari
able, thus allowing direct inferences to be made 
about relationships between the two. 

The test city is composed of 52 zones arranged in 
a square 10 mi on each side (see Figure 2). It con
sists of a central business district (CBD) with an 
area of 1 mi• divided into four zones. Three addi
tional rings of zones surround the CBD, resulting in 
a grid pattern. Zone sizes increase progressively 
toward the periphery in a symmetrical manner. The 
population is 100,000 and includes 15,000 employees 
in basic industries (out of a total employment of 
40 ,000) for the base run of the MOD3 model. Given 

0 0 0 0 0 0 0 

0 460 305 305 305 460 0 

0 305 1000 1000 1000 305 0 

0 305 1000 ~ 5 1000 305 0 

0 305 1000 1000 1000 305 0 

0 460 305 305 305 460 0 

0 0 0 0 0 0 0 

FIGURE 3 Basic employment distribution pattern for the base 
case. 

the location of basic employment, the model allo
cates population and service employment among the 
zones. Figures 3, 4, and 5 show the locations of 
basic and total employment and population, respec
tively, for the base case. It should be noted that, 
by virtue of the city structure and the assumptions 
in the model, the base-case city is quite cen
tralizedi that is, over 50 percent of the population 
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FIGURE 4 Total employment distribution pattern for the base 
case. 
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FIGURE 5 Population distribution pattern for the base case. 

and total employment are located in the CBD and its 
fringe. This is because 63 percent of the basic em
ployment is also located in this area. 

The street network was initially defined as ar
terial streets that form a grid network. Local 
access and collector-distributor streets are not 
modeled. Highway link intersections meet at zone 
centroids. With 184 one-way inter zonal links, the 
link-to-node ratio is 3. 538 and the total one-way 
roadway length is approximately 233 mi. Free-flow 
capacities, free-flow speed, and the overall highway 
link structure are depicted in Figure 6. The transit 
network is a set of radial bus routes focused on the 
CBD. As shown in Figure 7, all zones, including the 
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CBD, are served by at least one of the six bus 
routes, and each route begins and ends in an outly
ing residential area of the city. One would expect 
that the modal share of transit in the downtown area 
would be much higher than that of the outlying areas 
because the CBD has better service in terms of walk
ing time to, and wait time at, a transit stop. 

In order to simulate the experimental cities and 
obtain useful results with limited resources, three 
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design principles were established in this study: 
(a) all urban forms were to have a 20 percent incre
ment of basic employment growth, (b) three types of 
urban growth patterns (concentration, dispersion, 
and polynucleation) were to be examined, and (c) no 
other changes in input variables other than the 
location of basic employment were to be made. With 
these design principles, 18 experiments were formu
lated and simulated to obtain the data needed to 
examine the relationships between the urban form and 
transportation requirement measures. These experi
ments were classified according to three urban form 
groups, each containing six different forms. All 18 
experiments were compared with the spatial attri
butes of the base case to derive measures of spatial 
change in the population distributions. 

201 

~ ' 

203 

205 

1000 tOOO 

FF 1000 
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The first set of experiments was in the concen
trated urban form category. As shown in Figure 8, it 
included six urban forms, numbered 201 to 206. In 
general, all additional basic employment, a total of 
3, 000 new jobs, was assigned to the CBD and CBD
f r inge zones to create a strongly centralized city. 
The primary difference between the experiments in 
this group was the quantity of new jobs assigned to 
each "growth" zone. The second set of experiments, 
numbered 301 to 306, was designed to define several 
dispersed urban forms. The distinguishing charac
ter is tic of these experiments was that the addi
tional basic jobs were allocated to zones beyond the 
CBD and the first ring of zones. Figure 9 shows the 
location and number of new jobs assigned to each 
zone. The last set of experiments was conducted to 
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FIGURE 8 Location of additional basic employment in six concentrated cities. 
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FIGURE 9 Location of additional basic employment in six dispersed cities. 

define several polynucleated urban forms, each of 
which had several relatively high-density clusters 
of activity. As can be seen in Figure 10, four 
growth centers were selected for experiments 401, 
402, 405, and 406: two centers for experiment 403: 
and eight centers for experiment 404. These growth 
centers included a high concentration of retail and 
service activities located within a relatively com
pact land area, blended with high-density residen
tial development and certain kinds of basic in
dustries. 

ANALYSIS OF THE RELATIONSHIPS BETWEEN URBAN FORM AND 
TRANSPORTATION ENERGY CONSUMPTION 

This section describes some functional relationships 
between urban form and transportation energy con
sumption that are based on the measures derived from 
the experimental cities. Hypothetically, the more 

compact an urban form is in terms of population dis
tribution, the less travel energy requirements it 
will have. This hypothesis is based on the assump
tion that as the degree of urban spatial concentra
tion increases, various urban activities locate 
closer together, resulting in a decrease of automo
bile vehicle miles of travel and average trip 
length. This in turn results in a decrease of trans
portation energy consumption. 

A simple linear regression model was used to test 
this hypothesis. Total energy consumption is the 
dependent variable and each urban form measure is an 
independent variable. The urban form measures used 
in the regression analysis are the Gini coefficient, 
standard distance, potential measure, aggregate 
travel measure, and population density in CBD. 

There are two reasons why simple regression 
rather than multiple regression was used in this 
analysis. First, the small sample size would have 
resulted in a marked decrease in statistical power 



48 Transportation Research Record 1049 

401 402 

"O 

••o 

,,. I ISO '" H- >so 

... 

"' 

403 404 

1500 '" "' "' 

+ -
'" H- ,,. 

•MO )75 '" '" 

405 406 

"' >so 

+ '" 1000 + 1000 .,. 

>SO "' 

FIGURE 10 Location of additional basic employment in six polynucleated cities. 

if several independent variables had been used. In 
this research, only 18 cases were designed to simu
late different types of urban form. Second, the high 
level of intercorrelation among the urban form mea
sures would prevent multiple linear regression from 
discovering the relative importance of each measure. 
It was important to avoid this multicollinearity 
problem. 

The results of the regression analyses relating 
total energy consumption to each of the five urban 
form measures are shown in Table 1. Looking at the 
correlation coefficients (r), it can be seen that 
total energy consumption is highly and inversely 
related to the measures of spatial concentration 
such as the Gini coefficient, potential measure, and 
population density in CBD. Energy consumption is 
also highly and positively related to spatial dis-

TABLE 1 Regression Results of Transpurlalion Energ-y 
Consumption Versus Urban Form Measures 

Regression Equation 

ENERGY; 21,602 - 15,158 GIN! 
ENERGY; 19,695 - 158 RELOC 
ENERGY; 2,896 + 2,798 MEANDIST 
ENERGY; 6,482 + 357 DISTVAR 
ENERGY; 1,349 + 2,7 I I STAN DIST 
ENERGY; 19,392- 0.108 POTENT 
ENERGY; 2,868 + 0.23 AGGREG 
ENERGY; 16,180- 0.693 DENSITY 
ENERGY; 19,641+14,230 GRADIENT 

-0.87 
-0.85 
0.88 
0. 89 
0.89 

-0. 85 
0.89 

-0.86 
0.88 

,2 

0.76 
0.73 
0.78 
0.79 
0.79 
0.73 
0.79 
0.75 
0.78 

Note: Variables are defined as follows: ENERGY= total energy consump
llon by automobile for 1111 t rip purposes: ln 106 Btu~ G,IN t -ao C ini roe.fOcicmf, 
1n:LOC ~ roa lloc•l lon lndox, M£ANO IST m moan d l.stanco, OISTVA R ~ dl.
tmcc vnria.nce. STANlllST :u • ta. rad a.rd dlihm~ POTENT -= porooti 1 mc1.1urc1 

ACGkt::G = og.pt(J'Otc u iwe.I mauure, DENSITY • popula.11011 dcrisHy In CBO, 
and GRADIENT= density gradient. · 
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pers i on meas ures s uch a s the s tandard dis tance and 
aggregate t r a vel measure . The coeff icients o f deter
mination (r 2

) range from 0.73 t o 0.79 , i nd ica ting 
that 73 to 79 percent of the variance in total 
energy consumption among the 18 cases can be 
explained by any one of the urban form measures. 

Figure 11 is a s catterplot of the total transpor
tation energy requ ired in each exper imen tal city in 
relation to the Gini coefficient. As would be 
expected, there is a wide variation in transporta
tion energy consumption for different urban forms. 
The 300-level cities, which are characterized by 
decentralized urban spatial patterns, have energy 
consumption levels much larger than the compact 200-
level cities, with the polynucleated urban patterns 
of the 400-level cities falling in between. For 
example, experiments 201 through 204, which have 
higher Gini coefficients, occupy the more energy
efficient locations in the trade-off space. By con
trast, experiments 302 through 306, which have lower 
coefficients, occupy the upper left-hand portion of 
the space, representing high energy consumption. 
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FIGURE 11 Transportation energy consumption versus Gini 
coefficient. 

It is interesting to ·observe that, with the 
exce ption of the 402 city, the po lynucleated cities 
do not vary much in terms of energy c onsumption, 
although their s patial concen tration measures show a 
wide range of variation. Another interesting obser
vation is that experiments 403 and 405, which are 
not very conce n trated , are mor e ene rgy-efficient 
than experiments 205 and 206 , which are highly 
concentrated . This suggests that polynuc lea t e d urban 
pat t e rns are comparable with some concentra t ed ur ban 
forms in terms o f energy c onsumption . This result 
was expect ed bec a use h igher conce n trations of activ
ity i n t he cit y cen ter create traffic conge stion, 
which increases the gasoli ne consumed per miie . 

Figure 12 is a p lot o f to tal e ne rgy consumption 
as a function o f t 'he standard distance . The plot 
clear l y shows tha t there is a positive relationship 
between energy consumption and t h is spatial diaper
s ion measure . A longer stan dard distanc e produces a 
greate r level of transpor t ation energy consumption . 
Although t he disper s i o n measur e does not take urban 
travel behav ior in t o account , it suggests t hat a 
spatial dispersion measure can be used as a macro
scale indi c a t or of the level of transportation 
e ne rgy c onsumption i n an urban area . Tbe rationale 
f or th is argu.ment is tha·t if the population dis tri
b ution patter n is dispersed around the CBD , longer 
trips are made and more transporta tion energy is 
consumed. 

Figure 13 is a plot of energy consumption and the 
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FIGURE 12 Transportation energy consumption versus standard 
distance. 
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FIGURE 13 Transportation energy consumption versus 
potential. 

poten tial measure of the CBD , a measure of a~gregate 

a ccessibility. The gene r al trend shows the t wo 
va r iabl es t o be inversely correlated , i ndicating 
t hat higher accessibility levels in the inne r city 
reduce energy requiremen ts . As expec ted, the d is
persed 30 0-level citie s require more energy , whe r eas 
the concen trated 200-level ci t ies are more energy
efficient . The polycentric (4 00-level) cities faU 
in between . An exce ption is the 402 case , which is 
probably due to an e dge effect caused by the bound
arie s of the city. 

The relationships between t o t al e nergy consump
t ion and the aggr egate travel measure are plotted in 
F igure 14. The positive relations h ip is quite si.m
ilar to that of the standard dis t a nce . It is eviden t 
t ha t i ncreases in passenger travel from eac h zone t o 
the CBD increase the t r anspor tation energy r equire
ments. The clustering p a ttern of each city g r oup is 
similar to t hose shown in the pr evious plots . 

Figure 15 shows total ener gy consumption plotted 
in relation to the population density i n the CBD . 
This plot c l early shows that urban for ms wi th h igher 
popuiation densitie s in the city core require l ower 
levels of t r anspor tation energy . Tbis observation 
agrees with the results of some previous research 
that examined the. impact of u r ban spatial structure 
on t r ansportation energy consumption , using popula
tion density as an urban form measure (4 , 5 ) . 

In summary , the regression results Indicate that 
the concentrated urban form i s the most energy
efficien t and t he dispersed urban form is t he least 
energy-efficient , with the polynuc leated fo rm fall-
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FIGURE 15 Transportation energy consumption versus 
population density. 

ing in between. However, some polynucleated urban 
forms show lower transportation energy consumption 
measures than some concentrated urban forms, al
though the former is more spatially dispersed and 
less well served by transit in its outlying growth 
centers. A close examination reveals that the con
centrated urban forms contain highly congested high
way links in and around the CBD, resulting in high 
energy consumption. 

CONCLUSIONS 

The first conclusion is that the urban form measures 
used in this study are useful techniques for defin
ing the major characteristics of an urban spatial 
structure. These measures clearly described the 
degree of concentration or dispersion and the shape 
of the urban form for all the experimental cities. 
None of these results was counterintuitive. This 
implies that planners and decision makers can use 
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these measures as macroanalytical tools to obtain an 
overall sense of the spatial characteristics of 
various urban form concepts. 

The second major conclusion of the study is that 
most of the urban form measures are highly corre
lated with transportation energy consumption. Over
all, the regression results indicate that higher 
concentrations of population in the center of the 
city, better access to the center, and higher popu
lation densities can reduce transportation energy 
consumption. This suggests that marked reductions in 
transportation energy requirements can be made by 
altering urban spatial structure. However, conges
tion will increase substantially, necessitating 
large investments in expanded facilities and ser
vices. 

The third conclusion of the study concerns the 
comparison of concentrated urban and polynucleated 
urban forms in terms of their transportation energy 
consumption requirements. The urban form measures 
indicated that the polynucleated urban form was more 
dispersed, less accessible, and less dense in the 
CBD than the concentrated urban form. Nevertheless, 
it was evident that transportation in some polynu
cleated cities was more energy efficient than in 
some concentrated cities due to the high congestion 
lP.vel of downtown access ctrcctc. The implication of 
this observation is that there is a great potential 
to reduce energy consumption by encouraging present 
polycentr ic urban form trends and policies. It is 
clear that the horizontal spread of cities must be 
controlled if energy consumption is to remain con
stant or be reduced. Compact urban forms consisting 
of major suburban employment centers with a rela
tively dense residential area surrounding them 
appear to be both feasible and desirable urban con
figurations for an energy-short future. 
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An Analysis of Trends in Automotive 

Fuel Economy from 1978 to 1984 

DAVID L. GREENE, PATRICIA S. HU, and LYNN TILL 

ABSTRACT 

Between 1978 and 1984, the fuel economy of new automobiles increased by an esti
mated 6, 7 miles per gallon. Previous analyses have shown that fuel economy im
provements have been primarily achieved by lowering the average weight of the 
automobile and reducing the size of the engine. Detailed sales data were used to 
analyze the contributions of consumer sales shifts and engineering and design 
improvements to the 1978 to 1984 gain in fuel economy. Most of the gain (70 per
cent) was found to have resulted from changes in vehicle offerings by manufac
turers, whereas only 30 percent of the gain was attributed to sales shifts. The 
lack of improvement in fuel economy of new automobiles since 1982 is attributed 
to both consumer selections and manufacturer decisions. 

Between 1978, when new automobile fuel economy stan
dards became effective, and 1982, the fuel economy 
of new automobiles increased by one-third, from 19.7 
to 26.4 miles per gallon (mpg) C.!l· The 1982 fuel 
economy increased nearly 90 percent from the 1974 
estimate of 14.2 mpg. However, the fuel economy of 
new automobiles has not increased since 1982. The 
estimated fuel economy of new automobiles for the 
first 6 months of model year 1984 stands at 26.3 mpg, 
just slightly below the 1982 value (~). If this es
timate holds true for the remainder of 1984, it would 
be the first year the efficiency of all new automo
biles fell below the standard mandated for individual 
manufacturers (27 mpg in 1984). The recent change in 
fuel economy trends creates doubt about whether the 
27.5 mpg standard for 1985 and beyond can be 
achieved, 

Substantial information is available to explain 
how fuel economy improvements since 1978 have been 
achieved <lrir~). Studies of vehicle engineering and 
design changes indicate that automobile weight re
duction and associated reductions in engine size have 
been primarily responsible for improved mpg. The 
actions of consumers responding to new vehicle of
ferings and fuel prices, and producers changing 
vehicle designs and offerings, are examined to 
determine new automobile fuel efficiencies. Detailed 
vehicle sales and fuel economy data from 1978 to 1984 
are also analyzed. By means of a decomposition tech
nique, each year's change in fuel economy is broken 
into eight components that quantify the effects of 
sales shifts and changing manufacturer offerings. 
The results indicate that although sales shifts were 
only a secondary contributor to improved automobile 
efficiency through 1982, they are a primary contrib
utor to the lack of fuel economy improvements over 
the past 2 years. 

HOW FUEL ECONOMY GAINS WERE ACHIEVED 

In 1974 the fuel efficiency of new automobiles was 
at its lowest point (14.2 mpg) after years of gradual 
decline (see Figure 1). In the same year, gasoline 
pr ices jumped from 39 to 53 cents per gallon (cur
rent dollars) as a result of the worldwide increase 
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FIGURE I Estimated new automobile fuel economy and federal 
fuel economy standards. 

in petroleum prices. The realization that cheap 
petroleum fuels in a stable market were a thing of 
the past stimulated Congress to pass the Energy 
Policy and Conservation Act of 1975 (P.L. 94-163), 
which established corporate average fuel economy 
(CAFE) standards. Consumers began to demand more ef
ficient vehicles, and manufacturers responded with 
significant engineering improvements and design 
changes that combined to nearly double the fuel ef
ficiency of new automobiles. Some of the improvement 
in the average fuel economy of new automobiles is 
the result of consumers' decisions to buy smaller 
automobiles and trucks or more efficient models and 
configurations. Some of the improvement can also be 
attributed to the fact that manufacturers made 
vehicle design and engineering changes to meet the 
demands of both consumers and CAFE standards. In the 
following section the changes that have been made, 
the types of technology used to improve fuel economy, 
and their relative contributions are examined, 



52 

ENGINEERING AND DESIGN CHANGES THAT IMPROVED 
FUEL ECONOMY 

In 1973, 46 percent of all vehicles sold were large 
automobiles, according to the n.s. Environmental 
Protection Agency's (EPA's) vehicle classification 
system. Today, large automobiles compose only 13 
percent of total sales. Difiglio and McNutt (~) cal
culated that the market shift to smaller cars im
proved new car fuel economy by l,.2 mpg frnJTI 1973 to 
1975. From 1975 to 1979, although fuel prices were 
stable or slightly declining, there was essentially 
no increase in new automobile fuel economy (in fact, 
there was a decrease) from a shift in sales among 
size classes. In the 1980 model year, following the 
25 percent real gasoline price increases in the sum
mer of 1979 and during an equal increase in 1980, 
there was another gain of about 1.3 mpg because con
sumers chose to buy smaller automobiles. Overall, 
f r om 1973 t o 1981 Di f i g lio and McNutt calculated a 
1.6 mpg improvement because of size class sales 
shifts out of an overall 10.9 mpg improvement above 
the average in new automobile fleets. 

Manufacturers have mostly improved automobile ef
ficiency by decreasing the exterior vehicle dimen
sions of all size classes and using lighter materials 
to reduce vehicle weight. A statistical analysis of 
new automobile fuel economy from 1976 to 1981 (2) 
found that changes in vehicle curb weight explained 
almost all of the change in fuel economy. Statis
tically significant effects of changes in performance 
(measured by the horsepower-to-weight ratio) and 
transmission types were not found. It was also found 
that, as a control for these variables, imported 
automobiles were not significantly more efficient 
than those of domestic manufacture. 

As part of its monitoring and analysis of automo
bile fuel economy pursuant to the Department of 
Energy Act of 1978 (P.L. 95-238), the U.S. Department 
of Transportation (DOT) conducted a detailed analysis 
of improvements to fuel economy of new automobiles 
from model year 1978 to 1981 (.!!_) • The greatest im
provements in fuel economy over that time period were 
found to have resulted from a reduction in vehicle 
weight. The average inertial weight (equal to the 
curb weight plus 200 lb) for new passenger automo
biles was reduced from 3,627 lb in model year 1978 
to 3,155 lb in 1981, which is a loss of 472 lb, or 
13 percent. Decreased vehicle weight within size 
classes, as opposed to sales shifts from large to 
small automobiles, accounted for almost 75 percent 
of the total weight loss. 

Many other changes resulted in smaller improve
ments to fuel economy. DOT's analysis of the effects 
of these changes is summarized in Table 1 (_!! ) • Of 
the total improvement that could be attributed, 54 

TABLE 1 Summary of Engineering and Design Contributions to 
New Automobile Fuel Economy hnprovement (8) 

197 8 198 1 Mpg Change 

Average new automobile fuel economy 
(mpg) 19.9 25.2 +5 .3 

Inertial weight (lb) 3,627 3,155 +2.35 
Diesel engine (%) I.I 5.9 +0.2 5 
Vehicle performance (horsepower to 

inertial weight) 0.339 0.310 +0.80 
Aerodynamic drag (dynamometer 

power absorption, hp) 10.4 9.4 +o.37 
Total transmission changes +0.58 

Increased manual(%) 16.0 29.6 +o.14 
Lock-up torque converter(%) 7.7 34.5 +o.27 
Four-speed automatic (%) 0.4 8.7 +o.08 
Five-speed manual (%) 5.1 14.4 +0.09 

Total change attributable (mpg) 4.35 
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percent was due to weight reduction. Reduced vehicle 
performance, measured by the horsepower-to-weight 
ratio, was the next largest single factor. A 9 per
cent reduction in average horsepower per pound ac
counted for 18 percent of the attributable gain in 
fuel economy. All types of transmission modifica
tions, including an increased market share for manual 
transmissions (16 to 30 percent) , greater use of 
lock-up torque converters in automatic transmissions, 
(7. 7 to 34. 5 percent) , and an increased number of 
gears in both manual and automatic transmissions 
constituted 13 percent of the attributable improve
ment. Improved aerodynamics followed at 9 percent 
and increased use of diesel engines contributed only 
6 percent of the estimated 4.35-mpg gain. One mpg of 
improvement could not be attributed because of the 
inherent limitations of the analysis. Some of this 
improvement is surely due to sales mix shift effects 
unrelated to weight reduction. The rest of the im
provement was due to factors not explicitly accounted 
for (e.g., radial tires and improved lubricants). 

The same DOT report contains a similar but less 
detailed analysis of the gains in fuel efficiency of 
domestic light trucks from 1978 to 1981. The DOT 
analysis calculated the weight loss of average 
domestic light trucks from 1978 to 1981 at 440 lb, 
or about 10 percent (4,600 to 4,160 lb). At the same 
time engine sizes were also reduced from an average 
of 340 to 290 in'. Installation of automatic 
transmissions declined slightly from 76 to 64 per
cent, but, more important, use of lock-up torque 
converters grew from nil to about half of all auto
matic transmission installations. Use of four-speed 
manual overdrive transmissions increased from negli
gible to 10 percent. 

It is evident from the various analyses of the 
factors responsible for the improved fuel efficiency 
of automobiles and light trucks that very little of 
the improvement was actually due to technological 
advances. Downsizing, i mproved a~rodynwmic:;, an in-
crease in the number of gears and the use of manual 
transmissions, and reductions in vehicle performance 
are primarily vehicle design changes. To the extent 
that these are more expensive than historical de
signs, or are perceived by consumers as less desir
able, the improvements made thus far could be re
versible. The extent to which a period of declining 
fuel prices could lead consumers to once again demand 
larger, heavier, more powerful, and less fuel-effi
cient vehicles is an interesting subject for 
research. 

METHOD FOR DECOMPOSING FUEL ECONOMY TRENDS 

New automobile fuel economy has improved little since 
1981. Average vehicle weight, engine size, and com
bined EPA mpg are about the same in 1984 as they were 
in 1981 (see Table 2) (l_). 

TABLE 2 Light Vehicle Weight, Engine Size, and Fuel 
Economy (2) 

Automobiles 

Interior Engine Fuel Light-Truck 
Weight Volume Size Economy Fuel Economy 

Year (lb) (ft 3
) (in. 3) (mpg) (mpg) 

1979 3,003 107 232 20.5 17.2 
1980 2,799 105 198 23. l 17.9 
1981 2,742 106 182 25 .2 19.8 
1982 2,727 106 176 26.4 20.4 
1983 2,787 107 182 26.1 20.6 
19843 2,791 108 182 26.3 19.3 

8 Based on sales for the first 6 months of the model year (October to March). 
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The factors accounting for this recent trend can 
be determined by analyzing detailed data on vehicle 
sales and fuel efficiencies. A data system for 
tracking new automobile and light truck sales and 
fuel economy trends has been developed at Oak Ridge 
National Laboratory [refer to the "Decomposition 
Formulas" section of this paper; the report by Hu et 
al. (2) ; and the report by Patterson et al. (4) I . 
The system uses nameplate (e.g., Ford Tempo) sales 
data published by Wards' Automotive Reports <.~.> to
gether with EPA fuel economy estimates, which are 
grouped by engine and transmission combination. The 
unadjusted, combined city-highway estimate is used. 
The nameplate sales data are distributed among 
engine-transmission categories using the percentage 
distribution of vehicle production by engine type 
and transmission type. The details of data manipula
tion are described by Hu and Roberts <.!.l· This data 
system has been maintained on a monthly basis, with 
data going back to model year 1978. For the sake of 
consistency, model years are defined as the 12 
calendar months from October to September. This 
detailed data system provides a rich resource for 
analyzing how manufacturer and consumer actions have 
contributed to fuel economy changes over a period of 
time. 

The total change in fuel economy from one model 
year to the next can be thought of as comprising (a) 
shifts in sales from one type of vehicle to another, 
(b) introductions or discontinuations of vehicle 
types, and (c) improvements in the fuel economy of 
continued vehicle types. For example, an increase in 
sales of larger, less efficient automobiles, or of 
configurations with less efficient, larger engines 
and automatic transmissions, will tend to depress 
new automobile fuel economy. At the same time, how
ever, manufacturers may introduce new, more efficient 
models and discontinue older, less efficient ones or 
they may employ engineering and design changes, such 
as lock-up automatic transmissions or the use of 
1 ighter materials, which all tend to improve fuel 
economy. With appropriate data on vehicle sales and 
fuel economies, each component can be identified and 
measured. 

The first step is to define vehicle types. Three 
hierarchical levels of vehicle types, in descending 
order, will be used: 

Total Effi ciency Change 

53 

1. Size class, as defined by EPA interior volume; 
2. Nameplate (e.g. , Chevet te, Escort, and Reli

ant); and 
3. Configuration, which is the engine-transmis

sion combination of a nameplate. 

The smallest unit in the analysis is therefore a 
configuration of a nameplate, for instance, a four
cylinder diesel Rabbit with a four-speed manual 
transmission. Because this approximates the level at 
which the EPA certifies vehicle fuel economies, it 
is a logical choice for the basic unit. 

Sales shifts effects are always computed by hold
ing fuel efficiency constant at last year's level 
(for each configuration) and contrasting that year's 
sales distribution with that of the year before. All 
changes in efficiency within a continued configura
tion are thus attributed to an improvement in effi
ciency. The decomposition of efficiency changes is 
summarized in Figure 2. The mathematical formulas 
that correspond to the elements in Figure 2 are pro
vided in the following section. 

DECOMPOSITION FORMULAS 

The formulas used to calculate each of the eight fuel 
economy change components (see Figure 2) are pre
sented in the following paragraphs. A complete 
derivation can be found elsewhere (2). 

The analysis of fuel economy changes is carried 
out in terms of gallons per mile rather than miles 
per gallon to simplify the arithmetic. The mean of 
different gallons per mile is the arithmetic mean, 
whereas the mean of miles per gallon is the harmonic 
mean. 

Because neither all nameplates nor all configura
tions will be the same from one year to the next, 
the following three sets of vehicles are defined for 
the analysis. 

V: the set of all (nameplate) configurations 
existing in either year t or t-1 (this is the uni
verse of configurations); 

C: the subset of V containing all configurations 
of nameplates that continue from year t-1 to year t; 

C': the subset of C containing all configurations 
that continue from one year to the next. 

Discontinued or New Nameplates 

Nameplate 
Introductions 

Nameplate 
Di scont i nuat ions 

8 

Nameplate 
Salesmix Effect 

Nameµl ate 
Effi ciency Effect 

Size Class 
Sales Shi ft 

I 

Nameplate Sal es Shift 
Within Size Cl asses 

Continued 
Confi rral ions 

Configuration 
Efficiency 

Improvements 

Configuration 
Sales Shi ft 

FIG URE 2 Decomposition of efficiency changes. 

Discontinued and 
New Configurations 

Introductions of 
Configurations 

Discontinuations of 
Configurations 

6 
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Total fuel economy change must be calculated on the 
set V, including all vehicle configurations. It makes 
sense to compute nameplate and configuration sales 
shifts only over the sets C (continued nameplates) 
and C' (continued configurations), respectively. Size 
class sales shifts could be computed over V or c. It 
was decided to compute the effect of size class 
shifts over C only. As a result, size class shifts 
associated with the introduction or discontinuation 
of nameplates will be attributed to nameplate changes 
in order to make a clearer distinction between the 
effects of consumer choice and those caused by 
changes in the range of options offered to consumers. 

The following definitions are required: 

E vehicle efficiency (gal per mile), 
6E a change in efficiency from year t-1 tot, 

SKt = nameplate K's share of total sales in 
year t, 

fiKt configuration i's share of nameplate K's 
sales in year t, 

i 
K 

It 

t 

configuration, 
nameplate (note 

l SKt = 1), 
K 
size class, and 
year. 

that 1 and 
i 

Also, 

and 

Et-1 = ~ (sK1-1/ ~ 
in C K \ I< in C in C 

Sitt is the sales share of size class It in year t (for 
continued nameplates only if summed over the set C) • 

E1tt is the average efficiency of size class It (in 

gallons per mile) and Et-1 is the average efficiency 
in C 

in year t-1 of all continued nameplates. 
The eight components of efficiency change are 

summarized as follows (also see Figure 2). Summing 
all components will return the total change in effi
ciency, 6E. 

1. Size class sales shift: 

LillBc = 

2. Nameplate sales shift within size classes: 

3. Configuration efficiency improvements: 
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4. Configuration sales shift: 

LIESc• = ( ~~ SK1fiKtEiKt-1 + ~~ SK1fiKtEK1-1) 
iK iK 

C not C' 

S. Introductions of configurations: 

LIECI = ~~ SKtfiKtEiKt - ~~ SKtfiKtEKt-1 
c not c' i K i K 

C not C' C not C' 

6. Discontinuations of configurations: 

LIECD ~~ SKtfiKt-IEKt-1 - ~~ SKtfiKt-IEiKt-1 
c not c' i K i K 

C not c' C not C' 

7. Nameplate introductions: 

9. Nameplate discontinuations: 

LIEND = ( 1: SKt-) Et-I - ~ SK1-1EKt-l 
not C \no~ C in C not C 

These components are expressed in units of gallons 
per mile. They can be converted back to units of mpg 
by multiplying each by the term -(MPGtMPGt-ll. 

COMPONENTS OF THE NEW AUTOMOBILE FUEL 
ECONOMY CHANGE FROM 1979 TO 1994 

Improvements in automobile fuel efficiency since 1979 
have been achieved by a combination of consumer sales 
shifts in response to higher fuel prices and changes 
in the products offered by manufacturers. Between 
1979 and 1994, new automobile efficiency incceased 
from 19. 7 to 26.4 mpg in 1992 and remained nearly 
constant through 1994. During the same time period, 
the pr ice of unleaded gasoline rose from $1. 02 to 
$1.51 per gallon (1993 dollars) but has since de
clined to $1.21 per gallon (see Figure 3). By means 
of a simple model, a crude estimate of the relative 
impacts of fuel price (in the short run) and other 
factors can be calculated from these data. 
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FIGURE 3 Gasoline prices, 1969-1984, in constant 1983 dollars. 
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TABLE 3 Fuel Economy and Gasoline Price 
Changes, 1978 to 1984 

Fuel Economy 
Gasoline Priceb 

Year Mpg" Li Mpg (1983 cents) 

1978 19.7 102.3 
1979 20.5 0.8 123.9 
1980 23.2 2.7 150,5 
1981 25.3 2.1 151.0 
1982 26.4 I.I 133.8 
1983 26.1 -0.2 124.1 
1984 26.3 0.2 121.3 

'Roport by i'lu et al (2t 
bU.S. Dept1flm tmt of F.:n ergy (J 1 ), 
cu.s. Deparlm ont or Cr1 mmerce (12, 13). 

Li Pricec 

21.6 
26,6 

0,5 
-17.2 
-9,7 
-2.8 

Let mpg in year t be expressed by a linear func
tion of gasoline price and a linear time trend: 

(MPG)t =a+ b (PRICE)1 + c(TREND)t (!) 

The time trend is intended to capture efficiency im
provements caused by factors other than immediate 
consumer response to gasoline pr ice changes. This 
would include engineering and design improvements by 
manufacturers as a long-term response to current or 
anticipated higher fuel pr ices as well as technical 
advances. The differences of Equation 1 create a 
simple formula that can be computed on a programmable 
hand calculator using the data in Table 3. 

Li(MPG)1 = b Li(PRICE)t + c 

The results of this formulation by using a program
mable hand calculator are 

Li(MPG)1 = 0.0340 Li(PRICE)1_ 1 + 1.009 n=6 
r2 = 0.28 (2) 

The low r 2 is not surprising for a differenced 
equation. 

This result implies that between 1978 and 1984, a 
6.0-mpg improvement could have been expected without 
any short-term consumer response to price increases. 
This is about 90 percent of the actual 6.6-mpg 
improvement. A short-term (mid-point) price elastic
ity [e(p)) can be computed from Equation 2: 

e(p) = 0.0340(126.65/23.05) = 0.19 

This result suggests that consumers would respond to 
a 10-percent pr ice increase by shifting their pur
chases to more efficient cars in the following year, 
resulting in about a 2-percent improvement in effi
ciency. These rather crude calculations indicate that 
most of the improvement in fuel economy from 1978 to 
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1984 was due to long-term decisions by manufacturers, 
motivated by fuel economy standards or expectations 
of higher fuel prices, to offer more efficient 
vehicles to the public. 

The manner in which changes in fuel economy have 
actually been made can be better understood by using 
the decomposition method to analyze annual sales and 
fuel economy data. For each year from 1979 to 1984, 
the change in mpg was broken down by using the data 
and method described earlier. The calculations that 
resulted are presented in Table 4. These calculations 
indicate that the single largest contributor to fuel 
efficiency over the 1979 to 1984 time period was an 
improvement in the efficiency of continued config
urations. This component alone accounted for almost 
one-third of the total gain in fuel economy. New in
troductions of configurations and nameplates together 
accounted for another 29 percent of the total gain 
in fuel efficiency. Discontinuations of less effi
cient models were responsible for about 12 percent 
of the total gain. 

Sales shifts of all types improved fuel efficiency 
a total of 1.8 mpg, or 27 percent. This is broadly 
consistent with the 10-percent improvement predicted 
by the simple model presented earlier. Sales shifts 
among nameplates within a size class composed the 
single largest component, accounting for half of the 
sales shifts improvements. The method of calculation, 
however, may overstate the importance of this factor. 
Because the model year was arbitrarily defined as 
being from October to September, new nameplates 
introduced in August or September, for example, would 
be counted as having been introduced in the previous 
model year and continued in the current year. Most 
of the contribution to fuel efficiency would, there
fore, be attributed to nameplate sales shifts from 
the previous to the current model year. The impor
tance of this effect has yet to be quantified. 

Size class shifts have proven to be a relatively 
minor factor. Consumers' primary strategy for buying 
a more efficient automobile is not to buy a smaller 
one, at least not in terms of interior space, but to 
shop around for a more efficient nameplate or con
figuration. The combined contributions of nameplate 
and configuration sales shifts within size classes 
are nearly 2.5 times the size of sales shifts among 
size classes. This fact has some interesting impli
cations. First, it underscores the importance of 
providing accurate fuel economy information to new 
automobile buyers to enable them to distinguish more 
efficient from less efficient models in the same size 
class. Second, it aids in understanding why consumers 
did not strongly resist downsizing, as had been pre
dicted before the fuel economy standard had fully 
gone into effect (10). Consumers appear to be reluc
tant to accept dow~izing in terms of interior vol
ume, but are willing to accept downsizing in terms 

TABLE4 Components of New Automobile Fuel Economy Change, 1978 to 1984 

Size Class Sales Configurations 
Fuel Economy Shift Nameplate 

Sales 
Mpg Between Within Improvement Shift Introduction Discontinuation Introduction Discontinuation 

Mpg Change (17,7%) (14.0%) (33.3%) (6.0%) (10.7%) (3.6%) (18.1%) (6.3%) 

1978 19.72 
1979 20.52 0.80 0.29 0.17 -0.13 0.14 -0.03 -0.01 0.30 0.07 
1980 23.24 2.72 0.43 0,59 0.89 0.25 0.30 0,03 0.12 0.11 
1981 25.30 2.06 -0,18 0.37 1.05 0.04 0.08 0.01 0.61 0.08 
1982 26.36 1.06 0.15 -0.20 0.62 -0.04 0,38 0.02 0.07 0.06 
1983 26.12 -0.24 -0.06 -0.12 -0.08 -0.12 0.00 0.08 0.12 -0.05 
19843 26.34 0.23 -0.12 0.12 -0.14 0.13 -0.02 0.11 -0.02 0.15 

1978-1984 6.63 0.51 0.93 2.21 0.40 0,71 0.24 1.20 0.42 

Note: Total sales shifts= 1.84 mpg; total manufacturer changes= 4.78 mpg, 
3 Based on a comparison between the first 6 months of model year 1984 and the first 6 months of model year 1983. 
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TABLE 5 Sales Shift and Manufacturer bnprovement 
Components of New Automobile Fuel Economy Changes, 
1978 to 1984 

1978-1979 
I 979-1980 
1980-1981 
1981-1982 
1982-1983 
1983-1984" 

Sales Shifts 
(6. mpg) 

0.60 
l.27 
0.23 

-0.0Y 
-0.30 
0.13 

&Based on fust 6 months of each year. 

Manufacturer 
Improvements 
(6. mpg) 

0.20 
1.45 
1.83 
l.D 
0.06 
0.10 

Gasoline Price 
Change 
(1983 cents/gal) 

21.6 
26.6 

0.5 
-i7.2 

-9.7 
-2.8 

of vehicle weight or exterior dimensions. This ex
plains why consumers have been able to make the 
transition from the large American cars of the early 
1970s to the more European-sized fleet of today. 

A more precise calculation of the sensitivity of 
fuel efficiencyto fuel prices in the short term can 
be made by using the results of the decomposition of 
fuel economy changes. Table 5 summarizes the year
to-year changes in fuel economy from 1978 to 1984 in 
terms of sales shifts versus manufacturer improve
ments. The same simple model estimated earlier by 
using total changes can be used to estimate the ef
fect of price changes through sales shifts only. The 
results of estimation on a programmable hand calcu
lator are 

6.MPG1(sales shift)= 0.212 + 0.030 6. PRJr.E1 n=6 
r2 = 0.85 

The mid-point elasticity implied by these results is 
small: 

Ep = ( 126.65/23.05) 0.030 = 0.16 

This elasticity estimate indicates that a 10-percent 
price increase would cause a 1.6 percent improvement 
in fuel efficiency through consumer sales shifts in 
the same year. It is interesting that the trend of a 
0.21-mpg per year improvement is still not accounted 
for by price changes; this could be evidence of a 
long-term sales shift price response. 

The summarized results shown in Table 5 suggest 
that manufacturers have .also responded to short-term 
price changes, but with a time lag. Since 1982, it 
appears that manufacturers have also relaxed their 
efforts to improve fuel economy by introducing new, 
more efficient models and retiring older, less effi
cient models. Over the past 2 years, the contribution 
to fuel economy from these actions has been virtually 
nonexistent. This undoubtedly reflects a response to 
a change in consumer demand for fuel economy. Yet it 
is clear that over the last 3 years manufacturers 
did not initiate improvements in fuel economy but 
simply followed market trends. 

SUMMARY 

New automobile fuel economy has improved from 19. 7 
mpg in 1978 to 26. 3 mpg for the first 6 months of 
model year 1984. Detailed sales data have been used 
to break annual changes down into eight separate 
components associated with sales shifts or manufac
turer decisions to improve or discontinue models, or 
introduce new, more efficient models. Overall, manu
facturer engineering changes have dominated sales 
shifts, accounting for 70 percent of the total 
improvement in fuel efficiency. Sales shift improve-
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ments in fuel economy have been shown to be insensi
tive to gasoline pr ice changes in the short term 
although the presence of a long-term effect is indi
cated. 

New automobile fuel economy has not improved since 
1982. Sales shifts have tended to decrease mpg 
slightly, whereas manufacturers' design changes have 
only improved enough to offset the small effects of 
sales shifts. In the absence of fuel price increases, 
the full burden of meeting the 1985 standard of 27. 5 
mpg wi ll fall on tne manutacturers. 
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Long-Term Outlook for Transportation Energy Demand 
MARIANNE MILLAR, ANANT VYAS, and CHRISTOPHER SARICKS 

ABSTRACT 

A forecast of U.S. transportation energy demand by mode and fuel· type is pre
sented, and the forecast methodology, principal assumptions, and key findings are 
discussed. Results show steady growth in 1980 to 2010 travel demand (ranging from 
28 percent for domestic waterborne commerce to 61 percent for personal vehicles, 
74 percent for commercial trucks, and 157 percent for rail freight). As a result 
of relatively modest technological improvements and modal shifts, total transpor
tation energy demand declines through 1990 and then rises at an increasing rate. 
Automobiles per household, vehicle miles of travel per household, and energy con
sumption per capita decline through the year 2000. Transportation energy per dol
lar of gross national product, freight energy per ton-mile, and passenger energy 
per capita continue to fall (but at a declining rate) through 2010. The forecast 
is compared with other long-range transportation energy forecasts that recently 
appeared in the literature, and certain underlying factors that influenced the 
forecast results are discussed. The paper concludes with several observations on 
the appropriate role of and focus for forecasts in general and transportation 
energy forecasts in particular. 

The transportation sector now accounts for about 60 
percent of U.S. petroleum consumption <.!l· This share 
has grown over the past decade as other sectors have 
shifted from petroleum to coal, electricity, or 
natural gas, and it is expected to continue to grow 
as industries and electric utilities opt for fuel 
flexibility in their new equipment. Transportation 
is the most petroleum-dependent sector; therefore, 
at least for the foreseeable future, analyses of 
petroleum demand and dependence on declining and at 
times unreliable fossil fuel sources must focus on 
the future activity and energy efficiency of trans
portation. 

This paper presents the results of ongoing work 
by staff of the Center for Transportation Research 
at Argonne National Laboratory (ANL) in forecasting 
transportation energy demand by mode and fuel type 
to the year 2000 and beyond. Sponsored by the U.S. 
Department of Energy (DOE), Office of Transportation 
Systems (OTS), this effort is designed to provide 
the planning details required to guide long-range 
research and development program review and develop
ment. Two prior ANL forecasts, also sponsored by 
OTS, were published in 1979 and 1982 (1_,1_). 

The remainder of this paper is organized into 
three sections: (a) an overview of the latest ANL 
forecast, including a brief description of methodol
ogy and key assumptions; (b) a comparison of selected 
features of the ANL-83N forecast and other recently 
published efforts; and (c) a series of observations 
and conclusions on both forecasting in general and 
the behavioral assumptions embedded in the forecasts. 

THE ANL-83N FORECAST 

Methodology and Key Assumptions 

The ANL forecast, known as ANL-83N, was based on the 
latest (1983) National Energy Policy Plan (NEPP) 
(_!) • The purpose of this forecast was to provide a 
finer level of detail on future activity levels and 
energy consumption within the transportation sector 
consistent with the overall economics, demographics, 
and price assumptions of NEPP. Table 1 presents the 

economic and demographic assumptions and fuel prices 
used in the ANL-83N forecast. The spring 1983 run 
(TRENDLONG2008A) of the Data Resources, Inc. (ORI), 
long-range macromodel was used to supplement those 
inputs not specifically addressed in the 1983 NEPP 
forecast (according to J. Stanley-Miller of the Of
fice of Policy, Planning and Analysis, DOE) (2_). 

The ANL-83N forecast relies on a series of models 
collectively known as the Transportation Energy and 
Emissions Modeling System (TEEMS) (l,2_). Various 
components of the TEEMS package have been used for 
forecasting personal vehicle fleet mix and purchase 
patterns (§_), projecting freight volumes and mode 
splits during a petroleum shortfall (9), estimating 
urban demographic shifts by household -type and com
position (.!_Q_), and investigating the relationship 
between commercial air carrier financial yield and 
air passenger miles of travel (11). 

Model Structure 

On the passenger side, the TEEMS package starts with 
a base-year distribution of households according to 
a five-variable identifier and a base file of house
hold vehicle and travel characteristics for each of 
the associated descriptor cells, as revealed in the 
1977 Nationwide Personal Transportation Study (.!£) • 

A demographic forecast is generated for each of 
the five variables and is deployed in an iterative 
proportional fitting technique to generate future 
household counts by cell. These in turn are input to 
a vehicle choice model (with personal vehicles as 
characterized for the given forecast year) to first 
generate the future household vehicle holdings by 
type and then, through a travel-elasticity function, 
total personal VMT and energy consumption by type of 
vehicle and length of trip. For intercity travel, a 
1977 base-year file of passenger miles of travel 
from standard metropolitan statistical area (SMSA) 
to SMSA was developed from the National Travel Survey 
and is maintained together with Bureau of Economic 
Analysis (BEA) population and employment data and 
base and forecast travel time and cost factors by 
mode (_!l). These files are input to an intercity 
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TABLE 1 Key Economic and Demographic Assumptions and Fuel Prices Used in the ANL-83N 
Forecast 

Avg Annual 
Change, 
198(}..2010 

Parameter 1980 1982 1990 2000 2010 (%) 

Economic and demographic assumptions 
GNP ($1 982, billion) 3,053 3,056 3,978 5,065 6,275 2.43 
Personal income ($1982, billion) 2,511 2,579 3,353 4,534 6,242 3.08 
I11dustrial productiOii i11dcx (1982=100) rn ~ rnn 141 ~M 3.00 WU WV .,. LJI 

Mcdfon household in~ome ($1982) 20,750 20,170 21,850 24,240 29,115 1.1 4 
Tomi popululion (x l 06) 225 .5 234 250 268 283 0. 76 
Tota l household (x 106 ) 80.4 83.5 IOI 116 125 l.54 
Avg household size• 2.75 2.72 2.41 2.25 2.21 -0.73 

Fuel prices ( SI 982) 
Crttde oil ($/bbl)b 39.40 33.59 31.90 57.40 83.60 2.55 
Gasoline ($/gal)c 1.41 1.28 1.39 2.00 2.62 2.90 
Diesel ( $/ gal)c 1.16 1.14 1.29 2.03 2.79 2.97 
Jet fuel ($/gal) 1.04 1.15 0.97 1.72 2.48 2.94 
Electricity (P/kW-hr) 6. 24 6.90 7.20 8.20 8.40 1.00 

Note: Sources are as follows: GNP, personal income, industrial production index, Data Resources (5); population , DOE and Census 
Bureau (4); households, DOE (4); median household income, Census Bureau (7) for 1980 and 1982, ANL estimates for forecast years 
based on trends by Data Resources (5); fuel prices, DOE and Saricks et al. (4,8). 
0PopuJatjon (oxcludlng persons jn group quarters)/household. 
bworld on price. 
c!ncludes taxes. Assumes a constant state tax rate fJf $0.09/eat in J 98'2 rl o llars, 1mrl n federal tS'lx rnte nf .~0,04/gs:1 l fnr 19AO ;rnd 1982 
and a constant $0.09/gal (all in 1982 dol1ars) for 1983 and beyond . 

travel demand and mode split model in which or1g1n
destination flows for business and nonbusiness trips 
are based on projected travel time and cost by mode, 
population, employment, and hotel sector receipts. 

On the freight side, base-year data from the 1977 
Conunodity Transportation Survey and other mode-spe
cific sources on ton-miles of travel (TMT) by com
modity sector and mode are coupled with Truck Inven
tory and Use Survey (TIUS) data on base-year trucks, 
vehicle miles, and fuel efficiency, and the output 
of an economic driver model. This is used to generate 
forecasts of conunodity TMT, with intermodal shifts 
governed by fuel price changes and/or specific ser
vice constraints (according to L. Fowler of the As-

sociation of Oil Pipelines) (14-17). Truck TMT are 
converted to VMT based on historical and forecast 
estimates of average loads by conunodity sector, and 
fuel consumption is computed as a function of truck 
VMT and forecast fuel efficiency by truck size. Rail, 
water, pipeline, and air freight energy consumption 
are computed as a fu.nction of forecast TMT and energy 
intensity (Btu/ton-mile) by conunodity sector and 
mode. 

Results 

Tables 2 and 3 present the ANL-83N forecast ot pas
senger and freight activity and energy consumption 

TABLE 2 Projections of Transportation Activity by Mode and Submode, ANL-83N Forecast 

Activity (x 109 )8 

Transportation Mode and 
Submode 1980 1990 

Automobile (VMTb) I, 111.9 1,457.0 
Small 306.9 491.3 
Medium 421.0 607.4 
Large 384.0 358.3 

Personal light truck (V MT)c I 94 .6 277.3 
Bus (VMT) 5.8 6.9 
Commercial truck (TMT" / 637.5 818.5 
Commercial truck (VMT) 205 .7 249.7 

Light (VMT) 104.5 129.2 
Heavy (VMT) 9 1.9 110.l 

Rail 
Freight (TMT)g 934.2 1,305.7 
Passenger (!'MT)d,h 4.5 4.5 

Marine (TMT)' 927.1 995.1 
Aviation 

Domestic passenger (PMT) 204.4 2 13.3 
International passenger (PMT) 63.4 84.5 
Freight (TM T) 4.3 5.9 

Pipeline (TMT) 858.0 8 13.6 
Natural gas 269. l 268.0 
Petroleum 587.6 570.4 
Coal slurryB 1.3 1.3 

:Mode value may not equal submode totals due to ro unding. 
Vehicle miles of travel. 

clocludcs minf.vons. 
dNot projected beyond 2noo. 

Change, 
1980-2010 (%) 

2000 2010 Total Annual 

1,622.4 1,787.3 60.7 1.6 
612.l 684.3 123.0 2.7 
654.6 742.3 76.3 1.9 
355.7 360.7 - 6. l -0.2 
306.4 315.~d 62 .l 1.6 

7.8 
1,046.7 1,251.2 96 .3 2.3 

306.4 357 .8 73 .9 1.9 
159.8 187.7 79.6 2.0 
135.4 158.1 72.0 1.8 

1,830.4 2,401.~d 157.0 3.2 
4.1 

1,076.1 1,186.4 28 .0 0.8 

d 273.8 -
113.2 _ d 

8.5 11.2 160.5 3.2 
743.8 670.1 -21.9 -0.8 
252.0 222.2 -17.4 -0.6 
531.7 525.2 -10.6 -0.4 

1.3 1.3 0 0 

eTon·mllcs of lrnvel: truc k$ 1-nclude some 1oc:1;1 l travel. 
'Jndud~.s government trucks . 
~Pote nli a l e.rO\\'fh In coal , Surry (i.e., throu:shput of slurry projects with permit applications pending) included in rail traffic. 

1 ln,cr c:lly 0 111)' . 
o omcs1ic wn1crborne frelQlu on ly. 
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TABLE 3 Projections of Transportation Energy Consumption by Mode and Submode, 
ANL-83N Forecast 

Quads (10 15 Btu)3 
Change, 
1980-2010 (%) 

Transportation Mode and Submode 1980 1990 2000 2010 Total Annual 

Automobile 9.18 8.01 7.31 7.66 -16.6 -0.6 
Small 2.05 2.23 2.32 2.40 17.l 0.6 
Medium 3.47 3.63 3.34 3.61 4.0 0.1 
Large 3.67 2.38 1.96 1.89 -48.5 -2.2 

Personal light truckb 1.88 I. 78 1.67 1.62 -13.8 -0.5 
Bus 0.14 0.17 0.27 _ c 

Schoold 0.05 0.05 0.05 0.07 40.0 1.0 
Transitd 0.06 0.09 0.10 0.11 83.3 1.9 
Intercity 0.03 0.03 0.05 -c 

Commercial truck 3.40 3.38 3.76 4.22 24.1 0.7 
Light I.OJ 1.02 1.08 1.19 17.8 0.5 
Heavy 2.39 2.36 2.68 3.03 26.8 0.8 

Rail 0.61 0.81 1.11 
Freight 0.55 0.75 1.04 1.36 147.3 3.1 
Passc.ngc.r 0.07 0.06 0.07 _ c 

Tra nsitfcommuterd 0.04 0.05 0.05 0.06 50.0 1.2 
Intercity 0.02 0.01 0.01 _ c 

Marine 1. 78 2.23 2.78 3.42 92.1 2.2 
Domestic freight 0.39 0.42 0.46 0.50 28.2 0.9 
lntc.nmlimrn l freight• 1.22 1.56 2.03 2.56 109.8 2.5 
Rccreot ionuld 0.18 0.23 0.29 0.35 94.4 2.3 

Aviation 1.58 1.61 1.73 -c 

General aviation 0.18 0.24 0.30 _c 

Dome$lic passenger 1.22 1.14 1.15 
Internotional passengerf 0.14 0.17 0.19 _ c 

Domestic freight 0.04 0.06 0.08 0.11 175.0 3.3 
Pipeline 0.84 0.83 0.78 0.71 -15.5 -0.6 

Natural gas 0.68 0.68 0.64 0.56 -17.6 -0.6 
Crude oil 0.09 0.09 0.08 0.08 -11.1 -0.4 
Petroleum products 0.07 0.07 0.06 0.06 -14.3 -0.3 
Coal slurryg 0.00 0.00 0.00 0.00 0 0 

Miscellaneous vehiclesh 0.20 0.19 0.21 0.25 25 .0 0.7 
Total' 19.61 18.99 19.55 21.49i 9.6 0.3i 

~1Modu v11l11es mar not c'1un1 :mbmodo tointJ due: 10 rounding.. 

~~n:t1 ~~:~o~i1:~-~~~~nd 2000. 
l'rQ)c<llr>no from ANI. (JJ,oxiropola<o~ 101010. 

~U.S...s11 t~ or buntc~r fuel;: : ln~ l ud~s ror1.1hin·Ot1tt nnd somci mUlfnrr con·sumplloo. 
ttoc:I rurc:h~Mt$. in U11i1'3d Stnhllli by dome:Jtlc ('.:itth:t$: a,..,:umi-:-~ so tJ1m:t11t ur lhdr ruti l ls JUJtChOS"C:d u.,i-cmra-s. 
11ru-sun1C.s no n~w co11.1tructlon or cool .:1 lurr.>r p~polluc.s. 
i lnc:lude1p1u;)IOrt>'dt'!s, ::mowmoh11a-s, nnd off· highwn y truc:lq (cxcludo1 fnrm trnc1or1). 
· Exc: ludics in1U1.llr)" <'on;:iumptlot1 .ond :di Jubrlenu IS". 
Jl{OuglH3S,im11tC derived by ex lr.apol'9tin& l'..1 80-1000 growlh of modt"~. for which l(ITQ forcc.u,C b: not j,hown. 

by 10-year intervals from 1980 to 2010. For highway 
modes, significant improvements in fuel efficiency 
result in declining consumption for light-duty vehi
cles and only modestly rising consumption for heavy
duty vehicles despite substantial increases in VMT. 
This is shown most clearly in Table 4, which provides 
average fuel economy (in miles per gallon) and per
centage of fuel economy improvement by vehicle size 
and fuel type for each of the forecast years. The 
fuel economy improvement of light-duty vehicles is 
more than twice that of heavy-duty vehicles, largely 
because of already achieved progress in response to 
mandated fuel economy standards, some size shifts 
(primarily toward the compact light truck for per
sonal use and the small automobile), and increased 
diesel penetration. Between 1980 and 2010, the share 
of diesels in the automotive and personal light truck 
fleets rises from less than 1 percent to nearly 10 
percent. The percentage of diesels in the conunercial 
truck fleet increases as follows: 

Truck Type 
Light (Classes 1 and 2) 
Medium (Classes 3 to 5) 
Light-heavy (Class 6) 
Heavy-heavy (Classes 7 and 8) 

1980 
1 
2 

10 
83 

2010 
28 
54 
88 

100 

The increased penetration of diesel automobiles 
and personal light trucks is attributable to the 
characteristics of the diesels represented in the 
vehicle choice model that are equal in performance 

(i.e., horsepower per pound), have only moderately 
higher maintenance and capital costs, and achieve 
significantly better fuel economy than their gasoline 
counterparts. All future diesel automobiles are as
sumed to be turbocharged. For conunercial trucks, 
increases in diesel use are an input to the fore
casting process and are based on historical trends 
in stocks and sales, fuel price assumptions, and 
technology forecasts from the literature (17-20). 

The following are highlights of the ANL-83N fore
cast: 

• The automotive fleet is projected to stabi
lize at about 40 percent small (including two-seat 
minicompacts), 40 percent medium, and 20 percent 
large (including sports and specialty models). 

• By 2010, "equal performance" turbodiesels are 
projected to represent nearly 10 percent of automo
tive and personal light truck stocks, assuming a 
diesel fuel wholesale price somewhat higher than 
that of gasoline and comparable tax rates. 

• With nearly flat post-1985 improvements in 
the efficiency of new automobiles, fuel economy is 
projected to rise to a fleet average of 27.7 mpg in 
the year 2000 and 29.1 mpg in 2010. 

• Because of slower economic growth, rising 
fuel prices, and an aging population, post-2000 
travel by private vehicles (passenger car and light 
trucks) is projected to grow at only 0.9 percent per 
year, compared with 2 percent per year from 1980 to 
2000. Nonetheless, automotive energy use falls 
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TABLE 4 Fleet Average Fuel Economy by Vehicle Size Class and Fuel Type, ANL-83N 
Forecast 

On-Road Fuel Economy (mpg) rmprovement, 
1980-2010 

Size Class and Fuel Type 19803 1990 2000 2010 (%) 

Automobile 15.2 22.7 27.7 29.l 91.4 
Small 18.7 27.6 33.2 34.7 85.6 
Medium 15 .2 22.4 27.2 28.4 86.8 
Large 13 . l 18.8 22.8 24.0 83.2 
Gase line 15. 1 2'L6 27 .4 28.7 9!!.! 
Diesel 21.5 31.2 36.l 38.5 79.1 

Truck 9.8 13.3 14.9 15.3 56.1 
Personal lightb 13.0 19.6 23.2 24.6 89.2 

Gasoline 12.9 19.3 22.7 23.8 84.5 
Diesel 17.0 23.7 27.6 30. l 77.1 

Commercial light (Classes I and 2) 14.0 17.2 20.4 21.7 55.0 
Gasoline 14.0 17.0 19.3 19.9 42.1 
Diesel 17.0 20.9 24.2 26.0 52.9 

Medium (Classes 3 to 5) 7 .0 8.3 8.9 9.3 32.9 
Gasoline 7.0 8.2 8.5 8.7 24.3 
Diesel 7.3 8.8 9.5 9.8 34.2 

Light-heavy (Class 6) 5. 8 6.8 7.6 8.0 37.9 
Gasoline 5.8 6.4 6.7 6.9 19.0 
Diesel 6.0 7.2 7.8 8.1 35.0 

Heavy-heavy (Classes 7 and 8) 4.9 6.1 6.6 6.8 38.8 
Gasoline 4.4 4.9 5.2 5.2 18.2 
Diesel 4.9 6.1 6.6 6.8 38.8 

aThe low variation in historical gasoline versus diesel truck fuel economy within size classes is attributed to relatively more 
demanding mission require ments for diesel vehicles. With increased diesel use by vehicles with Jess demanding missions, 

btlYt:!rage diese l ruel economy should increase and the gasoline versus diesel variation should widen. 
Includes mini ·YDiu.. 

through 2000 as fuel economy improvements outstrip 
growth in travel demand. 

• Assuming 1983 NEPP trends in general economic 
conditions and the rate of household formation, and 
also assuming an aging population, the forecast 
indicates that the number of automobiles in use 
should grow from 104.6 million in 1980 to 150 mil
lion by 2000 and 167.3 million by 2010. Light trucks 
(including mini-vans) should grow from 30 .1 million 
in 1980 to 45.8 million by 2000 and 49.6 million by 
2010. Again, changes in household demographic char
acter is tics produce faster growth during the years 
1980 to 2000 than post-2000 (1.8 and 1.2 percent 
annual growth for 1980 to 2000 versus 1.1 and 0. 8 
percent for 2000 to 2010 in numbers of automobiles 
and personal light trucks). 

• Truck use is projected to become increasingly 
associated with the service sector and pickup-and
delivery portions of intermodal movements. 

• Improvements in the energy efficiency of 
trucks--as a result of both shifts from gasoline to 
diesel engines and technical improvements in engines, 
drivetrains, aerodynamics, and rolling resistance-
are projected to restrain the growth in truck energy 
consumption in the near-term future. In the longer 
term, growth will resume in the absence of more 
radical improvements not considered in this forecast. 

• Given anticipated increases in coal produc
tion and use, continued growt:n in interrnodalism for 
domestic and international shipments, and cost and 
service competition in a deregulated environment, 
rail is projected to capture an increasing share of 
freight traffic. 

• Because of few improvements in energy ef
ficiency, rail and maritime energy consumption are 
projected to grow at much the same rate as rail and 
maritime ton-miles. 

• Excluding coal and chemicals, the production 
of bulk cornrnodi ties (especially ores and petroleum) 
is projected to grow much more slowly than produc
t ion of manufactured goods. Thus, rail and truck 
ton-miles grow faster than domestic maritime ton
miles. 

• Assuming no further 
slurry pipelines, pipeline 
projected to decline. 

development of coal 
energy consumption is 

• Air travel (as measured in revenue passenger
miles) is projected to grow at annual rates of 1. 5 
percent for domestic flights and 2.9 percent for 
international flights between 1980 and 2000. However, 
because of significant improvements in aircraft fuel 
efficiency (due to operational improvements and to 
introduction of technologies now under development 
in NASA's Aircraft Energy Efficiency Program), energy 
consumption declines by 0.3 percent annually for 
domestic travel and grows by only 1. 6 pe;:cent an
nually for international travel. 

The more significant macroresults of the forecast 
concern the growth trajectory of total consumption 
and the changing mix of fuels consumed by the trans
port sector. As can be seen in Table 3, although 
total consumption declines through about 1990, it 
then begins to rise at an increasing rate (reaching 
1 percent annually between 2000 and 2010). This is 
largely attributable to near-constant fuel efficiency 
for highway vehicles. Fuel efficiency is not a high 
priority either among the populace or in public 
policy. Although energy pr ices rise substantially, 
particularly after 1990, the price shocks of the 
1970s do not recur and there is no major push for 
fuel-efficient technology. As a result, efficiency 
improvements already at or very close to commerciali
zation enter the market, but there is little further 
development. This relative flatten i ng of post-2000 
energy intensities can be seen in Table 4. 

Figure 1 shows the changing mix of fuels consumed 
by the transportation sector. Gasoline (including 
avgas) declines sharply from nearly 65 percent of 
sectoral consumption in 1980 to 49 percent in 2000 
and 46 percent in 2010. Diesel fuel nearly doubles 
its share of sectoral consumption (from 13.7 percent 
in 1980 to 26.9 percent in 2010) and more than 
doubles in quantity (from 2.8 quads in 1980 to 6.0 
quads in 2010). Diesel growth is particularly strong 
between 1990 and 2000 as technical improvements in 
trucks become less of a factor, and strong coal 
growth increases rail diesel consumption. Jet fuel 
use rises only rnoderately--because of increased 
seating densities, high load factors, and new fuel
efficient aircraft--as does its share of sectoral 
consumption (from 10.7 to 11.8 percent by 2010, ad-
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FIGURE 1 Transportation energy use by fuel type: ANL-83N forecast (all U.S. 
purchases, including military). 

justed to include military and foreign-flag pur
chases in the United States). Use of residual fuel 
rises steadily because of increased foreign trade 
and no assumed improvements to maritime fuel ef
ficiency or changes in bunkering practices (see later 
discussion). "Other" fuel use--primarily natural gas 
and electricity for pipeline compressors, and small 
amounts of electricity for rail passenger modes-
remains stable through 2000, then declines because 
of a reduction in shipments of natural gas and pe
troleum products. 

As stated earlier, the TEEMS package is driven by 
a combination of (a) 1983 NEPP forecasts of fuel 
price, general economic conditions, household forma
tion, and energy supply, and (b) DRI's spring 1983 
forecasts of personal income and economic activity 
of nonenergy sectors (5). In two key areas, the as
sumptions in these dr i~er models combine to produce 
surprising results: 

1. The ANL-83N forecast of personal vehicle 
stocks, VMT, and energy consumption is significantly 
greater than that of a 1981 ANL forecast that used 
the same methodology (_l) (see Table 5 for the ANL-83N 

stock forecast). The difference is due to demograph
ics; the year 2000 population is approximately 3 
percent greater in the later effort and the number 
of households (the most significant parameter in our 
models) differ by nearly 12 percent. Although a 
higher number of households reduces median household 
income (estimated from the economic aggregate, per
sonal income), which tends to depress vehicle pur
chase and use, this downward effect is more than 
offset by the shear number of households available 
to own and use vehicles. 

2. In the ANL-83N forecast, rail freight activity 
(TMT) grows by more than 150 percent between 1980 
and 2010 (a compound rate of 3. 2 percent annually 
and rail freight energy use grows nearly as fast 
(3.1 percent annually). Assuming that rail maintains 
its current share of the freight market, one would 
expect rail TMT to grow at nearly the same rate as 
the overall economy, that is, about 110 percent (2.5 
percent annually). The "excess growth" is largely 
attributable to (a) the 1983 NEPP coal forecast 
(1,286 million tons produced in _1995), which is 15 
percent higher than the National Coal Association's 
medium-growth forecast, (b) the authors' assumption 

TABLE 5 Projection of Motor Vehicle Stocks, ANL-83N Forecast 

Avg Annual 
Vehicles (xJ06

)" Change, 
Vehlcle Type and 1980-2010 
Size Class 1980 1990 2000 2010 (%) 

Automobiles 104.56 129.33 149.97 167.26 J.58 
Small 28 .3 8 (27) 42 .14 (33) 56.03 (37) 63.90 (38) 2.74 
Medium 38.81 (37) 52.47 (41) 58.19 (39) 66.78 (40) 1.83 
Large 37.37 (36) 34.72 (27) 35.75 (24) 36.58 (22) -0.07 

Trucksb 34.17 44.11 50.58 56.44 l.69 
Personal light 19.14 25.86 29.29 30.45 1.56 
Commercial light 11.00 13.48 16.47 19.19 1.87 
Medium 0.85 1.03 J.26 1.47 J.84 
Light-heavy 1.68 2.03 2.50 2.93 1.87 
Heavy-Heavy I.SO 1.71 2.06 2.40 1.58 

Total 138.73 173.44 201.55 223.70 1.61 

~Number in pArentheses represent percent share among the three size classes. 
lncludd min l.vo ns and government vehicles. 
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that all coal production above the historical high 
of some 580 million tons will come from western 
sources with an average rail length of haul compar
able with that of western coal in 1978, and (c) an 
above-average growth (the average is 2.5 percent 
annually) for such relatively ha;:ivy rail users as 
chemicals and transportation equipment manufacturers 
(~,15,21). 

In addition to NEPP and ANL, two other forecasts of 
transportation energy use have been released in the 
past year: the Energy Information Administration 
(EIA) forecast contained in the 1983 Annual Energy 
Outlook and DRI's latest TREND84 forecast from their 
spring 1984 Energy Review (22-24). The following 
comparisons focus on energy consumption by fuel type 
and by type of highway vehicle (i.e., automobile, 
light t r uck, and heavy truck) and on the technical, 
economic, and other factors responsible for much of 
the variation among the forecasts. 

Consumption by Fuel Type 

Table 6 compares the four energy forecasts by fuel 
type. With the exception of the 1983 NEPP forecast, 
the most striking feature of this comparison is the 
consensus regarding total sectoral consumption. As 
can be seen in Figure 2, gasoline and diesel con
sumption trends also stand out as areas of strong 
agreement (because of variations in base-year esti
mates among the sources, the indices shown are rela
tive to the 1980 values reported by each source). 
Jet fuel consumption trends are somewhat more dis
persed, partly because of differences in passenger 
travel demand forecasts and partly because of dif
ferent assumptions regarding the introduction and 
penetration cf new fuel-efficient aircr~ft. Most 
dispersed of all are the residual fuel trends (Figure 
3), which range from a 1990 low of 56 percent of 
1980 consumption in the EIA forecast to a high of 
124 percent in the ANL forecast and maintain a 
similar spread in the year 2000. This divergence is 
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due to differences in modeling scopei in the ANL 
forecast, demand for residual fuel is solely a func
tion of increased shipping activity, and the share 
of fuel purchased in the United States is assumed to 
remain at historical levels. In the EIA, NEPP, and 
DRI forecasts, shipping competes with other demands 
for residual fuel (most notably for power generation 
and refinery feedstock), and overseas purchases 
satisfy an i ncreasing share of demand . Although price 
contr ols undoubtedly distorted the 1980 share of 
bunker fuel pu.tchases in the Uf1ited States (producing 
a significant but unknown amount o f "double-bunker
ing"), the 1981 to 1983 world recession has probably 
exacerbated the post-1980 decline in U.S. bunker 
sales. It is hoped that with monthly data for 1984 
indicating a firming in U.S. bunker sales, residual 
fuel forecasts can be revised shortly to reflect 
current (and presumably stable) fuel purchasing pat
terns (25). 

Consumption by Vehicle TyPe 

In all four forecasts, automobile energy use is pro
jected to decline through about the yea r 2000, and 
truck energy is projected to rise continuously during 
the forecast period. This may be seen in Figure 4 
where, again because of considerable variation in 
base-year estimates, consumption values have been 
indexed to the source's 1980 estimate. Although 
automobile and truck energy use show consistent 
trends across the four forecasts, there are major 
differences in rates of increase (or decrease), time 
frames in which rates of change begin to increase or 
decrease, and absolute growth over the forecast pe
riod. These differences can be attributed to var ia
tions in the respective stock and activity forecasts, 
price effects, and technological assumptions. 

Stock Forecasts 

Three of the four forecasts estimate motor vehicle 
stocks as an intermediate output. Because NEPP uses 
a stock model driven by DRI's forecast of new auto
mobile and truck sales, the NEPP and ORI results are 

TABLE 6 Recent Forecasts of Transportation Energy Use by Fuel Type, 1980-2000 

1980 1990 2000• 

DR!- DR!- DR!-
Fuel Type ANL-83N NEPP-83 EIA-83b TREND84 ANL-83N NEPP-83 EIA-83 TREND84 ANL-83N NEPP-83 TREND84 

Gasoline 13.05 12.71 12.46 11.22 12.24 11.89 9.89 10.63 
Motor gasoline 12.98 12.5 12.65 12.40 11.15 9.3 12.14 11.83 9.81 8.4 10.57 
Aviation gasoline 0.07 0.06 0.06 0.07 0.10 0.06 0.08 0.06 

Jet fuel l.52c 2.2d,e 2.18d,e 2.20d,e l.54c 2.3d,e 2.61 d,e 2.62d,e l.66c 2.4d,e 3. l 3d,e 
Diesel 2.77 2.78 2.55 3.61 3.54 3.58 4.96 4.91 

Highway 1.98 2.0 2.58 2.9 3.59 4.1 
Rail 0.55 0.76 1.06 
Water 0.21 0.23 0.28 
Off- highway and other 0.03 0.03 0.04 

Reslduol fueld 1.40 2.3•,f l.40 I.OJ l.74g 2.2•,f 0.78 0.95 2.21 g 1.9•,f 1.10 
Natural gas 0.65 0.7 0.63 0.61 0.64 0.7 0.92 0.56 0.61 0.6 0.54 
Electricity 0.24h 0.01 0.01 0.24h 0.01 0.02 0.24h 0.1 0.02 
Renewables 0.1 0.2 
Liquefied gases 0.01 0.01 0.01 0.01 0.01 
Total 19.61 19.7 19.72 18.86 18.99 17.5 20.45 19.63 19.55 17.7 20.32 

19.821 19.20i 19.78; 

Note: Forecast energy use is expressed in quads (1o 15 Btu). 
11Thc- £ 1A ·.83 for cca.11 ~x re nd'i only 10 1995. 
b 1980 e II mot• • from 1)01'; (24}. 
cFuol purch ases t.1 lh~ 'u r,had Stu. tu!I by do111111th: crirrl~o only . Exclu do.i: mltTIQt Y C!'.D n!liumplfon. 
dF .. utl purt h1u;l"if In the Un ired S101oa: by do1nasaic or fo rciign-nng cncr.fcrs. 

~:1~=:~:~:: ~~1~111~~;,ri,~:~~~~~:t~~~-I. 
6Af!:U/1lC5 hl!ll Orl~ for~ i ill tt •n 11g !thOrd!I or U.S. bur1k(lr rual tah.l!o_ 

!11uchnles ron.smupllt.Jll of tiil pt1kl lin<:i compriM.Scn. 
11nicludin3 011 mUitlltf conta,1mptlon ond cxcludloe; c l ~c 1dchy u ~e. by plpel1 11e co111prtsstJr5 . 
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FIGURE 2 Trends in gasoline, diesel, and jet fuel demand in the transportation sector under four 
forecasts. 
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nearly identical. Small variations in the early years 
are due largely to differences in vehicle scrappage 
assumptions. 

ANL's heavy truck stocks grow at much the same 
rate as DRI' s but automobile and light truck stocks 
differ markedly (see Figure 5). As can be seen in 
Figure 6, this is largely a difference in market 
shares; in ANL-83N, automobiles capture a larger 
share of the light-duty market than in the DRI or 
NEPP forecasts. The similarity in light-duty stock 
forecasts can also be attributed to comparable eco-

nomic trends: 2. 54 percent annual GNP growth for 
1980 to 1995 in the EIA forecast versus roughly 2.6 
percent annually between 1980 and 2000 (2.65 percent 
for 1980 to 1995) in the other three forecasts. 
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Activity Forecasts 

As shown in Figure 7, ANL' s forecast of truck VMT 
growth is the lowest, and automobile VMT growth the 
highest, of the four forecast efforts. This is at-
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FIGURE 3 Trend in residual fuel demand in the transportation sector under four forecasts. 
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FIGURE 4 Trends in automobile and truck energy use under three forecasts. 

tr ibutable to the stock forecasts discussed earlier 
as well as to fairly high cost-of-travel assumptions 
that fUrther depress truck VMT (see the following 
discussion). EIA's VMT forecasts are considerably 
higher than the others', partially because of tech
nological assumptions that reduce the cost of travel 
and, perhaps, to relatively high price elasticities. 

Technological Assumptions 

Fuel economy may improve as a result of (a) shifts 
in consumer behavior induced by high pr ice or un-
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certain fuel availability, (bl shifts in production 
or marketing emphasis induced by corporate or public 
policy (e.g., from gasoline to heavy diesel trucks), 
or (c) technological development in general. All 
these factors appear to have influenced the four 
forecasts. 

As shown in Figure B, the ORI forecast assumes 
the lowest gasoline price in the year 2000 (about 
$1.50/gal versus $2.00/gal in the other efforts) and 
sustained price moderation thereafter. Given this 
low market incentive, DR! also assumes the lowest 
automotive fuel economy: 25. 4 mpg in the year 2000 
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FIGURE 5 Trends in motor vehicle stocks by type under three forecasts. 
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FIGURE 6 Trends in light-duty vehicle stock under three forecasts. 

(see Figure 9). The combined effects of much lower
pr iced fuel and somewhat lower mpg produce substan
tially lower fuel operating costs (see Figure 10). 
ORI evidently assumes a fairly low price elasticity 
(or, conversely, the other forecasts assume a high 
price elasticity), because automobile and truck VMT 
are not appreciably higher in the ORI forecast. 

At the other extreme, NEPP assumes the highest 
fuel economy improvement (-automotive mpg rises from 
15.15 in 1980 to 32.6 in 2000 and 34.J in 2010, and 
truc.k mpg increases f r om 8. l in 1980 to 14. 4 in 
2000), which also moderates the cost impact of rising 
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AUTOS 

2 

fuel prices. EIA assume-s a fairly high mpg improve
ment, particularly for trucks (although automobiles 
rise to 27.9 mpg, trucks rise from 10.2 mpg in 1980 
to 17.5 by 1995). Because the EIA forecast appears 
particularly sensitive to travel cost, the resulting 
reduction in travel costs (at least through 1990) 
sharply increases VMT. By contrast, with the lowest 
truck and nearly the lowest automobile improvement, 
the ANL forecast has relatively high travel costs 
and reduced rates of VMT growth. 

With compar able fuel prices, the variation in 
fuel economy among ANL, EIA, and NEPP must arise 
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from assumed differences in either production and 
marketing emphasis or technological development. 
Although both are difficult to measure, one indicator 
of production and marketing shifts likely to influ
ence fuel economy is the diesel share of automobile 
and truck fuel use. As shown in Figure 11 for those 
sources reporting consumption by fuel tvoe (ORI, 
NEPP, and ANL), estimated diesel shares for the year 
2000 vary no more than those for 1980. Diesel pene
tration is therefore probably not a factor in ex
plaining mpg differences. 
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Rather, the rate of technological development 
appears to be the major influence. Although re
searchers agree that technological progress does not 
occur in a vacuum, its relationships with such other 
factors as fuel pr ice, disposable income, R&D ex
penditures, and consumer preferences are not well 
understood. Recent evidence s1.1ggests some stability 
in consumer preferences for such vehicle attributes 
as interior volume and performance (which strongly 
influence fuel economy) and a possible trade-off 
between increased (or decreased) vehicle operating 
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costs and purchase pr ices. However, these findings 
have not yet been incorporated into an explicit 
formulation of technological development as a func
tion of fuel price and macroeconomic parameters 
(26 , 27). Although each of the efforts discussed here 
r elies on some model of the fuel economy impact of 
various technological improvements and the diffusion 
rates of new technology into the vehicle fleet, 
engineering assumptions--not behavioral modes-
dictate the technological "menu" that is presumed to 
be available in the marketplace at any given time. 
Thus, observed differences in the rate of tech
nological development among the four forecasts relate 
solely to engineering perspective (i.e., whether and 
when a particular improvement is technically pos
sible) and vehicle replacement assumptions (i.e., 

how quickly the fleet of old-technology vehicles is 
replaced by new-technology vehicles). Moreover, be
cause fuel economy improvement is primarily respons
ible for the fuel consumption differences among the 
forecasts, these two factors--engineering perspective 
and vehicle replacement assumptions--also explain 
much of the overall variation among the forecasts. 

CONCLUSIONS 

The ANL-83N forecast indicates moderate growth in 
transport activity levels over the long-term future. 
Energy use declines through 1990 because of the con
tinued effect of fuel economy improvements already 
achieved in highway vehicles and under development 



68 Transportation Research Record 1049 

TABLE 7 Selected Energy-Use Ratios, ANL-83N Forecast 

Parameter 1980 

Transportation energy 

106 Btu/capita 86.96 
103 Btu/SC P ($1982) 6.43 

Passenger transport energy• 

106 Btu/cnpita 56.98 
103 Btu/pnS$enger-mile 5.13 

Freighr rranspon energy!! 

109 Btu/ NI' 2.17 
103 Btu/ton-mile 1.61 

Automobiles 
Automobiles/capita 0.46 
Automobiles/household !.31 

Automobile VMT 

103 VMT/ca11ita 4.93 
103 VMT/househo ld 14.06 
10 3 VMT/~11 t n1obile 10.63 

Light-duty VMT 

103 VMT/co plUI 6.26 
10 3 VMT/hous hold 17.84 
103 VMT/Ychicle 10.48 

Note: NA= nol available. 

aDomestic only. 

for commercial aircraft. Beyond 1990, and particu
larly beyond the year 2000, growth in travel demand 
exceeds the rate of efficiency improvement, and con
sumption begins to rise. As shown in Table 7, trans
port energy intensity continues to decline on the 
basis of total Btu per GNP, but by 2010 it regains 
its 1990 level (87 percent of its 1980 level) on the 
basis of total Btu per capita. Freight Btu per ton
mile and passenger Btu per capita level off at 8 2 
percent and 71 percent, respectively, of their 1980 
levels. 

The ratio of automobiles per capita apparently 
nears saturaticn--increasing at a decreasing rate-
whereas that of automobiles per household fluctuates. 
Likewise, per-capita and per-household travel rates 
and vehicle utilization rates also fluctuate, pri
marily with changing fuel costs per mile. 

Compared with other recent forecasts of long-term 
transportation energy use, the ANL forecast is not 
appreciably different as far as aggregate consump
tion is concerned. On a disaggregate level, however, 
there are differences between the ANL forecast and 
the NEPP, EIA, and DRI forecasts in fuel type dis
tributions, light-duty market shares (i.e. , between 
automobiles and light trucks), and fuel economy as
sumptions. 

The most significant difference in consumption by 
fuel type occurs in the residual fuel forecasts. 
Although the ANL forecast is a function of projected 
waterborne trade, the other forecasts employ a macro 
orientation based on supply, demand, and sectoral 
allocation. Differences in light-duty mar ke t shares 
also arise largely from orientation, demographics 
produce relatively greater automobile growth (and 
slower light truck growth) in the ANL forecast com
pared to the macro relationships that produce greater 
light truck growth in the other forecasts. Differ
ences i n fuel economy assumptions are less readily 
categorized, but appear to stem from the engineering 
models used as input to the forecasts. 

The forecasting effort itself and the comparison 
of the four forecasts suggest the following: 

• Because a forecast provides a means of making 
decisions, and is not an end in itself, the level of 
detail should be in accordance with its intended use 
(in the ANL case, for assisting in planning and 
evaluating energy conservation programs). Given its 
relatively specific purpose, the ANL-83N forecast 

1990 2000 2010 

75.96 72.95 75.94 
4.78 3.83 3.34 

46.52 41.00 40.23 
3.57 3.32 NA 

1.81 1.64 1.53 
1.42 1.35 1.32 

0.52 0.56 0.59 
1.28 1.29 1.34 

5.83 6.05 6.32 
14.43 13.99 14.30 
11.27 10.82 10.69 

7.45 7.79 8.09 
18.45 18.01 18.32 
11.05 10.67 10.56 

has considerably more detail on transport (including 
nonhighway modes not discussed here) than the other 
forecasts. 

• The absolute numbers in a forecast are less 
important than the trends revealed and the sensitiv
ity of results to key assumptions. Forecasting has 
risen to prominence as a strategic planning tool for 
(a) determining that range of conditions under which 
a particular decision produces desirable results and 
(b) thereby identifying those relatively low-risk or 
"robust" alternatives with desirable outcomes across 
a wide range of assumptions. Depending on the precise 
task at hand, each of the four forecasts serves this 
general purpose. 

• The basic assumptions and other exogenous 
inputs in a forecast are nearly as important as the 
methodology used. While the forecasts discussed 
earlier employed significantly different methods, 
their aggregate results are relatively consistent 
because many of their economic and demographic inputs 
are similar. Many differences can be attributed to 
price (and perhaps income), elasticity of travel de
mand, and fuel economy assumptions. 

• Technological forecasting is not well inte
grated into transportation energy forecasting. While 
the latter generally incorporates substantial socio
economic detail, technological forecasts are largely 
devoid of such input. An explicit linkage between 
the engineering models used to forecast technological 
development and the socioeconomic assumptions of the 
forecast would surely improve the quality and con
sistency of results. 
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The Potential Market for Electric Vehicles: Results from a 

National Survey of Commercial Fleet Operators 

MARK R. BERG 

ABSTRACT 

Successful commercialization of electric vehicles has been hindered by a lack 
of data pertaining to both desirable vehicle configurations and potential market 
size. The objective of the study on which this paper is based was to redress 
these data inadequacies pertaining to commercial sector fleet vehicles through 
information obtained from fleet managers about vehicle travel requirements, 
cost and range trade-offs, and operational practices. The study was commissioned 
by the Electric Power Research Institute and the Detroit Edison Company as part 
of their ongoing research agendas that focus on electric over-the-road vehicles 
(EVs). The study's tindings with respect to the size and characteristics of the 
potential market for electric vehicles in commercial fleets are presented. In
formation is given on fleet size, range requirements, and vehicle use patterns. 
In addition to general information about commercial fleets, the data are ana
lyzed in terms of key factors associated with EV performance, such as miles 
traveled per day, availability for recharging, and the need for high-speed 
travel. Data for the study were obtained through telephone interviews with fleet 
managers in commercial establishments throughout the United States. A total of 
583 interviews were conducted during 2 months of the fall of 1983. The prob
ability sample of establishments was drawn from a comprehensive list compiled 
by Dun and Bradstreet. Because scientific sampling procedures were used, it was 
possible to translate the sample data into estimates for the entire nation with 
known degrees of precision. 

Although electric-powered vehicles date to the ear
liest part of the automobile age, they have never 
gained prominence as a means of over-the-road trans
portation. Although emerging technology has enhanced 
their potential to do so, successful commercializa
tion has been hindered by a lack of data pertaining 
to both desirable vehicle configurations and poten
tial market size. The objective of the study on which 
this paper is based was to redress these data inade
quacies pertaining to commercial sector fleet vehi
cles through information from fleet managers about 
vehicle travel requirements, cost and range trade
offs, and operational practices. The study was com
missioned by the Electric Power Research Institute 
(EPRI) and the Detroit Edison Company as part of 
their onqoing research aQendas, which focus on elec
tric over-the-road vehicles (EVs). 

In this paper the study's findings with respect 
to the size and characteristics of the potential 
market for EVs in commercial fleets are presented. 
Information is presented on fleet size, range re
quirements, and vehicle use patterns. In addition to 
general information about commercial fleets, the 
data are analyzed in terms of key factors associated 
with EV performance, such as miles traveled per day, 
availability for recharging, and the need for high
speed travel. 

STUDY DESIGN 

A probability sample of establishments was drawn 
from a comprehensive list compiled by Dun and Brad
street. Fleet managers in establishments throughout 
the United States were contacted by telephone and 

583 interviews were conducted during 2 months of the 
fall of 1983. The overall response rate for these 
interviews was 92 percent. Because scientific sam
pling procedures were used, it was possible to 
translate the sample data into estimates for the 
entire nation with known degrees of precision. To 
the extent that there is systematic bias in the data 
(because of undercoverage in the list used for sam
pling), estimates of market potential reported here 
can be considered conservative. A complete discussion 
of the survey, sample, and procedures can be found 
in the final project report <!.> • 

MARKET POTENTIAL VERSUS MARKET PENETRATION 

In a discussion of the market for electric vehicles 
in commercial fleet operations, two different but 
related issues should be distinguished: the size of 
the potential market, and possible EV penetration 
into it. An extreme upper boundary on the potential 
market for commercial EVs is the total number of 
commercial vehicles in use. A more practical defini
tion of market potential, and the one used for this 
study, recognizes that EVs available in the near-term 
future cannot substitute for all commercial vehicles 
because of such performance characteristics as 
limited range and speed, and recharging requirements. 

Market penetration, the degree to which EVs cap
ture the potential market, must take additional 
market-limiting factors into account. Some of these 
are specific to EVs and some are more general and 
affect the adoption of many innovations. As shown in 
the following list, factors that influence market 
penetration tend to be more qualitative and uncertain 
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than those that define market potential. Market 
penetration will be affected by 

• The costs of purchasing, operating, and main
taining EVs compared with conventional vehicles; 

• The cost of electricity and the cost and 
availability of petroleum fuels; 

• The quality and reliability of services pro
vided by the EV infrastructure (e.g., the availabil
ity of repair facilities and parts); 

• Attitudes and perceptions about the benefits 
of EV adoption (e.g., their quiet and clean opera
tion, low maintenance, and protection against oil 
cut-offs); 

• Attitudes and perceptions about the risks of 
EV adoption (e.g., their inability to meet all per
formance requirements, their unproven track record, 
their uncertain battery life, and the existence of a 
limited and immature infrastructure); and 

• Organizational and individual resistance to 
changes made necessary by the adoption of EVs. 

This study concentrated on market potential and 
touched only indirectly on likely penetration. The 
primary reason for this was that potential buyers 
cannot be expected to provide accurate information 
about whether they would purchase EVs or conventional 
vehicles under different sets of circumstances be
cause they do not have·, and indeed cannot have, any 
real experience with EVs in commercial fleet opera
tions. It should be recognized, for example, that 
even commercial EV users in the U.S. Department of 
Energy (DOE) EV Demonstration Program have not had 
experience with EVs in a context that simulates mass 
market EV quality and infrastructure (2) • 

Furthermore, it is unfortunately t;ue that there 
is no adequate theory to guide the estimation of the 
extent to which EVs might actually penetrate their 
potential market. Readers differ substantially in 
the assumptions they make regarding technology, price 
elasticities, individual and institutional resis
tances to change, future energy prospects, and com
mercial vehicle requirements. Because these varying 
assumptions must be thought of as largely educated 
guesses, the following data are presented in a manner 
that permits the reader to estimate market potential 
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under alternate assumptions of potential EV range 
and other attributes. 

CHARACTERISTICS OF COMMERCIAL FLEET VEHICLES AND 
TRIP PATTERNS 

Total Number of Vehicles 

On the basis of data collected in the survey, the 
total number of light-duty, over-the-road vehicles 
in commercial fleets is estimated to be 12.7 million. 
Somewhat less than half of these (5. 6 million) are 
cars and station wagons, and the remainder (7.0 mil
lion) are light-duty trucks and vans. These estimates 
are lower than many other previously published esti
mates of commercial vehicle fleet size (£-&.l • Al
though the nature of the sampling frame may have 
produced some mild undercounting, the sampling pro
cedures used in the study are considered far more 
reliable than those employed by other data sources. 
Comparison across the different data sources is 
hindered by the problem of noncomparable defini
tions. As used in this study, the terms vehicles, 
cars, trucks, and vans refer to light-duty over-the
road vehicles of these types weighing less than 5,000 
lb. Hereafter, the term "cars" should be understood 
to include station wagons. 

'l'yPical Mi l eage Patterns 

The distribution of fleet vehicles by miles typically 
traveled in a day is shown in Figure 1. As is evi
dent, approximately one-fifth (19.8 percent) of all 
light-duty over-the-road vehicles are typically 
driven less than 30 miles per day (mpd), and almost 
half (46.l percent) are typically driven less than 
60 mpd. Only about one-third (35.4 percent) are 
typically driven over 90 mpd, a range that makes 
them unlikely to be replaced by EVs in the near 
future, given existing trip patterns and the lack of 
infrastructural facilities that make opportunity 
recharging feasible. 

As can also be seen in Figure 1, light-duty trucks 
and vans compose more than half of the vehicles in 

60-89 >90 

TYPICAL MILES PER DAY 
IZZJ CARS !SS! TRUCKS 

FIGURE 1 Typical daily range of fleet vehicles. 
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FIGURE 2 Distribution of vehicles by industry. 

the two lower-mileage classes (they compose 59 per
cent of vehicles typically driven less than 30 mpd 
and 53 percent of those typically driven 30 to 59 
mpd). Thus, in terms of vehicles typically traveling 
less than 90 mpd, the potential market for electric 
cars, trucks, and vans appears to be substantial (65 
percent of all commercial vehicles) • Based solely on 
this mileage criterion, market potential is somewhat 
greater for trucks and vans than for cars. 

Industry Type 

If those vehicles typically driven less than 60 mpd 
are defined as having potential for near-term EV 
substitution, the next issue from a market perspec
tive is the industries in which they are concen
trated. Figure 2 shows the industrial distributions 
of all light-duty over-the-road vehicles and those 
typically driven fewer than 60 mpd. As is evident, 
these two distributions are quite similar. This sug
gests that EV marketing should be directed toward 
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the same industries as those toward which internal 
combustion engine (ICE) vehicle marketing is cur
rently directed. 

Currently, the primary users of ICE vehicles and 
potential users of EVs are retailers and wholesalers 
( 32 .1 percent of low-mileage vehicles) followed by 
construction, agricultural, and mining establishments 
(23.9 percent of all vehicles and 24.6 percent of 
low-mileage vehicles). In terms of numbers of vehi
cles, the least promising industries for EV adoption 
are those in the transportation, communications, and 
utility sectors. Of interest, however, is a related 
finding that the relatively limited number of vehi
cles in these sectors may be offset by a higher-than
average willingness to consider using EVs on the part 
of their fleet managers. 

Fleet Size 

Figure 3 partitions the data by fleet size and shows 
that about half (50. 5 percent) of all light-duty 

4-6 7-19 >20 
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FIGURE 3 Distribution of vehicles by fleet size. 
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over-the-road vehicles are in fleets with six or 
fewer vehicles. These smaller fleets, however, ac
count for approximately two-thirds (65.2 percent) of 
all low-mileage vehicles. In other words, low-mileage 
vehicles tend to be concentrated in relatively small 
fleets. Although large fleets (those with more than 
20 vehicles) account for about one-fifth of all com
mercial vehicles (19.5 percent), only about half of 
these have trip patterns commensurate with the ex
pected mileage limitations of EVs. 

Ability to Modify Trip Patterns 

The discussion has thus far centered on proportions 
of vehicles typically driven less than 30, 60, or 90 
mpd. But typical low-mileage usage is not a suffi
cient mileage criterion for EV substitutability; 
occasional, but nonetheless necessary, high-mileage 
trips would render such EV subs ti tut ion unfeasible. 
Thus, two further mileage attributes must be con
sidered: whether typical low-mileage vehicles are 
occasionally driven more than the likely EV maximum 
range, and if they are, whether different vehicles 
could be used to make the occasional higher-mileage 
trips. 

The data given in Table 1 indicate that although 
20 percent of all vehicles in commercial fleets are 
typically driven less than 30 mpd, over half of these 
(56 percent) must occasionally be driven beyond the 
30-mi range. Looking next at the 26 percent of all 

TABLE 1 Mileage Attributes of Light-Duty Commercial Cars and 
Trucks Typically Driven Less Than 90 mpd 

Typical Daily Mileage (mpd) 

Attribute < 30 30-59 

Estimated no. of vehicles (millions) 2.5 3.3 
Percent of all vehicles in commercial fleets 20 (±4)3 26 (±4) 
Average mpd traveled 17 44 
Occasional higher-mileage trips(%) 

nab > 30 mpd 56 
>60 mpd 38 59 
>90 mpd na 4 1 

bA ~I ±values give n in thi s report represe nt 95th perce ntil e confide nce ranges. 
no = no t ascertained . 

60-89 

2.3 
18 (±3) 
72 

na 
na 
60 

vehicles typically driven between 30 and 60 mpd, over 
half (59 percent) are occasionally driven over 60 mpd 
and over two-fifths (41 percent) are occasionally 
driven over 90 mpd. 

A compari s on of mileage patterns for cars and 
trucks shows them to be relatively similar; however, 
cars are more likely to take occasional longer trips 
than truck s . 
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Although the occasional need for longer trips 
could substantially reduce EV substitution poten
tial, a closer review of the data provides a somewhat 
different perspective. Overall, 46 percent of the 
fleets had vehicles that averaged less than 60 mpd, 
but that occasionally traveled more than this range. 
About 25 percent of all vehicles fell into this 
category. However, 21 (±6) percent of these estab
lishments indicated that it would be quite easy to 
assign the longer trips to other vehicles, and 
another 16 percent said that it would not be 
difficult to do so. In terms of vehicles (rather 
than establishments), approximately 21 percent of 
the vehicles surveyed never had to travel over 60 
mpd, and the trip patterns of an additional 9 per
cent (25 x 37 percent) could be somewhat easily 
modified to remain within a 60-mi range. Overall, 
then, the trip patterns of 30 percent of the com
mercial fleet could be structured, with little or no 
change, to never exceed a range of 60 mpd. Although 
the 30 percent figure represents a reduction of one
third from the 46 percent of all vehicles that typi
cally do not exceed 60 mpd, it still represents over 
3.5 million vehicles. 

Fixed Routes 

Another dimension of range variance that could affect 
EV subs ti tut ion potential is the extent to which 
low-mileage vehicles are assigned to fixed routes. 
For example, in the case of EVs with a 60-mpd range, 
fixed routes of just under 60 mpd would be excellent 
candidates for EV substitution because the probabil
ity that vehicles would have to exceed the maximum 
mileage limits would be greatly reduced. In this 
regard, however, the number of vehicles with fixed 
route assignments does not provide cause for great 
optimism, especially with respect to cars. Only 4 
percent of cars and 20 percent of trucks typically 
driven 30 to 60 mpd (see Table 2) are currently as
signed to fixed routes. Although not a large per
centage even for trucks, this suggests that as many 
as half a million light-duty trucks operate on fixed 
routes of less than 60 mpd. 

Mileage, of course, is not the only criterion 
affecting EV substitutability. Fleet managers were 
therefore asked a number of questions about other 
use patterns of relatively low-mileage vehicles that 
would affect substitutability. The responses to these 
questions, presented in Table 2, allow market poten
tial to be estimated under more refined assumptions 
of substitutability. 

Fr eque nt S t o ps and Starts 

One advantage of EVs relative 
their efficiency in situations 

to ICE vehicles is 
requiring frequent 

TABLE 2 Selected Use Attributes of Commercial Vehicles 

Typical Daily Mileage (mpd) 

Cars and Wagons Trucks and Vans 

Al tribute <30 30-59 60-89 <30 30-59 60-89 

Stopped more than l 00 times/day with 
engines running(%~ 2 12 29 9 9 36 

Engines stopped and restarted more 
than 20 times/day(%) l 8 37 II 27 51 

Compact or smaller(%) 22 I 5 19 II 8 15 
Assigned to fixed rout(;(%) na 4 5 na 20 5 
Left on company premises overnight(%) na 2 1 25 na 66 68 
Parked 2 or more hours at a time during 

day na 82 78 na 90 69 
Average miles driven at >40 mph na 5.8 8.0 na 3.4 11.2 
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stops during which engines are left running, or where 
engines are frequently stopped and restarted. With 
regard to these two stop/start patterns, current 
low-mileage car usage is not overly favorable. Only 
2 percent of cars typically driven less than 30 mpd 
and 12 percent of cars typically driven between 30 
and 60 mpd are stopped with their engines left run
ning more than 100 times a day. The numbers for 
trucks--9 percent for each mileage category--are 
somewhat more favorable in terms of EV market po
tential. 

With regard to engine stopping and restiarting, 
the outlook for electric trucks is considerably 
better than for electric cars. Eleven percent of 
trucks typically driven less than 30 mpd, and 27 
percent typically driven between 30 and 60 mpd, stop 
and restart their engines more than 20 times a day. 
This represents over 500,000 light-duty trucks and 
vans. The comparable percentages for cars are only 1 
and 8 percent, respectively, or fewer than 150,000 
vehicles. 

Vehicle Size 

Most EV designs to date have been built around rela
tively small and light (exclusive of batteries) body 
shells. To the extent that ICE vehicles with rela
tively low mileage requirements are also small, the 
potential for EV substitution is enhanced. As can be 
seen in Table 2, the percentage of low-mileage cars 
that are compact or smaller models is relatively low 
(22 percent of cars typically driven less than 30 
mpd and 15 percent of cars typically driven between 
30 and 60 mpd) as is the percentage of trucks (11 
and 8 percent, respectively). Although this does not 
bode well for EV substitutability, it should be noted 
that the larger car and truck models currently in 
use might not be necessary from a functional stand
point. It is possible that compact or smaller models 
might be used equally well but, for some reason, 
they currently are not. This conjecture would cer
tainly be suggested by the fact that only about 30 
percent of all commercial trucks and vans typically 
carry payloads greater than 500 lb. Furthermore, 
only 38 percent of all truck and van payloads are 
considered especially large for their weight (i.e., 
have relatively large volume). 

Availability for Recharge 

Because EVs require "overnight" (6- to 10-hr) re
charging, market penetration is more likely if re
charging is a straightforward and easily initiated 
tasK. Although EVs could be recharged wherever there 
is access to electricity, it would clearly be more 
convenient (from the perspective of metering and 
facilities) to have them charged on company premises. 
In this regard, electric trucks appear to be far 
more promising than electric cars because approxi
mately two-thirds (66 percent) of light-duty trucks 
and vans driven between 30 and 60 mpd are parked on 
company premises overnight, whereas only one-fifth 
(21 percent) of comparable cars remain on the prem
ises overnight. 

Vehicles typically traveling as many as 90 mpd 
could be replaced by EVs if parked long enough to 
permit opportunity recharging. Such recharging, of 
course, depends on the availability of recharging 
facilities, but the infrastructure is unlikely to be 
in place if the need is not demonstrated. In this 
regard, data are extremely encouraging. Over four
fifths (82 percent) of cars typically driven 30 to 
60 mpd and three-fourths (78 percent) of those typi
cally driven 60 to 90 mpd are parked for 2 or more 
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hours at a time during the day. The numbers are 
equally optimistic for trucks and vans (see Table 
2). Opportunity recharging would not make near-term 
EVs a viable alternative for vehicles traveling more 
than 90 mpd or less than 30 mpd. Therefore, in the 
interest of brevity, information about overnight and 
daytime parking was not obtained for these groups. 

High-Speed Driving Requirements 

Finally, EV range performance is typically better in 
situations that do not require extensive travel at 
speeds exceeding 40 mph. In this regard, data are 
quite encouraging for EV adoption. Cars typically 
driven 30 to 59 mpd average only 5.8 mpd at speeds 
exceeding 40 mph; comparable trucks average 3.4 mpd. 
Not surprisingly, higher-mileage vehicles (60 to 89 
mpd) tend to be driven longer at these speeds (8. 0 
mi for cars and 11.2 mi for trucks). 

The general picture that emerges from these sta
tistics is that the potential market for EVs tends 
to be substantial, even under l:h" dSSUHl1Jtion of sum" 
fairly stringent technological constraints. Of the 
two classes of vehicles studied, trucks appear to be 
more likely candidates for EV substitution than cars 
al though neither type should be ruled out in terms 
of market potential. 

Types of Vehicles Applications 

Of concern from an EV design standpoint is what EVs 
are likely to be used for. To address this question, 
fleet managers were asked to what uses their low
mileage vehicles were applied. The type of applica
tions vary quite· widely with vehicle type, but only 
slightly witli range. This is, cars and trucks are 
used for considerably different purposes, whereas 
the use patterns are relatively similar for vehicles 
in the less-than-30-mpd group and the 30- to 60-mpd 
group. Figure 4 shows the data for vehicles typically 
traveling less than 30 mpd. For cars typically trav
eling less than 30 mpd and for those typically trav
eling between 30 and 60 mpd, the most frequently 
mentioned use was for business appointments followed 
by commuting and use as executive vehicles. Also 
frequently mentioned was use for making pickups and 
running errands. The most common use for low- and 
relatively low-mileage light-duty trucks and vans 
was hauling and dumping (including snow removal) , 
followed by commuting to and from jobs and making 
deliveries. 

VEHICLE SUBSTITUTION CRITERIA 

As indicated earlier, the maximum potential for sub
stitution by EVs is in large part determined by the 
match between EV performance and the actual require
ments of fleet vehicles. As the range, speed, and 
acceleration performance of EVs increase, so does 
the number of conventional commercial vehicles that 
might be replaced by EVs. In the previous section 
the use patterns of vehicles that fell within two 
alternative range specifications for future EVs 
(i.e., less than 30 mpd and less than 60 mpd) were 
examined. Each of these range specifications can be 
thought of as the first criterion for judging whether 
an EV might be substituted for a particular com
mercial vehicle. 

In this section the 30- and 60-mpd criteria plus 
two additional substitution criteria are considered. 
The first is a more broadly defined criterion refer
red to as 60 mpd+, within which are all vehicles 
traveling less than 60 mpd plus those traveling 
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between 60 and 90 mpd that are parked for 2 or more 
hours during the day, and that also travel less than 
8 mi at speeds greater than 40 mph. Falling within 
the second new criterion are those vehicles travel
ing less than 30 mpd plus those traveling between 30 
and 60 mpd that are parked for 2 or more hours during 
the day, and that also travel less than 8 mi at 
speeds greater than 40 mph. This criterion is refer
red to as 30 mpd+. Electric vehicles parked for 2 or 
more hours could potentially extend their daily 
range capability through opportunity recharging (ll· 
Similarly, EVs subject to only limited high-speed 
travel would have a greater overall range capacity. 

The following analysis identifies the extent to 
which the trip patterns of existing vehicles can be 
met by EVs that have performance levels correspond
ing to the four er i ter ia of 60 mpd+, less than 60 
mpd, 30 mpd+, and less than 30 mpd. The analysis 
focuses on the total number of vehicles falling 
within each criterion. 
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It will be recalled from the earlier discussion that 
the total number of light-duty, over-the-road com
mercial fleet vehicles was estimated to be roughly 
13 million. As can be seen in Figure 5, over 7 mil
lion vehicles fall within the broadest substitution 
criterion (60 mpd+), and over 2.5 million fall with
in the narrowest criterion (less than 30 mpd). If 
only compact and subcompact vehicles are considered, 
as is done in the right-hand portion of Figure 5, 
the corresponding numbers are roughly 1.5 million 
and 0.4 million. 

Although even the most conservative 0.4 million 
figure would represent quantity production from a 
manufacturing standpoint, the range of 0. 4 million 
to 7 million is very large from a business planning 
standpoint. This uncertainty in the size of the 
potential EV market is a reflection of the vehicle 

SMALL ONLY 

ALL SIZE VEHICLES VS SMALL ONLY 
IZZI 60mpd+ IS:sJ <60mpd ~ 30mpd+ ~ <30mpd 

FIGURE 5 Maximum EV substitution potential under alternative substitution 
criteria: all size vehicles versus small only. 
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range assumptions built into the four subs ti tut ion 
criteria. It is important to recognize then that 
future choices with respect to EV performance speci
fications are not just technical decisions. They are 
also choices about the size of the potential EV 
market. 

Characteristics of the potential EV market are 
examined in the following section along other dimen
sions relevant to the marketing and vehicle specifi
cation choices that would need to be made for suc
cessful conunercialization to occur. The findings are 
broken down in terms of fleet size, vehicle type and 
size, percentage of trucks in fleet, truck payload, 
regional differences, and industry groupings. 

FLEET CHARACTERISTICS AFFECTING MARKET POTENTIAL 

Fleet Size 

As shown in Figure 6, the largest overall market for 
EVs is composed of moderate-sized fleets comprising 
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2 to 19 vehicles. This group represents about 75 
percent of all vehicles falling within the EV sub
stitution criteria. Of interest is that the large 
fleets (20 or more vehicles) represent only 5 to 10 
percent of the conunercial sector market for EVs. 

Hi gh EV Substitution Potentia l o f Trucks and Van s 

The data suggest that light-duty trucks and vans 
represent the most promising initial market for EVs. 
The number of vehicles falling within each of the 
substitution criteria increases substantially with 
the percentage of trucks and vans in the fleet. Among 
fleets with no trucks or vans, for example, just 
under 1 million vehicles fall within the broadly 
defined 60 mpd+ criterion. By contrast, fleets com
posed of 75 to 100 percent trucks and vans contain 
over 2.5 million vehicles that meet the criterion. A 
similar pattern holds for each of the four criteria. 
Overall, less than 15 percent of all vehicles with 
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high substitution potential reside in fleets having 
no trucks or vans. 

Related evidence for the important role of trucks 
and vans is found in Figure 7, which divides all of 
the light-duty vehicles into three groups: trucks 
and vans carrying less than 500 lb of payload, trucks 
and vans carrying more than 500 lb of payload, and 
cars. Trucks and vans that typically carry payloads 
of less than 500 lb account for over 50 percent of 
all vehicles that fall within the high substitution 
potential criteria. In terms of number of vehicles, 
this group represents over 4 million vehicles within 
the 60 mpd+ criterion, and almost 1.5 million vehi
cles within the narrowly defined less than 30 mpd 
er i ter ion. Overall, trucks and vans represent ap
proximately 80 percent of all vehicles with high 

substitution potential as defined by the four cri
teria. 

EV Substitution Potential by Industry Type 

Figure 8 organizes the data in terms of the number 
of vehicles with high substitution potential in each 
of five major industry groupings: wholesale and re
tail trade; construction, m1n1ng, and agriculture; 
services; manufacturing; and transportation, com
munication, and utilities. The relative number of 
vehicles in each of the five groups shows a generally 
stable pattern across the four "criteria. This sug
gests that design choices about range will not 
significantly change the types of industries in 
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which EVs have their greatest, or least, appeal. 
Overall, the trade, construction, and services 
sectors show the most promise for EV substitution. 

EV Substitution Potential by Region 

Figure 9 examines the distribution of vehicles with 
high substitution potential within four major census 
regions of the United States. Notice that the four 
range er i ter ia show noticeable differences in the 
regional relationships. In the case of the 60-mpd+ 
criterion, for example, the South, with nearly 3 
million vehicles, shows twice as many high-potential 
vehicles as does any other region. Furthermore, with 
about 1.5 million vehicles each, the north central, 
the northeast, and the western regions all show 
about equal potential. These patterns change sig
nificantly, however, if the vehicle range is limited 
to less than 30 mpd. In this case, the northern in
dustrial states composing the northeast and north 
central census regions show a combined potential 
considerably higher than the South. _ In addition, the 
West shows considerably lower potential than any of 
the other regions. The significant change in pattern 
as range drops below the 30-mpd level appears to re
flect the higher density that characterizes the 
northern industrial region in contrast to the west 
and South. 

SUMMARY 

The results reported in this paper suggest that a 
quite sizable potential market for electric vehicles 
does exist in the commercial sector based on cur
rently existing patterns of vehicle usage. Depending 
on the eventual performance capabilities of produc
tion EVs, the potential market could be expected to 
be between 2.5 million and 7 million vehicles. 
Although many factors are likely to reduce actual 
market penetration to a level significantly below 
this market potential range, the data tend to sup-
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port the view that, based on functional criteria, 

quantity production of a reliable and economical 
electric vehicle is a realistic objective. 
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Alternative Fuels for Buses: Current Assessment and 

Future Perspectives 

ARNOLD J. BLOCH and LOUIS J. PIGNATARO 

ABSTRACT 

The issue of alternative fuels for transit buses is examined from the perspective 
of the 1980s and beyond. At a time when federal involvement in alternative fuel 
development is of lesser significance and marketplace actions appear to be of 
greater value than government intervention or investment, it is relevant to 
examine the objectives of developing diesel fuel alternatives for public trans
portation vehicle use. Four fuel groups are evaluated: alcohols, vegetable oils, 
methane (or natural gas), and hydrogen. An assessment is made of current develop
ment status and conclusions are presented regarding future research efforts. 

The issue of alternatives to petroleum-based fuels 
has been around as long as the internal-combustion 
engine. However, in the 1970s a renewed and inten
sive effort was made to explore, develop, and test 
alternative fuels. The reason for this sudden surge 
of interest in nonpetroleum-based fuels is obvious: 
the tremendous uncertainty over oil price and supply 
due to the emergence of the Organization of Petroleum 
Exporting Countries (OPEC) as a powerful force. Be
fore the 1970s, the only oil supply problems ever 
faced by the United States were related to military 
allocation of fuel during world Wars I and II. Dur
ing the 1970s, the United States faced two supply 
disruptions, predicated by OPEC as a means of limit
ing worldwide oil production and thereby obtaining 
higher _prices (as well as prolonging their own sup
ply). Pr ices rose, not only because of these two 
disruptions but also because of a decade-long effort 
to maintain OPEC production quotas. U.S. oil pr ices 
had risen by only 7 percent for the entire BO-year 
period from 1890 to 1970 (in 1972 dollars). From 
1970 to 1980, domestically produced crude oil, which 
was still subject to government price controls, rose 
by 250 percent (in constant 1972 dollars). The issue 
had clearly become one of U.S. vulnerability to a 
pr ice and supply mechanism that it could no longer 
adequately control. 

ALTERNATIVE FUELS IN THE 1980s AND BEYOND 

Large segments of the alternative fuel research and 
development movement lost considerable financial and 
political support in the 1980s as a result of an 
altered oil supply and demand picture. Spurred by 
the major increases in worldwide oil prices in 1979 
to 1980 and the deregulation of u.s. oil prices in 
1981, worldwide production soared while consumption 
dropped. The result was an oil glut, beginning in 
the spring of 1981 and extending to this day, ac
companied by lower oil pr ices and the diminished 
pricing and production influence of OPEC. U.S. oil 
production in 1982 was at its highest level in years. 
Suddenly, the urgency of alternative fuel development 
appeared to diminish and the boundary of economic 
competition appeared further away. Interest in syn
thetic fuels on the part of the federal government 
in particular decreased. 

After 1985 the world is expected to increase oil 
consumption, and OPEC is simultaneously expected to 
regain significance as a determinator of oil prices 

and supply. This would once again create a situation 
ripe for oil price increases and supply disruptions. 
However, the United States and other nations appear 
better, although differently, prepared to handle 
future disruptions by using major petroleum storage 
reserves, international fuel sharing, and, at least 
in the United States, marketplace mechanisms. All 
these actions are intended to reduce the magnitude 
and duration of future disruptions, and to return to 
normal modes of international fuel trading as quickly 
as possible. Energy independence is therefore a 
lesser national and international goal of the 1980s 
and beyond, although reduced vulnerability and un
certainty remain important objectives. 

Where does this leave alternative fuel develop
ment, particularly for transit buses? Basically, it 
can be assumed that federal involvement in alterna
tive fuel research and development beyond 1985 will 
not reach the levels once expected. Furthermore, if 
the United States and developed countries are suc
cessful in reducing the disruptive influence of OPEC, 
then there clearly will be little need for any such 
involvement. On the other hand, the objectives of 
bus fuel research are still relevant because 

• Contingencies may still occur and although 
the market mechanism may work well for private or 
individual oil consumers, government-sponsored tran
sit services will face the double-bind of (a) being 
expected to continue to provide basic public services 
while (b) not having the financial means to do so: 

• Environmental concerns persist and extend 
beyond the concerns of energy use: 

• Transit systems face a further federal finan
cial constriction, that of diminished operating sub
sidies, so there is greater pressure to improve 
productivity both from the services standpoint 
(e.g., articulated buses) and the maintenance stand
point--the coordination of improved productivity 
with more economical fuel is a natural link; and 

• Finally, although the short-term payoffs may 
not be apparent, in an era of diminishing energy 
resources there are long-term benefits to serving 
public transportation needs with an appropriate and 
adequate level of energy. 

POSSIBLE ALTERNATIVE FUELS FOR BUSES 

Those fuels most often suggested as alternatives to 
bus fuels can generally be classified as liquid and 
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gaseous. Liquid fuels include alcohols (namely 
methanol and ethanol) and vegetable oils. Gaseous 
fuels include methane, hydrogen, and other miscel
laneous gases (e.g., ammonia and producer gas). 
Liquid fuels can be viewed as either diesel fuel 
extenders or diesel fuel substitutes. Gas fuels can 
be viewed only as diesel fuel substitutes. Some fuels 
require minor adjustments to current diesel-fuel bus 
engines, whereas others require major modifications 
or complete engine redesign. 

LIQUID FUELS 

Alcohols 

Effectiveness 

There is probably more published research on alcohol 
fuels than any other alternative fuel type. The most 
notable and accessible examples include general dis
cussions of a l cohols as t ra nsportation fuels (1-3); 
specific evaluations of alcohol s as die sel fuel-sub
stitutes <!-ll; and the economic and policy issues 
related to a l cohol fuel development <l&l. Alcohols 
comprise carbon, hydrogen, and oxyge n, whereas gaso
line and diesel fuel are simply hydrocarbon fuels. 
Alcohols can be operated in diesel as well as spark
igni tion engines, but the following serious problems 
must be considered: 

• Energy content of alcohols versus diesel fuel; 
• Cetane quality of alcohols versus diesel fuel; 
• Compatibility of alcohols with diesel engine 

materials; and 
• Alcohol fuel emissions. 

Energy Content 

The net heating values (by volume) reveal that the 
Btu contents of ethanol and methanol are 60 and 45 
percent of that of diesel fuel, respectively. There
fore, the typical 100-gal fuel tank in buses would 
either have to be expanded or supplemented with an 
additional tank, or fueling procedures would have to 
be changed (i.e., multiple fuel fill-ups during the 
day). 

Cetane Quality 

Cetane quality is a key concern and requires one of 
many possible engine modifications. For diesel 
engines, where the fuel must ignite on compression, 
the ignition quality of a particular fuel is mea
sured by che cecane number of cne f uei. Bi mpiy put, 
the cetane number is a measure of ignition delay, or 
the time between fuel injection into the combustion 
chamber and fuel ignition. Current diesel fuels range 
from 40 to 60. A cetane rating of 15 is generally 
classified as a minimum baseline number, signifying 
poor ignition quality. Alcohols, in particular 
ethanol and methanol, have cetane numbers ranging 
from 0 to B. 

There are many possible solutions to the issue of 
poor cetane quality. Some involve fuel additives 
such as castor oil and nitrated compounds. Others 
recommend that alcohols only be blended with diesel 
fuel, although anything greater than a 10 percent 
blend of alcohol is likely to reduce the cetane level 
below manufacturers' specifications <.!.l. Finally, 
others recommend engine modifications. In a recent 
report, the f ollowi ng f i ve options to adapt U.S . 
diesel bus engines for methanol operation were ana
lyzed <!l: 
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1. Convert to Otto cycle engine, 
2. Convert to Otto cycle engine and vaporized 

methanol, 
3. Add spark ignition, 
4. Add surface ignition, and 
5. Add indirect, prechamber ignition. 

The most promising option was surface ignition, which 
would involve the use of glow plugs in the combustion 
chamber to provide a hot surface to vaporize and 
ignite methanol shortly after injection. The use of 
these glow plugs may be conserved for cold starts 
and during the warm-up period. 

Compatibility with Diesel Engine and Vehicle Materials 

Diesel engines and diesel fuels are naturally com
patible. Alcohols, on the other hand, could cause 
accelerated wear of diesel fuel systems and engine 
components (9). This is especially true if fuel ad
ditives are -;sed. All nitrate compounds are partic
ularly corrosive and prolonged use of castor oil can 
clog fuel injector tips (1,4). Tn F.uropean experi
ences, methanol rapidly - diluted crankcase oil, 
requ1r1ng more frequent oil changes. Furthermore, 
methanol corrodes some materials contained in on
board fuel tanks, damaging the tanks and causing 
downstream deposits (ethanol will do the same for 
any diesel fuel-related deposits in fuel tanks). 
Both methanol and ethanol adversely affect most 
elastomeric (rubber) parts such as fuel-pump dia
phragms and fuel hoses. 

Alcohol Fuel Emissions 

When a Volvo diesel engine operated under transit 
bus test conditions (although in a laboratory set
ting) was used, hydrocarbon and carbon monoxide 
emission levels were higher, and nitrous oxide and 
particulates were lower for both ethanol and methanol 
(10). However, a more recent report indicates that, 
for methanol at least, hydrocarbon emissions are 
less volatile than diesel-fuel emissions and less 
likely to cause smog, whereas carbon monoxide emis
sions vary considerably from test to test because of 
the relative leanness or richness of the fuel-air 
mixture (4). 

Beside°S these emissions, which are regulated by 
the federal government, other relevant emissions 
include smoke (essentially nonexistent for alcohol 
fuels) and aldehydes. These emissions (particularly 
formaldehyde from methanol) are considerably higher 
for alcohols than for diesel fuel <!>· 

Development Potential 

Economics of Fuel Production and Marketing 

Diesel fuel prices currently average around $1.00 
per gallon (especially for relatively large users 
such as transit systems). Ethanol prices range from 
50 to 70 percent higher than that, whereas methanol 
is about 30 percent lower than the pr ice of diesel 
fuel (11) • Methanol is clearly the more cost-effec
tive alcohol option, strictly on the basis of the 
pr ice of fuel. Methanol costs even show signs of 
declining to a level nearly half that of diesel fuel. 

Market Demand 

Alcohols, particularly ethanol, have established a 
minor foothold in the U.S. transportation sector, 
primarily as a blend with gasoline. Nearly 10 per-
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cent of all the gasoline currently in the United 
States contains either ethanol or methanol (mostly 
ethanol) (12). Both, however, are used primarily for 
industrial purposes. Methanol, for example, is pro
duced at a rate of more than 1 billion gal a year. 
In 1980 (the most recent year for which data are 
available), 95 percent of methanol was used as a 
chemical precursor for industry, 3 percent as a 
gasoline octane booster, and 2 percent as a direct 
fuel (13). 

Other Interest in Development 

Alcohol fuel development was pushed in the late 
1970s by the federal government and a number of 
agricultural states, all of which were looking for 
alternative uses for various products (e.g., corn 
grain). Although federal involvement declined, state 
interest remains strong, particularly in agricultural 
states and some states with significant alternative 
energy programs and concerns such as California. 
Petroleum companies have shown growing interest in 
ethanol as a gasoline octane booster, but nearly all 
(except ARCO) reject the use of methanol for similar 
purposes. 

Vegetable Oils 

Effectiveness 

Vegetable oils particularly lend themselves to ap
plications in diesel engines. As early as 1931, re
searchers noted that the hydrocarbon structure of 
vegetable oils had a capacity for compression igni
tion in diesel engines. A wide range of vegetable 
oils are possible diesel fuel substitutes or blending 
agents, including corn, cottonseed, peanut, soybean, 
and sunflower oils. Most experimental research con
ducted in the last few years to determine the fuel 
potential of vegetable oil has centered on cottonseed 
and sunflower oils (in part because of the avail
ability and market development potential of these 
oils) and has been confined to laboratory settings. 
Some of the concerns raised about alcohols do not 
pertain to vegetable oils, whereas others do. 

Energy Content 

Unlike alcohols, the Btu content of vegetable oils 
is relatively close to that of diesel fuel; sun
flower and cottonseed oils, for instance, have ap
proximately 90 percent of the Btu content of diesel 
fuel (14,15). As a result, the fuel volume and as
sociated fuel tank requirements are not much greater 
than those of diesel fuel. 

Cetane Quality 

Also, unlike alcohols, vegetable oils have cetane 
levels much closer to those of diesel fuel. Indeed, 
cottonseed oil produced by the transester ification 
process (i.e., lowering the viscosity of the oil) 
exceeds diesel fuel cetane quality. 

Cold Weather Performance 

The cloud and pour points of vegetable oils are such 
that they create potential difficulties with cold 
weather operation (i.e., fuel flow will be irregular 
and slow) • Significant cold-start problems arose in 
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test temperatures of -1°C (30°F) and -7°C (20°F) 
when only a 50 percent blend of sunflower oil was 
used with diesel fuel (14). 

Engine Compatibility 

Engine durability is a key issue in the use of vege
table oil-based fuels in diesel engines. Vegetable 
oils have a greater propensity to leave behind carbon 
deposits after only short periods of operation. As 
considerable and fast-growing as these deposits can 
be, they do tend to be blown off to some extent dur
ing engine operation. Deposits in the piston and the 
cylinder liner are more stubborn, however, (and much 
greater than the amount produced by either diesel or 
alcohol fuels) because of the oiliness of the blend 
and the large droplet size of vegetable oils. Re
search reports point out, however, that deposits 
would vary among diesel engine designs (no transit
type engines have been tested) and that processes 
that lower oil viscosity can reduce, but not elimi
nate, the deposit problem. 

Emissions 

Relatively sparse data on cottonseed oil and diesel 
fuel blends and 100 percent, low-viscosity cottonseed 
oil indicate little difference between the carbon 
monoxide, hydrocarbon, nitrous oxide, and smoke emis
sions of these fuels and straight diesel fuel (15). 
The differences that do exist are insignificant. 

Development Potential 

Economics of Fuel Production and Marketing 

Vegetable oils are considerably more expensive than 
diesel fuel; the price of cottonseed oil, for exam
ple, was approximately $2.25 per gallon in early 
1984 (16). Other oils are similarly priced, although 
prices vary considerably depending on the annual 
availability of feedstock agricultural products. 
Peanut oil, for example, sold in early 1984 at a 
price 52 percent higher than cottonseed oil, pri
marily because of poor peanut crops. 

Market Demand 

Vegetable oils are not currently used as fuels in 
the United States. They are used primarily as food 
preparations, such as baking or frying fats, marga
rine, and salad or cooking oil. In 1983, nearly 2 
billion lb (or approximately 257 million gal) of oil 
were used for food preparation (17). There are also 
other industrial uses. Some oils are exported in 
substantial amounts, including cottonseed and peanut 
oils. 

Other Interest in Development 

The u.s. Department of Energy (DOE) stated that the 
"availability of [vegetable oils] in quantities to 
satisfy even emergency [vehicle] fleet appetites is 
questionable" (18). DOE does point out, however, 
that such oils --;ay be available, but on a highly 
localized basis. It is clear that for other than 
food preparation and a few established industrial 
purposes, there is no significant interest in devel
oping vegetable oils for fuel-related purposes. 
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GASEOUS FUELS 

Methane 

Effectiveness 

Methane, or CH4, is the prime ingredient of natural 
gas. Typically, 95 percent of natural gas is composed 
of methane; natural gas is therefore interchangeable 
with methane in any discussion of methane as a 
transportation fuel. When used as a transportation 
fuel, methane is neither stored on board the vehicle 
nor delivered to the engine in its natural gaseous 
state. Instead, it is used either in a highly com
pressed form (at 2,500-3,000 psi) or as a cryogenic 
liquid (cooled to -260°F). The issues related to 
methane use as a specific diesel engine fuel are 
energy content, cetane quality, and safety. 

Energy Content 

In a pound-for-pound comparison, methane has slightly 
more energy content, measured in Btu' s, than diesel 
fuel. However, when stored on board a vehicle as a 
cryogenic liquid, the fuel volume and associated 
fuel tank requirements are greater than those of 
diesel fuel Ci>· 

Cetane Quality 

Methane has an extremely low cetane number, which 
corresponds to the fact that the octane quality of 
methane is among the highest of transportation fuels. 
For this reason, methane is unsuited for direct use 
in diesel engines. Various alternatives, as with the 
alcohol fuels, are to (a) use methane with diesel 
fuel (via fumigation) with the latter serving es
sentially as a pilot light, (b) use methane with 
other fuel additives, or (c) adapt the engine via 
the use of glow plugs, which provide a hot internal 
cylinder chamber capable of igniting the methane 
shortly after injection. 

Safety 

The safety issues related to methane vehicle use are 
significant and remain unresolved. The major safety 
concerns are fuel leakage, boil-off of liquid meth
ane, corrosive failure of compressed methane gas 
cylinders due to excess hydrogen sulfide in natural 
gas, and the crashworthiness of both liquid and com
pressed methane gas cylinders. Crashworthiness is ac
companied by other related hazards, including fuel 
rel ease upon impact and tank rupture due to fire. 
There are currently no industry-wide standards re
garding the design, manufacture, installation, and 
performance of compressed methane gas fuel systems 
(19). 

Also related to safety concerns are environmental 
hazards. Tested only in spark-ignition engines, sig
nificant reductions in carbon monoxide, nitrogen 
oxides, and most hydrocarbon emissions were recorded 
(~) • The one hydrocarbon that greatly increased in 
emissions was, naturally enough, methane, which is 
nonreactive. Methane also significantly reduces 
diesel fuel-related smoke emissions. 

Development Potential 

Economics of Fuel Production and Marketing 

Methane gas currently sells for between $3. 50 (for 
electric utility purchases) and $6.00 (for residen-
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tial purchasers) per thousand cubic feet. Its cost 
is directly related to federal natural gas regula
tion. By 1965, the price of natural gas will begin 
to be deregulated, at which point its price will be 
uncertain. That uncertainty is based on worldwide 
trends in natural gas demand and supply as well as 
similar trends in closely aligned fuels (oil and 
coal). 

Other sources besides natural gas can be exploited 
for methane, including coal and biomass. However, 
the pr ice impact of these sources is uncertain be
cause alternative methane production techniques and 
sources have been neither marketed nor tested. 

Market Demand 

Methane is mainly used for two purposes: (a) as a 
natural gas component, it is used for its heating 
value by the residential and industrial electric 
utility commercial sectors, and (b) as a chemical 
feedstock, methane is used to produce methanol and 
ammonia. The demand of these markets is expected to 
remain strong, although tied to methane price trends. 

Other Interest in Development 

In 1960, the Methane Transportation Research, Devel
opment, and Demonstration Act was signed into law by 
the President. Congress is interested in methane as 
a vehicular fuel because of (a) its ability to reduce 
oil imports, (b) its ability to reduce vehicle emis
sions, and (c) development of alternative market 
uses for methane from natural gas and other sources. 
This act, however, has not been funded by Congress. 
Nevertheless, DOE has performed a state-of-the-art 
assessment of methane-fueled vehicles and is likely 
to conduct further research in the following three 
areas: 

1. Engine testing is needed to clearly define 
the limits of efficiency, emissions, and performance 
of natural gas vehicles, and the development of 
practical conversion systems for diesel-engine vehi
cles. In addition, fundamental work on high-energy
density gas storage systems should be encouraged. 

2. A test program to determine the crashworthi
ness and fire safety of state-of-the-art natural gas 
vehicles is needed, and various compressed natural 
gas tank designs should be evaluated for resistance 
to internal corrosion potentially caused by im
purities. 

3. Assessments need to be made of institutional 
barriers use in vehicles and of the 
means to overcome those barriers (19). 

Hydrogen 

Effectiveness 

Hydrogen has already become the staple fuel of space 
transportation and has been called the fuel of the 
future. It is described as such for three main rea
sons: it provides the highest energy conversion ef
ficiency obtainable; it burns relatively cleanly, 
with no emissions of carbon monoxide, hydrocarbons, 
smoke, or odors; and it can be produced from water. 
Hydrogen has to date been used in a limited manner, 
both as a transportation fuel and an overall fuel 
(its primary use is as an industrial feedstock). It 
has had a few significant applications in transit 
systems; in particular, the testing of a hydrogen
powered bus in Riverside, California, in 1960. That 
bus, however, was not a typical transit vehicle; it 
was a 21-passenger Winnebago Minbus, originally 
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equipped with a heavy-duty truck gasoline engine. 
( 21) • (Hydrogen's high octane value makes it a good 
gasoline substitute,) The gasoline carburetor was 
removed and replaced with a gaseous fuel carburation 
device. Although the Riverside test does not directly 
apply to most current transit operations, the inter
esting aspects and results of the operation are worth 
reporting. 

First, the hydrogen fuel was stored on board the 
vehicle as a metal hydride. Although this methodology 
had its problems (i.e., in order to release the 
hydrogen, the metal hydride was heated, which re
quired considerable water and fan cooling), it is 
often considered the most promising means of hydrogen 
fuel storage. The other alternatives for hydrogen 
storage include hydrogen stored as a high-pressure 
gas, chemical fuels synthesized from hydrogen (e.g., 
ammonia and hydrazine), and hydrogen stored as a 
cryogenic liquid (22). Metal hydrides are considered 
the best option because of fewer handling problems 
and safety concerns (23). However, because of the 
significant weight o~ metal hydrides, a vehicle 
fueled in this manner must either use an extremely 
heavy fuel tank or limit its mileage range. In the 
Riverside test, for example, the latter choice was 
made and most test runs were no longer than 60 mi 
before refueling was necessary (24). Major advances 
in metal hydride storage clearly need to be made 
before widespread vehicular use can be envisioned. 

Second, a number of problems were encountered in 
the Riverside test. In nearly 20 percent of the test 
runs, vehicle cold-starting was very difficult. Un
usually high amounts of dirt and iron were found in 
the crankcase oil. Finally, carburetor flashback 
occurred often, damaging the carburetor diaphragm 
and causing a loud backfire-type sound. Altogether, 
these problems suggested that further improvements 
in hydrogen-fueled buses must be made before further 
tests in transit revenue service are made. 

The other significant ongoing research effort in 
hydrogen-fueled vehicles concerns diesel applica
tions, although primarily in the railroad sector 
(~). That effort is investigating the use of high
pressure hydrogen gas and cryogenic hydrogen in con
verted diesel engines. Hydrogen's low cetane value, 
for example, requires some type of fuel or engine 
ignition assistance. 

There are still many issues that need to be in
vestigated in terms of hydrogen use in vehicles in 
general and diesel-powered vehicles in particular. 
Safety is a major concern, as are all aspects of 
fuel handling and distribution. Because of the cur
rent status of hydrogen fuel research, at least two 
recent studies rank the possible use of hydrogen 
fuel as a diesel fuel substitute before the 21st 
century extremely unlikely ci.2>. 

Development Potential 

Economics of Fuel Production and Marketing 

The iron titanium used in the Riverside bus test 
sells for approximately $13 per pound. The less heavy 
magnesium hydride sells for twice that amount (23). 
Liquid hydrogen costs considerably less; depending 
on the source of production, the cost is between 
$0.65 per pound ($2.88 per cubic foot) for hydrogen 
made from methane to $1.44 per pound ($6.38 per cubic 
foot) for hydrogen made from water via electrolysis 
(2_) • Hydrogen is currently produced from two main 
sources: methane (i.e., natural gas) and petroleum 
(in about a 73/27 percent split) (£&_). Electrolysis 
from water produces less than 1 percent of the hy
drogen currently needed. 
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Market Demand 

About half the hydrogen produced in the United States 
is used by the petroleum and chemical industries; a 
third is used to make ammonia for fertilizer and 
other uses 1 and the rest is used to make methanol 
and for other miscellaneous purposes, including 
liquid hydrogen for the National Aeronautics and 
Space Administration (26). Metal hydrides are pri
marily used by the petroleum industry in the refinery 
process (fl) • 

Other Interest in Development 

In 1980, Congress identified the following potential 
uses for hydrogen: 

• Mixing hydrogen with natural gas to expand 
natural gas resources; 

• Transportation, including rail and air trans
portation and such special uses as forklift trucks, 
m1n1ng and agricultural equipment, buses, fleet 
vehicles, and other multipassenger vehicles designed 
for short-distance travel; 

• Hydrogen fuel cells for electricity genera
tion and other uses; and 

• Greater use in ammonia production (28) • 

NEAR-TERM VERSUS LONG-TERM DEVELOPMENT 
POTENTIAL OF ALTERNATIVE FUELS 

Five fuels were identified as possible alternative 
fuels for bus transit systems: methanol, ethanol, 
vegetable oils, methane, and hydrogen. All are cur
rently in production, although it should be noted 
that only vegetable oils are being produced from 
renewable resources in any significant quantity in 
the United States. A small portion of ethanol, that 
which is used for such automotive fuels as gasohol, 
is produced from agricultural products. Methanol, 
ethanol, methane, and hydrogen are principally de
rived from petroleum or natural gas resources. The 
technologies for producing these fuels from these 
resources are well developed, as are the economics. 
Neither the alternative technologies nor the eco
nomics for producing these fuels from alternative 
resources (e.g., agricultural products, coal, water, 
and waste products) are fully developed. Thus, only 
vegetable oils can be considered an immediate alter
native fuel for transit systems from the production 
point of view. In the near-term future, however, 
ethanol is a likely candidate (the facilities for 
producing and marketing grain, corn, and sugar 
alcohol are well established), although not one of 
major significance. Ethanol production could be ex
panded to serve the needs of transit systems without 
any major problems. Long-term candidates from the 
point of view of fuel production and availability 
(from nonpetroleum and non-natural-gas resources) 
include methanol, methane, and hydrogen. 

In terms of their use in current bus vehicles, 
vegetable oils once again are the only fuels with 
immediate applications. All other fuels would require 
significant changes to (a) engine design (primarily 
through the use of glow or spark mechanisms), (b) 
fuel storage and delivery (both from the vehicle 
storage tank to the engine and from the facility 
storage area to the vehicle), and (c) engine parts 
(particularly elastomers). In addition, further 
testing is needed to establish appropriate blending 
percentages with diesel fuel (if that is the proce
dure chosen), necessary fuel additives, emissions, 
and so forth, none of which has been well explored 
in transit-type operations. (Vegetable oils would 
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also have to undergo some of these tests as well.) 
Among these fuels, both methanol and ethanol are 
1 ikely near-term candidates for the development of 
appropriate engine and fuel components, whereas 
methane is a long-term candidate. Hydrogen's poten
tial goes far beyond the year 2000. 

In summary, vegetable oils are the only fuel with 
immediate development potential. Ethanol has near
term potential: methanol has near-term potential 
from the end-user point of view (i.e., transit sys
tems) but only long-term potential from the produc
tion point of view: methane has long-term potential: 
and hydrogen has potential as a bus fuel through the 
21st century. 

EVALUATION OF ALTERNATIVE FUELS 

An evaluation was conducted to determine the ability 
of alternative fuels to 

1. Protect the fuel supply during future oil 
shortages: 

2. Reduce the air quality impacts of diesel fuel: 
3. Reduce transit system operating costs: and 
4. Serve as more energy-efficient fuels. 

The results of this evaluation revealed the follow
ing: 

1. There is no alternative fuel that could serve 
on any widespread basis as a transit contingency 
fuel in the event of an imminent oil shortage. How
ever, governments can ensure that transit systems 
receive an adequate supply of diesel fuel. On a 
limited basis, vegetable oils could serve as an ade
quate contingency supplement to diesel fuel during a 
disruption. Alcohols could serve as adequate supple
mentary fuels if oil shortages occurred in the near
er long-term future. 

2. Alcohols emit far more carbon monoxide and 
hydrocarbon pollutants than diesel fuel. However, 
they emit less nitrogen oxides and soot or smoke 
pollutants: the latter are the major diesel engine 
pollutants. Other alternative fuels do not have a 
sufficient test history in transit bus settings for 
a substantive evaluation of their environmental im
pacts: however, indications are that vegetable oils, 
methane, and hydrogen are cleaner-burning fuels. Two 
problems associated with these latter fuels, methane 
emissions and nitrogen oxide emissions from hydrogen, 
are likely to be resolved by engine adjustments. 

3. Methanol is clearly the alternative fuel that 
provides the lowest operating costs for transit sys
tems. However, despite the lower fuel cost of meth
anol compared with diesel fuel, the overall operat
ing and maintenance costs are higher than those for 
diesel fuel. 

4. Hydrogen is considered the most efficient 
fuel, but various aspects of its storage properties 
(either cryogenic or metallic) make it an unsuitable 
near- or long-term fuel for any extensive use by 
transit systems. Methane has similar limitations, 
although those could be solved within a long-term 
framework. Vegetable oils are excellent fuels from 
the point of view of Btu's and cetane: however, their 
cold-start problems and overall availability restrict 
their immediate applications with transit vehicles 
except on a limited basis. Alcohols are the most 
likely near-term candidates for transit use despite 
necessary engine modifications because of their 
availability potential, their relative similarity to 
diesel fuel in storage handling and suitability to 
withstand urban vehicular accidents, and their abil
ity to reduce nitrogen oxides and soot and smoke 
emissions. Because of methanol's even greater poten-
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tial for availability and cost savings, this partic
ular alcohol is considered the likeliest candidate 
for near-term exploitation in bus transit systems. 

FUTURE DEVELOPMENTS 

Alternative fuel research and development continue 
even though the federal government and private in
dustry are less interested than they were in the 
1978 to 1981 period. Indeed, expressed federal in
terest in alcohols, methane, and hydrogen ensure 
their continued study. However, only alcohols are 
seriously being considered and tested as transit 
fuels. In Florida, the Department of Transportation 
is converting a small number of revenue-making buses 
for methanol use, utilizing glow plug and other 
engine modifications. In California, two buses (with 
modified engines) in the San Francisco region are 
running on methanol. Elsewhere in the world similar 
tests are ongoing. No current interest has been 
generated for vegetable oil research among U.S. 
transit systems, and methane and hydrogen applica
tions are being studied in nontransit areas. 

Should current research and development of alter
native fuels for transit buses be expanded? Or is 
the current level of research adequate? There are 
factors that support both positions. Three major 
factors work in favor of maintaining current levels 
of research: 

1. Objectives do not warrant further support, 
2. Market demand is too small, and 
3. Current economics are unfavorable. 

Among the factors that support research expansion are 

1. Objectives still hold some significance, 
2. There is new competition in the bus manu

facturing industry, 
3. Future economics are likely to be favorable, 

and 
4. Transit systems could serve as lead devel

opers. 

Each factor is discussed in the following paragraphs. 

Factors Favoring Maintenance of Research Levels 

Objectives 

• Governments and transit systems can take 
other actions besides developing alternative fuels 
to protect the supply of diesel fuel or fuel budgets 
or both during oil supply disruptions. These actions 
include the allocation of necessary supplies to 
transit systems (via federal or state intervention), 
the creation of contingency diesel fuel reserves by 
transit systems, subsidies from the federal govern
ment, and so forth. These actions fit within the 
current fuel procurement and subsidy channels and do 
not reflect the kind of changes in procurement, 
fueling, and maintenance that alternative fuel use 
would require. 

• The key urban vehicular pollutants are carbon 
monoxide, hydrocarbons, and nitrous oxides. Transit 
buses simply are not major contributors of these 
pollutants. 

• Diesel fuel operating and maintenance costs 
remain cheaper than all other alternative fuel and 
engine combinations. 

• Years of tandem diesel fuel-diesel engine 
development have established diesel fuel as the most 
efficient and best-suited bus transit fuel, con
sidering current bus vehicles. 
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In summary, when viewed within a larger spectrum, 
the objectives of transit bus alternative fuel de
velopment have not essentially been met. 

Market Demand 

Transit systems consume only around 3 percent of the 
on-highway diesel fuel used in this nation and less 
than 1 percent of all diesel fuel (29). At the same 
time, there are about 60,000 transit buses in the 
United States, whereas diesel trucks number at least 
six times that number (30). There are similar engine 
manufacturers for both industries. It is difficult 
to envision an economic environment in which manu
facturers will make substantial changes in engine 
and vehicle design for a relatively small segment of 
their consumer population. Therefore, unless other 
alternative fuel development concepts consider the 
needs of diesel trucks as well as transit systems, 
they may not receive widespread attention by rele
vant manufacturers. 

Current Economics 

An unfavorable economic climate relates to a number 
of relevant factors: steady diesel fuel pr i ces , high 
prices of alternative fu e l s (e xcept for methanol), 
and fiscally restrained transit s ys t ems unwilling to 
invest heavily in necessary modifications to vehicles 
and facilities (including those related to methanol). 

F_actors Favoring Expanded Re search 

Objectives 

Some of the following aspects of development objec
tives are validated by alternative fuel research. 

• Transit systems are operating in a deregu
lated energy environment along with other oil product 
consumers. Despite their public standing, it behooves 
transi t systems to act as responsible consumer s by 
mitiga ting the risks of fue l loss o r price c hanges 
withou t re l ying on governmen t bailout as a f irst 
resort . Alternative fuels, particularly methanol in 
the near term, are a responsible way to guard against 
possible disruptions. Despite the necessary adjust
ments in fuel procurement, the move toward alterna
tive fuels is one that recognizes the hazards of 
letting other governmental bodies solve the problems 
of transit systems. It is also one that recognizes 
the need for transit systems to provide important 
services during fuel disruptions to the best of their 
ability. 

• Although not as crucial as other pollutants, 
soot and smoke emissions are a visible and uncom
fortable intrusion into everyday urban life, one 
that alternative fuels can help reduce. 

• The increase in total operating costs of 
alternative fuels should be viewed as a possible 
short-term occurrence: manufacturing and facility 
processes are likely to be refined and less costly. 

• Finally, the current fuel-engine coupling can 
be uncoupled quickly if other fuels and proper engine 
modifications occur in a smooth and relatively in
expensive manner. 

New Competition 

Since 1980 at least four new bus manufacturers have 
entered the U.S. market for transit buses. Others 
may also join as a result of prototype tests. Corn-
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petition will stiffen and manufacturers will search 
for production and marketing strategies. Although it 
was stated that there are no major empty product 
niches (30), manufacturers might view dual-fueled or 
alternative-fueled buses as a possible product area 
to exploit. This could be especially true for the 
large number of foreign entrants into the market 
[e.g., Volvo, and Maschinenfabrik Augsberg-NUrnberg 
(MAN)) that have considerably more experience in 
alternative fuel development and operations than 
most domestic companies. 

Future Economics 

Diesel fuel prices will not remain steady: rather, 
they will most likely rise as oil production demand 
resumes on a worldwide basis. At that time, the 
economic potential of alternative fuels will once 
again become attractive. Furthermore, transit sys
tems, although likely to be in constant need of sub
sidization, will eventually emerge from the massive 
rehabilitative phase they are currently in and will 
have more capital and operating funds available for 
alternative fuel ventures. 

Transit as a Lead Developer 

This is turning the market share issue around. 
Truckers, who use most of the diesel engines and 
fuel on the highway, are in a constant and fiercely 
competitive struggle for freight haulage. This com
petition has only been enhanced by the deregulation 
of the trucking industry, and it has been charac
terized largely by significant price competition. 
This has two implications: (a) trucking firms have 
less funds available to engage in alternative fuel 
R&D programs and (b) whatever cost advantages alter
native fuels could offer to truckers (during periods 
of constant fuel shortages) would be of great bene
fit. Therefore, the transit industry is the proper 
sector for alternative fuel development. First, such 
systems are not strictly cost-competitive, although 
costs must be carefully scrutinized because of the 
pervasive deficit operations throughout the industry. 
Second, any cost savings that result are likely to 
be picked up by the private trucking industry, which 
in turn will aid transit systems by spurring manu
facturer interest. 

New Directi ons in Research and Development 

In light of the factors that either support or oppose 
an expanded alternative fuel R&D effort, what direc
tions should be pursued? This study recommends the 
following in terms of program initiatives and R&D 
participants and roles. 

Program Initiatives 

Current u.s. transit methanol tests and the con
siderable wealth of foreign expertise suggest that 
vehicle testing should not be expanded to any large 
extent. The following actions are recommended 
instead: 

• A joint study between UMTA and the U.S. De
partments of Energy and Agriculture would identify 
the potential role of vegetable oils as contingency 
fuels. This study would address the key aspects of 
(a) price and availability issues, (b) identification 
of regions, markets, and conditions where availabil
ity of vegetable oils is ensured, (c) which transit 
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systems (by size, location, etc.) will be the most 
likely users, and (d) what the benefits and costs 
are compared with other, nonalternative means of 
providing assistance to transit systems during fuel 
dis ruptions. 

• A cooperative effort should be made between 
one or more bus manufacturers, an alternative fuel 
producer, and at least one transit system to test 
the costs and benefits of developing alternative 
fuels. The costs and responsibilities of this coop
erative effort should be divided according to where 
they properly belong: engine modifications to the 
manufacturer 1 fuel quality characteristics and as
surance and delivery methods to the fuel supplier; 
and maintenance and facility redesign and readjust
ment to the transit system. 

Participants and Roles 

The relevant participants in future R&D efforts are 

• The federal government, including UM'l'A, u.s . 
Department of Energy, U. S. Depa r tment of Agriculture, 
and U.S. Department of Transportation, Office of the 
Secretary; 

• Transit systems; 
• Fuel suppliers; 
• Bus manufacturers; and 
• State and local governments. 

Their roles should be as follows: 

• The federal government should actively pursue 
the vegetable oil contingency study and relay any 
positive results to transit systems . 

• The federal or state gove r nments should not 
play an active role in forming the cooperative fuel 
development program. 

• Interested transit systems should contact bus 
manufacturers and together they should seek out fuel 
providers to form a cooperative development effort. 
Any results should be publicized, but the individual 
profitability of manufacturers and fuel suppliers 
should not be restricted by federal or state guide
lines or mandates. 
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User Costs and Fuel Consumption at 
Drive-Through Facilities 

JOHN R. BAXTER and DONALD B. STAFFORD 

ABSTRACT 

In recent years the drive-through facility has become increasingly popular at 
fast-food establishments and financial institutions. This study was undertaken to 
examine the user costs and fuel consumption associated with the use of drive
through facilities and to compare the values obtained with similar data for inside 
servicing. Three fast-food establishments and three financial institutions in 
small towns in northwestern South Carolina were used to collect the data. Data on 
arr iv al patterns, service times, and waiting times were collected by mechanical 
counting devices and visual observation. From these data, user cost and fuel con
sumption associated with both' inside service and drive-through service were com
pared. A linear relationship was found to exist between total transaction times 
and the customer's position in the drive-through line. It was concluded that there 
was a break-even point beyond which drive-through facilities became more time
consuming and costly than going inside for service. Drive-through facilities were 
also found to cause the consumption of an excessive amount of fuel. The average 
fast-food establishment with 2,000 vehicles per week using the drive-through 
system would cause an excess of 57 gal of fuel per week or 2,960 gal per year to 
be consumed. The average financial institution with a two-channel drive-through 
system handling 2,000 vehicles per week would cause an excess of 62 gal of fuel 
per week or 3,210 gal per year to be consumed. 

Today's drive-through facility is an offspring of 
the drive-in, which was developed in the early 1930s. 
Throughout the 1950s and 1960s the drive-through 
facility for both financial institutions and fast
food chains was refined into the form that is so 
common today. Only during the past 10 to 20 years, 
however, has the use of drive-through facilities be
come widespread. This recent growth may well be one 
more consequence of the trend toward suburban living 
patterns. With America's dependence on the automo
bile, it is safe to assume that the drive-through 
and other related facilities geared toward the auto
mobile will continue to be dominant factors in the 
marketing of various products and services in the 
years ahead. 

There are many reasons why the drive-through fa
cility has become so popular in recent years, in
cluding (a) convenience to customers, (b) speedier 
handling of transactions, (c) no stand-in-line wait
ing, (d) the fact that providing drive-through fa
cilities is more economical for businesses than en
larging lobbies and parking lots, (e) difficulty in 
finding parking spaces in congested areas, and (f) 
promotional programs by businesses that encourage 
the use of drive-through facilities. With advantages 
such as convenience and waiting in comfort, it is no 
surprise that the drive-through facility has flour
ished in our automobile-oriented society. 

Six basic drive-through designs have been devel
oped to serve customers: island facilities, annex or 
peninsula-type facilities, auto-bank facilities, 
wall-type facilities, drive-through facilities, and 
garage-bank facilities. The terms used to identify 
most of the designs are self-explanatory. Modern 
fast-food chains and financial institutions use the 
wall-type and drive-through facilities almost exclu
sively. The wall-type facility is simply a drive
through built onto the side of an existing buildingi 
it is particularly popular because it can be retro-

fitted onto an existing building. The drive-through 
is a wing adjacent to the main building. 

In recent years the fast-food industry has adopted 
a slight variation of the standard wall-type drive
through facility. Instead of driving directly to the 
main building and placing an order, customers now 
place their order at an "order window," or "menu 
board," and then drive around the building to pay for 
the food at a pick-up window. This design is a unique 
solution that is particularly appropriate for fast
food businesses. The effects of this type of design 
will be discussed in the context of this paper. 

PURPOSE AND OBJECTIVES 

It is generally assumed that if a person is in a 
hurry, the drive-through is the quickest and most 
efficient means of doing business. But is this as
sumption always correct? Is the drive-through facil
ity always quicker and more economical than doing 
business inside? One of the primary purposes of this 
study was to determine at what point, if any, the 
drive-through became less economical for the customer 
than doing business inside. From this information, 
an economic guideline could be established to help 
customers decide which facility (inside or drive
through) to use. 

Until the early 1970s, the United States had what 
appeared to be an unlimited gasoline supply at its 
disposal. In 1973, political factors caused the Or
ganization of Petroleum Exporting Countries to limit 
crude oil supplies, and prices increased rapidly. 
Long lines developed at service stations and the 
image of dwindling fuel supplies was particularly 
disturbing. Again, in 1979, talk of shortages sur
faced as gasoline prices rose well over $1 per gal
lon. If nothing else, this fuel panic made Americans 
aware of just how much energy they were wasting. Be-
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cause the drive-through is a convenience that causes 
automobiles to consume more fuel, one of the objec
tives of this study was to estimate how much this 
convenience is costing in terms of excess fuel con
sumption. 

This study involves only drive-through facilities 
in small towns where adequate parking is not a 
serious problem. In large metropolitan areas where 
parking is a problem for the customer, the economics 
of a drive-through facility may be completely dif
ferent from that developed in this study. 

This study also neglects the economic impact of 
the drive-through to the owner of the facility. In 
many cases the drive-through is an efficient means 
of providing temporary storage of customer vehicles. 
The drive-through allows the owner to provide fewer 
parking spaces and as a result requires less land 
acquisition or allows the use of the available land 
for other purposes. This economic benefit will become 
more significant as land costs rise in larger ur
banized areas. 

PROCEDURES 

Drive-through facilities were divided into two gen
eral classifications: fast-food establishments and 
financial institutions. Three financial institutions 
and three fast-food establishments were selected for 
the study, each at locations that, it was hoped, 
would provide high peak-period volumes and long 
queues (number of automobiles waiting to be served). 

Traffic counters were used to establish hourly 
and daily customer arrival patterns at these facili
ties. During the same time intervals, a program of 
observing and recording customer waiting and service 
times was conducted for actual transactions at the 
drive-through facilities. From these data, customer 
waiting times and service times were established 
based on the customer's position in the queue. Data 
were also collected for inside service during com
parable time periods. 

From this information, a comparison was then made 
of the time required for inside service versus that 
required for drive-through service, and user costs 
were estimated for each of these services. Based on 
computed service times and waiting times, an estimate 
was also made of how much additional fuel was re
quired to use drive-through facilities. 

DESCRIPTION OF THE DRIVE-THROUGH FACILITIES 

Fast-Food Establishments 

One of the fast-food establishments included in the 
study was a Wendy's restaurant located at the inter
section of Greenville Street and North Fant Street 
in Anderson, South Carolina. The 1980 population 
inside the Anderson city limits was 27,313, although 
the Anderson urban area has a population of approxi
mately 50,000. As is common with fast-food drive
through facilities, this one consisted of a menu 
board and a pick-up window with sufficient distance 
between the two locations to accommodate five to six 
vehicles. The maximum practical queue length at the 
menu board was approximately 10 to 12 vehicles. 

The second fast-food establishment included in 
the study was a Burger King located at the intersec
tion of North Main Street and West Fredericks Street 
in Anderson, South Carolina. The drive-through fa
cility consisted of a menu board and a pick-up window 
with enough space between the two locations to store 
five or six vehicles. A maximum practical queue 
length of approximately 15 to 20 vehicles was pos
sible at the menu board. 
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The third fast-food establishment included in the 
study was a Hardee' s located near the intersection 
of US-123 and S.C. Highway 93 in Easley, South Caro
lina. The town of Easley had a 1980 population of 
14,264. The short distance between the menu board 
and the pick-up window at this drive-through facility 
restricted vehicle storage to only two vehicles. How
ever, the menu board had an almost unlimited queueing 
potential because a large parking lot was adjacent to 
the facility. 

Financial Institutions 

An important criterion in the selection of financial 
institutions for the study was that there be sig
nificantly different levels of capacity as evidenced 
by a varying number of drive-through channels. With 
this criterion in mind, the authors chose the Ameri
can Federal Savings and Loan operation located at 
the intersection of Pickens Drive and North Main 
Street in Liberty, South Carolina. The town of Lib
erty had a 1980 population of 3,167. This financial 
institution had a single-channel drive-through built 
on the back of the building. Because of the location 
and configuration of the access, patrons could cause 
traffic congestion for vehicles trying to enter the 
institution's parking lot. The maximum practical 
queue length at the drive-through window was limited 
to three or four vehicles. 

Another financial institution included in the 
study was the First Federal Savings and Loan in 
Easley, South Carolina, at the intersection of US-
123 and Pilgrim Drive. The drive-through at this 
location was a two-channel system with a maximum 
queue length of seven vehicles for each channel. Be
cause of a significant increase in drive-through 
customers at this financial institution in recent 
years, vehicle storage was sometimes inadequate dur
ing peak periods. 

Another financial institution included in the 
study was Southern Bank, located at the intersection 
of North Main Street and Carter Street in downtown 
Anderson, South Carolina. The drive-through at this 
location consisted of a three-channel system with 
adequate space for a long queue length in each chan
nel. The operation of Southern Bank was different 
from that of the other two financial institutions 
examined in that the drive-through remained open 
from 1:00 to 3:00 p.m. when the facilities inside 
were closed. Thus, the bank patron had no choice but 
to use the drive-through facility during this period. 

ANALYSIS OF THE DATA 

Financial Institutions 

Traffic Volumes and System Characteristics 

Mechanical traffic counters were used to establish 
hourly and daily traffic patterns at the drive
through facilities of the financial institutions. 
Roughly 14 percent of the drive-through traffic oc
curred on Monday, Tuesday, or Wednesday, with Thurs
day accounting for 22 percent and Friday accounting 
for almost 36 percent of the weekly volume. Hourly 
counts revealed peak periods at noon and late in the 
afternoon. Maximum peak periods occur red during the 
extended hours of 4:00 to 6:00 p.m. on Friday. 

The distribution of service times (defined as the 
time customers were actually being served) at the 
drive-through facilities was found to be negative 
exponential. The mean service time for 676 observa
tions was 1.96 min. Service times were less than 4.0 
min in length 88 percent of the time. 
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The total amount of time the customer spent in 
the drive-through system was divided into waiting
time and service-time components to better understand 
the process that a customer experiences while waiting 
in line to be served. Figure 1 is a plot of waiting 
times at one-, two-, and three-channel financial 
institution drive-throughs as a function of queue 
length. It can be seen that observed waiting times 
follow a generally linear relationship with queue 
length. As shown in Figure 2, service times decreased 
slightly as queue lengths increased. This behavior 
may be attributed to the addition of extra tellers 
as lines got longer or to faster work by tellers as 
queue lengths increased. 

By combining waiting and service times, the aver
age total time spent in the system can be plotted 
against queue length. Figure 3 presents observed data 
points obtained at one-, two-, and three-channel 
systems. The data closely approximate a linear rela
tionship with correlation coefficients for each line 
greater than 0. 95 (where 1. 0 represents a perfect 
linear relationship) • A theoretical line (broken 
line) has also been added based on the overall aver
age service time of the three drive-through facili
ties of 2 . 0 min. Deviations in the slope in the 
linear relationships reflect the variation of ser
vice times among the three drive-through systems. 
The single-channel system, with an average service 
time of 1.45 min, exhibits a flatter slope. The 
two- and three-channel systems, which have average 
service times approaching the overall 2.0-min aver
age, have slopes that more closely correspond to the 
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theoretical curve. The following equation describes 
the linear relationship for the theoretical curve: 

Total time (minutes) = 2.00 + 2.00X (1) 

where X is queue length = O, 1, 2, 3, 
This relationship is the basis for the development 

of user costs at drive-through facilities versus the 
patron's position in the queue. The total time spent 
in the system will be used to estimate fuel consump
tion and to determine the time cost of using a 
drive-through facility for any queue length. 

Average tot~l times (including waiting time and 
service time) required for operations inside the 
facility varied between peak and off-peak periods. 
The average total time was 2 .6 min for off-peak 
periods and 3. 4 min for peak periods. The increase 
in times reflects longer waiting times caused by 
longer queues during peak periods. 

User Costs 

Inside Facilities 

The cost of inside service at a financial institution 
is determined by summing the value of personal time 
and the cost of fuel necessary to start a vehicle 
engine. The amount of time needed to use an inside 
facility can be divided into five components: (a) 
time to park and get out of the vehicle, (b) time to 
walk into the facility, (c) time to make the trans
action (including waiting in line), (d) time to walk 
back to the vehicle, and (e) time to enter the 
vehicle and start the engine. A value is obtained by 
summing the various components of time that will be 
used to determine user costs associated with inside 
service. The total amount of time necessary to use 
the inside service at financial institutions was 
found to average 3. 9 min for off-peak periods and 
4.7 min for peak periods. Using a conservative esti
mate of the value of a person's time as $5.00 per 
person per hour, the cost of time to the customer 
becomes $0.325 during off-peak periods and $0.39 
during peak periods. 

The other component of cost associated with ob
taining inside service at financial institutions is 
the fuel necessary to start a vehicle engine when 
the customer leaves the facility. using an engine 
idling rate of 650 gal per 1,000 hr, a cost of $1.15 
per gal of gasoline, and an engine start equivalent 
to 15 sec of idling time, fuel costs are estimated 
at $0 . 03 per e ngine sta·rt. 

Combin i ng t he costs of time and f uel , the cost of 
u~in; inside fac i lities at financial institutions 
becomes $0.33 (rounded) per customer during off-peak 
periods and remains at $0.39 during peak periods. It 
is obvious that time cost is the dominant cost com
ponent and fuel cost is almost negligible . 

Drive-Through Facilities 

The total amount of time a customer spends in a 
drive-through system is a function of the customer's 
position in the line or queue. Therefore, it is ap
propriate to devel~p a relationsh ip between user 
costs and queue l ength. The fuel cost of engine 
idling and the value of persona l time a moun t to 
$0.132 per minute and $0.833 per minute, r e spec
t i vely. Thus, t he total user c os t is $0. 965 per 
mi nute o f t ime spent in t he system . By mul t ipl ying 
t his number by tbe time val ues obt ained from Equat ion 
1 describing the theoretical line in Figure 3, costs 
can be computed in relation to queue length. Figure 
4 shows the costs of using a drive- t hrough facility 
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as a function of the position of the patron in the 
queue. 

Figure 4 indicates that during off-peak periods 
inside service is more economical for the customer 
if at least one automobile in the drive-through sys
tem is being served. During peak-period operations, 
inside service is more economical when there are two 
or more vehicles per channel in the drive-through 
system . 

Using an average weighted value of time spent in 
the drive-through system of 3.1 min and a range of 
weekly volume of 500 to 3 ,000 vehicles, fuel con
sumption values were computed for various levels of 
weekly customer vo l ume for drive-through and inside 
operations. Table 1 shows the results of these com
putations with column 3 providing fuel consumption 
data for drive-through operations and column 4 pro
viding fuel consumption data for inside operations. 
By subtracting the values in column 4 from the values 
in column 3, the excess fuel consumption associated 
with the use of the drive-through can be computed. 
The results in column 5 show that excess fuel con
sumption varies from 16 to 93 gal per week tor the 
use of drive-through facilities. For a typical two
channel drive-through that handles 2,000 vehicles 
per week, the excess fuel consumption is 62 gal per 
week. 

Fast-Food Establishments 

Traffic Volumes and System Characteristics 

On the basis of combined data from the three fast
food establishments, daily counts showed that Friday 
had the highest volume of drive-through traffic, ap
proximately 18 percent. Sunday had the lowest volume 
with less than 10 percent of the weekly volume. The 
peak pei:: i od of the day was fi::om 12: 00 noon to 1: 00 
p.m., .when 13 percent of the t ota l daily traffic oc
curred. 

Based on 834 observations of drive-through opera
tions at fast-food establishments, the average amount 
of total time s pent in the drive- through system was 
2.8 min. The observa tions of drive-thr ough ope rations 
compr ised 68 percent pea k-period data and 32 percent 
of f-peak data. The dis tr ibu t i on of the total time 
was negative exponen tial . Only 6 percent o he cus
tomers s pent over 5 min in the drive-through system. 

In order to improve efficiency at t hei r drive
through operations, fast-food establishments have 
adopted what is known as the menu-board concept or 
the multiple-wi ndow system. This sys tem enables cus
tomers to place an order and then drive around the 
building to pay for it. Because of this arrangement, 
there are no well-defined service-time or waiting
time components for data analysis . As Figure 5 shows, 
wait i ng time is defined a s the t i me it takes t o r each 
the menu boa rd to place an order. Service t i me is 
defined as the time spent at the pick-up window it
self. However, a third component of time involved in 
this type of conf iguration is herei!'I defined as the 
"in-transit" t i me, which represents a combination of 
waiting-time and service-time components. In-transit 
customers are actually being served to a certain 
degree because their food is already being prepared 
inside. In order to determine the amount of service 
being provided, inside preparation techniques would 
have to be studied. 

Figures 6 , 7 , and 6 graph i cally show t he time 
components o f a veh i c le e ntering a fast-food drive
t hrough fac il ity as a funct i on of queue l ength. The 
peak-period waiting time of a vehic le , as s hown in 
Figure 6 , increas es gradually a nd then f ol l ows a 
linear pattern as queue length increases . Data were 
i nsufficient t o d eve lop a waiting-t ime curve for 
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TABLE I Weekly Fuel Consumption at Financial Institution 
Drive-Through Facilities for Various Levels of Weekly Customer 
Volume 

Fuel Con-
sumed in 

Assumed No. Vehicles Drive- Fuel to Excess Amount 
of Channels per Through Start Engine of Fuel Con-
in System Week (gal) (gal) sumed (gal) 

500 17 l 16 
1 or 2 1,000 34 3 31 
2 1,500 50 4 46 
2 or 3 2,000 67 5 62 
3 2,500 84 7 77 
3 or 4 3,000 101 8 93 

off-peak periods. However, a similar linear rela
tionship with a steeper slope would be expected. In
transit times are presented in Figure 7 for peak, 
off-peak, and overall conditions. The slope of the 
three curves, as was true for waiting- and service
time curves, depended on the vehicle storage capa
bility of the drive-through facility. The in-transit 
curves initially increased sharply when queue length 
increased and then flattened to become approximately 
constant when the queue was four to five vehicles 
long. The reason for this was that once a steady 
queue of five or more vehicles developed, the storage 
space between the pick-up window and the menu board 
remained fully occupied. Assuming that there was 
available storage for five vehicles, patrons entering 
the queue would first have to wait for the five 
vehicles ahead of them before they could be served. 
As seen in Figure 8, service times also became 
roughly constant as queue length increased beyond 
four or five vehicles for both peak and off-peak 

period conditions. Therefore, the constant in-transit 
times resulted from the product of constant service 
times and the fixed storage capacity of the drive
through facility. As noted earlier for financial 
ins ti tut ions, service times depended on the time of 
day and the queue position of a vehicle. The leveling 
of service times at a queue of five to six vehicles, 
as shown in Figure 8, indicates that maximum system 
efficiency has been achieved. 

The three components of system time are combined 
in Figure 9. For both peak and off-peak periods, the 
relationship between queue length and total time 
spent in the drive-through system is linear. The two 
equations are as follows: 

Off-peak period 

Total time (minutes) = 2.20 + 0.89X (2) 

where X is queue length = O, 1, 2, 3, 

Peak period 

Total time (minutes) = 1.78 + 0.46X (3) 

where x is queue length= O, 1, 2, 3, 

On the basis of 537 observations of inside opera
tions, the average total time a customer spent in 
the service line was 3.0 min, including both waiting 
time and service time. Like the situation involving 
inside servicing at financial institutions, it was 
difficult to monitor customers entering and exiting 
the waiting line during peak periodsi therefore, no 
attempt was made to separate waiting time and ser
vice time. 
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User Costs 

Inside Facilities 

The cost components for using a drive-through at a 
fast-food establishment were almost identical to 

those outlined earlier for financial institutions. 
The only difference was in the average transaction 
time. The average total transaction time of 3.0 min 
at a fast-food establishment remained constant during 
both off-peak and peak operations. Walking times and 
the time necessary to get in and out of a vehicle 
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FIGURE 5 Components of system time for a typical fast-food drive
through facility_ 
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FIGURE 7 In-transit time versus queue length at fast-food drive-through facilities. 
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FIGURE 9 Total time in the drive-through system versus queue length for 
faBt-food establishments. 

were the same as those estimated for financial in
stitutions (30 sec and 10 sec, respectively). Multi
plying these times by the value of time of $5.00 per 
hour and including the cost of starting an automobile 
engine, the average cost of using inside facilities 
was $0.36 per customer. Like the situation at the 
financial institutions, the value of time spent at 
fast-food establishments ($0. 357) was greater than 
the cost of fuel ($0.03). 

Drive-Through Facilities 

Costs associated with the use of drive-throughs at 
fast-food establishments were also similar to those 
at financial institutions. By relating waiting times 
to queue lengths, a series of user costs was devel
oped. As described earlier, user costs for any type 
of drive-through were $0. 965 per minute of time in 
the system. This cost included the value of time, 
fuel, engine oil, and engine wear. Multiplying this 
number by the time values obtained from Equations 2 
and 3 that define the linear relationships in Figure 
9 yields the data needed to establish a user cost 
relationship based on queue length. This relationship 
is shown in Figure 10. 

Figure 10 also establishes the break-even point 
of cost between drive-through and inside service for 
peak or off-peak periods. The horizontal line repre
sents the cost of doing business inside fast-food 
establishments, which was earlier reported as $0. 36 
per customer. For off-peak periods, the break-even 
point of cost occurs at a queue length of just under 
two vehicles. For peak periods, the break-even point 
of cost occurs at a queue length of just over four 
vehicles. In other words, if there are two or more 
vehicles in the drive-through line during off-peak 
periods or five or more vehicles in the line during 
peak periods, then inside service is more economical 
for the arriving customer. As was the case for fi
nancial institutions, the break-even point for inside 
versus drive-through service was not significantly 

affected by increasing or decreasing walking times 
in and out of the facility by 50 percent. This is 
because the walking time is short relative to the 
total time spent inside. 

Fuel Consumption 

In order to predict weekly fuel consumption for 
fast-food drive-through facilities, the average queue 
lengths for peak and off-peak periods were obtained. 
These figures were 1. 92 and 0. 73 vehicle, respec
tively. The average queue lengths were then weighted 
according to the amount of peak and off-peak traffic 
the fast-food establishments generated. With a 
weighting of 52 percent peak-period traffic, an 
average queue length of 1.35 vehicles was computed. 
Thus, the average weighted time spent at a fast-food 
drive-through facility was approximately 2.9 min. 
Using the average volume of 2,000 vehicles per week 
per facility, the weekly fuel consumption of each 
drive-through was 62 gal. If these customers were to 
use inside facilities instead, the fuel consumption 
for starting 2,000 automobile engines would be 5 gal. 
Thus, the average fast-food drive-through facility 
handling 2,000 vehicles per week causes a net amount 
of 57 gal of excess fuel consumption. Using the same 
estimate of 2,000 vehicles per week, the annual fuel 
consumed at the drive-through operation is 2,960 gal. 
Table 2 presents weekly excess fuel consumption data 
at fast-food drive-through facilities for various 
customer volumes. It can be seen that excess fuel 
consumption ranges from 15 to 86 gal per week per 
facility, depending on the number of patrons using 
the facility. 

SUMMARY AND CONCLUSIONS 

Because the drive-through facility has become a 
widespread phenomenon in recent years, this study' s 
primary purpose was to examine the economics of the 
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FIGURE 10 User costs of inside service and drive-through service at fast
food establishments. 

TABLE 2 Weekly Fuel Consumption at Fast-Food Drive-Through 
Facilities for Various Levels of Weekly Customer Volume 

Fuel Con-
sumed in Fuel to Excess Amount of 

Vehicles Drive-Through Start Engine Fuel Consumed 
per Week (gal) (gal) (gal) 

500 16 1 15 
1,000 31 3 28 
1,500 47 4 43 
2,000 62 5 57 
2,500 78 7 71 
3,000 94 8 86 

drive-through system from the standpoint of the cus
tomer and to determine how much excess fuel automo
biles consume when customers use these facilities. 

The time that a customer spent at a drive-through 
facility was related to the customer's position in 
line. The data obtained reveal that the average 
drive-through service time for financial institutions 
was 2.0 min. Thus, the linear equation total time 
(TT) = 2.00 + 2.00X was developed to predict the 
total time spent in the system as a function of the 
customer's position in the queue. 

For fast-food establishments, service times varied 
greatly and depended on peak or off-peak operations 
and queue position. Linear relationships were also 
developed to compute total time- spent in the system. 
For off-peak periods, the equation TT = 2.20 + O.B9X 
was used. For peak periods, the equation TT = 1 . 78 + 
O. 46X was used to estimate total time as a function 
of queue position. 

The average total time of 3. 0 min was determined 
for inside service at fast-food establishments. This 
value represented both peak and off-peak operations. 
At financial institutions, the average total time 
was 2.6 min for inside service during off-peak 
periods. This value increased to 3.4 min during 
peak-period operations. 

User costs were computed for drive-through and 
inside service. These costs included the value of 
time and fuel costs, oil costs, and engine wear costs 
for idling vehicle engines. These costs indicated 
that for financial institutions inside service was 
more economical to the customer when one or more 
vehicles per lane were in the drive-through during 
off-peak periods and two or more vehicles per lane 
were in the drive-through during peak periods. For 
fast-food drive-through facilities, inside service 
was more economical during off-peak periods when two 
or more vehicles were in the drive-through system 
and during peak periods when five or more vehicles 
were in the system. 

Fuel consumption at drive-through facilities was 
also computed. For the average financial institution 
handling 2,000 vehicles per week through a two-chan
nel drive-through system, 62 gal of excess fuel were 
consumed per week, or 3, 210 gal annually. For the 
average fast-food establishment handling 2,000 
vehicles per week through the drive-through system, 
an excess of 57 gal of fuel was consumed per week, 
or 2,960 gal annually. 

A number of significant conclusions can be drawn 
from the data that were collected and analyzed. First 
of all, customers using the drive-through may not 
always be served as quickly as customers using inside 
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facilities. In other words, drive-through facilities 
are not always the fastest means of doing business. 
An economic guideline was established in this study 
to help the customer decide which type of facility 
to use. 

It can also be concluded that many of the ser
vice-time and waiting-time characteristics found in 
this study can be of use in determining adequate 
storage design characteristics for drive-through 
facilities. Developing a proper design for the ex
pected number of drive-through patrons is essential 
to the effectiveness of the drive-through system. 
Inadequate design can lead to traffic problems that 
can contribute to congestion on the surrounding 
street network and to inefficient operation that 
discourages business. 

Based on observations of customer preference, 
another conclusion of the study is that the drive
throu03h is certainly a convenience for which Amer i
cans are willing to pay a premium in user costs. 

Transportation Research Record 1049 

Whether the reason is the desire of customers to re
main in the comfort of their automobile or the con
venience the drive-through provides of conducting 
business in more casual attire, the drive-through 
has made its mark on our society and will continue 
to provide service for many years in the future. 

It has been documented in this study that drive
through facilities consume thousands of gallons of 
excess fuel on an annual basis. In the event of 
another serious fuel shortage, the use of drive
through facilities in areas where adequate parking 
is available should be discouraged as a public policy 
in an effort to conserve fuel that would otherwise 
be consumed in an unproductive and wasteful manner. 

Publication of this paper sponsored by Committee on 
Social, Economic, and Environmental Factors of 
Transportation. 

Utility Industry Progress Toward Implementing 
Electric Vehicle Introduction 

GERALD MADER and ORESTE BEVILACQUA 

ABSTRACT 

The work of the Electric Vehicle Development Corporation (EVDCJ is summarized. 
Founded in 1983, EVDC is charting and pursuing a realistic course for electric 
vehicle (EV) commercialization in the United States. The corporation's first 
objective is to support the development of an EV for use in commercial fleets. 
EVDC plans to demonstrate a market-acceptable commercial EV that uses near-term 
battery and dr ivetrain technology in the late 1980s. To accomplish this, five 
interrelated elements are being addressed: market identification, electric van 
specification, organization participation, electric van development, and fi
nancing and promotion. An advanced EV is expected to be introduced in the early 
1990$. F.VDC iA moving from a technology-driven toward a market-driven approach 
to EV promotion that emphasizes the vehicle's advantages to the end user or 
consumer. EVDC hopes to accelerate EV promotion through coordinated vehicle 
design efforts, performance testing, and EV demonstrations, and by inducing 
special electric utility incentives such as lower off-peak rates. The coordi
nated participation of various EV stakeholders (the U.S. Department of Energy, 
the EV User Task Force, manufacturers, and the Electric Power Research Insti
tute) is required to ensure that EVDC's planned EV introduction strategy is suc
cessful. Drawing these diverse organizations together is an arena in which EVDC 
can play an important leadership role. 

The Electric Vehicle Development Corporation (EVDC) 
is a nonprofit organization formed in November 1983 
to advance the development and introduction of elec
tric vehicles (EVs). The corporation's nucleus con
sists of 30 U.S. utilities that serve a collective 
population of over 70 million consumers. By the end 
of 1985, EVDC membership is expected to include more 

than 50 utility companies as well as business and 
industrial organizations with EV interest. 

EVDC's most important role is to chart and pursue 
a realistic course for EV commercialization in the 
United States. EVDC has developed a step-by-step 
approach to accomplish this commercialization and is 
working with and through other organizations toward 
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effective, rapid attainment of commercialization. 
The approach is identified, the steps are delin
eated, and the progress made thus far is summarized. 

APPROACH AND OBJECTIVES 

EVDC's approach to EV commercialization, together 
with an implementation strategy, are outlined in the 
following paragraphs. The first commercialization 
objective is to develop an EV and support system for 
use within commercial fleets. This vehicle will 
utilize near-term battery and drivetrain technology. 
EVDC plans to demonstrate a market-acceptable com
mercial EV in the late 1980s. Introduction of EVs 
into the broader personal transportation market--the 
second commercialization objective--is tied to the 
availability of advanced battery and drivetrain 
technology that can satisfy the more demanding per
formance requirements of this market segment. The 
time frame for the introduction of an advanced EV is 
expected to be the early 1990s. 

INTRODUCTION STRATEGY 

To accomplish the first objective (fleet EV), the 
following five interrelated strategy elements are 
required: 

1. Market identification, 
2. Electric van specification, 
3. Organization participation, 
4. Electric van development, and 
5. Financing and promotion. 

Market Identification 

A review of the EV literature in 1982 concluded that 
appropriate information needed to justify further EV 
market development or demonstration activities was 
seriously lacking. Prior research and demonstration 
results had produced mixed conclusions with respect 
to EV market potential. More important, they lacked 
the methodological rigor and detail needed for plan
ning and investment decisions. This was especially 
the case with respect to commercial-sector EV appli
cations, which may hold the most promise for quan
tity EV adoption during the next decade. 

In light of this, the Institute for Social Re
search of the University of Michigan was commis
sioned by Electric Power Research Institute (EPRI) 
and the Detroit Edison Company to perform a pilot 
study on market prospects. This pilot study, con
ducted in early 1983, had two distinct components: 

• A pilot survey of commercial fleet operators 
in the Detroit Edison service area. This survey pro
vided both an initial estimate of potential EV mar
ket size and a methodology through which the size 
and character is tics of the national market and sub
markets could be evaluated in future studies. 

• An analysis of ongoing EV field test and dem
onstration programs. This analysis provided informa
tion needed to proceed with a new round of carefully 
designed commercial-sector demonstrations that would 
avoid past mistakes and maximize opportunities for 
success. 

Following this pilot study, it was decided to 
proceed with a full-scale study. An appropriate sta
tistical sample of establishments was drawn from a 
comprehensive list compiled by Dun and Bradstreet. 
Fleet managers in establishments throughout the 
United States (representing 13 million vehicles) 
were contacted by telephone, and nearly 600 inter-
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views were conducted during 2 months of the fall of 
1983. The overall response rate for these interviews 
was 92 percent. Because scientific sampling proce
dures were used, it was possible to translate the 
sample data into estimates for the entire nation 
with known degrees of precision. 

There are an estimated 6 million automobiles and 
7 million light-duty trucks and vans in commercial 
fleets in the United States. As shown in Table 1, 
almost 20 percent of these vehicles are typically 
driven less than 30 mi per day (mpd), and almost 50 
percent are typically driven less than 60 mpd. In 
general, light-duty trucks and vans tend to be 
driven fewer miles per day than automobiles in com
mercial fleets. Trucks and especially vans thus 
appear to be the most promising initial target for 
EV production in quantity. 

TABLE 1 Mileage Attributes of Light-Duty Commercial 
Automobiles and Trucks 

Typical Daily Mileage 

Attribute < 30 30-59 60-89 

Estimated number of vehicles (millions) 2.5 3.3 2.3 
Percent of all vehicles in commercial fleets 20 26 18 
Average miles per day traveled 17 44 72 
Percent occasionally driven > 30 mpd 56 100 100 
Percent occasionally driven > 60 mpd 38 59 100 
Percent occasionally driven >90 mpd na 41 60 
Average miles driven at >40 mph na 4.5 9.3 

Note: na =data not available. 

To evaluate the constraints that future EV range 
decisions could have on the size of the potential EV 
market, four substitution criteria were developed to 
correspond to different levels of potential EV per
formance. Each existing fleet vehicle whose trip 
requirements matched a criterion was then considered 
to have a high subs ti tut ion potential for the type 
of EV defined by that criterion. The four criteria 
were defined as follows: 

1. Only vehicles typically traveling less than 
30 mpd, 

2. All vehicles typically traveling less than 30 
mpd plus those traveling between 30 and 60 mpd that 
are parked for 2 or more hours during the day and 
that also travel less than 8 mpd at speeds greater 
than 40 mph, 

3. Only vehicles typically traveling less than 
60 mpd, and 

4. All vehicles typically traveling less than 60 
mpd plus those traveling between 60 and 90 mpd that 
are parked for 2 or more hours during the day and 
that also travel less than 8 mpd at speeds greater 
than 40 mph. 

Depending on which of the four performance er i
ter ia is used, between one-fourth and three-fourths 
of all vehicles in today's average commercial fleet 
could be replaced by EVs (see Figure 1). (The number 
of vehicles falling within each of the substitution 
criteria increases substantially with the percentage 
of trucks and vans in the fleet.) In terms of abso
lute number of vehicles, this translates to between 
2.5 and 7 million commercial vehicles. 

Light-duty trucks and vans appear to be the most 
promising initial market for EV substitution. Over
all, trucks and vans represent approximately 80 per
cent of all vehicles with high substitution poten
tial as defined by the four er i ter ia. These results 
prompted EVDC to begin an important related future 
investigation to determine the number of such vehi-
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cles that could be used by large fleets (e.g., those 
of electric utilities, telephone companies, delivery 
services, and local governments) • After it deter 
mines the EV market needs of local territories, EVDC 
can then work toward actually placing the required 
EVs. 

Electric Van Specific a t ion 

Market identification is linked to the issue of cost 
competitiveness. The market may exist, but the cost 
may not be competitive. Therefore, as a preliminary 
step in product specification, a cost analysis was 
performed, the results of which are summarized in 
Figure 2. Under the assumed cost, use, and technol
ogy conditions, the total life-cycle costs for con
ventional and electric vans in the year 1990 are 
projected to be 

• Conventional van--43.1 cents/mi; 
Improved electric van--44.0 cents/mi; and 

• Advanced electric van--41.8 cents/mi. 

Although these differences should not be consid
ered significant given the number of assumptions 
incorporated in the analysis, it appears that the 
improved electric van is projected to cost only 
slightly more (approximately 2 percent) to own and 
operate than a comparable conventional van. On the 
other hand, the advanced electric van is projected 
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to be somewhat less expensive to own and operate 
than the conventional van. 

The total costs in Figure 2 are broken down into 
four parts. "Amortization" includes depreciation 
plus interest payments for capital invested in the 
vehicles and batteries. "Energy" includes fuel and 
lubricants, or electricity. "Maintenance" includes 
all maintenance expenses. "Other" includes tires, 
titling, parking, tolls, and other expenses. 

The overall conclusion is that electric vans used 
in local service fleet applications have the poten
tial to be cost-effective and competitive with con
ventional vans. Whether and when electric vans be
come cost-competitive will depend on achieving 
anticipated technological improvements--primarily in 
the battery--while simultaneously increasing the 
reliability of the propulsion system and reducing 
its maintenance. Cost-competitiveness also criti
cally depends on achieving quantity electric van 
production to reduce vehicle and component costs. A 
caveat to keep in mind: if electric vans are to be 
cost-competitive with commercial vans, their energy 
and maintenance costs must be leso than those for 
conventional vans. A reduction in operating costs 
(relative to conventional vans) is necessary to com
pensate for the additional capital costs associated 
with the EV and battery. Given the generally higher 
efficiency, smoother operation, and greater reliabil
ity of electric motors and controls compared with 
the internal combustion engine, the assumption of 
lower operat i ng cost i s realistic. Experience with 
commercial electric vans in Great Britain has indi
cated that the service maintenance cost is half that 
of the internal-combustion engine vans. 

Building from the information gained through 
these initial fleet vehicle market and cost studies, 
an analysis was made of the relationship of electric 
van cost and market share to van performance. In 
this analysis, van performance was described in 
terms of range, acceleration, top speed, gradeabil
i ty, and payload. Figure 3 shows an example of the 
results of this analysis: the relationship between 
vehicle range and life-cycle cost for a small elec
tric van with a 1,200-lb payload and a large elec
tric van with a 2,200-lb payload is shown. Separate 
curves are given corresponding to different 0- to 
30-mph acceleration capabilities. The r elationships 
shown in Figure 3 correspond to one specific battery 
type; a total of six alternative batteries were in
vestigated in this analysis. 

The results of this analysis were used to estab
lish a performance specification for cost-competi-
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tive, market-compatible electr i c vans that could be 
produced in quantity by the late 1980s. The follow
ing is a summary of recommended van characteristics. 

Range (J227aC) 
Payload 
Acceleration (0 to 30 mph) 
Top speed 

Small 
Van 
45 mi 
1,200 lb 
10 sec 
55 mph 

Large 
Van 
6oliiT 
2,000 lb 
12 sec 
55 mph 

The EVDC Technical Committee, which comprises utili
ties, governments, the U.S. Postal Service, and 
other organizations with EV operating experience, 
played a key role in evaluating the results of the 
analysis and developing the performance specifica
tion. This specification will find immediate appli
cation in the joint effort of EPRI and the u.s. 
Department of Energy (DOE) to develop prototype 
near-term, market-compatible electric vans for fleet 
use. The specification will also be used to expand 
EVDC's efforts to guide the development of EV tech
nology, and to build support for that technology's 
introduction into practical use. 

Or ganization Participation 

The cooperative and coordinated participation of the 
various EV stakeholders is required if the EV intro
duction strategy is to be successful. The key stake
holders are EPRI, utilities and trade organizati ons, 
DOE, manufacturers, commercial fleets, and infra
structure support organizations. 

Drawing these diverse organizations together is a 
critical challengei the fact that this had not been 
done before was a major motivation behind the forma
tion of EVDC. As a first step in this participation 
process, EVDC has formed a technical advisory com
mittee composed of leaders in EV technology develop
ment and application. This committee will provide 
guidance for future technological activities and 
will ensure a "right-track• confidence level. More 
recently, EVDC has established a marketing advisory 
committee to assist in the effort to commercialize 
EVs. 

Electric Van Development 

In response to indications from EV users, and with 
the results of market and technology assessments, 
increased emphasis is now being placed on the devel
opment of electric vans for fleet applications. EVDC 
has established a two-phase plan for introducing EVs 
into commercial fleets. 

In Phase 1, EVDC is ini Hating the Electric Van 
Market Application Assessment Project that involves 
the operation of the General Motors CF vans (pro
duced by Bedford with the reliable Lucas/Chloride 
electric propulsion system and battery) within 
selected utility companies and service fleets (see 
Figure 4). This project will provide the experience 
necessary to establish EV service and support sys
tems that are vital to the commercial introduction 
of EVs into fleet operations. The project will also 
seek to overcome negative perceptions of current EV 
technology and of the technology's near-term outlook 
by providing utilities with an opportunity to gain 
operating experience with a proven and reliable EV. 

Phase 2 involves the collaboration of DOE and 
EPRI in a multiyear joint project to develop an 
improved prototype fleet EV with a fully integrated 
powertrain/battery system that could satisfy the 
market-responsive performance and design specifica-
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FIGURE 4 Electric CF van. 

tions developed by EVDC and summarized earlier in 
this paper. On the basis of emerging near-term tech
nology i n the United States and abroad, plans are 
being followed to develop and fabricate prototypes 
of fleet market-compatible electric vans that could 
be field tested in 1986 and 1987. These electric 
vans would serve as prototypes of commercial fleet 
EVs that could be produced in quantity in the 1987-
to-1988 time frame. Van development is scheduled to 
start in mid-1985. The following is an outline of 
related emerging technology. 

United States 

• Development of the sealed lead-acid battery, 
perhaps available in 3 to 4 years, into an inexpen
sive, long-lived, and dependable battery for EVs. 

• Verified performance of the Ni-Fe battery as 
an alternative battery system for fleet applications. 

• Evolution of power electronics technology 
that will reduce cost, weight, and size1 increase 
efficiencyi and make developments such as the ac
drivetrain marketable. 

• Modifications of the Eaton Corporation ac
dr ivetrain system to allow it to be integrated into 
the Chrysler T-115 minivan. 

• Advent of a microprocessor that provides the 
attendant cost benefits that result from the com
bined functions of the motor, electronic controller, 
battery, charger, and other auxiliary components. 

• Development by Ford Motor Company of an inte
grated ac-drivetrain for passenger cars in the 1990s. 

overseas 

• Bedford (General Motors subsidiary) CF elec
tric vans are currently be i ng produced using assem
bly-line methods. 

• Lucas/Chloride EV systems is producing a 
standardized battery and drive system that will be 
assembled into light-duty commercial vehicles, in
cluding the Bedford CF van. 

• Gesellschaft filr Elektrischen Strabenverkehr 
(GES) is producing the CitySTROMer (Volkswagen Golf 
conversion) with an advanced, integrated propulsion 
system and improved thermal and electrolyte manage
ment systems for the lead-acid battery. 

• Lucas/Chloride and Brown-Boveri are each 
developing a sodium-sulfur battery that is expected 
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to provide much higher performance and range capa
bilities than those currently available. 

Financing and Promotion 

Because organizations such as EPRI and DOE are under 
certain institutional constraints in these activi
ties, this is an arena in which EVDC could play an 
important leadership role. Most financing has here
tofore gone into research and development rather 
than the actual production of vehicles. In order to 
have production financing, specific market needs 
must be demonstrated, as discussed under the "Market 
Identification" section in this paper. With such 
market needs and opportunities identified, EVDC can 
then proceed with an investigation into various 
alternative financing mechanisms. These include lim
ited partnerships; participation by manufacturers, 
government, and/or electric utilities; tax incen
tives; and so forth; and also identifying high-value 
markets suitable for initial entry. 

The promotion of EVs has generally been technol
ogy driven. It is important that EV promotion also 
become market driven. To this end, information must 
be disseminated regarding specific EV advantages to 
the consumer or potential user. EVDC can influence 
and accelerate this process through coordinated 
vehicle design efforts, performance testing, and EV 
demonstrations, as well as by inducing special elec
tric utility incentives such as l ower off-peak 
rates. These market-driven promotional activities 
will in turn enhance prospects for suitable financ
ing. 

SUMMARY 

EVDC has adopted an overall strategy to accomplish 
two EV commercialization objectives: the introduc
tion of electric vans into commercial fleets in the 
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late 1980s, and the introduction of advanced EVs 
into the personal transportation market in the early 
1990s. During its first year of operation, EVDC con
centrated its efforts on characterizing the commer
cial fleet vehicle market and developing specifica
tions for an EV that could capture the largest 
market segment, as well as expanding its membership 
base. Contact with and coordination of key stake
holders have been strengthened through the estab
l i shment of the Technical and Marketing Committee 
and the initiation of a joint EPRI-DOE electric van 
development project. EVDC plans to initiate market 
and infrastructure support development activities in 
1985 and to create the technical and financial plane 
required to implement a large-scale demonstration as 
the first stage in vehicle commercialization. 

EVDC's objectives can be attained only through 
close cooperation with DOE, the EV User Task Force, 
manufacturers, and EPRI. EVDC is uniquely structured 
to accomplish this coordinative role. The EV User 
Task Force and EPRI senior management have members 
on the EVDC Board of Directors, and the EVDC Techni
eal and Marketing Committee membership ineludeti DOE, 
national laboratory staff, and manufacturers. EVDC 
is committed to work together with all of these 
organizations to move the technology closer to meet
ing market needs so that successful commercializa
tion of EVs can be accomplished in the earliest pos
s ible time • 
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