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Effectiveness of Improved Repair Scheduling in the 

Performance of Bus Transit Maintenance 

UTP AL DUTT A, T. H. MAZE, and ALLEN R. COOK 

ABSTRACT 

Described in this paper is a computer simulation model that is used to investi
gate the efficiency improvements that are possible through the scheduling of 
bus maintenance repairs through a maintenance shop. The scheduling rules that 
are investigated rank repair jobs in priority order according to the length of 
time the bus has been waiting for repair and the length of time the job will 
take. It is found that scheduling, as opposed to not scheduling, can make dra
matic improvements in the maintenance system's efficiency. Further, once sched
uling policies are identified that result in superior performance, it is found 
that these same policies are superior under a variety of system conditions. The 
conditions varied include the number of spare buses carried, the fleet size, 
the failure distribution parameters, mechanic labor availability, and the maxi
mum length of time a bus can wait for a repair. 

The general financial dilemma faced by transit oper
a tors is well documented in the literature (l-3). 
This condition is a result of escalating operating 
costs and efforts by the federal government to re
duce federal operating subsidies. This financial 
pinch is placing pressure un 111e11il.iers or the Lransil 
industry to strive to operate as economically as 
possible. Many have argued that cost efficiency 
gains are possible if transit agencies institute 
more effective fleet management principles <.!-.§). 

The purpose of this paper is to present computer 
simulation experiments used to determine the poten-
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tial for efficiency gains from improved fleet man
agement policies. The policies investigated deal 
with the effective use of maintenance activity 
scheduling. The scheduling rules rank in priority 
order the making of corrective repairs. For example, 
one slmple rule would be to schedule for repair 
first those jobs that require the fewest mechanic
hours to complete. Improved repair scheduling rules 
have been shown to result in better system perfor
mance for a fixed level of resources (labor, spare 
units, and repair facility resources) in other in
dustries (]). 

EXPERIMENTAL APPROACH 

To determine if similar efficiency gains are pos
sible in transit bus maintenance as a result of im
provements to repair scheduling, simulation exper i
ments are conducted. Simulation allows the analyst 
to build a symbolic model of a system on the com-
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puter. Once constructed, the model can be used to 
experiment with system changes without disrupting 
the real operational system. Besides not disrupting 
the actual system with an experiment, the simulation 
model has two other important advantages. First, the 
results are obtained quickly, perhaps within a few 
minutes. The same experiment with the actual system 
might take years before the result would be known. 
Second, because all of the system variables in the 
model are controlled, the analyst knows that the 
results from the experimentation were produced by 
the variable(s) that were manipulated. In other 
words, results obtained from an experiment with a 
real system may be affected by uncontrollable vari
ables that change during the course of the experi
ment, such as the weather or a new union contract. 
These factors can be held constant in the computer 
model. Thus, a computer-based simulation model can 
be less disruptive, faster, and more accurate than a 
real-life experiment in the analysis of a complex 
system. 

Despite simulation's many positive attributes, 
the user of a simulation experiment's results must 
recognize that most complex systems include a larger 
number of variables than what can be practically 
considered in one simulation model. Therefore, to 
make it economical to conduct a simulation, the 
analyst must limit the number of parameters used and 
the variables included to just those that are con
sidered important or representative of the entire 
system, or both. For example, in a study of mainte
nance practices at the Chicago Transit Authority, 
Haenisch and Miller estimated that bus mechanics 
regularly perform 1,800 different jobs (8). If an 
analyst were attempting to simulate this maintenance 
system, it would clearly be uneconomical to model 
the distribution of each and every event and enter 
the distribution parameters into a computer simula
tion. However, simulation studies that use only a 
fraction of the system's elements in the analysis 
are more than sufficient for policy studies where 
the primary emphasis is to determine the existence 
of relation~hips and to gain inferences of their 
strength. 

Reducing the complexity of systems down to a man
ageable problem leaves the results of the simulation 
analysis vulnerable to those who question the 
model's relevance because of its lack of specific 
details. However, the model's results should be 
judged with respect to whether any of the missing 
details would affect the validity of the relation
ships discovered. If the missing details do not im
pact the validity of the relationships, then their 
inclusion is not necessary at the policy analysis 
stage. 

The first step in the experimentation is to prove 
that systematic scheduling of repairs, as opposed to 
nonsystematic repair scheduling (random scheduling), 
can improve the productivity of the maintenance sys
tem. The experimentations show that the efficiency 
gains that result from systematically scheduling re
pairs are quite striking. Once scheduling is proven 
as a robust means for improving the efficiency of 
the maintenance system, the next step is to search 
for the most effective repair policies. Eight sched
uling rules are developed and tested to determine 
which is the most efficient on the basis of a series 
of performance measures. The last step in the ex
perimentation is to investigate whether the same 
policies remain superior under a variety of con
ditions. This is done by measuring the sensitivity 
of the system's performance to changes in fleet 
size, component failure distribution patterns, num
ber of spare buses (spare factor), and the amount of 
labor resources available for conducting repairs. 

In this paper, only a brief description of the 
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computer simulation model is provided. The inter
ested reader will find a thorough description of the 
model elsewhere (_~). 

MAIN'l'ENANCE SYSTEM CHARACTERIZATION 

The simulation model is structured to represent a 
2-tiered maintenance system. The two-tiered system 
is one in which there are two levels of maintenance 
performed (10). Light maintenance (e.g., preventive 
inspection, brake overhauls, and tire maintenance) 
is performed at storage garages. Heavy maintenance 
(major corrective component overhauls) is performed 
at a central maintenance facility. Further, the 
model is restricted to experimentation with only the 
work flow at the central maintenance facility. 

From the perspective of a storage facility (the 
first tier), a bus's operating status may be classi
fied into one of several categories. For example, if 
a bus is due shortly for a preventive inspection, 
the manager can wait for a convenient time to per
form the inspection without taking the bus out of 
service by assigning the bus to single-trip, peak
period commuting runs (tripper runs) while the main
tenance manager waits for an opportunity to schedule 
the bus for an inspection between tripper runs. Al
ternatively, the bus could be taken out of service 
and held while it waits for an inspection, or the 
inspection could be deferred while the bus is sched
uled for regular service. There are other possible 
categories of status, thus making the classification 
of a bus's status (from the perspective of the stor
age garage) a complex problem to model. 

From the perspective of the central maintenance 
facility, categorizing status is less difficult. Be
cause buses are generally only brought to the cen
tral facility when they require a major unit over
haul, buses within the system may be classified into 
one of only three categories: (a) active buses that 
are operative and scheduled for service, (b) spare 
buses that are operative but not in service, and (c) 
failed buses that are out of service and inoperative 
because of a mechanical failure. Over time, each bus 
will cycle among the three categories of status. 

For purposes of the simulation and in relation to 
the central facility, the day-to-day events occur
ring to buses are assumed to be limited to the fol
lowing scenarios: 

1. An "active" bus is assigned to daily service. 
2. If a bus fails while in service, it is re

placed by a spare bus, if one is available. 
3. A failed bus is inspected to determine the 

cause of the failure and, if the cause is a failure 
of a major component or part, then the bus is driven 
or towed to the central maintenance facility. 

4. At the end of the day, the central mainte
nance shop schedules repair work for the next day on 
the basis of the number of failed buses, mechanic 
labor, and parts required as well as the availabil
ity of parts and labor. 

5. The buses that are not scheduled to be re
paired the next day wait in the bad order parking 
lot of the central maintenance facility until they 
can be scheduled for repair. 

6. After being repaired, the bus joins either 
the pool of active buses or the pool of spare buses 
depending on the number of buses required to meet 
scheduled service and the number of operable buses. 

Repair Scheduling Policies 

The purposes of 
determine: (a) 

the simulation experiments are to 
whether systematic scheduling im-
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FIGURE 1 Repair tree. 

proves the performance of the maintenance system, 
(b) which repair scheduling policies are the most 
effective if performance is improved, and (c) how 
the superiority of scheduling policies is affected 
by changes in the system's condition. The first step 
in conducting these experiments is to create sched
uling rules and policies. Later, these policies will 
be modified to represent systems without systematic 
repair scheduling. A repair policy tree is shown in 
Figure 1. There are two steps in the repair process. 
These are 

1. Planning. Selection of the number of repairs 
to be made by component type (e.g., remove and re
place transmission or remove and replace air condi
tioning compressor) is made during the planning 
step. The selection process is conducted by using an 
optimization technique. The optimization seeks to 
maximize the number of repairs made with the avail
able resources (labor and facilities). In planning, 
it is assumed that the length of time required to 
make repairs is deterministic (constant). 

2. Scheduling. This step determines the execu
tion of the planned repair work. The time required 
to fix a component is considered to be stochastic 
(variable). In other words, the time required to 
conduct each repair is a random variable that fol
lows some typical distribution. Depending on the 
difference between the stochastic times (assumed in 
the scheduling step) and the deterministic ti.meR 
(assumed in -the planning step), all planned repair 
activities may or may not be scheduled for repair on 
a particular day. If repair resources are exhausted 
before 'the completion of planned repair work, then 
the remaining planned repair work is cancelled. If 
repair resources are available after the completion 
of planned repair work, then additional repair work 
is scheduled. 

Planning is the first step of the repair process 
and it follows one of the following two rules. These 
rules are identified by the upper two branches of 
the repair tree in Figure 1. The rules are 

I. Optimization techniques are used 
the number of repairs to be conducted 

to select 
by repair 
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type. The objective is to maximize the number of re
pairs by effectively utilizing available resources. 

II. Repair those failed buses that have been 
waiting for a repair more than a certain number of 
days and utilize Rule I to allocate the remaining 
resources. 

Once planning is completed, the next task is 
scheduling. The first step in the scheduling process 
is to determine which type of job waiting for repair 
(e.g., the buses waiting to have their transmissions 
removed and replaced) is to be scheduled for repair 
first. The selection of which waiting line (failed 
bus queue) to process first is based on either the 
minimum or maximum time required to complete each 
type of repair (processing time). In Figure 1, this 
is represented by the four branches of the repair 
tree at the scheduling level. The second and final 
step of scheduling is the selection of the specific 
hus to be repaired from the selected failed bus 
queue. Selection of the bus to be repaired from the 
queue is either first-come-first-served (FCFS) or 
last-come-first-served (LCFS). This is shown in the 
last eight branches of the repair policy tree, which 
defines the final eight repair policies. The repair 
policies are labeled as Options l through B. For 
example, if the leftmost branches are followed 
through the repair tree, planning is based on 
minimum processing time (MPT) , scheduling is based 
on MPT, and buses are selected from the failed bus 
queue based on FCFS. This combination of branches is 
Option l (OPT!). 

The measures of system performance selected for 
determining the effectiveness of the scheduling 
policies are: 

l. Average time spent by each bus waiting to be 
repaired plus the time required for the repair (time 
in the system= TSTS). 

2. Average daily number of vehicles failed and 
tied-up in maintenance (total number of failed 
buses = TQUEUE) • 

3. Average number of buses in all the repair 
queues (WQUEIJR) , 

4. Average mechanic overtime required per day 
(OTIME). 

BASE CASE STUDY 

The development of a simulation model requires that 
the model be constructed such that it depicts the 
characteristics of an actual system. This requires 
that certain assumptions be made regarding system 
operational procedures and parameters developed that 
identify the relationships between the various ele
ments of the simulated system. Further, there may be 
too many possible events in real systems to econom
ically simulate all possibilities. However, it is 
generally possible to include only the major events 
in the simulation and assume that the entire system 
of all possibilities would perform similarly under 
the same circumstances. 

In the simulation's characterization, only 16 
types of component or part failures are considered. 
These components were selected by staff members of 
the Detroit Department of Transportation (DDOT) as 
those that are the most common repairs made at their 
heavy-repair facility. Other assumptions made were 
that 

• Maintenance workers are interchangeable and 
can perform all repairs made at the central mainte
nance facility. 

• Repair times and miles until failure are sto
chastic. 
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• All repairs are corrective. 
• Maintenance equipment and tools are always 

available. 
• All buses are the same model. 

Model Parameters 

The parameters for the base case are 

1. Total active fleet. In this study, the active 
fleet consists of 500 vehicles. This means that at 
the beginning of the simulation run, 500 entities 
are created to represent the number of buses in ser
vice, Five hundred is also a large enough number so 
that the sample size is great enough for any statis
tical test. 

2. Spare factor. This is the ratio of spare 
buses to active buses. For the base case, the factor 
is assumed to be 10 percent, which is a figure re
ported as a level that the industry desires to 
achieve (11,12). 

3. Available labor hours. This is the total 
labor hours available for daily repair. The quantity 
of labor hours required per day is time-dependent. 
In other words, the number of labor hours required 
to repair enough buses to meet service requirements 
will depend on the number and types of corrective 
maintenance activities required by the buses in the 
failed queue, which varies with the age of the 
buses. Early in the life of the buses, most compo
nents will be relatively reliable and, as they age, 
components will become less reliable and more prone 
to failure. In the maintenance shop, based on the 
composition of the failed queue, the amount of labor 
resources should be varied. When relatively stable 
(long-term) increases in failure rates occur, labor 
resources will be increased; similarly, they will be 
reduced when failure rates are low. It is found in 
the simulation experiments that as buses age, higher 
levels of failure occurrence take place after an 
initial break-in period [see Maze et al., for il
lustrations of this phenomenon (13)). Therefore, in 
practice, adjustments in labor needs would not ne
cessitate abrupt changes in the number of mechanics 
in the labor pool. Similarly, gradual changes in the 
labor pool could be obtained in an actual mainte
nance system through normal mechanic attrition and 
new hires. In this study, a simple rule is estab
lished to specify the available labor resources. 
When the failure rate is high, it is assumed that 
the available resources (in man-hours per day) is 
equal to a factor multiplied by the number of active 
buses. For example, for the base case, a factor of 
0.40 is used and, because there are 500 active 
vehicles, 200 man-hours are available per day. Dur
ing periods when failure rates are uniform, the 
total resource available is assumed to be 75 percent 
of the peak. These rules may not replicate normal 
staffing requirements for an actual system; however, 
the simulation only considers a fraction of the ac
tual activities conducted by a maintenance facility. 

4. Overtime. When the number of failed vehicles 
is so great that the system's ability to meet ser
vice demands is jeopardized, then overtime labor 
resources are used to repair failed vehicles. The 
use of overtime is also limited by the two following 
rules: (a) if the total number of failed buses ex
ceeds the number of spare vehicles then, and only 
then, overtime is permitted; and (b) once overtime 
is permitted, it is limited to 30 percent of the 
regular hours if the number of failed buses is more 
than 15 percent of the total fleet (critical condi
tions); otherwise, it is limited to 25 percent of 
the regular hours. 

5, Failure patterns. The failure patterns of 16 
different bus components are identified from mainte-
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nance records of several transit agencies, including 
the Detroit Department of Transportation (DDOT), the 
Central Oklahoma Transportation and Parking Author
ity (COTPA), the Dallas Transit System (DTS), and 
the Austin Transit System (ATS). 

6. Repair time distributions. Repair time dis
tributions of the components considered are deter
mined using repair times recorded by DDOT. 

Tables 1, 2, and 3 give the model parameters for 
the base case study. Table l presents the specifica
tion of total active fleet, spare factor, repair 
labor resources, and overtime for the base case. 
Parameters of the failure distributions of the 16 
components considered are given in Table 2. The 
failure distribution of the components follows two 
distinct patterns: (a) the Weibull distribution, and 
(b) the exponential distribution. 

Table 3 gives the repair time distribution param-

TABLE 1 Model Parameters 

Parameter 

Total active fleet 
Spare factor 
Repair resource 

Overtime 

Value 

500 buses 
10 percent 
200 hr (peak) 
l SO hr (off-peak) 
30 percent 

TABLE 2 Failure Distribution Parameter 

Minimum 
Life Parameter 

Component Distribution (mi) la 

Gear train Weibull 3,05 l.9 2.751 
Control arm Weibull 8,634.6 l.364 
Blower motor Weibull 22,323.6 l.431 
King pin Weibull 11,056.5 l.507 
Bell crank Weibull 16,263.0 l.397 
Fan torous Weibull 8,649.9 1.165 
Destination sign Weibull 20,439.9 2.049 
Power steering Weibull 3,448.8 l.263 
Condenser core Weibull 6,507.9 1.446 
Engine Weibull 80,302.5 2.173 
Dome light Weibull 14,223.0 2.930 
Transmission Weibull 3,487 .0 l.518 
AC. compressor Weibull 19,983.5 2.107 
Starter motor Exponential 10,300.0 
Door engine Exponential 264.0 
12-V charger Exponential 127.0 

Parameter 
2• 

113,504.0 
98,489.0 
85,776.0 
84,100.0 
83,602.0 
76,250.0 
82,994.0 
83,823.0 
58,183.0 

167,373.0 
32,726.0 
55,107.0 

123,592.0 
27,666.0 
42,187.0 
27,497.0 

8
For the Weibull distribution, Parameter 1 is the shape parameter and Parameter 2 is the 
scale parameter. For the exponential distribution, Parameter 2 is the mean mileage. 

TABLE 3 Repair Time Distribution 
Parameter 

Component 

Gear train 
Control arm 
Blower motor 
King pin 
Bell crank 
Fan torous 
Destina ti on sign 
Power steering 
Condenser core 
Engine 
Dome light 
Transmission 
A. C. compressor 
Starter motor 
Door engine 
12-V charger 

Mean (hr) 

65.00 
9.75 
4.27 

14.00 
2.33 

15.29 
1.31 
5.00 
4.66 

80.00 
l.21 

37.97 
10.07 
2.68 
6.00 
l.73 

Standard 
Deviations (hr) 

5.000 
2.024 
2.036 
0.250 
1.780 
l.090 
.637 

1.000 
1.895 
5.000 
l.110 
5.500 
.902 

1.880 
0.250 

.680 

Note: The distribution for all the components is normal. 
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eters for all 16 components. In this study, repair 
times are assumed to be normally distributed. The 
normal distribution is assumed because (a) of lim
ited data, which makes it difficult to ascertain the 
validity of other distributions, and (b) several 
distributions have been used to represent repair 
time distributions. Sinha and Bhandari (14) used the 
Gamma distribution, Kelly and Ho (15) found that re
pair times followed the log-normal distribution, and 
Conway et al. (16) identified repair times to be 
normally distributed. Because there does not appear 
to be a consensus, the normal distribution was se
lected because of its ease of use and familiarity 
with its properties. 

Now that the model parameters have been pre
sented, the next step is to present the results of 
the simulation experiments. The results are pre
sented in three steps: (a) the running of experiments 
that schedule repairs randomly (without systemati
cally ordering the priority of repairs) followed by 
a comparison of these results with the results of 
the simulation model when comparable systematic re
pair rules and policies are used; (b) the running of 
experiments with the systematic scheduling policies 
and the selection of the superior systematic sched
uling policy; and (c) the determination of the sen
sitivity of the superiority of scheduling policies 
to changes in system parameters. 

RANDOM SCHEDULING 

It has been observed that at several transit sys
tems, buses are not scheduled for repair using spe
cific scheduling rules that take into account the 
expected work content (processing time) involved in 
repairing the vehicle. Examples of scheduling with
out regard to the work content would include order
ing bus repairs according to the order in which they 
arrived at the maintenance facility or even with 
regard to the preferences of mechanics to conduct 
certain types of repairs. To model a system that 
does not schedule repairs with regard to job pro
cessing time, the experiments assume that repairs 
are scheduled randomly using the following proce
dures: 

1. Option 1. In this option, the job that ar
rives in the failed queue at the earliest date will 
be selected for repair first (FCFS) • 

2. Option 2. In this option, the failed vehicle 
queues are separated by type of failed component or 
part into separate failed vehicle queues. Then, a 
failed vehicle queue is randomly selected and a bus 
is scheduled for repair from the queue based on 
FCFS, unless a bus in the selected queue has been 
waiting longer than 2 days, and then is it repaired 
first. 

3. Option 3. In this option, if any job in the 
randomly selected failed vehicle queue has waited 
longer than 2 days, then selection is made among 
these jobs using LCFS. If no failed buses have been 
waiting longer than 2 days, failed buses are se
lected for repair using LCFS. 

4. Option 4. In this option, all jobs are se
lected according to LCFS without a waiting-time 
limit. 

All four of the random scheduling repair policies 
are similar to the systematic repair policy with the 
options numbered identically (see Figure 1 for sys
tematic repair scheduling policies). The difference 
in each case is that the random policies do not 
schedule jobs according to minimum processing time. 

Four runs of the simulation model are made using 
the four random scheduling policies. In all cases, 
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the seed value for the random number generator is 
kept constant. By keeping the seed value constant, 
the same stream of random numbers is used in all 
runs. Hence, the same sequence of random samples 
will be generated for each run of the model. The 
system performance indicators of these runs are pre
sented in Table 4 along with the performance indica
tors for the comparable systematic repair policies. 

TABLE4 System Performance of Two Repair Processes 

Repair Policy 
Options TSYS OTJME TQUEUE WQUEUE 

Random 4.279 29.48 68.73 53.19 
Systematic 3.384 26.74 58.71 42.73 

2 
Random 3.931 22.81 62.84 47.06 
Systematic 2.975 18.41 49.48 33.68 

~ 
Random 4.639 27.55 76.06 60.10 
Systematic 2.345 23.79 54.31 38.28 

4 
Random 3.345 29.02 71.91 56.35 
Systematic 1.721 24.43 54.96 39.10 

Comparison of the Two Repair Processes 

In Table 4, TSYS for randomly scheduled repair op
tions varies from 2.541 days (Option 4) to 3.424 
days (Option 1). For the systematic repair options, 
TSYS (the average time spent by buses in the mainte
nance system) varies from 1.721 days (Option 4) to 
3.384 days (Option 1). From this experimentation, it 
is observed that TSYS for each systematically sched
uled repair option is always lower than that of the 
comparable randomly scheduled repair option. Other 
performance indicators also prove the superiority of 
systematically scheduling repairs. A t-test is 
conducted to compare the performance indicators of 
the two repair processes for similar options and, 
for all options, they are statistically different at 
the 95 percent confidence level. 

This comparison demonstrates that the system per
formance for systematically scheduled repairs is 
superior to that of randomly scheduled repairs. For 
example, while using systematic scheduling rules, 
the time that buses are tied up in the maintenance 
system (TSYS) under the best conditions (Option 4) 
for both processes (random and systematic) is 
roughly one half the time required under random 
scheduling. In the next section, systematically 
scheduled repair options are compared. 

SYSTEMATICALLY SCHEDULED REPAIR POLICIES 

Table 5 gives the performance indicators for all 
eight systematically scheduled repair options. In 
Table 5, it should be noted that the Option 4 (mini
mum processing time and LCFS) performance for TSYS 
is significantly better than the other options. More 
specifically, the application of Option 4 results in 
buses being tied up for maintenance a shorter aver
age time than any other repair scheduling policy. 

In Option 4, failed vehicles are scheduled for 
repair based on processing and arr iv al times. The 
vehicle that joins the queue at the last moment and 
needs the minimum time to be repaired is given the 
highest priority. This causes the repaired vehicles 
to spend the minimum average time in the maintenance 
system. It is important to note that other perfor
mance indicators are not at their least value for 



Dutta et al. 

TABLE 5 System Performance (base case) Systematically 
Scheduled Repair 

Repair Policy 
Options TSYS OTIME TQUEUE WQUEUE 

1 3.384 26.74 58.71 42.73 
2 2.975 18.41 49.48 33.68 
3 2.345 23.7 9 54.3 1 38.28 
4 1.721 24.43 54.96 39.10 
5 3.208 15.50 49.3 1 33.13 
6 3.015 14.94 47.22 30.91 
7 2.565 16.65 49.71 33.47 
8 2.412 14.99 48.49 32.37 

Option 4. This trait has also been observed by re
searchers who have studied scheduling in other in
dustries (J:§.- 18). According to Conway et al., under 
the minimum processing time rule, the mean time 
spent in the system is small but some individuals' 
jobs (those requiring long processing time) will be 
intolerably delayed (19) . Thus, although some jobs 
will take short times to flow through the system, a 
few will require inordinate lengths of time to be 
processed through the system. Because of the vari
ability in the time spent in the system, other per
formance indicators are not at their minimum for Op
t ion 4. 

The performance indicators, OTIME, TQUEUE, and 
WQUEUE, are at their lowest values for Option 6. In 
Option 6, failed buses are scheduled for repair by 
using maximum processing time (MXPT) and a maximum 
waiting time constraint. The Option 6 waiting time 
constraint places vehicles that have waited longer 
than 2 days first in line for repairs on the next 
day. Later, waiting-time limits will be explored to 
determine if 2 days is the most efficient limit and, 
if not, how many days the limit should be. 

The values of OTIME, TQUEUE, and WQUEUE are close 
for Options 2 and 6. The only difference between Op
tions 2 and 6 is that in Option 2, the repair work 
is scheduled using minimum processing time (MPT) and 
FCFS rules. The waiting time constraint is common to 
both options. A t-test is conducted to compare the 
performance indicators of these two options. It is 
found that, at the 95 percent confidence level, 
there is no statistically significant difference 
between the performance indicators of Options 2 and 
6. 

In all the policies tested, it is observed that 
the system is operating at capacity almost all of 
the time. In other words, the utilization of avail
able resources is approximately the same under all 
policies. The main objective of scheduling is to 
maximize the number of repairs using available re
sources. Therefore, all the policies utilize repair 
resources equally. 

Another important observation is that the total 
number of failed vehicles waiting for repairs (per
formance indicator TQUEUE) attributed to Options 1, 
4, 5, and 8 is significantly greater than that of 
Options 2, 3, 6, and 7, respectively. However, the 
only difference between the two sets of repair op
tions is that Options 2, 3, 6, and 7 have waiting 
time constraints. This difference permits the mea
surement of the waiting time constraint's impact on 
system performance. 

SENSITIVITY ANALYSIS 

This phase of the experimentation is designed to de
termine the extent to which the performance of the 
simulated system is affected by changes in model pa
rameters. The model parameters considered in the 
sensitivity analyses are as follows: 
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1. 
nents, 

2. 
3. 

The failure distribution parameters of compo-

The spare bus factor, 
The fleet size, 

4. The man-hours (repair resources) available, 
and 

5. The maximum waiting time limits for Options 
2 , 3 , 6 , and 7 • 

The impacts on the superiority of the various 
options as the parameters are changed are examined 
in the following sections. 

Failure Distribution Parameters 

The distribution of component failures with respect 
to wear varies with environment, duty cycle, ter
rain, and so forth. In this part of the sensitivity 
analysis, the failure distribution parameters of bus 
components are modified and two different sets of 
simulation runs are made. The outputs of the two 
sets of runs are compared with the base case. The 
two sets of runs have two distinct features: 

1. In Case I, the Weibull distribution has three 
parameters: (a) shape, (b) scale, and (c) minimum 
life. The components whose failure distribution 
shape parameters are close to 2 and above are con
sidered to have age-dependent and predictable fail
ure rates (£Q_). Those with shape parameters close to 
1 or lower are considered to have random failure 
patterns. Those components with failure distribution 
shape parameters close to 1 have their shape param
eter changed to 2. By doing this, the failure dis
tributions are all age-dependent. One run is made 
for each of the eight scheduling options using the 
age-dependent parameters and the results are given 
in Table 6. 

2. In Case II, the component failure distribu
tion parameters are changed from age-dependent to 

TABLE 6 Distribution Parameter and System 
Performance 

Repair Policy 
Options TSYS OTIME TQUEUE WQUEUE 

Case I 6.056 36.29 107.03 91.48 
Case II 6.110 36.24 108.20 9 1.96 
Base case 3.384 26.74 58.71 42.73 

2 
Case I 4.834 33.92 83.14 65.87 
Case II 4.9 14 35 .35 85. IO 67.77 
Base case 2.975 18.41 49.48 33.68 

3 
Case I 5.490 35 .30 95 .03 78.21 
Case II 5.830 35.60 101.40 84.73 
Base case 2.345 23.79 54.31 38. 28 

4 
Case I 3.149 36.29 108.30 92.00 
Case II 2.906 36.29 113.90 97.56 
Base case 1. 72 1 24.43 54.96 39. 10 

5 
Case I 5.161 36.19 87.14 70.23 
Case II 5.393 35 .99 90.27 73.42 
Base case 3.208 15.50 49.31 33 .13 

6 
Case I 4.841 33.23 82.73 65.54 
Case II 4.749 33.34 81.41 64.12 
Base case 3.015 14.94 47.22 30.91 

7 
Case I 5.181 33 .19 86.17 69.20 
Case II 5.330 33.19 89.40 72.52 
Base case 2.565 16.65 49.71 33.47 

8 
Case I 3.176 36.19 85.52 68.44 
Case II 3.593 36.20 92.56 75 .64 
Base case 2.41 2 14.99 48.49 32.37 
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random. Similar to Case I, eight runs of the model 
are made and the results are also given in Table 6. 

The system performance indicators for the base 
case and Cases I and II are given in Table 6. The 
average time spent by buses being repaired reaches a 
minimum under Option 4 for all three cases. For both 
Cases I and II, the repair policy, which resulted in 
the minimum value of U'l'lMJ>, 'l'\,IUEUE, and WQUEUE, is 
Option 6. It should be noted that there is no sta
tistically significant difference between the per
formance indicators of Options 2 and 6. 

For Cases I and II, as well as the base case, the 
same repair policy is superior. From this observa
tion, it can be concluded that the superiority of 
scheduling policies is not sensitive to the values 
of the failure distribution parameters. This means 
that if one policy is superior in one environment, 
it will be the superior policy in another. 

Spare Factor 

s inha and Bhandari found that the number of spare 
buses has a significant influence on the reliability 
of transit service (14). To analyze the impact of 
the spare factor on the simulated system's perfor
mance and the superiority of scheduling policies, 
the spare factor (i.e., spare buses/active buses) is 
varied from the base case value. 

The base case spare factor is 10 percent. The 
modified spare factors chosen are B and 12 percent. 
Sixt.een different runs are made using the eight re
pair scheduling options and the two new spare fac
tors. The observed performance indicators are given 
in Table 7. 

Performance indicators for the base case and 
modified spare factors are tabulated in Table 7. In 
all cases, the minimum value for time in the system 
(TSYS) is observed for Option 4. The values for 

OTIME, TQUEUE, and WQUEUE are at their minimum in 
Option 6. The superior repair policy remains un
changed under all spare factors. 

TABLE 7 Spare Factor and System Performance 

Repair Policy 
Options TSYS OTJME TQUEUE WQUEUE 

I 
Spare factor (8%) 2.942 29.S4 S2.l I 3S.80 
Base case (I 0%) 3.384 26.74 S8.71 42 .73 
Spare factor (12%) 3.S46 22.44 61.29 4S.49 

2 
Spare factor (8%) 2.S99 21 .52 44.27 27.60 
Base case (I 0%) 2.975 18.41 49.48 33.68 
Spare factor ( 12%) 3.492 IS.52 S7.72 41.80 

3 
Spare factor (8%) 2.849 27.03 52.84 36.44 
Base case (I 0%) 2.345 23 .79 54.31 38.28 
Spare factor (12%) 2.005 23.88 64.58 48.S3 

4 
Spare factor (8%) 2.086 29.94 SS.I I 38.'/8 
Base case (I 0%) 1.721 24.43 54.96 39.10 
Spare factor (12%) 1.678 23.49 63.97 48.10 

s 
Spare factor (8%) 2.897 21.77 45.08 28.47 
Base case (I 0%) 3.208 IS .SO 49.31 33.13 
Spare factor (12%) 3.707 13.89 S7.16 41.10 

6 
Spare factor (8%) 2.661 18.27 42.77 2S.97 
Base case (I 0%) 3.0lS 14.94 47.22 30.91 
Spare factor ( 12%) 3.527 13.48 5S.49 39.31 

7 
Spare factor (8%) 2.826 20.S9 44.44 27.52 
Base case (I 0%) 2.S6S 16.6S 49.71 33.47 
Spare factor (12%) 2.3S5 lS,03 S8.10 41.90 

8 
Spare factor (8%) I 2.S47 20.88 44.18 27.18 
Base case (10%) 2.412 14.99 48.49 32.37 
Spare factor (12%) 2.487 14.89 S8.86 42.7S 
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In Table 7, note that all system performance in
dicators except OTIME are higher for the spare fac
tor of 0.12 relative to a.as. While modeling, it is 
assumed that if the number of failed vehicles ex
ceeds the number of spare vehicles, then, and only 
then, will overtime be permitted. Through time and 
by-random-chance failures will occur in surges. How 
well the system can absorb these surges depends on 
the number ot spares that is available tu repl<we 
the failed vehicle. Therefore, the simulation exper
iments demonstrate that there is a relationship be
tween the spare factor and the labor hours required 
(both overtime and regular time), which indicates 
the relationship between transit system operating 
costs and capital costs. In other words, there is a 
definite trade-off between the capital costs in
vested in spare vehicles and the operating expendi
tures on mechanic labor. 

This finding has serious transit industry policy 
implications. The urban Mass Transportation Adminis
tration (UMTA) li; cunently evaluaLluy lli; 1Julicy on 
permissible spare ratios (12). Presumably the empha
sis in UMTA's spare ratio"POlicy will be to place a 
reasonable cap on the number of spare buses that a 
transit system may carry. If spare ratios are re
duced, it will come at the cost of additional oper
a ting costs. Because the portion of operating costs 
of U.S. public transit systems subsidized by the 
federal government is less than the portion of 
capital costs that is federally subsidized, capping 
spare ratios will have the impact of pushing more of 
the total costs of transit service back on the 
transit systems that currently have spare ratios 
that are higher than the cap. However, the trade-off 
between maintenance labor hours and spare buses has 
not been quantified and, without this information, 
policy makers placing a cap on spares (in the name 
of cost savings) may select an inefficient cap. An 
inefficient limit may ultimately increase the total 
cost of transit service (operating plus capital 
cost) for those systems that are forced to reduce 
the number of spares they carry. 

Fleet Size 

The fleet size varies with the transit system and 
depends on the quantity and quality of transit ser
vices provided. In this experiment, the fleet size 
is changed from 50a to 6aa vehicles. Although the 
fleet size is changed, the spare factor is kept at 
10 percent. The system performance indicators for 
all eight options and fleet sizes of 5aa and 6aa 
buses are given in Table B. 

When the fleet size is 600 buses, the minimum 
value of TSYS is 1. 971 days for Option 4. It is 
1.721 days for a fleet of 500 buses. When the fleet 
size is 600, more buses are put in service resulting 
in more failures than with 5aO buses. This creates a 
higher level of competition among the failed enti
ties to be selected for repair. Because maintenance 
resources are held constant for both fleet sizes, 
the failed entities spend more time in the mainte
nance system waiting to be scheduled for repair. 
This causes a higher value of TSYS for the 6aO-bus 
fleet. The other performance indicators also have 
higher values for the 6aO-bus fleet. 

With the exception of TSYS, the performance indi
cators are at their minimum for either Option 2 or 
Option 6 for the 60a-bus fleet. Further, no statis
tically significant difference is found between the 
performance indicators for Options 2 and 6. Because 
the same result occurs when the fleet size is 50a 
buses, it can be concluded that scheduling policy 
superiority is insensitive to fleet size. 
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TABLE 8 System Performance for Various Fleet Size Labor Ava ilabi li t y 

Repair Policy 
Options 

600-bus fleet 
500-bus fleet 

2 
600-bus fleet 
5 00-bus fleet 

3 
600-bus fleet 
500-bus fleet 

4 
600-bus fleet 
500-bus fleet 

5 
600-bus fleet 
500-bus fleet 

6 
600-bus fleet 
500-bus fleet 

7 
600-bus fleet 
500-bus fleet 

8 
600-bus fleet 
500-bus fleet 

TSYS 

6.890 
3.384 

5.027 
2.975 

3.101 
2.345 

1.971 
1.721 

5.833 
3.208 

5.122 
3.015 

3.852 
2.565 

2.752 
2.412 

T 
I 

" E 

s 
p 
E 
N 
T 

I 
N 

T 
H 
E 

s 
T 
s 
T 
E 
M 

OTIME 

36.16 
26.74 

33 .32 
18.41 

36.16 
23.79 

36.16 
24.43 

36.16 
15 .15 

33 .82 
14.94 

35.82 
16.65 

36.00 
14.99 

TQUEUE 

128.51 
58.71 

92.44 
49.98 

133.50 
54.31 

136.50 
54.31 

103.90 
49.31 

93.31 
47.22 

97.60 
49.71 

111.80 
48.49 

WQUEUE 

114.50 
42.73 

74.19 
33.68 

116.20 
38.28 

119.40 
38.28 

86.09 
33.13 

75.06 
30.91 

79.53 
33.47 

94.06 
32.37 

Labor availability is the most important element of 
maintenance activities. It controls the number of 
failed vehicles not scheduled for repair on a par
ticular day. In this part of the analysis, the sen
sitivity of repair scheduling policy superiority to 
labor availability is tested. For the purpose of the 
simulation, the following equation is used to spec
ify the level of available labor hours: 

Labor hours 
available 
per day 

(Number of buses) x (a Factor) (1) 

Then, the factor is given a variety of values, in
cluding 0.20, 0.35, 0.40, 0.425, 0.45, and 0.50. In 
the base case, the labor available per day was 200 
hr [(Number of buses) x 0.40) I. Forty-eight runs of 
the simulation model are made using all combinations 
of the varied number of labor hours available and 
the eight scheduling policy options. Plots of the 
values of TSYS, OTIME, TQUEUE, and WQUEUE for all 
the combinations are shown in Figures 2-5, respec
tively. 

OPi:ONl OPTION2 OPTION3 OPTIONij OPTIONS OPTIONS OPTION? OPTIONS 

LEGEND: FRCTCFt 

CPT!CNS 

- 0 . 2 
-o. ij25 

- 0 . 35 
- O. ijS 

FIGURE 2 System performance (TSYS) of different repair policies. 

- Q,ij •• ,.._.... o. 5 
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FIGURE 3 System performance (OTIME) of different repair policies. 

As shown in Figure 2, it is evident that for val
ues of the factor up to 0.425, the same repair pol
icy is superior (i.e., Option 4). For other indica
tors, Option 6 is superior up to a factor of 0.425. 
After O. 425, repair resources move toward satura
tion. This means that when the value of the factor 
is more than O. 425, there is no competition among 
the failed entities for repair resources because 
there are more than enough available. As a result, 
when the system is saturated with available labor, 
the system performance for all options becomes ap
proximately the same because efficient scheduling no 
longer matters. This means that when labor avail
ability is excessive, there is no need for sched
uling. Spinner, while researching the importance of 
scheduling, found that the same is true in other 
industrial applications of scheduling (!!!.) • 

Waiting Time 

For the simulation runs made with the base case pa
rameters, Options 2 and 6 provided nearly the same 
level of performance, The important feature of both 
options is the limit on the maximum number of days a 
bus could wait before being scheduled for repair 
work. In this experiment, the sensitivity of system 
performance to the length of the waiting time con
straint is analyzed. 

The analysis is performed using Option 2 and 
varying the waiting time limit. The maximum waiting 

time limits considered in the experiments include 2, 
3, 4, 5, and 10 days. The observed performance indi
cators for the various waiting times are given in 
Table 9. It is observed that the average time spent 
in the system (TSYS) increases with increased wait
ing time constraints. On the other hand, based on 
the value of TQUEUE and WQUEUE, the 4-day waiting 
time constraint seems to be better in comparison to 
the other waiting time limits. This result points 
out the importance of a proper waiting time limit on 
the system performance. 

CONCLUSIONS 

Presented in this paper were the results of a series 
of simulation experiments. The experiments were con
ducted to determine superior repair policies and 
test the sensitivity of repair policies with varied 
system conditions. From this study, it is concluded 
that 

1. The performance of transit maintenance can be 
dramatically improved with the use of systematic re
pair scheduling rules. 

2. The performance of transit maintenance varies 
widely with different repair scheduling policies. 

3. Specific repair policies for scheduling are 
almost always superior regardless of the values of 
the system parameters. 

4. The importance of efficient scheduling is in
creased when labor resources are constrained. 
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FIGURE 4 System performance (TQUEUE) of different repair policies. 

5. Capital cost savings through reduction in 
spare buses can be accomplished at the expense of 
increased maintenance labor costs. 

6. By assigning a higher priority to those 
failed buses that have waited for repairs more than 
the maximum waiting time, the system performance can 
be significantly improved. 

RECOMMENDATIONS 

Reconunendations were derived for two subjects. The 
first involves transit industry policy designed to 
regulate the management of bus fleets (e.g., spare 
factor limits, maintenance standards, and age re
quirements for vehicle replacement). The second 
level deals with the future use of simulation analy
sis to study bus fleet management issues. 

Policy Recommendations 

In 1981 UMTA attempted to develop standard policy 
guidelines for transit maintenance (~). However, 
this effort was finally abandoned because of a lack 
of agreement on universally acceptable standards. 
The important point that UMTA' s experience illus
trates is the inability to prescribe specific sets 
of blanket minimum standards that are applicable and 
acceptable under all circumstances. 

Experiments conducted in this study found that 
the superiority of specific scheduling policies is 
universal to all conditions. This finding is another 

demonstration that tested management methods (e.g., 
scheduling policies and other techniques) are 
universally applicable. This suggests that, if some 
assurance of proper maintenance is required, transit 
agencies should be advised by UMTA to institute 
proven management methods (e.g., repair scheduling 
techniques and other management techniques) instead 
of adopting blanket standards (e.g., minimum spare 
ratio requirements). Through the use of proven fleet 
management methods, the transit system's management 
has the flexibility to efficiently adjust their 
maintenance procedures to fit their own circum
stances (e.g., fleet age, vehicle mix, duty cycle, 
labor wage rates, and terrain). On the other hand, 
blanket m1n1mum requirements leave no room for 
flexibility. 

Methodology Issues 

As outlined earlier in the paper, the simulation 
methodology utilized in this study has the drawback 
of including only a limited number of events. This 
is an inherent problem in any simulation model that 
utilizes probability distributions to generate event 
occurrences. There are simply too many events to be 
able to economically derive probability distribu
tions for each one. This necessitates using a lim
ited subset of the possible events in the model. 
Simulation studies that use only a fraction of the 
system's activities in the analysis are generally 
appropriate for policy studies, but such simulations 
are of limited value to the study of operational is-
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FlGURE 5 System performance (WQUEUE) of different repair policies. 

TABLE 9 System Performance for Waiting Time Limit 

Waiting Time 
(days) TSYS OTIME TQUEUE WQUEUE 

2 16.96 18.32 232.2 223.8 
3 17.29 18.32 226.7 217.3 
4 17.27 18.32 224.7 215.1 
5 19.91 18.32 232.2 222.9 
10 18.45 18.32 229.8 220.3 

Note: The total resource for this run during peak was 100 hr per day and the 
tota1 resource for this run during ofrpeak was 75 hr per day. 

sues. Operational issues require that the analysis 
provide information on the strengths of relation
ships with a high degree of confidence in the re
sults. 

A possible alternative to the use of a probabil
ity distribution-driven simulation model is the use 
of a trace-driven simulation model (22). A trace
dr iven model does not generate a stream of events 
from distributions. It uses a stream of historical 
events to drive the simulation. In other words, a 
simulated bus fleet assumes events in the same order 
that they were experienced by an operational fleet 
o f buses. Ther e f o r e, a ll events that occurred in the 
period during which the data were collected are 
included in the simulated stream of events. Through 

the use of a trace-driven simulation, detailed anal
ysis could be conducted of specific operational 
issues. However, whether future researchers use 
trace-driven simulation or some other approach, and 
before any detailed analysis can be conducted, 
richer and more complete data sets than those cur
rently in existence must be made available to re
searchers. 
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Discussion 

Peter Wood* 

Early last year, as in prior years, I had the oppor
tunity to review two papers that were submitted for 
presentation at the Transportation Research Board's 
Annual Meeting. Both related to simulations of main
tenance strategies. As usual, both papers were well 
written, scientifically sound, and included exten
sive bibliographies. 

Some quotes from these papers follow. In the 
paper "Effectiveness of Improved Repair Scheduling 
in the Performance of Bus Transit Maintenance," the 
authors wrote "Maintenance workers are interchange
able and can perform all the repairs made at the 
central facility • • • all buses are the same 
model ••• maintenance equipment and tools are 
always available." In the paper "Exploring the Mul
tiple Factor Concept for Bus Maintenance using Sim
ulation" (elsewhere in this Record), the authors 
wrote "The fleet is brand new ••• the maintenance 
manager must promulgate different PM interval guide-
1 ines for each of the garages." 

Simplistic assumptions and unrealistic procedures 
such as these characterize virtually all the papers 
on this subject that I have reviewed over the past 
few years. This is unfortunate, because many of them 
contain useful ideas that, if implemented, could 
lead to some improvements in efficiency. However, 
when a paper based on artificial restraints, hypo
thetical data, and broad assumptions states that: 
"From this study it is concluded that the perfor
mance of transit maintenance can be dramatically im
proved • • • " it is not surprising that the transit 
industry dismisses it as yet another paper produced 
by an academic with no knowledge of the real world. 

What can be done to make this work more useful, 
more usable, and, most important, more acceptable? 
First, let me state some assumptions of my own: 

1. Data are, and always will be, inaccurate, in
complete, and out of date, 

2. We should concentrate more on decision sup
port tools and less on optimization under steady
state conditions, and 

3. Any program, however good, that increases the 
workload of the maintenance manager, is likely to be 
ignored. 

I will examine each of the assumptions in turn. 
First, I will consider data. Typical of the comments 
that appear in papers are: "Data are not presently 
available ••• not viewed as particularly meaning
ful • • • if reliable data could be collected the 

*The MITRE Corporation, 1820 Dolley Madison Boule
vard, McLean, Virginia 22101. 
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concept would have significant merit • • • the re
sults were misleading because the data were incon
sistent.• Similar statements have been made. 

And yet, one model calls for "failure distribu
tions by component, preventive replacement times by 
component, emergency replacement times by component, 
probability of bus-accident upon in-service failure 
of component, costs of and times for replacement, 
average costs of replacement, average cost of an ac
cident, and bus preparation costs." Even if these 
data were provided, would anyone be prepared to 
guarantee their accuracy? In the remarks of British 
economist Sir Josiah Stamp (1880-1941), "The gov
ernment is very keen on amassing statistics. They 
collect them, add them, raise them to the nth power, 
take the cube root and prepare wonderful diagrams. 
But you must never forget that every one of these 
figures comes in the first instance from the village 
watchman, who puts down what he damn well pleases." 

It should not be believed that a 10 or even a 1 
percent improvement in efficiency can be achieved if 
this is dependent on the generous availability of 
accurate data. Models should be designed using in
dustry averages, modified where appropriate by local 
estimates, and refined whenever possible by vali
dated data. These are the first steps toward util
ity. 

Now to the second point. Most work on maintenance 
modeling today is based on maximizing efficiency in 
a steady-state environment. We have a given number 
of buses, a certain number of miles operated, compo
nent failures occurring at statistically established 
intervals, preventative maintenance performed at 
specified times, and so forth. A common objective is 
to minimize the maintenance cost per vehicle mile. 
If a more sophisticated model is being dealt with, 
an element will be included that relates to road 
calls (it is undesirable to run buses until they 
break down) and spares ratio (it is undesirable to 
concentrate on simple repairs only) • 

But how should the situation be handled where, 
for example, an attempt is being made to service and 
repair all the air conditioning equipment before the 
start of the summer? Or where a new fleet of buses 
is being introduced and several of the key mechanics 
are placed at the manufacturer's plant? What about 
the staff to handle the inevitable high level of 
initial failures? Because these are warranty 
repairs, they do not affect costs, but they 
certainly affect labor availability. The situation 
is even worse when a new bus design is introduced. 
And yet, these are real-world problems that a 
maintenance manager has to face. They are precisely 
the kind of problems that could usefully be handled 
through a simulation. 

There is a class of software systems now being 
introduced under the general heading of "decision 
support systems." These are not intended to replace 
the manager, but to provide him with information on 
which he can make informed decisions by providing a 
range of acceptable alternatives, together with the 
advantages and disadvantages of each. In contrast to 
management information systems, which report the re
sults of previous actions, decision support systems 
attempt to predict the results of future ones. They 
allow the manager to say "What if ••• ?" and look 
at the results. 

A simulation that, for example, aids in resource 
allocation (such as labor) is based on the data that 
are regularly available, takes into consider a- tion 
the constraints that exist within a specific system, 
and allows the user to choose from a range of 
alternatives, is precisely the type of mainte- nance 
simulation that would be useful. 

Such a system would satisfy my third assumption: 
It should be configured to minimize the demands on 
the user--for example, through the use of graphics 
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and menus, and by requiring inputs to be of the sim
ple "yes/no" var iety--and to provide an explanation 
facility so that the user understands why a particu
lar answer has been given. 

such a simulation could provide answers to ques
tions such as "Which buses should be worked on so 
that the maximum number will be available for a spe
cial event?" "How should the work be scheduled dur
ing the period when two of my key employees will be 
at the manufacturer's plant inspecting the new bus 
order?" and "The level of service is being reduced 
by 10 percenti by how much can my maintenance costs 
be reduced?" Note that all of these are dynamic con
ditions, not the static conditions that have been 
assumed for most simulations. 

How can such a simulation be worked toward? By 
concentrating on researching how a maintenance de
partment is managed, rather than on how it is oper
ated. An essential first step would be to establish 
the decisions that are being made by the maintenance 
manager in his day-to-day operational role. What are 
the steps that he takes in reaching these decisions? 
What information does he need? What information 
would make the decision-making process easier? Based 
on this information, the requirements of the simula
tion that would answer the maintenance manager's 
needs could then be examined. I have no doubt that 
such a simulation would be both useful and accepted, 
for at least four reasons: 

1. Most decision making could be improved if 
more time were available to analyze the alterna
tives. An effective simulation would present a 
greater range of alternatives to the manager, to
gether with an analysis of the impact of each. 

2. The simulation capability would provide for 
improved decision making at abnormal times (e.g., if 
a type of bus developed a defect that required that 
all buses of that type be removed from service) • 

3. The manager could spend less time planning 
and more time managing, and 

4. The simulation would be a valuable training 
tool, allowing a new or potential manager to assess 
the impact of various decisions "off line." 

I have tried to provide some suggestions about how 
the many valuable ideas that these papers (on bus PM 
systems) contain can actually be "reduced to prac
tice." I believe that this can be achieved easily by 
concentrating less on scientific abstractions, and 
dealing more with practical realities. 

Authors' Closure 

Although it is apparent that Wood's comments are di
rected at a number of papers and not just the 
authors' paper (Effectiveness of Improved Repair 
Scheduling in the Performance of Bus Transit Main
tenance), it is perhaps fitting that the authors 
should respond to wood's comments. In past years, 
the authors have written many of the papers to which 
Wood is referring. 

From wood's comments, two responses come to mind. 
First, Wood has articulately outlined responses the 
authors have received from many practitioners re
garding their work. Indeed, practitioners have 
tended to view the authors' work as "yet another 
paper produced by an academic with no knowledge of 
the real world." However, the authors believe that 
Wood and other practitioners should not summarily 
dismiss academic studies solely because they are 
constrained by simplifying assumptions that fail to 
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entirely duplicate real-world situations. Academics 
may be in an "ivory tower," but, from this perspec
tive, they can perhaps "see the forest" while prac
titioners get distracted by the "trees" of assump
tions. 

Second, wood's recommendation regarding the de
velopment of dynamic computer modeling tools that 
can be directly applied to day-to-day maintenance 
problems is sound. In fact, in two previous papers, 
the authors reached the same conclusion and sug
gested approaches for the development and use of 
such systems (_!,l). However, there are many reasons 
why such models have not been developed and, on 
closer inspection of the state of the practice of 
bus maintenance management, the authors believe that 
such models may not even be warranted. 

MAINTENANCE MANAGEMENT DECISION SUPPORT SIMULATIONS 

Wood is correct in asserting that the lack of qual
ity data is a common scapegoat for the lack of com
puterized simulations of maintenance management 
decisions. However, lack of data is not the only 
problem. It has been the authors' impression that 
transit maintenance managers do not value these 
tools or recognize the need for the research needed 
to develop them. All too often, this is because 
transit maintenance managers attained their posi
tions because of their experience and knowledge of 
maintenance, not because of their formal (or in
formal) training in management. 

Transit maintenance managers, like all other man
agers, should be managers first. Only when mainte
nance management is raised to the same level of pro
fessionalism as other transportation system managers 
(e.g., transportation engineers, planners, and ac
countants) will the need for better management 
support systems be recognized. Because there is no 
perceived need, there is no pressure for the devel
opment of more sophisticated tools. Without such 
pressure, there will be little funding for the de
velopment of maintenance management decision support 
tools. Without dramatically increased levels of 
funding, it is unlikely that useful decision support 
systems will be developed. 

It seems realistic, however, to believe that the 
modest funding that may be available could support 
the research required to develop static management 
principles to direct decision making under a number 
of significant "real-world" situations. To illus
trate the value of applying sound management princi
ples to maintenance management, consider the San 
Juan Metropolitan Bus Authority, which, 10 years 
ago, was troubled by having too many of its buses 
tied up in the maintenance shop. Even though they 
had a spare ratio of almost SO percent, some runs 
were missed because of the unavailability of buses 
(~). Management asked an academic industrial engi
neer, who was not a bus maintenance expert, how to 
increase the vehicle flow through the maintenance 
shop. He drew on scheduling-sequencing theory, which 
has proved that the flow through a simple system is 
maximized when the backlogged jobs that require the 
shortest time are done first (4). Therefore, he ad
vised that when the shop superVlsor assigns a job to 
a mechanic from the maintenance backlog, the job 
that appears to require the least time to repair 
should always be selected. The shop supervisors of 
the San Juan Metropolitan Bus Authority followed 
this simple management principle and within 3 
months, bus unavailability was decreased by nearly 
SO percent. 

Given that conditions in a bus maintenance system 
are subject to dynamic change, maintenance manage
ment is probably better equipped if they have simple 
management principles for instant application to 
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day-to-day decisions rather than a cumbersome, data
intensive computer simulation model. 

THE "IVORY TOWER" SYNDROME 

At the 1986 Annual Meeting of the Transportation Re
search Board, two bus maintenance simulation papers 
were presented that were apparently reviewed by Wood. 
One paper, by List, Satish, and Lowen (elsewhere in 
this Record), sought to show that it is important to 
use other variables besides mileage (e.g., hours of 
bus use and the duty cycle) to trigger the need to 
conduct preventive maintenance. The other paper was 
the authors', which sought to show that is is impor
tant to rationally sequence the order of processing 
maintenance work through a maintenance facility. Both 
papers resulted in findings that seem obvious: (a) 
maintenance managers should consider service attr i
butes other than the mileage traveled when deciding 
on preventive maintenance intervals, and (b) they can 
improve the flow of bus repairs through the mainte
nance facility if they sequence repairs with regard 
to the length of time required to make a repair. 

The significance of these papers is that they 
confirmed their findings through the use of computer 
simulations that are dramatically less expensive and 
time consuming than experiments with an actual main
tenance system. During the simulation experiments, 
the researchers made simplifying assumptions to al
low the work to fit within the meager resources al
lotted to them (both studies originated through the 
modeling work of a graduate student completing a 
thesis). Both made assumptions which, as Wood noted, 
do not reflect actual bus maintenance operations. 
However, both papers had useful findings that can be 
converted to sound maintenance management princi
ples. It would be unfortunate if practitioners ig
nored these principles only because they were based 
on work that made simplifying assumptions. They 
would then fail to see the forest because of over
concern with suspect details (the "trees"). 

CONCLUSIONS 

Wood's and the authors' arguments may be moot, how
ever. Given the current austere conditions for fund
ing of academic research on transit maintenance man
agement issues, it is likely that there will be 
little research to create any sort of simulation of 
bus maintenance systems. However, the authors be
lieve that if there is any funding available in the 
area of bus maintenance research, it would be more 
fruitful to examine the relationship between manage
ment actions and system performance. From such ex
aminations, the researchers could recommend manage
ment principles that appear to improve performance. 
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