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Federal Operating Assistance for Urban Mass Transit: 

Assessing a Decade of Experience 
DON H. PICKRELL 

ABSTRACT 

Reviewed are developments in the U.S. urban transit industry during the period 
of federal government operating assistance (1975 to 1984). The financial and 
operating performance of the nation's transit industry during this period is 
compared with that during the prior decade (1965 to 1974), when only local and 
a few state governments provided operating assistance. In addition, estimates 
are reported of how the $7.6 billion in federal operating assistance disbursed 
during this period has been utilized by U.S. transit operators. Case studies of 
transit operators serving 13 urban areas in the United States are also used to 
explore variation in transit system operating and financial performance during 
the period of the federal assistance program. Drawing on the findings from these 
analyses, the paper concludes with an evaluation of the program's continued 
desirability as a major element of federal urban transportation policy, and two 
specific proposals for its reform are introduced. 

For more than two decades, local government agencies 
across the United States have offered direct fi
nancial assistance to transit operators serving 
their citizens, and some have offered less visible 
subsidies for considerably longer. Most states also 
assist public transit operators indirectly (by 
exempting them from certain taxes and fees), and 
several adopted direct subsidy programs beginning as 
early as 1970. Between 1965--when total fare revenues 
collected by all U.S. urban transit operators first 
failed to cover their aggregate operating expenses-
and 1975, state and local governments throughout the 
nation provided nearly $3 billion to underwrite 
transit operators' escalating deficits (_!). The rapid 
growth of government assistance during this period 
was accompanied by widespread takeover of transit 
system assets and operations by local government 
agencies; thus, by the time the federal government 
first offered operating assistance in 1975, cities 
and public authorities already owned and operated 85 
percent of all urban transit vehicles and service in 
the United States, and carried 90 percent of the 
nations's transit passengers (2). 

Compared with local and st;te government involve
ment, the federal role in transit operating assis
tance developed more recently, and has always been 
more controversial. Many members of Congress origi
nally advocated federal operating assistance as an 
emergency measure that was necessary to support 
transit operators temporarily, while they invested 
in major capital improvements (which were already 
eligible for federal funding) designed to reduce 
operating costs and bring increasing deficits under 
control. [See, for example, Senator Williams' state
ment reported by UMTA (2_,p.II-12) .] Widespread pub
lic reaction to the 1973 Organization of Petroleum 
Exporting Countries (OPEC) oil embargo swelled their 
ranks with new advocates of long-term federal in
volvement, who asserted that federal subsidies to 
finance additional transit service and lower fares 
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would reduce energy consumption in urban transporta
tion by attracting new transit riders from those 
currently commuting by automobiles. Unfortunately, 
this was based on a misleadingly simple comparison 
of energy consumption rates for singly occupied 
automobiles and heavily loaded transit vehicles in 
line-haul service, which dramatically overstated 
potential energy savings from increased use of tran
sit under more realistic urban travel conditions 
(4). There was also little evidence that local and 
state subsidies had stemmed the shift to automobile 
travel in the nation's uiban areas. 

Another rationale for federal involvement was the 
widespread belief that transit service could not be 
reduced in proportion to declining ridership so that 
deficits would inevitably increase in the absence of 
government subsidies to stabilize fares. Still an
other rationale was the widely assumed importance of 
transit service in maintaining the vitality of the 
nation's downtown areas. (See, for example, Senator 
Javitts statement in 1974 U.S. Congress joint con
ference cornmi ttee hearings, p. 2.) There is an im
plicit connotation that transit is an industry char
acterized by substantial fixed costs, in which 
declining levels of ridership inevitably proauce 
increasing deficits. Nevertheless, the number of 
nationwide vehicle-miles of transit service was re
duced nearly 40 percent between 1950 and 1970 (~, 

p.58, Table 13). For a typical assertion of the 
importance of transit service to urban areas, see 
the statement by Representative Rostenkowski (.§_, 
p.32787). Unfortunately, this view failed to 
recognize that the decline of U.S. central cities 
was fostered by many of the same forces that 
produced declining transit ridership, principally 
r is1ng personal incomes and the relocation of 
employment from central city to suburban areas as 
production technologies and the composition of the 
nation's economic output changed. 

Despite their generally undocumented empirical 
validity, these arguments proved to be pivotal ap
peals: Congress authorized operating assistance under 
the UMTA Section 5 program beginning in 1975, citing 
" ... the need to provide public subsidies to cover 
operating deficits in order to preserve adequate 
transit service at reasonable fares" (1_,p.448). 
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Assistance payments increased rapidly under the 
new program, but within 2 years both Congressional 
advocates and recipients of federal assistance were 
already decrying its funding level as " ..• insuf
ficient to permit responsible federal participation" 
(8,p.15). Assistance payments had already reached 
nearly $600 million in 1977, but their efforts raised 
the level of subsidies to nearly $1.1 billion by 
1980. Under intense pressure from the new adminis
tration, Section 5 grants were reduced to about $900 
million by 1983; beginning the next year, operating 
assistance was combined with formula capital grants 
under the newly created UMTA Section 9 program, with 
operating subsidies representing about $860 million 
of the $2.4 billion in total assistance distributed 
during the first year of the new program (5,9-13). 

Thus, as reported in Table 1, cumulative federal 
operating assistance payments through 1984 totaled 
more than $7. 5 billion, equivalent to about $9. 7 
billion in 1984 dollars after adjusting to reflect 
the greater purchasing power of earlier years' pay
ments. 

TABLE 1 Government Operating Assistance Payments to U.S. 
Urban Transit Systems (1965-1984) (1,5,9) 

State and Local 
Governments 

Actual 1984 
Dollars Dollars 

Year (000,000) (000,000) 

1965 9.6 29.0 
1966 35.2 103.1 
1967 63.2 179.6 
1968 152.0 413.9 
1969 208.0 538.0 
1970 231.0 567.0 
1971 310.0 724.4 
1972 333.8 748.9 
1973 536.8 I, 139.3 
1974 1,048.6 2,043.8 
1975 1, 146.6 2,046.4 
1976 1,299.5 2,203.6 
1977 1,393.1 2,232.4 
1978 1,610.9 2,402.9 
1979 2, 178.2 2,990.5 
1980 2,651.7 3,334.6 
1981 2,953.8 3 387 .9 
1982 J,526.8 3,814.9 
1983 4,545.6 ~ 7':JJ,' -,,,_,._,,..., 

1984 4,895.2 4,895.2 
Cumulative totals 

1965-1984 29, 129.6 38,531.9 
1975-1984 26,201.4 32,044.9 

Federal Government 

Actual 
Dollars 
(000,000) 

301.8 
422.9 
584.5 
689.5 
855.8 

1,064.6 
999.1 
922.9 
887.2 
860.1 

7,588.4 
7,588.4 

1984 
Dollars 
(000,000) 

538.6 
717.1 
936.6 

1,028.5 
1,175.0 
1,339.0 
1,145.9 

998.3 
924.5 
860.1 

9,663.6 
9,663.6 

It is difficult to establish whether escalating 
federal involvement displaced assistance that might 
otherwise have been provided by state or local 
governments during this period because the subsidy 
levels they would have offered in the absence of 
federal intervention cannot be reliably estimated. 
After adjusting for inflation, combined state and 
local operating assistance increased by 260 percent 
between 1970 and 1975, almost exactly twice the per
centage growth in state and local assistance that 
occurred during the period of increased federal sub
sidies (1975 to 1984). However, this comparison does 
not ncccoourily ouggeot that federal participation 
displaced state and local subsidy effort because the 
dollar increase in inflation-adjusted state and local 
government operating assistance during the years 
coinciding with the UMTA Section 5 program (almost 
$2.7 billion when measured in 1984 dollars) was con
siderably larger than its growth from 1970 to 1975 
(about $1.5 billion in 1984 dollars). 
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The data in Table 1 indicate that combined state 
and local operating assistance continued to increase 
rapidly during the period of increasing federal in
volvement--amounting to more than $26 billion since 
1975, more than three times the federal contribu
tion--so there is no immediate suggestion that fed
eral participation displaced assistance by lower 
levels of government. Nevertheless, federal assis
tance has been substantial, and the debate over its 
future should include an assessment of how it has 
affected transit operators, as well as how effec
tively the program has accomplished its original 
objectives. 

TRANSIT INDUSTRY PERFORMANCE BEFORE AND 
DURING FEDERAL ASSISTANCE 

Table 2 give a comparison of changes in several im
portant measures of transit industry performance for 
two recent periods: (a) the years from 1965, when 
total fare revenues first failed to cover its aggre
gate operating expen11e.s, to 1974, the year before 
federal assistance began; and (b) 1975 to 1984, the 
period of federal participation. Changes in perfor
mance during the latter period are subdivided into 
those occurring while federal operating assistance 
under the UMTA Section 5 program was increasing (1975 
to 1980), and the subsequent period (1980 to 1984) 
of decreasing federal support. 

Between 1965 and 1974, local government agencies 
in the nation's cities were the primary source of 
transit operating assistance (many of them actually 
took over ownership and operation of urban transit 
companies during this time); although several states 
began direct transit subsidy programs during this 
period, most financial assistance was provided at 
the local level. Between 1975 and 1980, subsidy pay
ments by all levels of government increased extremely 
rapidly, but after 1980 assistance by state and local 
governments continued to increase rapidly while fed
eral subsidies declined. 

As indicated by the data in Table 2, changes in 
many measures of transit industry performance during 
these two periods were closely comparable, including 
changes in two basic measures affecting transit labor 
costs: compensation and service produced per worker. 
Annual compensation per employee (which consists of 
wages plus the estimated value of employer-provided 
fringe benefits) increased 93 percent between 1965 
and 1974, and by another 104 percent during the fed
eral assistance period, as the data in the table 
indicate. 

However, these increases are very different when 
expreoocd in conotunt dolluro becuuse of the major 
inflationary shock dealt the U.S. economy by the OPEC 
oil price increase during the 1979-to-1980 period. 
Real compensation levels received by transit workers 
even decreased from 1975 to 1980, although this oc
curred throughout the U.S. economy, and their rapid 
growth resumed during the 1980-to-1984 period. 
Clearly, the pattern of generous nominal wage and 
fringe benefit increases established during the era 
of predominantly local subsidy of the nation's tran
sit industry continued throughout the era of federal 
participation, as did the industry's historical de
cline in labor productivity. The major difference 
between the two periods appears to be that the con
tinuing gains iu L1 c111o;l L wu1 kt!Lo' uumJ,>t!llod Llun were 
temporarily offset by the rapid inflation that pre
vailed during the 1978-to-1980 period. 

The data in Table 2 also indicate that the per
cent increases in actual expenses per vehicle-mile 
of transit service operated were almost identical 
for the periods 1965 to 1974 and 1975 to 1984. Again, 
rapid price inflation during the latter period meant 
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TABLE 2 Transit Industry Performance Under Changing Mixes of Operating 
Assistance from Local, State, and Federal Government 

Percent Change During Periods: 

Performance Measure l 965-1974 1975-1984 1975-1980 1980-1984 

Compensation per employee 
Actual dollars 93 
Adjusted for inflation 54 

Service produced per employee - 10 
Expense per vehicle-mile 

Actual dollars 135 
Adjusted for inflation 87 

Vehicle-miles of service -5 
Passengers carried per vehicle-mile 

of service -21 
Expense per passenger 

Actual dollars 171 
Adjusted for inflation 73 

Average fare paid 
Actual dollars SJ 
Adjusted for inflation 20 

that the real increase in unit operating costs during 
the federal subsidy era was only about one-third as 
large as that experienced during the previous decade; 
however, this difference is also largely attributable 
to the wave of inflation caused by the 1979-1980 oil 
pr ice shock. The increase in petroleum pr ices in
creased transit operating expenses as well, but it 
was responsible for only about one-tenth of the 132 
percent increase in expenses per vehicle-mile of 
service between 1975 and 1984 that was reported in 
Table 2. Further, the data in the table suggest that 
with the return to more modest inflation rates during 
the period of declining federal assistance (1980 to 
1984), real expenses per vehicle-mile actually in
creased considerably faster than during the previous 
years when federal operating subsidies increased 
rapidly. 

The data in Table 2 indicate that the number of 
passengers carried per vehicle-mile of transit ser
vice declined sharply during the years preceding 
federal operating subsidies, but actually increased 
somewhat during the years when federal subsidies 
increased rapidly. Because the historical decline in 
utilization was temporarily reversed, operating ex
penses per passenger carried by the nation's transit 
systems increased much less during the period of 
federal assistance than during the previous decade, 
particularly when measured in real terms for the 
1975-to-1980 period of rapid inflation. Again, how
ever, the more recent period of declining federal 
assistance indicates a return to increasing real 
operating expenses per passenger, as rapid growth in 
vehicle operating costs resumed and the 1975-to-1980 
improvement in transit utilization proved to be 
short-lived. 

Finally, the data in Table 2 indicate that aggre
gate transit service to the nation's cities declined 
slowly during the decade of local takeover and sub
sidy of the nation's transit industry, but that ser
vice increased modestly during the period of federal 
involvement. The pattern of changes in fare levels 
throughout the period covered by the table suggests 
that some of the rapid increase in assistance levels 
was used to avoid raising fares to match the rapid 
pace of growth in operating expenses. 

Much of the temporary improvement in transit 
utilization during the 1975-to-1980 period probably 
represents travelers' response to the sharp decline 
in inflation-adjusted fares (and the parallel rise 
in gasoline prices), just as the 1965-to-1974 and 
1980-to-1984 decreases in utilization no doubt oc
curred partly because even the extensive substitution 
of subsidies for farebox financing of operating costs 

104 31 56 
14 -8 24 
-7 -11 5 

132 58 47 
30 11 17 
8 5 3 

8 9 - 1 

115 46 48 
20 3 17 

55 20 29 
-13 -15 3 

was insufficient to prevent some increase in real 
fare levels. Thus, al though federal subsidies had 
little visible effect on the transit industry's 
operating cost performance, the increasing federal 
assistance levels of the 1975-to-1980 period--in 
combination with similarly rapid growth in state and 
local operating subsidies--did temporarily reverse 
the historical trends of declining service, higher 
real fares, and declining transit ridership; however, 
these developments proved both costly and short
lived. 

WHAT HAS FEDERAL OPERATING ASSISTANCE ACCOMPLISHED? 

Although there appears to be little evidence that 
federal operating assistance aggravated the histori
cal declines in transit operating and financial per
formance, their persistence throughout the period of 
federal involvement clearly compromised its effec
tiveness in promoting its advocates' original goals 
of expanding transit service, reducing fares, and 
increasing ridership. (Again, it is virtually impos
sible to distinguish how federal subsidies have been 
spent from the ways in which other government assis
tance has been used, and the following analysis does 
not attempt to identify separate effects of assis
tance received from different levels of government.) 

Most important, rising prices for labor and 
fuel--the primary inputs used to provide transit 
service--produced rapid escalation in expenses for 
providing the same level of transit service that wa s 
operated before the federal program began. Expenses 
for labor and fuel together accounted for 84 percent 
of the operating expenses incurred by the U.S. tran
sit industry during 1983 (13, p.2-4, Table 2.07). 
These higher expenses absorbed much of the expansion 
in transit operators' budgets that was made possible 
by federal assistance payments, leaving surprisingly 
little of their growing total available to finan,ce 
new service or reduce fares. In addition, the types 
of new service and the specific fare reductions that 
were implemented by using the remaining assistance 
produced disappointingly small gains in transit 
ridership in many urban areas. 

Table 3 gives specific estimates of how operating 
assistance payments by all levels of government dur
ing the period of federal involvement were utilized 
by the nation's urban transit industry. These esti
mates were constructed by allocating the increased 
expenditures by all U.S. transit operators between 
1975 and 1984 that were financed by growing govern
ment assistance among three categories: (a) increased 
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TABLE 3 Sources and Uses of Increased Government Operating 
Assistance Payments During the Period of Federal Participation 
(1975-1984) 

Sources of increased operating assistance8 

Federal assistance 
New state and local assistance 

Total sources 
Uses of increased operating assistance 

Higher costs for existing service: 
Labor expenses 
Energy costs 
Other expenses 

Total 
Exp0nses for new service 
Replace lost fare revenueb 
Remaining for future expenses 

Total, all uses 

Increase in ridership (billions of trips) 

Cumulative 
Total, 
1975-1984 
(billions of 
1984 dollars) 

9.7 
11.6 

21.3 

6.6 
1.5 
0.9 

9.0 
5.5 
5.1 
1.7 

21.3 

4.9 

Percent of 
1975-1984 
Cumulative 
Total 

46 
54 

100 

31 
7 
4 

42 
26 
24 

8 

100 

9 

aCumuJative increase in yearly operating assistance payments above their level in 1974, 
the year before federal assistance began. 

bNet of fare revenue contributed by new riders. 

costs for operating the level of service that existed 
before the federal assistance programi (b) expenses 
for operating new service added during the period of 
federal involvementi and (c) outlays necessary to 
compensate for reduced farebox coverage of operating 
expenses. For a detailed description of the methods 
used to construct these estimates, see Pickrell (16, 
pp.282-285). Increased costs for operating the orig
inal service level were further apportioned among 
additional expenses for labor, energy, and miscel
laneous other inputs. 

The outlays necessary to compensate for reduced 
farebox effort are equal to the decline in revenue 
from continuing riders when fares were reduced, less 
any new revenue generated by ridership increases 
that occurred in response to such fare cuts. The 
revenue loss stemming from ridership declines that 
occurred in response to changes in market demand for 
transit service during this period was also included 
in this category of increased outlays, although the 
amount was small. Finally, any new government assis
tance during this period that was not matched by 
increased expenditures for one of these purposes (or 
reqni red to meet previous years' unfunded expenses) 
was classified as remaining available for future 
expenses. 

The data in Table 3 indicate that since 1975, 46 
percent of the new transit assistance has been con
tributed by the federal program, with the remaining 
54 percent representing payments by local and state 
agencies above the combined level they provided be
fore the federal program began. Of this total, 42 
percent--or about $9 billion in 1984 dollars--was 
used to meet higher costs for providing the same 
level of service that was operated before the pro
gram began. In turn, nearly three-quarters of this 
amount ($6.6 billion) was used to meet increased 
labor expeneee for euppl ying transit servic:~. A 
relatively small proportion of the increase in 
government assistance (7 percent, or about $1.5 bil
lion) was necessary to compensate for higher energy 
costs, despite the common assertion that rising 
energy prices were a major source of increasing 
transit expenses during this periodi higher payments 
for maintenance supplies, insurance, and various 
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other inputs were responsible for the remaining in
crease (less than $1 billion) in expenses. 

Because these escalating costs absorbed so much 
of the increased government assistance offered after 
1974, only about one-half remained to further the 
goals of the federal subsidy program. As the data in 
Table 3 indicate, only about 26 percent of new 
government assistance received by U.S. transit sys
tems between 1975 and 1984 ($5. 5 billion) was ac
tually used to meet expenses for operating the modest 
amount of new transit service that was added after 
federal operating subsidies were first offered. An
other 24 percent ($5.1 billion) of the increase in 
operating assistance during this period was used to 
allow farebox coverage of operating expenditures to 
be reduced. Most of this in effect compensated for 
the fact that while per-passenger expenses more than 
doubled during the period of the federal program, 
typical transit fares were raised by only about one
half (as the data in Table 2 indicated). This number 
also includes the effect on farebox revenue of de
clining demand for transit service in the nation's 
urban areas, which continued to reduce the number of 
transit trips that would be made at any specific 
fare level during this period. 

Thus during the entire period of federal partici
pation in transit operating assistance, only about 
$10.7 billion of the $21.3 billion in increased 
government assistance (that is, subsidies above the 
level already provided by states and localities be
fore federal participation began) was actually used 
to further the goals of adequate transit service at 
reasonable fares. The remaining 8 percent of the 
increased assistance payments made during this pe
riod (nearly $1.7 billion in 1984 dollars) was not 
matched by either previous unmet obligations or new 
expenditures by transit operators, and was thus ap
parently retained by its recipients to meet future 
expenses. However, this aggregate figure no doubt 
obscures considerable variation in the situations 
confronting individual transit operators: some were 
probably unable to meet all of their current expenses 
during certain years, whereas others may have ac
cumulated significant amounts that remain available 
to meet future expenses. 

As the data in Table 3 indicate, the effects on 
nationwide transit ridership of the service increases 
and fare reductions that were financed by increased 
government operating support \·lere apparently modest. 
About 4.9 billion more transit trips were made during 
the period from 1975 to 1984 than would have been 
made if ridership remained at its level before the 
advent of the federal operating assistance program, 
representing only about a 9 percent increase in 
transit usage. 'l'his ridership gain was estimated by 
assuming that in the absence of an increase in 
government subsidies after 1974, ridership in each 
of the years between 1975 and 1984 would have re
mained at its (lower) 1974 level, rather than con
tinuing on the slight upward trend that began in 
1973. If the 1972-to-1974 upward trend is used to 
estimate ridership from 1975 to 1984 in the absence 
of increasing subsidy levels, the resulting cumula
tive increase in ridership from 1975 to 1984 is 
reduced to about 1.3 billion trips, or about 2 per
cent. Thus the amount of new assistance actually used 
to improve service and reduce fares to $9.00 per new 
rider (measured in 1984 dollars) is increased, of 
which $J.oU represents tederal assistance. 

Even this relatively modest increase cannot be 
attributed entirely to the federal operating assis
tance program because transit subsidies offered by 
state and local government also increased rapidly 
during this period, and rapid escalation in the costs 
of automobile ownership and travel in the nation's 
urban areas probably caused some drivers to switch 
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to transit for certain trips. Still, even assuming 
that growth in public subsidies was responsible for 
all of the additional transit ridership during this 
period and allocating only the fraction of new sub
sidies (50 percent in total) that actually financed 
new service and lower fares, increased government 
operating assistance payments totaled nearly $2. 20 
(when measured in 1984 dollars) for each new transit 
trip that resulted. Slightly more than 45 percent of 
this amount (or almost exactly $1.00) represents 
federal operating assistance, and the remainder con
sists of additional subsidies by state and local 
governments above the combined level they offered 
before the advent of the federal operating assistance 
program. 

Because the growth in transit ridership accom
panying federal involvement in operating assistance 
has been so small, the program's contributions to 
the various other goals originally sought by its 
supporters--such as reducing energy consumption and 
air pollution, or revitalizing downtown areas--must 
also have been modest. This is because achieving 
these indirect objectives requires that operating 
subsidies induce substantial numbers of automobile 
commuters to switch to transit travel, although there 
is still controversy about whether carrying urban 
commuters by conventional mass transit rather than 
other modes actually does save energy or reduce air 
pollution. Regardless of any uncertainty about the 
theoretical effectiveness of transit in promoting 
these goals, the modest ridership gains that accom
panied the federal operating subsidy program cer
tainly mean that it has contributed little toward 
reducing these undesirable by-products of current 
urban travel patterns. 

WHY WAS OPERATING ASSISTANCE SO INEFFECTIVE? 

There are several reasons why government operating 
assistance failed to significantly advance its 
advocates' original goals, and many of these reasons 
should have been foreseeable by transportation 
policymakers and transit operators. Rising labor 
expenses absorbed such a large part of government 
assistance because transit workers' compensation 
levels increased rapidly as assistance levels were 
expanded, while the productivity of transit workers 
continued to decline. As the data in Table 2 indi
cate, annual compensation per transit employee has 
more than doubled since the federal assistance pro
gram began in 1975, while the number of vehicle-miles 
of service operated per full-time transit employee 
has declined nearly 7 percent (despite some recent 
improvement). The costs of living in the nation's 
urban areas escalated rapidly during this period, as 
did workers' compensation levels throughout much of 
the U.S. economy (particularly those received by 
other unionized workers employed in providing local 
government services). Nevertheless, transit workers' 
pay levels increased significantly during the era of 
federal assistance even after adjusting for infla
t ion--increasing 14 percent, as the data in Table 2 
indicated--while average real earnings throughout 
the private sector of the U.S. economy actually de
clined during most of this period. Further, labor 
productivity in many of the nation's other transpor
tation industries, including some faced with the 
same scheduling, maintenance, and administrative 
complexities confronting urban transit operators, 
continued to increased during this period (.ll, Table 
B-38). 

As the data in Table 2 also indicate, utilization 
of transit service by urban residents improved only 
slightly during the period of federal support for 
transit operating costs. Although this did represent 
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a reversal of its prolonged postwar decline, it was 
partly caused by .the decline in inflation-adjusted 
transit fares that accompanied it. Further, its 
magnitude was disappointingly small considering that 
this period was marked by various developments that 
were widely expected to slow--and by some observers, 
even to reverse--the historical decline in demand 
for transit travel, including sharply rising costs 
for owning and operating automobiles, a slower pace 
of population and employment suburbanization, and 
decreasing real incomes for many urban households. 

The failure of transit utilization to improve 
significantly appears partly attributable to the 
particular pattern of new transit service that was 
financed by growing operating assistance. Because 
total route mileage over which transit vehicles 
operated increased much more rapidly than did total 
vehicle-miles of service, the average number of 
vehicle-miles of transit service operated per mile 
of route deceased almost 25 percent between 1975 and 
1984. [For more extensive discussion and documenta
tion of these developments, see Pickrell (18).] Thus 
what is probably the most important dimension of 
public transit's usefulness as a means of urban 
transportation--the frequency of service it pro
vides--declined significantly during this period. 
This occurred partly because schedules within the 
densely developed central areas of many U.S. cities, 
the traditional strongholds of transit service and 
ridership, were curtailed. 

At the same time, much of the vehicle mileage 
added during this period represented bus service on 
routes that were newly extended into the expanding 
suburban areas of large cities, or operated by newly 
established public transit systems serving many of 
the nation's smaller urban areas. In both of these 
situations, travel patterns tend to be diffuse, 
whereas automobile ownership is generally widespread; 
thus the resulting demand for transit travel supports 
only infrequent service, most often with very low 
accompanying ridership (18). Because the improvement 
in transit utilization was so modest, increases in 
operating costs per unit of service were translated 
into similar growth in costs per passenger carried 
by the nation's transit systems, which more than 
doubled between 1975 and 1983. 

At the same time, the average fare paid by transit 
passengers increased by only about one-half during 
this period, as the data in Table 2 indicate, so 
that the fraction of transit operators' expenses 
that was covered by passenger fares decreased 
sharply: the average fare actually paid for a tran
sit trip declined from almost 55 percent of the ex
penses imposed by a typical rider during 1975 to 
only 39 percent of those costs by 1984. Combined 
state and local government subsidies increased from 
$0.20 to $0. 71 per transit passenger between 1975 
and 1984, reaching 50 percent of the U.S. industry's 
total revenues during 1984, while federal subsidies 
contributed an additional $0 .15 per passenger--the 
remaining 11 percent of the industry's revenues--by 
1984. 

Yet even this substantial transfer of the burden 
of paying for transit service from users to tax
payers attracted surprisingly few new riders because 
it consisted mainly of widespread conversion to flat 
fare systems and marketing of unlimited-use passes 
to regular commuters. During the first several years 
of the federal subsidy program, many of the nation's 
largest transit operators eliminated premium fares 
or surcharges for trips covering long distances, 
travel during peak commuting hours, and trips re
quiring transfers--all of which were particularly 
costly to carry--in favor of uniform fares and free 
transfers (18, p.117, Table 6.2). More than three
quarters o~U.S. transit systems currently offer 
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weekly or monthly passes that entitle their holders 
to unlimited free rides, but are commonly priced 
below the equivalent of one round trip per weekday 
(19). The primary recipients of these substantial 
fare discounts, regular peak-hour commuters travel
ing long distances, are often those attracted to 
transit by its favorable travel time and service 
level for such trips, which they value particularly 
highly. 

Thus these changes in fare structures usually 
offered particularly large reductions to riders whose 
travel behavior was least sensitive to fare levels, 
who imposed the largest share of transit systems' 
operating expenses, and on whom transit operators' 
resulting loss in farebox revenue was greatest. How
ever, at the same time they often resulted in higher 
fares for many price-sensitive riders because large 
increases in basic fare levels were often necessary 
to maintain minimal farebox coverage of expenses by 
transit operators that eliminated premium fares and 
introduced discount passes. As a consequence, this 
widespread restructuring of fares produced disap
pointingly small ridership gains in most urban areas, 
whereas much of both federal and expanded state and 
local assistance was used simply to fill the growing 
gap between the costs of carrying transit passengers 
and the fare revenues they contributed. 

COMPARING TRANSIT PERFORMANCE AMONG URBAN AREAS 

A number of case studies focusing on transit oper
ators serving individual urban areas were conducted 
to supplement the analysis of industrywide develop
ments in urban transit during the era of federal 
operating assistance. The basic criterion for select
ing case studies was the availability of financial 
and operating data for the transit system (or, in a 
few cases, multiple systems) serving an urban area 
during both 1975 and 1983. Because virtually all 
U.S. urban transit systems reported these data to 
UMTA under its Section 15 reporting requirement dur
ing 1983, this meant that any urban area served by 
an operator (or operators) that voluntarily reported 
these data to a APTA for 1975 could be selected. 
Urban areas with transit systems that did so were 
classified by population and geographic region of 
the nation, from which a sample ot 13--representing 
populations from 150,000 to several million, as well 
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as all of the nation's major geographic regions--was 
selected for detailed study. The urbanized areas 
selected include (in alphabetical order) Buffalo, 
New York; Charleston, West Virginia; Chicago, Illi
nois; Dayton, Ohio; Madison, Wisconsin; Miami, 
Florida; Milwaukee, Wisconsin; Minneapolis-St. Paul, 
Minnesota; New York, New York; northern New Jersey; 
Portland, Oregon; San Diego, California; and 
Syracuse, New York. 

The main reason for conducting these studies was 
to document variation in deficit growth and its 
sources among transit operators serving different 
urban areas. Generally, these case studies revealed 
that the nationwide aggregate estimates of transit 
industry performance and the uses of operating as
sistance reported previously conceal wide variation 
in cost, service, and fare changes, as well as in 
their contributions to rising deficits. In addition, 
the case studies were intended to examine whether 
differences among transit systems in the contribu
tions of specific factors to rising operating def
icits were associated with differences in their 
dependence on federal operating assistance. Table 4 
gives a comparison of changes in unit operating ex
penses, service levels, transit utilization, and 
average fares during the period of federal operating 
assistance for 13 U.S. urban areas. As the data in 
the table indicate, transit operat.ing expenses in
creased significantly in most urban areas, but the 
range of increases was wide and the distribution of 
individual cases across this range uniform. There 
was some tendency for cost increases to be more 
modest in larger areas (notably New York City, Chi
cago, and the northern New Jersey urbanized area), 
whereas the most rapid increases occurred in cities 
of diverse sizes and locations, including Miami, 
Minneapolis-St. Paul, Portland, and Syracuse. 

There was also no obvious pattern of service in
creases among the 13 cases studied: three cities 
actually experienced significant reductions in tran
sit service, two of which (Chicago and New York) 
were those where the natural market for transit ser
vice remains strong and cost increases were rela
tively modest. There was some tendency for service 
increases to be related to the pace of population 
growth, for example, Miami, Portland, and San Diego-
all rapidly growing areas--showed rapid service in
creases; however some areas with declining popula
tion, such as Charleston and Milwaukee, a l so snowed 

TABLE 4 Comparison of Changes in Transit Performance in 13 U.S. Urban Areas 
During the Period of Federal Operating Assistance (1975·1983) 

Percent Changes from 1975-1983 in: 

Passengers 
Expense per Vehicle-Miles per 

Urban Area Vehicle-Mile 3 of Service Vehicle-Mile 

Buffalo 26 2 -11 
Charleston, W. Va. 27 22 -40 
Chicago 15 -JO 13 
Dayton 17 86 -41 
Madison, Wis. 39 32 -24 
Miami 40 28 -29 
Milwaukee 30 24 -6 
Minneapolis-St. Paul 51 12 -13 
New York City II -7 -5 
Northern New Jersey 28 -6 
Portland, Ore. 53 46 17 
San Diego 3 56 -24 
Syracuse 47 -7 9 

Average for 13 urban areasb 28 24 -12 

Note: Data were calculated by the author from data reported by APTA (20) and UMTA (13). 

~Pl!rcent cha.oges ~fl tI adJu:ii; tlH(: for ln0ution. 
Unweigh.lad averngo. of indlvldunl v.nlu ~ u for 13 urban areas given in table, 

Average Fare 
per 
Passenger3 

-38 
16 

-12 
-3 
37 
12 

-33 
30 
10 

-18 
-18 

47 
-37 

-J 
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rapid service increases. In any event, population 
alone is a poor indicator of demand for transit ser
vice, and the largest reductions in service occurred 
where other more important factors remained conducive 
to strong demand for conventional transit service. 

Finally, the data in Table 4 indicate that an 
extremely wide range of fare policies was pursued by 
transit operators serving different urban areas, and 
that fare reductions were not generally accompanied 
by the intended increases in transit utilization. 
Transit operators serving 7 of the 13 urban areas 
studied reduced average fares (measured after ad
justing for inflation) during the period of federal 
involvement--three of them by a third or more-
whereas the remaining 6 increased average fare 
levels, again often by as much as 30 percent or 
more. Fare reductions were accompanied by increases 
in the utilization of transit service in only three 
of the seven cities that implemented them; in the 
remaining four where fares were cut, as well as in 
all six where average inflation-adjusted fare levels 
were increased during this period, utilization of 
transit service decreased, often substantially. These 
cases thus provide a few examples of improved tran
sit utilization in response to reduced fares, but for 
the most part they reveal a continuing decline in 
urban residents' use of transit service except where 
fares are kept extremely low, while highway capacity 
remains limited, automobile parking is costly, and 
jobs remain highly centralized. These conditions are 
obviously beyond the influence of transit subsidy 
policy, and remain present in relatively few U.S. 
urban areas. 

USES OF OPERATING ASSISTANCE IN 
INDIVIDUAL URBAN AREAS 

Table 5 gives estimates of the uses of increased 
operating assistance received between 1975 and 1983 
by transit systems serving the 13 urban areas, as 
calculated by the author. As the data in the table 
indicate, in all but 2 of the 13 urban areas studied, 
meeting the increased expenses for operating the 
level of transit service supplied before 1975 con
sumed a substantial share of new operating assis-

TABLE 5 Estimated Uses of Government Assistance 
Recieved by Transit Operators in 13 U.S. Urban Areas 
(1975-1983) 

Urban Area 

Buffalo, N.Y. 
Charleston, W.Va. 
Chicago, Ill. 
Dayton, Ohio 
Madison, Wis. 
Miami, Fla. 
Milwaukee, Wis. 
Minneapolis-St. Paul, Minn. 
New York City, N.Y. 
Northern New Jersey 
Portland, Oreg. 
San Diego, Calif. 
Syracuse, N. Y. 
Average for 13 urban areas 
All U.S. urban areas• 

Percent of New Operating 
Assistance Used To: 

Maintain Substitute 
1974 Add for 
Service New Fare box 
Level Service Effort 

44 4 52 
41 27 32 

128 -91 63 
18 48 34 
65 40 -5 
63 35 2 
46 31 23 
89 19 -8 
72 -45 73 

42 58 
68 41 -9 

8 77 15 
77 -8 31 
55 17 28 
46 28 26 

8 Percen t or assistance actually matched by new expenditures; differs from 
entries ill Table 3 because not all new assistance was used for one of 
these three purposes. 
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tance. (In Chicago, the increase in costs to operate 
even the reduced service level after 1975 amounted 
to 128 percent of new assistance received; this was 
financed partly by savings from eliminating some 
service during this period.) Thus in nearly all of 
the cases reviewed, the effectiveness of rising as
sistance levels in financing transit service im
provements and fare reductions was severely com
promised by their use to meet higher costs to operate 
existing services. 

The data in the table also indicate that the use 
of increased operating assistance to finance new 
service varied widely among the 13 urban areas 
studied. In three cases, service levels were cur
tailed (as the data in Table 4 indicated), and the 
resulting savings were transferred to other cate
gories of new spending. In all but one (Buffalo) of 
the remaining 10 cases examined, a significant share 
of new operating assistance made available to tran
sit systems during this period was actually used to 
increase service levels; most commonly, 20 to 50 
percent of increased subsidy levels funded new ser
vice, but in one case (San Diego), more than three
quarters of new assistance was used for this purpose. 

The fraction of new assistance remaining to sub
stitute for farebox effort also varied extremely 
widely among the cities examined. In a few cases 
(Madison, Minneapolis-St. Paul, and Portland), fare 
revenues increased even after adjusting for infla
tion, and the resulting proceeds were used to finance 
higher unit costs or added service. In Miami, only 
about 2 percent of new operating assistance was used 
to replace farebox coverage of transit costs, and in 
San Diego as little as 15 percent was apparently 
used for that purpose. However, in some other urban 
areas as much as 30 to 50 percent of increased as
sistance levels was used to compensate for revenue 
reductions stemming from the combination of fare 
cuts and ridership declines caused by external market 
forces. In both New York City and Chicago, amounts 
equal to large proportions of new operating assis
tance were used to replace farebox revenues, but as 
discussed previously these were partly financed by 
cost savings that resulted from service reductions. 

EVALUATING FEDERAL OPERATING ASSISTANCE 

The demise of privately profitable, large-scale con
ventional mass transit service in the U.S. cannot 
reasonably be attributed to federal transit subsidy 
policies, and particularly cannot be blamed on the 
federal operating assistance program, as some of its 
harsher critics have suggested. Federal capital as
sistance did help finance some public takeovers of 
unprofitable or bankrupt transit operators by local 
government agencies between the time it was first 
offered in 1964 and the 1975 advent of the Section 5 
operating assistance program, while federal highway 
investment policies may have contributed to the 
changing patterns of transit ridership that made 
many private systems unprofitable. Nevertheless, 
public ownership and operation of the nation's tran
sit industry was firmly entrenched before the· advent 
of the federal operating assistance program. 

Further, comparing changes in transit industry 
performance during various periods does not reveal 
any pronounced difference between the effects on 
transit performance of support for transit from fed
eral versus lower levels of government. The modest 
differences in basic cost, productivity, and other 
performance trends in the industry between the years 
before federal assistance began and the decade for 
which it has been available were largely confined to 
the start-up years of the Section 5 program (1975 to 
1980) and were at most only partly attributable to 
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federal assistance itself. This history reveals that 
simultaneous rapid growth in operating assistance 
from every level of government, as occurred from 
1975 to 1980 when federal, state, and local supper t 
all expanded rapidly, was able to reverse temporarily 
the historical patterns of declining transit service 
and increasing fares. However, it also reveals that 
the new service and lower fares financed by rapidly 
growing government support produced only modest 
growth in mass transit ridership, which was also 
confined to the brief period of sfanultaneously ex
panding support by all levels of government. Even 
this modest increase in transit ridership was not 
entirely attributable to growing government assis
tance i actually, the federal assistance program was 
probably responsible for relatively little of it. 

Federal operating assistance was ineffective in 
promoting increased ridership and the other objec
tives sought by its advocates partly because much of 
it simply financed escalating expenses for operating 
existing service. Some of the increase in transit 
labor costs--although probably very little, judging 
from the sluggish pace of wage growth in other in
dustries during th is time--may have been necessary 
to match pay rates in other sectors of the economy, 
whereas some probably resulted from labor practices 
and administrative procedures mandated by Congress 
as conditions for receiving operating assistance; 
certainly the major increase in energy prices was 
out of the control of transit operators. Neverthe
less, transit management practices and service 
polices must also have contributed significantly to 
the rapid escalation in the industry's operating 
expenses because growth in expenses per unit of ser
vice outpaced even the increases in pr ices the in
dustry paid for its major operating inputs. 

Subsidies were also ineffective because transit 
ridership proved surprisingly insensitive to the 
service increases and fare reductions that the re
maining government assistance actually financed. 
Certainly the extension of transit service to outly
ing suburban areas and smaller cities reflected the 
changing distributions of population and employment 
in U.S. cities and among regions of the country, but 
transit utilization at the urban densities that 
characterized these newly served areas was foresee
ably low. At the same time, widespread conversion to 
flat fare systems and the introduction of commuter 
passes targeted fare reductions on travelers who 
were predictably least responsive to them, and who 
were most expensive for transit operators to serve. 

Finally, expanding government assistance was in
effective in promoting transit use because the nat
ural market for conventional mass transit service in 
U.S. urban areas continued to decline, as it has 
throughout virtually the entire 20th century. De
clining demand for mass transit travel is the product 
of rising incomes of urban residents, continuing 
decentralization of population and employment within 
the nation's urban areas, and changes in the demo
graphic structure of U.S. households. None of these 
is likely to be significantly altered by federal 
transportation policies, and it may be undesirable 
to attempt to modify them using available policies. 

At the same time, the real costs of tailoring 
conventional mass transit services to meet the 
evolving spatial and temporal patterns of urban 
travel demand produced by thcoc forcco arc unavoid 
ably increasing. Geographic dispersion and extreme 
peaking in travel patterns necessarily reduce labor 
productivity in transit operations, while requiring 
higher pay rates to compensate workers for accepting 
undesirable work schedules, thus compounding the 
problems already faced by operators of a labor
intensive service in an economy characterized by 
rising wage costs. Together, these complications 
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seriously undermined the effectiveness of government 
subsidies in promoting increased ridership and the 
variety of related objectives originally sought by 
the advocates of federal assistance. Federal operat
ing assistance was probably no more ineffective than 
subsidies offered by local or state governments. 
Some evidence even suggests that assistance financed 
by dedicated state and local tax sources is even 
more likely to be absorbed by increasing labor com
pensation or other expenses than are subsidies ap
propriated from general government revenues such as 
federal assistance under the Section 5 and Section 9 
programs (18,pp.84-891l.! 1 pp.32-35). 

Thus the basic problem with the federal operating 
assistance program was neither that it hastened the 
demise of a viable private industry, nor that it 
compromised the U.S. urban transit industry's oper
ating performance. Rather, the problem with federal 
transit assistance continues to be that it is a 
costly and predictably ineffective means by which to 
promote a catalog of poorly articulated, empirically 
unrealistic, and perhaps even undesirable goals. 
Because of the high cost of accommodating it, in
creased mass transit ridership is not by itself 
necessarily a desirable objective. There remains 
considerable doubt whether promoting conventional 
transit actually can save energy or reduce air pol
lution; and there is no evidence that publicly sub
sidized mass transit service is sufficient or even 
necessary for the continued viability of urban 
areas. A program that attempts to achieve these ob
jectives indirectly by subsidizing operators of con
ventional mass transit service appears destined to 
remain not only unnecessarily costly, but also a 
disappointingly ineffective element of federal 
transportation policy. 

REFORMING FEDERAL TRANSIT POLICY 

Two possibilities for increasing the effectiveness 
of federal transit policies appear particularly 
promising, but both require a major departure from 
the traditional attitudes toward and functioning of 
current federal transit assistance programs, and 
will thus ~o doubt be politically difficult to im
plement. 

First, designating recipients of federal operat
ing assistance in individual urban areas other than 
each city's major transit authority is a promising 
way to introduce new incentives for local transpor
tation planners and managers to evaluate the relative 
importance of alternative service provision arrange
ments and fare structures, as well as to adapt the 
services they provide to different transit markets 
within individual urban areas. The regional trans
portation commissions that already exist in a number 
of metropolitan areas are logical candidates for 
this role, and some of them (such as the Detroit 
area's Southeastern Michigan Transportation Authority 
and Virginia's Tidewater Transportation District 
Commission) have already assumed it with apparently 
successful results. This strategy is advocated par
ticularly forcefully in Lave (22, Chapter 1). 

These agencies have responded to the political 
pressures to maintain geographically widespread 
transit services that inevitably arise in large 
metropolitan areas by using their federal (and other) 
~ub~idie~ to finance services that are morP carPft1lly 
tailored to localized travel patterns and cost cir
cumstances in different parts of their districts 
than is typically the case. In doing so, they have 
partly avoided the tendency shown by most transit 
authorities that receive subsidy funds directly 
simply to extend conventional bus service to all 
reaches of the urban area, usually at the same fare 
charged all other riders in their service areas. 
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They have done so partly by contracting out various 
activities--including the actual operation of some 
services--to suppliers other than the dominant local 
transit authority, doubtless an unpopular strategy 
with these often politically powerful agencies. How
ever, this has almost certainly been to the benefit 
of both service recipients and those local taxpayers 
who are recurringly called on to finance the bulk of 
the transit authority's deficits [see J.C. Echols's 
use of Private Companies To Provide Public Transpor
tation Services in Tidewater, Virginia, in Lave (~, 

Chapter 4)]. 
Designating recipients of federal assistance other 

than transit authorities is also a promising way to 
introduce an important new element into local tran
s it service planning and operating decisions: compe
tition among potential suppliers of transit services 
to these different markets. This could take the form 
of competitive bidding among suppliers for renewable 
but perhaps exclusive franchises to serve particular 
routes or areas, which would encourage not only ef
forts to improve productivity and control costs, but 
also to introduce higher quality transit services 
and various other adaptations to localized cir
cumstances. Even under such a system, the large 
public transit authorities that currently operate in 
most metropolitan areas would probably continue to 
provide much of the nation's conv~ntional transit 
service; however , they would face heightened com
petition from prospective private operators for their 
right to do so. 

Although the recent public debate has focused 
almost exclusively on methods to privatize the pro
vision of urban transit services, it is this presence 
of competi tion--even in its indirect form of com
petitive bidding for renewable franchises--that will 
encourage both public and private operators to oper
ate efficiently and tailor their services to urban 
residents' travel needs. Without such competition, 
there is no inherent reason that private operators 
would deliver the current pattern of transit service 
any more productively than is currently done by 
public authorities. However, in its presence efforts 
to develop new services, including some that might 
not utilize conventional transit vehicles running on 
fixed timetables, would no doubt also increase as 
long as the subsidy-receiving agency remained willing 
to consider seriously authorizing their introduction. 

The advantage of a more competitive system of 
providing urban transit services--an increased 
emphasis on meeting urban residents' demands for 
varied transportation services--should not be dis
missed lightly because the public authorities that 
dominate the current system engage in so astonish
ingly little of it. For example, 18 of the nation's 
largest transit authorities together spent less than 
one-half of one percent of their total budgets on 
market research and service planning during 1983. It 
is difficult to determine how this compares with 
other transportation or service industries, but it 
does appear to be very low (see paper by Booth else
where in this Record). 

A second change that would help rationalize cur
rent federal transit policy would be to combine the 
currently separate capital and operating assistance 
programs into a single transit block grant to be 
distributed among urban areas according to some 
agreed-on formula. The recent combination of operat
ing assistance payments with formula-based grants 
for capital projects (under the UMTA Section 9 pro
gram) represents a fledgling but potentially signif
icant step in this direction. Unfortunately, however, 
the new arrangement retains the basic distinction 
between assistance for capital investments and oper
ating expenses that is responsible for many of the 
program's current problems. 
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Removing this distinction entirely will be neces
sary to neutralize the powerful incentive to over
capitalize but undermaintain the nation's transit 
systems that is now offered by the independent 
treatment of capital and operating assistance. Local 
political officials and transit planners respond to 
these incentives in a predictable but wasteful effort 
to substitute capital, which is made artificially 
cheap by the generous federal matching shares (up to 
80 percent) on transit construction projects and 
vehicle purchases, for labor that has been made 
artificially expensive by a decade of unrestricted 
subsidies for operating expenses, much of which has 
found its way into escalated labor costs. 

An even farther-reaching rationalization of cur
rent federal transportation policies--and, over the 
longer term, the shapes of local transportation sys
tems they foster--would result from combining federal 
transit and highway assistance programs into a single 
transportation grant, to be spent largely at the 
discretion of local planners and political officials. 
Although this is a laudable longer-term policy ob
jective, the overdue step of consolidating current 
federal transit assistance into a single unified 
program doubtless provides a sufficient political 
challenge to occupy federal policymakers for the 
foreseeable future, and in any event is probably a 
prerequisite to the more ambitious step of integrat
ing urban highway and transit aid. Together with 
redesignating as recipients of such unified grants 
local agencies that view the improvement of region
wide transportation services as their mandate--rather 
than simply the extension or preservation of publicly 
operated, conventional transit service at uniformly 
low fares--this would represent a valuable first 
step toward a federal policy that fosters more pro
ductive, diverse, and useful transit service. 
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Transit Route Characteristics and Headway-Based 

Reliability Control 

MARK ABKOWITZ and JOHN TOZZI 

ABSTRACT 

Previous research has provided a method for improving transit service reliabil
ity through headway-based control by using models developed and validated from 
empirical data. In implementing this strategy, identification of transit routes 
the characteristics of which can potentially yield significant reductions in 
passenger wait time is a critical issue. In this paper, several characteristics 
of the transit route are examined to identify the most appropriate conditions 
under which headway-based control should be exercised. The paper includes an 
evaluation of several boarding and alighting profiles that typify ridership 
characteristics of metropolitan bus systems, sensitivity analyses to determine 
if small boarding changes or increased volumes affect the benefits of headway
based control, the effects of changes in the weight assigned to passengers de
tained at the control stop compared with those waiting downstream, the impact 
of initial headway variation at the route origin, and the effect of parking 
considerations along a route. The results indicate that profiles with passen
gers boarding at the middle and alighting at the end of a route produce the 
most significant savings in passenger wait time when headway-based control is 
implemented. Improvements in wait-time reduction diminish as more passengers 
board at early stops and are enhanced as the total ridership increases. In
creases in the initial headway variation and amount of parking permitted along 
a route help deteriorate route reliability and thus improve the effectiveness 
of implementing a control strategy. The effect of assigning more importance to 
passengers detained at the control point compared with passengers waiting down
stream of control decreases the effectiveness of implementing a headway-based 
control strategy, as expected. Collectively, the findings are intuitively ap
pealing and suggest preferred conditions under which headway-based control is a 
viable operating strategy. 

4. Determination of passenger wait time, and 
s. Implementation of optimal control strategy. 
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Previous research concerning transit service reli
ability has produced a method for maintaining regular 
service intervals through headway-based control by 
using models developed and validated from empirical 
data. 

A headway-based strategy consists of holding a 
bus at a specified location for a certain amount of 
time, known as the threshold value (X). If the head
way between the previous bus and the arriving bus is 
less than X, the arriving bus is held up to x. If 
this headway is greater than x, the arriving bus is 
not held. Headway-based control is most suitable for 
routes operating with short, uniform headways. When 
headways are short and uniform, it is assumed that 
passengers arrive more randomly at stops and that 
they are more concerned with the headway than with 
the schedule. Similarly, operators are concerned 
about keeping vehicles evenly spaced so that vehicle 
availability remains stdble and the need to assign 
additional vehicles to a route is diminished. 

The first four steps represent the derivation of 
models developed and validated from empirical data 
of bus operations in metropolitan Cincinnati and Los 
Angeles. These model outputs feed into Step S, where 
the feasibility of control is determined. If control 
is deemed effective, the optimal stop and threshold 
levels are determined. This is based on an algorithm 
designed to minimize the following objective func
tion: 

Considerable detail on a decision algorithm for 
headway-based control has been documented previously 
in the literature, and thus will only be described 
briefly in this discussion (1). The methodology con
sists of five sequential steps: 

1. Derivation of mean running time, 
2. Estimation of running time variation, 
3. Computation of headway variation, 

Department of Civil Engineering, Rensselaer Poly
technic Institute, Troy, N.Y. 12180. 

TW 

where 

j-1 N 

L (ni x wi) + [bj x dj (x) I + (ni x wi) 
i=l i=j 

TW 
j 

expected total wait time on route, 
control stop, 

(1) 

number of passengers boarding at stop i, 
average wait time at stop i, 

ni 
w· 
b~ 

dj (x1 
number of passengers on board at stop j, 
expected delay at the control stop for 
the threshold of x, 

x = threshold value, and 
N total number of stops on route. 

Although minimization of total wait time is the 
objective of the algorithm, achieving this objective 
also creates a more regular interval of vehicle ar-
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LIST OF EFFECTIVE CONTROL STOPS BY ORDER 

STOP 6. THRESHOLD 4.00 MIN, REDUCTION 11.82 MIN, %REDUCTION 8.37% 

STOP 5. THRESHOLD 4.00 MIN, REDUCTION 11.28 MIN, %REDUCTION 8.00% 

STOP 4, THRESHOLD 4.00 MIN, REDUCTION 10.67 MIN, %REDUCTION 7 .57% 

STOP 3, THRESHOLD 4.00 MIN, REDUCTION 10.17 MIN, %REDUCTION 7.2U 

STOP 2, THRESHOLD 4 .OO MIN, REDUCTION 9.51 MIN, %REDUCTION 6. 74% 

STOP 7. THRESHOLD 2.25 MIN, REDUCTION 2.27 MIN, %REDUCTION l.6U 

FIGURE 1 Sample output for headway-based control. 

rivals, which reduces the number of vehicles required 
to effectively cover a route. Thus, the wait-time 
reductions that are reported subsequently in this 
paper should be considered as a measure of both pas
senger benefit and operator benefit. 

To facilitate policy analysis, the entire method
ology has been coded in PASCAL for microcomputer 
application. For each stop, the user defines the 
number of boardings and alightings, distance and 
number of intersections from the previous stop, 
direction and time period of travel, and, if avail
able, the percentage of on-street parking allowed 
from the previous stop. The user is also prompted 
for additional information concerning the weight 
assigned to passenger delay for persons on-board a 
vehicle if control is implemented compared with pas
senger wait time for per sons waiting to board the 
vehicle downstream of the control stop. This latter 
consideration allows for the specification of dif
ferent impedances for different types of passenger 
delay. 

The model output includes a priority listing of 
the most effective control stops on the route with 
their corresponding threshold values and the bene
fits of control o~er the no-control case [see Figure 
1; reduction = total passenger wait-time reduction, 
threshold = threshold value (X) , and headway = 4 
min) • A previous validation of the methodology and 
algorithm was conducted by using data from the 
Southern California Rapid Transit District (SCRTD) 
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and reviewing the predicted results with the SCRTD 
Scheduling Department. For each route analyzed, the 
percentage of reduction in the total wait time pre
dicted by the methodology was considered reasonable. 

The primary objective of continuing this research 
was to evaluate the sensitivity of headway-based 
control to varying boarding and alighting profiles, 
headways, and other characteristics of route opera
tions. The study also involved separate analyses 
concerning the effect of changing the initial head
way variation (to reflect bus dispatching irregular
ities) and the weight assigned to passengers detained 
at the control stop compared with passengers waiting 
downstream of the control point. An interest in 
determining which factors produce significant reduc
t ions in total passenger wait time under headway
based control was a motivating factor in the re
search. 

ANALYSIS RESULTS 

The following general boarding and alighting profiles 
were established to investigate the impact of rider
ship profiles on the effectiveness of headway-based 
control (see Figure 2): 

. Boarding at the beginning of the route and 
alighting at the end. . Boarding at the beginning of the route and 
alighting at the middle and end. 

10 12 14 1 6 18 20 

Stc;p Number 
PRO 1 PRO 2 ¢ PRO 3 l!. PRO 4 x PRO 5 

FIGURE 2 On-board profile of passengers for each scenario. 
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• Boarding at the beginning of the route and 
alighting at the middle. 

• Boarding and alighting uniformly along the 
route. 

• Boarding at the middle of the route and 
alighting at the end. 

The first scenario represents routes that origi
nate in the suburbs and end in the central business 
district (CBD) during the morning peak period and 
originate in the CBD and end in the suburbs during 
the afternoon peak period. Scenario 2 represents 
routes similar to Scenario l; however, some passen
gers on this type of route alight before the CBD 
during the morning peak period or before the suburban 
route terminus in the afternoon. Routes that origi
nate in the suburbs and pass through the CBD in the 
middle of their route are represented by Scenario 3. 
The fourth scenario represents a type of route oper
a ting solely in the CBD, where passengers are uni
formly boarding and alighting at each stop. The fifth 
scenario represents routes that start before the CBD 
and end in the suburbs during the afternoon peak 
period. 

For the purpose of creating a uniform basis of 
comparison, evaluation of each boarding and alighting 
scenario was conducted by using a 20-stop route with 
a total of 60 passengers boarding and alighting; all 
other parameters were held constant. When control is 
effective, the optimal control stop is identified by 
the algorithm and its corresponding threshold value 
is computed. The threshold value is highly dependent 
on the number of passengers on board at the control 
stop because they will incur delay time if the bus 
is held. Threshold values usually range from the 
scheduled hea

0

dway to one-half of the headway for 
effective control strategies. When control is not 
deemed to be effective, the threshold value ap
proaches zero. 

Headway-based control proved to be ineffective 
for those profiles that had passengers boarding at 
the beginning and alighting at the end, middle, or 
middle and end of a route. For Scenarios 1 to 3, 
passengers are boarding the bus during the first few 
stops. Regardless of where these passengers alight, 
the reduction in total passenger wait time associated 
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with implementing a control strategy is negligible. 
Control is not effective under these conditions be
cause of the lack of passengers boarding downstream 
and the relatively large number of people on board 
the bus at any potential control point. If there are 
no passengers waiting downstream of the initial 
boardings, there is no benefit to passengers waiting 
downstream by holding buses. Rather, additional de
lays are sustained by passengers detained on board 
the bus at the holding point. These results were 
consistent across headways ranging from 4 to 10 min. 
Scenarios 4 and 5 demonstrated encouraging results 
and warranted additional examination. 

Unlike the first three scenarios, the uniform 
boarding and alighting profile included passenger 
boardings at almost every stop (see Figure 3; in this 
figure, headway= 4 min; control stop= 12; X = 1.75 
min; and percent reduction = 1.00). Reductions in 
wait time occurred for this profile because enough 
passengers were waiting downstream who would benefit 
from the use of a control strategy. However, these 
reductions were low because the number of passengers 
waiting beyond the control point is comparable to 
the number of passengers detained at the control 
stop. The use of control is sensitive to passengers 
detained; therefore, for control to be effective, 
the number of boardings after control must be large 
enough to outweigh the disadvantage to those passen
gers detained. 

The absolute and relative reductions were found 
to be dependent on the scheduled headway because 
better results occurred for smaller headways. This 
is probably due to increased probabilities of bunch
ing under high-frequency conditions. 

As the number of passengers using the route in
creased to a total of more than 60 passengers board
ing and alighting, the wait-time reductions of head
way-based control improved significantly (see Table 
1). This is due to the increase in running time un
certainty from a greater number of boardings and 
alightings. It suggests that implementing headway
based control for uniform boarding profiles may be 
more feasible on routes containing large ridership 
populations. 

A separate analysis was performed using Scenario 
4 to determine the effect of changing the weight 

10 12 14 16 18 20 

Step Nurnbl!!!r 
0 BOARDING + ON-BOA AFTER ALIGHT 

FIGURE 3 Effect of uniform hoarding and alighting on headway-based control. 
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TABLE 1 Effects of Increased Ridership 
on Headway-Based Control: Percentage of 
Reduction in Wait Time 

No. of Headway (min) 
Passengers 
Along Route 4.00 6.00 8.00 10.00 

60 1.00 0.49 0.07 0.00 
120 1.59 0.97 0.45 0.08 
240 2.71 1.93 l.22 0.71 

3.2 

3.0 

2.B 

2.6 

Cl 2.4 
E 

F 2.2 .... ·a 2.0 
~ 

J; 1.8 

c 1-6 0 
+> u 1-4 
::i 

11 1-2 er 
~ i.O 

O.B 

0.8 

0.4 

0.2 
0.20 0.50 

Transportation Research Record 1078 

assigned to delay to passengers detained at the con
trol stop compared with passenger wait time down
stream of control. It was found that the effective
ness of headway-based control decreases significantly 
as more importance is given to passengers on board 
at the control stop (see Figure 4). 

Scenario 5 consisted of passengers boarding at the 
middle of a route and alighting at the end. This sce
nario produced the most significant reductions in 
passenger wait time when headway-based control is 
implemented. All of the passengers boarding were 

2.00 ·~·-00 4.00 5.00 

Relative Weight Assigned to Pax. Detained 
versus Pax. Downstream 

FIGURE 4 Effect of varying assigned weight of passengers detained at the control stop. 
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FIGURE 5 Impact of headway-based control for Scenario 5. 
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TABLE 2 Effects of Boarding Changes on Headway-Based Control 

Boarding Profiles• 

Original data 
l person at Stop l; 4 people at Stop 7 
2 people at Stop 1; 3 people at Stop 7 
3 people at Stop l; 2 people at Stop 7 
4 people at Stop l; 1 person at Stop 7 
5 people at Stop 1; zero people at Stop 7 

8Number of people boarding at each stop. 

TABLE 3 Effect of Initial Headway 
Variation on Headway-Based Control 

Initial Headway 
Variation 
(min2 ) 

1.42 
1.59 
1.77 
1.96 
2.15 

Reduction 
(%) 

8,37 
9.13 
9.90 

10.67 
11.45 

Reduction 
(min) 

11.82 
13 .04 
14.30 
15 ,60 
16.93 

downstream of the initial stops, allowing control to 
result in excellent wait-time savings to passengers 
with no delay to on-board passengers (see Figure 5; 
in this figure, headway = 4 min; control stop = 6; 
X = 4.00 min; and percent reduction= 8.37). 

Because this profile produced the most meaningful 
results, a sensitivity analysis was conducted to 
evaluate the effect of more disaggregate changes to 
ridership profiles by assigning passenger boardings 
closer to the route origin. Modifications were made 
to the original boarding data of Scenario 5 (see 
Table 2), and the impact of headway-based control 
was reevaluated. By using scheduled headways of 4 
min and moving one passenger from Stop 7 to Stop 1, 
the percentage of wait-time reduction decreased from 
8.37 to 5.40. As more passengers were moved to Stop 
1, the reduction in wait time for those downstream 
decreased and the threshold value, which affects 
those on board, also decreased. These results further 
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Stop 

6 
6 
6 
6 
6 
7 

(min) (%) (min) 

4.00 8.37 11.82 
4.00 5.40 7.61 
3.25 2,90 4.09 
2.75 1.98 2.79 
2.50 1.46 2.06 
2.25 1.34 1.89 

substantiate that control strategies can incur sig
nificant savings when there is a small number of 
passengers on board at the control stop and when the 
majority of passengers board downstream of the con
trol point. 

Because the methodology discussed in this study 
assumes that buses are dispatched from the route 
origin on time and arrive at their initial stop with 
a low headway variation, a separate analysis was 
performed to evaluate the effects resulting from 
larger initial headway variation. The evaluation 
results presented in Table 3 indicate that increased 
headway variation associated with the initial stop 
along a route helps deteriorate route reliability 
and therefore enhances the benefits of implementing 
a control strategy. 

Additional analyses using Scenario 5 data were 
performed to evaluate the effects resulting from 
changes in the percentage of on-street parking al
lowed between stops. With all other inputs held con
stant, including a 10-min headway and a distance 
between stops equal to 0.5 miles, the percentage of 
parking allowed on the link was increased from 10 to 
9 0. It was found that increasing the percentage of 
parking allowed along a route also increases the 
percentage of passenger wait-time reduction using 
headway-based control (see Figure 6). As the per
centage of parking along a route increases, headway 
variation also increases because the bus is being 
subjected to automobiles entering the flow from 
parking spaces, drivers opening doors into traffic, 
and space limitations associated with boarding and 
alighting of passengers. All of these factors con-

·=·O 70 90 

FIGURE 6 Effect of parking restrictions on headway-based control. 
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tribute to a deterioration of route reliability and 
thus an increase in passenger wait time. Therefore, 
the benefits of implementing headway-based control 
are enhanced by an increase in parking allowed along 
a route. 

CONCLUSIONS 

Several findings can be reported from this research 
activity. Wait-time reduction effectuated by head
way-based control is strongly influenced by the lo
cation of passenger boardings and alightings, total 
ridership on the route, scheduled headway, the rela
tive weight assigned to passengers detained at the 
control stop, initial headway variation, and per
centage of on-street parking pe~mitted. 

Profiles that consist of passengers boarding at 
the beginning of a route and alighting anywhere from 
the middle to the end produce little or no savings 
in wait time if headway-based control were to be 
implemented. Uniform boarding profiles exhibit 
marginal reductions in wait time unless the route 
ridership is large or the importance assigned to 
passengers detained at the control stop is less than 
the importance assigned to passengers waiting down
stream of the control stop. The best results occur 
for profiles in which the number of passengers on 
board at early stops is low and thus the majority of 
passengers is boarding at the middle of the route 
and alighting at the end. Increases in the initial 
headway variation and amount of parking permitted 
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help deteriorate route reliability, which enables 
headway-based control to be more effective. The 
significance of increasing the initial headway 
variation demonstrates the importance of dispatching 
vehicles from the route origin at regular intervals. 

Collectively, the findings are intuitively ap
pealing and suggest preferred conditions under which 
headway-based control is a viable operating strategy. 
The results can be used by transit managers and 
planners to identify candidate routes for headway
based control. The methodology described will be 
implemented shortly by a transit property in the 
northeast United States that is interested in re
sponding to service reliability problems being ex
perienced on several routes. In the course of that 
activity, the benefits of headway-based control will 
be evaluated relative to current route operating 
strategies. 
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Day-of-Week and Part-of-Month Variation 1n 

Bus Ridership: Empirical Results 

MARK R. McCORD and LI-HUNG CHENG 

ABSTRACT 

Results from a study of bus ridership during a 2-year period on the Central 
Ohio Transit Authority indicate that ridership depends systematically and 
strongly on the day of the work week and on the part of the month. Ridership 
tended to decrease from Monday through Friday and was higher at the beginning 
than at the end of each month. Possible causes of these effects are presented 
and their implications for transit planning are discussed. 

The number of trips made in an urban area varies in 
time. More work trips occur during certain times of 
the day than during others, and fewer trips occur on 
weekends. Sickness may cancel different numbers of 
individual work trips on different days. Shopping 
and recreational trips from the same origin to the 
same destination may not be made every day i when 
they are made, they may be made at different times 
of the day. Vacation trips are more prevalent during 
certain seasons than during others. When variability 
in modal choice decisions is added to this variabil
ity in trip-generating characteristics, it stands to 
reason that the number of trips made using transit 
on a certain route will vary by season, by day, and 
by time of day. 

Recognizing and understanding this _temporal vari
ability in transit patronage is important in transit 
planning for several reasons. Headways can be in
creased to balance decreasing demand, as is typically 
done during off-peak, weekend, and holiday periods. 
Medium-range scheduling and routing decisions arP. 
based on estimates of current and past patronage. 
These estimates are derived from samples taken during 
specific time periods <lr~l. If the estimates are to 
be useful for other or longer time periods, the 
characteristics of the periods during which the sam
ples were taken must be considered (1_) • Similarly, 
the results of a sample on socioeconomic charac
teristics of the riders could be biased if the 
sample were conducted at times when certain groups 
were over- or underrepresented. 

A better understanding of the reasons for temporal 
variability in transit patronage could also permit a 
better marketing of transit services. Scheduling and 
routing decisions would be part of this marketing 
package. Temporal pr icing might be used to induce 
ridership during price-elastic periods and to in
crease revenues during price-inelastic periods (_!). 
Service may be improved in those attributes that 
cause individuals who would otherwise use transit to 
switch modes or to forsake trips at certain times. 

It is widely accepted that transit ridership de
pends systematically on the time of the day and on 
whether the day is a workday. It is also suspected 
that systematic variability in transit patronage 
occurs on different weekdays (~rll. However, no 

M.R. McCord, Department of Civil Engineering, Ohio 
State University, Columbus, Ohio 43210. L-H. Cheng, 
Transportation Systems Division, Civil Engineering 
Department, Massachusetts Institute of Technology, 
Cambridge, Mass. 02139. 

formal documentation of this suspected day-of-the
week effect appears to exist. Personal discussions 
with transit operators have revealed a suspicion 
that ridership is greater at the beginning than at 
the end of the month. But again, the authors know of 
no empirical evidence documenting this part-of-the
month effect. 

Presented in this paper is empirical evidence 
that indicates that bus ridership on the Central 
Ohio Transit Authority (COTA) system depends on the 
day of the week and on the part of the month. To the 
authors' knowledge, it represents the first formal 
documentation of such empirical evidence. The dif
ference between two days of the same work week is 
only between 3 and 4 percent on the average. Yet the 
difference occurs so systematically that a clear 
trend is denoted: as the week progresses, ridership 
decreases. The difference between the beginning and 
end of the month is much larger, more than 10 percent 
on the average. This comparison also indicates a 
strong trend: ridership is higher at the beginning 
of the month than at the end. 

In the next section, the data used in the study 
and the methods needed to investigate day-of-the-week 
and part-of-the-month effects are described. In Sec
tion 3, the results indicating these effects are 
presented. In the final section, possible causes of 
the effects are speculated on and their practical 
implications for transit planning are mentioned. 

STUDY DESIGN 

Objective and Definitions 

The objective of the study was to investigate vari
ability in transit ridership as a function of the 
day of the week and part of the month. If such vari
ability exists, it should be considered when design
ing sampling and marketing strategies. It would also 
influence the way in which transit agencies estimate 
daily patronage from more aggregate data such as 
monthly passes. If such variability does not exist, 
the current work on developing sampling strategies 
to account for it would be unwarranted. Also, it is 
argued that the existence of a day-of-the-week effect 
would influence the analytical methods necessary to 
investigate a part-of-the-month effect and vice 
versa. 

Day-of-the-week effect means a cyclic pattern in 
transit patronage that is correlated with the work 
week. Specifically, this effect will be said to exist 
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if the level of transit patronage on a given day of 
the work week--Monday, for example--differs system
atically (across weeks) from the level of transit 
patronage on the other days of the same work week. 

Part-of-the-month effe_ct means a cyclic pattern 
in transit patronage that is correlated with the 
calendar month. Specifically, this effect will be 
said to exist if, when the month is divided into a 
given number of periods, which do not necessarily 
exhaust the month but which are similarly defined 
from one month to the next, the level of transit 
patronage during one of these periods differs sys
tematically (across months) from the level of transit 
patronage during the other periods of the same month. 

To investigate these effects, systemwide bus revenue 
data furnished by COTA were used. The data covered a 
2-year period, from January 1, 1982, through December 
31, 1983. The period from November 22 to December 
10, 1982, was excluded because of a drivers' strike. 

COTA maintains daily systemwide records for a 
number of patronage statistics. COTA estimates daily 
patronage by summing the following: 

1. An estimate of the number of daily cash (fare 
box) passengers derived from fare box revenue by 
using an average fare procedure (±_) ; 

2. The number of passengers buying single-use 
tickets; 

3. An estimate of daily usage by monthly pass 
purchasers obtained from a linear formula by using 
assumed parameters (which do not currently account 
for day-of-the-week or part-of-the-month variation); 
and 

4. An estimate of the number of nonrevenue
generating passengers obtained from the number of 
revenue-generating passengers by using a fixed per
centage. 

In this procedure, then, the only data obtained 
directly for a given day are the fare box revenue 
and the number of tickets sold. 

COTA also records daily ticket revenue. These 
data are obtained without assumption by multiplying 
the price of each ticket category by the number of 
tickets sold dail~l in eiJ.ch category. By using only 
direct empirical data--data that are not derived by 
using assumed parameters--the most information on 
daily variation in patronage is obtained by summing 
the daily fare box (cash) and ticket revenues. These 
are the data that were used for analysis. 

Representative Statistics 

To investigate variability according to the day of 
the week, one could compare the averages, taken over 
the 2-year period, of the cash and ticket revenue 
for each weekday. (The authors shall not be concerned 
with weekends and holidays in this study because the 
decreased patronage on these days is well accepted 
and because there are as well significant differences 
in the service supplied.) These averages shall be 

denoted X, where X = M, T, w, Th, F, respectively, 
r8pr8~8nting th8 con~8cutiv8 d•Y~ of thQ work w8ek. 

It would be surprising if the averages for two 
different days of the week were identical. However, 
to determine if they were markedly different, the 
variances of the distributions of the revenue data 
for individual weekdays, Xi, during the 2-year period 

about the sample mean, X, would have to be consid
ered. However for data such as those of the authors, 
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serial correlation might inflate the variances. Spe
cifically, it would be possible that for all weeks, 
i, the revenue data for a given day of the week, Xi 
(e.g., Monday), would be higher than those for a 
different day, Yi (e.g., Tuesday). This would lead 

not only to X > Y, but to Xi > Yi for all i, which is 
exactly the day-of-the-week effect. Yet if revenue 
figures for various weeks differed by enough--perhaps 
because of a seasonal effect (5) or part-of-the-month 
effect--the variances of the - distributions of the 
Xi's and Yi's might be great enough to make the dif-

ferences between the means, X - Y, appear to be in
significant. Indeed, a Durbin-watsen <il test indi
cated that this type of serial correlation did exist 
in the authors' data set (~). 

To reduce this problem, the authors analyzed the 
difference in the cash and ticket revenues between 
pairs of weekdays in a given week. That is, they 
defined 

DXYi = Xi - Yi (1) 

where Xi and Yi are the cash and ticket revenues for 
two different days in a given week, i. To avoid 
double counting, this difference, DXY, was taken for 
all combinations of weekdays such that X occurred 
before Y in the week. For example, when X represented 
Monday, DXY was formed for Y representing Tuesday, 
Wednesday, Thursday, and Friday; when X represented 
Thursday, DXY was only formed for Y representing 
Friday. This also ensured that a positive (negative) 
value of DXY indicated that the revenue data of the 
earlier day of the week was higher (lower) than that 
of the later day of the week. 

A part-of-the-month effect would influence the 
value of these DXYi 's where X and Y represented 2 
days during the same week but during different 
months. Specifically, if the first part of the month 
exhibited patronage significantly higher or lower 
than that of the last part of the month, the dif
ference between Xi and Yi would be influenced when 
Xi was the final X in a month and Yi was the first Y 
in the following month. To avoid this problem, any 
DXYi's where Xi and Yi were in different months were 
eliminated from consideration. A Durbin-Watsen test 
indicated that the authors' final set of DXYi's did 
not exhihit serinl r.orrelntion. 

To compare the patronaqe differences as a function 
of the p~rt of the month, the authors formed the 
average of the cash and ticket revenues over the 
first 5 weekdays of each month and the average of 
the cash and ticket revenues over the last 5 weekdays 
of each month. That is, the authors determined 

Bj (Mbj + Tbj + Wbj + Thbj + Fbj)/S (2) 

Ej (Mej + Tej + Wej + Thej + Fej)/S (3) 

where Mbj, Tbj, Wbj, Thbj, Fbj represent, respec
tively, the cash and ticket revenues for the first 
(beg inning) Monday through Friday of month j; and 
Mej, Tej, Wej, Thej, Fej represent, respectively, 
the cash and ticket revenues for the last (ending) , 
Monday through Friday of month j. 

By including an observation for each weekday, the 
impact of the day-of-the-week effect on the statis
tics representing the beginnings and ends of each 
month Wd!! reduced. If d holiddy occurr@.d on dl1Y of 
the first or last 5 weekdays of the month, the holi
day was eliminated from the average. The results 
were so strong for the part-of-the-month effect that 
it did not appear necessary to control for a bias 
related to day-of-the-week effect induced when 
eliminating certain days (e.g., Monday) more often 
than others. 
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Variation in patronage among different months 
would increase the variance in the distributions of 
the Bj's and Ej's. Therefore, the difference between 
the statistics representing patronage at the begin
ning and end of month j (DBEj) was taken : 

DBEj = Bj - Ej (4) 

RESULTS 

Day-of-the-Week Effect 

In Table 1, the average, taken over the 2-year pe
riod, of the fare box and ticket revenues for each 
weekday is presented. Also presented are the standard 
deviations of the distributions of the individual 
days. The mean revenue figure decreases from Monday 
through Friday. However, given the size of the stan
dard deviations, one could not readily conclude that 
there is a strong day-of-the-week effect. 

TABLE 1 Average and Standard 
Deviation of Revenue on Individual 
Weekdays ($) 

Standard 
Weekday Average Deviation 
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Monday 21,500 1,680 < 3.0 > 3.0 <3.0 >3.0 
Dm[$103 ] DwF[$103 ) Tuesday 21,000 1,570 

Wednesday 20,700 1,280 
Thursday 20,700 1,470 
Friday 20,500 1,480 
All weekdays 20,900 1,530 

In Figure 1 the distributions for all the paired 
differences, the DXY' s, are shown. The average dif
ference, D, may not be a large percentage of the 
average revenue figure of $20,900 given in Table 1. 
(It ranges from slightly more than l percent to more 
than 7 percent.) Yet all of the distributions are 
biased toward positive values, indicating that the 
ridership on the earlier day of the week is system
atically greater than that on the later day. Note 
also that the distributions that are shifted the 
farthest to the r ight--for example, those of the 
differences between Monday and Friday, Monday and 
Thursday, or Tuesday and Fr iday--are those repre
senting weekdays that are most separated in the week. 
The impression is that ridership (at least cash and 
ticket revenue) tends to decrease as the week pro
gresses. 

The sample means and standard deviations of these 
distributions are summarized in Table 2. The numbers 
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FIGURE I Distribution of revenue differences, 0 , between pairs 
of weekdays, X and Y, during same week and same month. 

TABLE 2 Statistics of Revenue Differences Between Pairs of ~'eekdays 

Standard 
No. of Days of Average Deviations of 

Days Compared Separation in Difference Differences No. of 
(XY) Week DXY ($) ($) Observations t-statistic 

Monday-Friday 4 1,520 1,400 71 9.15 
Monday-Thursday 3 1,170 1,280 77 8.02 
Tuesday-Friday 3 930 1,310 87 6.62 
Monday-Wednesday 2 1,060 1,230 83 7.85 
Tuesday-Thursday 2 580 1,170 93 4.78 
Wednesday-Friday 2 530 1,220 89 4.10 
Monday-Tuesday 1 760 1,060 84 6.57 
Tuesday-Wednesday 1 370 1,040 99 3.54 
Wednesday-Thursday 1 270 980 95 2.69 
Thursday-Friday 1 310 1,220 92 2.44 
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FIGURE 2 Revenue data for beginning and end of months. 

of observations for each paired difference are also 
presented. The number of observations differs because 
the authors eliminated any pair involving a holiday 
and those pairs for which the 2 days constituting 
the pair were in different months. 

A t-test on the paired differences implies that 
the hypothesis that the revenue data for any 2 dif
ferent weekdays were generated from the same distri
bution should be rejected at the 0. 01 level. (The 
calculated t-statistics are presented in Table 2.) 
It should be noted here that any seasonal variation 
(~) in ridership would tend to increase the variance 
in the paired differences, thereby making it more 
difficult to reject the hypothesis of a difference 
according to weekdays. Thus it can be observed that 
even a conservative test indicates significant dif
ferences in ridership among different weekdays during 
the same week. 

Part-of-the-Month Effect 

In Figure 2, the time series of the revenue statis
tics for the beginning and end of each month are 
shown. (Data for the months of November and December 
1982 are not used because of the influence of the 
drivers' strike.) The revenue at the beqinning of 
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the month is always higher than that at the end of 
the month. The graph in Figure 3 reinforces this 
image by portraying the distribution of the differ
ences between the statistics representing the begin
ning and end of each month. The average difference 
of $2, 350 is more than 11 percent of the average 
weekday total of $20,900 given in Table 1. The cal
culated t-statistic for this distribution is 12. 55, 
which makes it possible to reject at the 0.0001 level 
the hypothesis that the revenue data at the beginning 
of each month and the data at the end of each month 
can be modeled as corning from the same distribution. 

It should be noted that such a strong part-of
the-rnonth effect could overwhelm the day-of-the-week 
effect observed previously. In Figure 4, a plot of 
the distribution of the differences between the 
revenues of all weekdays occurring during the same 
week yet during different months is shown. Once 
again, this difference was formed such that the 
revenue of the day that occurs later in the week 
(but earlier in its month) is subtracted from that 
which occurs earlier in the week (but later in its 
month) • Unlike the distributions in Figure 1, this 
distribution has a strikingly negative bias, indi
cating that the part-of-the-month effect is over
shadowing the day-of-the-week effect. (The only two 
positive values occur red for di ff P.rP.nr:P.s hPt.wPen 
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FIGURE 3 Distribution of revenue differences, D, between beginning, B, and end, 
E, of months. 
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FIGURE 4 Distribution of revenue differences, D, between pairs of weekdays, X 
and Y, during same week but different months. 

revenues for Monday-Friday pairs.) The average dif
ference is almost 13 percent of the average weekday 
total given in Table 1. 

DISCUSSION OF POSSIBLE CAUSES OF TEMPORAL 
VARIABILITY OF BUS RIDERSHIP 

No formal investigation of reasons for trip making 
was conducted. Nevertheless, it is tempting to 
speculate on the possible causes of the effects 
observed. 

A possible reason for the part-of-the-month effect 
is the difference in disposable income between the 
beginning and end of a month, particularly among 
certain groups of riders. COTA schedulers remarked 
that they perceived ridership to be higher in the 
beginning of the month and believed that this in
crease was due to the distribution of entitlement 
checks at the beginning of each month; it was this 
remark that led the authors to investigate a part
of-the-month effect. Interestingly, a cas.ual conver
sation with a local taxi driver revealed a similar 
perception: the driver said he did much better busi
ness at the beginning than at the end of the month 
because he carried more welfare recipients at the 
beginning of the month when they had just received 
their checks. 

A technical reason contributing to the part-of
the-month effect could be related to the use of 
revenue data to indicate ridership. If many pass 
holders waited until the second week, or even late 
in the first week, of the month to purchase their 
passes, the cash and ticket revenue at the beginning 
of the month would be increased relative to that at 
the end of the month. However, the size of the dif
ference between the beginning and end of the month 
is so large that it is unlikely that this alone could 
explain the results. 

A decrease in the number of trips generated might 
also contribute to the day-of-the-week effect. If 
decreased disposable income does contribute to the 
decrease in trip making observed in the part-of-the
month effect, it could cause a decrease in trip mak
ing on a daily basis. That is, if disposable income 
continuously decreases from the beginning of a month 

to the end of a month for those making discretionary 
trips, it would also decrease continuously from the 
beginning to the end of each week, provided the en
tire week is contained in the same month. 

It is also possible that personal business trips, 
such as trips to the bank or post office, are stored 
up on Saturday afternoon and Sunday, thereby yielding 
a higher potential for generating this type of trip 
at the beginning of the week. Some of these trips, 
the inventory of which is dissipated as the week 
progresses, will be made by transit. Finally, fewer 
work trips may be generated at the end of the week 
because of long weekends. Casual observation indi
cates that people are more likely to make long week
ends by taking off Friday from work than Monday. 

Diversion of trips from transit to automobile may 
also explain some of the day-of-the-week effect. The 
hypothesis here is that those individuals who fre
quently use transit for work trips, yet have an 
automobile available to them, will have a higher 
probability of choosing to use the automobile when 
their after-work activities deviate from the tradi
tional pattern. After-work social activities appear 
to be more prevalent at the end of the week. Many 
stores remain open later at the end of the week. 
Individuals tend to leave work earlier on Fridays 
than on other days of the week. Individuals who might 
otherwise use transit to go to and from work may 
need an automobile to perform these after-work ac
tivities or may be unfamiliar with transit service 
other than that which they use for their routine 
commute. 

Implications of Results 

It is emphasized that the reasons just given for the 
observed day-of-the-week and part-of-the-month ef
fects are purely speculative; no formal investigation 
of the causes was conducted. However, whatever the 
reasons for the effects, they have important impli
cations for transit planners. If the trends in vari
ability were known, sampling .resources could be used 
more efficiently by factoring in the variability 
rather than avoiding days that have been proposed to 
be variable--Mondays and Fridays, for example. 



22 

Likewise, sampling techniques for passenger 
counts, interviews, and surveys must be designed 
with this variability in mind. The authors' results 
cannot be interpreted to imply that ridership is 
always higher on Monday than on Tuesday, which is 
higher than on Wednesday, and so on. Indeed, several 
of the differences shown in Figure 1 are negative. 
However, the results do imply that unless a specific 
transit agency has found reasons to believe other
wise, it should expect systematic variability to 
exist, depending on the day of the week and on the 
part of the month. Not accounting for this variabil
ity in sampling strategy can lead to biased samples, 
which may in turn lead to misguided policy decisions, 
particularly if much of the variation occurs on low
volume routes the continued existence of which de
pends on sample results. 

Agencies that estimate daily ridership based on 
monthly statistics may also wish to consider the 
variability witnessed here. It is currently assumed 
by COTA that the same fraction of monthly pass cus
tomers uses the transit services on any weekday and 
at any time of the month. Empirical evidence implies 
that this may not be the case. 

Large fixed-schedule systems will probably not 
adjust daily or weekly schedules to account for 
variability. However, demand-responsive systems may 
wish to acknowledge such variability when planning 
the number of operators needed, or when determining 
a fleet size that balances overcapacity and under
capaci ty. This proposal would be contingent on the 
existence of such variability in the ridership for 
those forms of transit service. Given that the 
authors know of no study contradicting their results 
for any transit . mode, they are led to believe that 
it is possible that systematic daily variability 
occurs in demand-responsive transit as well. 

Additional Work 

The results of this study imply a broad research 
agenda. It would be interesting to know whether the 
daily trend observed in this study--that is, a de
crease in transit patronage as the week progresses-
is specific to the COTA system or if it is common to 
a number of urban systems with similar characteris
tics. It would be u~eful to be able to identify thcGC 
characteristics a The transferability cf the rc~ul t~ 

could be investigated both through empirical studies 
of other transit agencies and through behavioral 
studies designed to identify the causes of the ef
fects observed. 

Furthermore, this study was conducted on a sys
temwide basic with d;:it;:i ;:iggreg;:ited over the period 
of a day. Ridership surveys and counts are conducted 
at the route level and at a specific time. It would 
be useful to conduct a similar study on specific 
routes. This type of investigation would indicate 
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whether all routes exhibit the same type of vari
ability, and if not, the characteristics that would 
allow the type of variability to be exhibited on a 
specific route to be predicted. Conducting investi
gations at different times of the day would be useful 
in determining whether the variability occurs during 
both peak and off-peak periods. Because variation 
among disaggregate components is generally greater 
than that or the whole, larger variations than those 
noted in this paper would be expected to occur on 
individual routes and during specific time periods. 

Time-of-day and seasonal effects in transit 
patronage are well accepted and easily explained. 
Evidence now exists that factors associated with the 
day of the week and the part of the month are also 
important. 
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Job Satisfaction and Transit Operator 

Recognition Programs: Results of a 

Survey of Muni Operators 

LARRY S. ENGLISHER 

ABSTRACT 

Described are the results of transit operator surveys that investigated operator 
perceptions of job conditions and potential enhancements to recognition pro
grams. The surveys were carried out by the San Francisco Municipal Railway 
(Muni) as part of a demonstration project to improve transit service reliability 
and performance, funded by the Service and Methods Demonstration Program of 
UMTA, U.S. Department of Transportation. The project, which is currently still 
in progress, addresses recognition programs, attendance management, street 
supervision, rulebook revisions, and performance monitoring. A follow-up survey 
will be carried out as part of the project evaluation. The results of the ini
tial survey have indicated that lack of recognition of good operators, poor 
public image of the transit system, and lack of responsiveness to operator sug
gestions are key sources of job dissatisfaction among operators. Operators 
favored several changes in the current Operator of the Morith program, including 
increasing the number of operators recognized each month, rewarding more than 
one level of achievement, basing awards on the operator's overall recora, and 
involving operators in the selection process. Type of award was not among the 
most important changes operators wished to see in the program. 

As part of a federally sponsored demonstration proj
ect that focused on improving transit operator per
formance and service reliability, potential enhance
ments to the San Francisco Municipal Railway .<Muni) 
recognition program for transit operators were 
examined. As a preliminary element of this investi
gation, a survey was conducted by Muni of its full
time and part-time operators. The purposes of the 
survey were to 

1. Determine the operator's views on existing 
and proposed recognition program elements, 

2. Assess the specific areas of job satisfaction 
and dissatisfaction, and 

3. Provide a baseline for measuring effects of 
recognition and attendance program changes. 

Specifically, the operators were asked to do five 
things: 

1. Rate their jobs at Muni according to various 
characteristics, 

2. Identify the best and worst aspects of their 
jobs, 

3. Express their opinions on the Operator of the 
Month program and ways in which it could be improved, 

4. Rank alternative types of awards for out
standing operators, and 

5. Suggest ways to encourage good attendance. 

After a pretest, the surveys were distributed in 
early April 1985 at all seven Muni divisions to all 
active (driving) operators, numbering slightly more 
than 2, 000. A total of 243 responses, or about 12 

Multisystems, Inc., 1050 Massachusetts Ave., Cam
bridge, Mass. 02138. 

percent, was obtained. Summarized in this paper are 
the results of the survey and its implications for 
design of a recognition program. 

BACKGROUND 

The obJective of the demonstration project is to 
improve the reliability of service delivered to 
transit passengers by applying a variety of manage
ment and operational strategies. Among the primary 
strategies are an operator performance evaluation 
and motivation program, an attendance management 
program, and on-street supervision and control 
strategies. 

The project was initiated in December 1983 with a 
review of Muni's current performance evaluation pro
cedures and the approaches of several other transit 
authorities, including Metropolitan Dade Transit 
Administration, Houston Metro, Seattle Metro, Metro
politan Transit Commission of the Twin Cities (MTC), 
Flint Metropolitan Transit Authority, Chittenden 
County (Vermont), and San Diego Transit. In April 
1984, representatives of Muni labor and management 
and representatives of the management of six other 
transit properties met to discuss approaches to 
establishing operator performance stanaa·rds and 
motivation programs that could be used at Muni. (The 
six properties were selected to represent a variety 
of approaches; selection was based on recent innova
tions they had undertaken.) 

The study group discussions focused on three major 
components of a performance standards and motivation 
program, as outlined in research by the Urban In
stitute (1): (a) measurement and targeting; (b) in
centives, - awards, and discipline; and (c) appraisal. 
and communication. 

Within these three categories, six aspects of 
performance were considered: 
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Attendance and punctuality; 
• Schedule adherence; 
• Safety; 
• Appearance and courtesy; 
• Substance abuse and dealing with stress; and 

Observance of rules, operating procedures, 
and directives. 

Specific measures were formulated by the study 
group and a series of recommendations was made (~). 

To date, several of the recommendations have been 
implemented, including the installation of a micro
computer-based operator performance tracking system 
(OPETS) developed for the project. 

Recommendations included enhancing incentive, 
awards, and recognition programs to reward employees 
for their superior performance. Three distinct cate
gories were discussed at the study group meeting: 

1. Pay incentives--These are monetary payments 
(i.e., bonuses, incentive-based pay scales) directly 
tied to performance, which are a significant per
centage of the total paycheck (i.e., 5 to 15 per
cent) • Such pay incentives may be offered to indi
vidual employees or to groups (divisions) that meet 
the criteria. 

2. Non-pay awards and recognition--These may be 
a small monetary award (less than $200), a nonmone
tary gift (trip, dinner, trophy, etc.), preferential 
parking, dedicated bus with driver's name on it, or 
social activities. Publicizing the award (at cere
monies, in articles in newspapers) is also a form of 
recognition that enhances the impact of the award 
itself. 

3. Time off--This is a unique type of nonmonetary 
reward that can be used to reward superior attendance 
and punctuality. Depending on its application, it 
can discourage the abuse of sick leave and transform 
a large number of expensive, unscheduled absences 
into a smaller number of less expensive, scheduled 
absences. 

Nonpay awards and recognition were cited by the 
study group as offering the greatest return in terms 
of being both relatively inexpensive and a strong 
performance motivator. Although pay incentives were 
cited as being effective (in Flint and Houston), the 
increased data processing requirements and complica
tion of pay structures might make them difficult tor 
Muni to implement in the immediate future. More im
portant, San Francisco City Charter laws prohibiting 
"giveaway of city funds" would present a greater 
barrier to pay incentives than to nonpay incentives. 
Thus, pay incentives should be considered only a 
longer term possibility. Although the law may also 
apply to monetary nonpay awards (i.e., cash prizes), 
the smaller magnitude and special nature of these 
awards might make them easier to structure in order 
to come within the law. Furthermore, because the 
cost is relatively low, it may be practical to 
establish special funds, perhaps raised by nontran
sit activities (advertising, business contributions); 
such funds would not be subject to the restriction. 
However, in the long run, it may be advisable to seek 
legal advice on how to remove the city restrictions. 

In addition to the constraints just discussed, 
clear sentiment was expressed at the meeting by both 
management and labor that nonpay awards--in partic
ular, publicized recognition--would be stronger 
motivators than pay incentives. This led the study 
group to recommend that Muni give a higher priority 
to nonpay incentives than to pay incentives for the 
immediate future. 

Two philosophies were identified in designing an 
incentive-award system: the awards can be large and 
go to a few operators or be smaller and go to many. 
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Rewarding a few results in focused recognition; 
positi\•e examples are created. However, spreading 
the rewards spreads recognition, and makes rewards 
more attainable; this increased attainability is 
consistent with the philosophy of setting achievable 
(not necessarily easy) goals--success is a strong 
motivator. 

MTC (Minneapolis-St. Paul) struck a compromise 
between these two philosophies in designing its in
centive system. By using a two-tiered approach, sev
eral levels of achievement with increasing rewards 
were established. As many as 40 to 60 percent of 
operators qualified for the first level; a much 
smaller percentage reached the highest level. This 
appeared to be a good compromise and was recommended 
'~o Muni. 

It was also suggested that Muni widen award dis
tribution through the giving of separate awards for 
each division or mode. Alternatively, awards to an 
entire division can be used to create positive com
petition among divisions, and common spirit within 
divisions. This approach has been applied success
fully in Houston. 

Considerable discussion occurred at the study 
group meeting about which incentives are the strong
est motivators; the recommendation was that this 
question be addressed to the employees themselves. 
Accordingly, a survey of operators was undertaken 
(as was done at MTC). The study group stressed the 
importance of follow-up and action based on the sur
vey. Otherwise, expectations might be raised but not 
realized, which could adversely affect morale. 

Another method for selecting the strongest moti
vators is to build some flexibility in the award 
programs, where it is practical to do so. For exam
ple, an operator might be offered a choice between a 
cash award and some time off. 

Finally, in selecting operators for awards and 
recognition, selection criteria should be made clear 
in order to ensure credibility. These criteria should 
be tied in to the performance measurement system. 
Additional credibility can be achieved by involving 
operators in the selection process (an approach used 
at MTC). 

From the start, the MTC recognition program was 
considered to be a good model for Muni. In addition, 
the undertaking of a survey at Muni was also based 
on M'l'C' s experience. M'l'C' s motivational research 
pro]ect, conducted in part by its Human Resources 
Department, involved a three-part survey effort: a 
written attitudinal survey of 320 randomly selected 
employees, focus group discussions involving 100 
employees in total, and in-depth interviews of 38 
employees by trained interviewers Cll· The MTC effort 
was broader in scope and objective than that under
taken at Muni; at Muni the study group, involving 
union and management, had already considered several 
possible changes to the recognition program and was 
seeking additional operator input. Muni also intended 
to build on the experience of other transit prop
erties, including MTC. As it turned out, the Muni 
survey results exhibited several similarities to 
those at MTC. 

EXISTING MUNI RECOGNITION PROGRAMS 

Muni already had employee recoqnition proqrams in 
place when the project was undertaken. The Operations 
Department expends about $24,000 per year on recog
nition programs for operators and supervisors. About 
80 percent of the funding for these programs is 
derived from outside sources such as the transit 
advertising contractor, film companies using Muni 
vehicles, the employee credit union, and the labor 
unions. For operators, such employee recognition 
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programs include the Operator of the Month award and 
the Safety Award Program. The cost per operator in 
1985 was $10. The Operator of the Month award program 
originally included a single operator being selected 
systemwide; this was modified to one operator per 
division being selected (Muni has seven divisions) 
in response to the study group's recommendation. The 
operator is selected based on passenger ballots and 
the division manager's review of the operator's rec
ord. The divisional operator of the month is given a 
plaque, an insignia sweater, a reserved parking space 
for one month, a night on the town, and an entry 
into the annual vacation prize drawing. The award is 
publicized in the Muni newsletter, which also was 
begun during the project period. Systemwide operators 
of the month also get a trophy and a $300 cash prize. 

Safety awards are given to all operators who meet 
the safe driving record standards: no chargeable 
accidents for the year. About 70 percent of operators 
are recognized. Each receives a safe driver patch, 
belt buckle, and certificate. In addition, a banquet 
dinner is held for those who have completed 15 years 
or more as safe drivers. 

COMPOSITION OF THE SAMPLE 

Before inferring conclusions from the survey re
sponses, it is important to confirm the representa
tiveness of the sample. This is particularly impor
tant because the response rate was only 12 percent. 
Unfortunately, it is difficult to test for represen
tativeness as far as attitudinal bias is concerned 
because there were no comparative data. However, 
several key characteristics of Muni operators were 
examined: distribution of the responses over divi
sion, shifts, regular day off, work hours, and se
niority. These characteristics were compared with 
actual statistics on the total Muni operator popula
tion to determine if the sample is representative. 

The sample appears to adequately represent the 
distribution of operators among the divisions. With 
respect to the distribution of part-time versus 
full-time drivers, the sample appears to underrepre
sent the part-time dr ivers--the sample includes 6 .8 
percent part-time operators, whereas the actual per
centage of part-time driving drivers (as of April 2) 
was 11.3 percent. Concerning shift, the sample was 
almost equally divided among day, night, and split 
shift--30.5 percent worked the day shift, 34.3 per
cent the night shift, and 35.2 percent split shifts. 
Comparative figures for the actual distribution of 
drivers by shift were not available. Concerning 
regular days off, the sample appears representative--
41.7 percent reported having both weekend days, 40.9 
percent neither weekend day off, and 17. 45 percent 
one weekend day off, compared with actual figures of 
41.3, 42. 8, and 15. 9 percent, respectively. The re
spondents included persons with a wide range of se
niority levels ranging from relatively new hires to 
those with 34 years of service. There is some under
representation of drivers with low seniority. 

For the purposes of this analysis of operator 
views, it is concluded that in general, the sample 
is sufficiently representative of Muni' s operators 
in terms of seniority, shift, regular day off, divi
sion, and work hours. Again, concerning attitudinal 
bias, one cannot be confident; nevertheless, sub
stantial negative opinions were expressed in the 
anonymous survey and in many cases the responses 
mirror those of the MTC experience. 

SURVEY RESULTS 

In the following sections, the operators' views are 
presented on an aggregate basis; later the responses 
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are stratified by several of the key characteristics 
discussed previously. 

Ratings of Muni 

The operators were first asked to rate Muni on a 
number of different job characteristics. The rating 
scale categories were very good, good, neutral, poor, 
and very poor. Almost all of the operators indicated 
ratings for all of the 22 characteristics. Figure 1 
shows a plot of the average rating for each charac
teristic (assigning values of +l and -1 to the good 
and poor ratings, and +2 and -2 to the very good and 
very poor ratings, respectively). Note that the 
characteristic receiving the worst rating was by far 
responsiveness to operator suggestions, which, on 
average, placed close to the poor rating. Severa 1 
characteristics received a rating that was on average 
about halfway between the neutral and poor rating, 
including planned social activities for operators, 
layover/recovery time, run time, Muni's community 
image, and recognition of good operators. The char
acteristic receiving the highest (best) ratings was 
quality of service provided to riders, followed by 
flexibility of policy for other time off, proce
dures for scheduling vacations, and fairness of 
attendance policy. 

Looking at averages may mask some of the differ
ences in the distribution of ratings. An alternative 
way to rank the results is to examine the percent of 
individuals rating the character is tic as very poor. 
The largest percentage of very poor ratings occurred 
for responsiveness to operator suggestions (32.5 
percent) followed by planned social activities for 
employees (25.8 percent), Muni's community image 
(25.2 percent), running time (24.9 percent), recog
nition of good operators (24.0 percent), layover/re
covery time (23. 8 percent), communications between 
division management and operators (23.0 percent), 
variety of runs offered at sign-up (22.2 percent), 
and communication between street supervisors and 
operators (20.2 percent). 

These results indicate that the primary sources 
of job dissatisfaction at Muni appear to derive from 
a lack of recognition of good operators by management 
and the public, lack of responsiveness to operator 
input, and frustration with the constraints imposed 
by the schedule. It is likely that the highest in
creases in job satisfaction would therefore derive 
from enhanced recognition programs, an aggressive 
program of publicity about the good aspects of Muni 
service and personnel, enhancement of camaraderie 
among the operators through social activities, open
ing up increased avenues of operator input through 
enhancements of the Joint Labor Management Board, 
and better communication with supervisors at the 
division and on the street, as well as attention to 
any real and substantial deficiencies in the schedule 
that may be a source of frustration among operators. 
The ratings also suggest that attendance policies 
are currently liberal enough to provide for employee 
needs. 

Best and Worst Aspects of working at Muni 

In addition to rating specific characteristics, 
operators were asked to identify (in an open-ended 
question) the best and worst aspects of their job at 
Muni. 

The best aspects identified were, first, pay and 
benefits, identified by 49 percent of the operators, 
followed by public service and job security, identi
fied by 15 and 14 percent, respectively. 

The worst aspects identified were more diverse; 
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they included in order of prevalence poor management, 
insufficient schedules, stress on the job, bad 
equipment, uninformed public, and poor communication. 
Numerous operators made comments about the stress 
associated with their Jobs and the need for oppor
tunities to let off steam and relax. A number of 
operators commented on the additional stress caused 
by frequent changes in runs and schedules and some 
suggested fewer run sign ups per year. 

Operator complaints about poor manaqement and poor 
communication, combined with their extremely low rat
ings of responsiveness to operator suggestions, sug
gest that there are serious morale problems and that 
there is a need to provide some mechanism for opera
tor feedback. One approach to this problem would be 
to initiate a recognition program for managers and 
supervisors; it could provide greater incentives to 
lower level management in order to improve communi
cations with the operators and could include operator 
input. Several other approaches to improved communi
cation were identified by the study group, for 
example, rap sessions and a newsletter (~). 

Opinions About the Current Operator of the 
Month Program 

Operators were asked whether they thought they were 
likely to be selected Operator of the Month. The aim 
of this question was to determine whether the program 
was a meaningful motivator. Although 42 percent of 
the operators said they were likely to be operator 

of the month, the remainder indicated that they were 
not. 

Muni 's Operator of the Month program was insti 
tuted to recognize outstanding operators. A single 
operator was recognized systemwide and a ceremony 
was held at the operator's division. (Note that the 
Operator of the Month program was expanded in accor
dance with the Performance Study Group's recommenda
tion to recognize one operator in each division each 
month. This chanqe took place just after the survey 
was distributed and may have increased the number of 
operators who believe they are likely to be selec t ed 
since the survey.) At the ceremony, cash awards, a 
trophy, and noncash prizes are presented. The winning 
operator also receives publicity in the Muni news
letter. The operator is selected based on recommen
dations of managers and through the opinions of pas
sengers who may vote for an operator by turning in a 
car d available on board Muni vehicles. 

The concept of awarding a number of operators 
with outstanding performance each month through a 
modification of the Operator of the Month program 
was introduced in the survey. The majority of opera
tors believed that awardin~ only 10 percent of oper
ators would be the best motivator i they were pre
sented with alternatives ranging from 10 to 90 
percent. 

Operators were asked to identify what they be
lieved were the two most important improvements to 
the existing Operator of the Month program. They 
were presented with a series of alternative sugges
tions, including the following: 
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Recognize more than one driver each month, 
• Recognize more than one level of achievement, 
•Make changes in the type of awards and prizes, 
• Involve operators in the selection of winners, 
• State selection criteria or formula, 

Base selection on overall record, 
Require minimum number of years of service, 
Give group (division) awards, 

• Other 

The responses indicated that about one-half of 
the operators believed that increasing the number of 
operators awarded each month was among the two most 
important alternatives, whereas about one-third 
cited awarding more than one level of achievement; 
almost as many believed that basing awards on the 
overall record and involving operators in the selec
tion process were among the two most important al
ternatives. Note that changes in the type of awards 
ranked far less important; only about 7 percent of 
the operators listed it among the two mos t important 
program modifications. A surprising result was that 
stating the recognition criteria was only fifth in 
importance overall. Given the opportunity to make 
additional comments on the program, the majority of 
operators had no comments. 

Opinions on Alternative Awards for Outstanding 
Performance 

Operators were asked to rank several alternative 
types of awards for outstanding performance as their 
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first, second, and third choices. In addition, they 
were given an opportunity to suggest additional 
awards not presented in the initial set of alterna
tives. The question was asked separately for three 
recognition programs, the individual Operator of the 
Month program, a proposed Division of the Month pro
gram, and the existing Safety Award Program. To 
analyze the results, the selections have been 
weighted to reflect their ranks as first, second, or 
third choice, and an average ranking has been cal
culated. (First choice was counted as 3 points, 
second choice as 2, and third choice as 1.) The 
results are shown in a plot in Figure 2. 

Concerning the Operator of the Month awards, the 
highest average ranking was for paid time off. Gift 
certificates and award badges were close in second 
place. Recognition party and assigning the winning 
operator his/ her own bus were less popular. 

For the Safety Award Program, the results were 
fairly similar, with paid time off most popular, 
f ollowed by awards or badges, then recognition party 
and assigned bus. It should also be noted that the 
operators preferred by more than 3 to 1 that the 
safety program remain separate from the Operator of 
the Month program. Note that the Operator of the 
Month program awards only a single operator (now one 
per division), whereas the safety award program 
awards a number of operators; the question was pre
sented after identifying the possibility of a broader 
recognition program. 

Concerning divisional awards, facility improve
ments were most popular; the remaining choices-
trophies, social activities for the division, badges, 
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and publicity about the winning division--all were 
ranked fairly closely, in the order just given. 

Operators had the opportunity to suggest addi
tional awards. Although about two-thirds had no sug
gestions, 17 percent suggested cash awards and 8 
percent suggested public recognition for the Operator 
of the Month program. Concerning divisional awards, 
83 percent had no additional suggestions, and a few 
suggested social events, cash awards, and public 
recognition. In reviewing the responses to this 
question, it should be noted that the current time
off policies at Muni were rated highly by the oper
ators. Therefore, although the operators ranked paid 
time off the highest, Muni might want to give serious 
consideration to less costly alternatives that ranked 
second overall, such as gift certificates, award 
ceremonies, and badges. Perhaps paid time off would 
best be saved as a reward for an excellent atten
dance record or an annual selection of one indi
vidual from the group of operators of the month. 

In any event, it is clear that operators' first 
choices center on the most costly alternatives--paid 
time off and facility improvements. These are items 
that would require substantial resource commitments 
to the recognition program. Paid time off may be 
difficult given the City Charter restrictions on 
giveaway of public funds. Gift certificates using 
special funding sources may be more feasible (e.g., 
transit advertising, contributions). The other costly 
item, improvement to Muni facilities, should be 
justifiable within the City Charter restrictions. 

It is also noteworthy that badges ranked fairly 
high in the set of choices for individual and safety 
awards. These low-cost items may buy a considerable 
amount of recognition for operators who responded 
with low ratings for Muni' s public image and recog
nition of good operators. It is suggested that badges 
be included in the Operator of the Month program and 
that they be highly visible to the public, for exam
ple, perhaps cap badges should be given rather than 
belt buckles. 

Attendance Program 

Operators were also asked how good attendance could 
best be encouraged. The variety of suggestions in
cluded the following: more money (15 percent), im
proved communications (15 percent), more layover (13 
percent), more time off (10 percent), stricter dis
cipline (9 percent), and better sign-up rules (5 
percent). 

In the author's opinion, more money in the form 
of increased pay would not increase attendance unless 
directly tied to attendance performance. Similarly, 
given the high ratings of time-off policies, the 
author believes that additional time off is unlikely 
to encourage better attendance i however, paid time 
off could be used to reward operators with partic
ularly good attendance. It is also interesting to 
note that the number of operators identifying im
proved communication was the same as the number 
identifying more money. Perhaps low-cost communica
tion efforts would have some beneficial effect on 
attendance. Overall, there does not appear to be a 
clear consensus among operators on the best way to 
motivate them to reduce absenteeism. Thus, the author 
believes that attendance program suggestions might 
best be derived from the experi"'nc"' of ollan LLdll>ill 
properties. 

It should also be noted that sentiments expressed 
by several operators indicated their desire for 
stricter discipline of those operators who abuse 
attendance policies while recognizing and rewarding 
the majority of good operators. Comments included, 
for example, "do something about operators who abuse 
sick time," "it's too easy to take time off," "get 
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rid of bad operators," and "don't make good drivers 
suffer with bad drivers on Muni policies." 

Stratification of Responses by Key Operator 
Characteristics 

As an additional aid in the design of an effective 
recognition program, the survey responses are disag
gregated in the following sections by division, se
niority, shift, regular day off, and perceived 
likelihood of being Operator of the Month. 

Differences by Division 

The operators' ratings of service characteristics 
were examined on a divisional basis. Some divisions 
indicated great satisfaction with one characteristic 
but great dissatisfaction with another. Statistics 
indicated that the most significant differences among 
divisions occurred with respect to time for confer
encing, equipment, and communications between divi
sion management and operators. Significant differ
ences were also found regarding layover time, run 
time, uniforms and uniform policy, facilities, and 
fairness of discipline. It should be noted that cor
relations were evident between division and other 
key character istics--senior i ty and part-time or 
full-time status. 

Differences by Seniority 

Operators were disaggregated into four seniority 
categories: less than 5 years, 5 to 9 years, 10 to 
19 years, and 20 years or more. Several significant 
differences among seniority categories were found i 
these were in the ratings of Muni for uniform and 
uniform policy, layover time, variety of runs of
fered, training for the job, giving operators suffi
cient information for the job, responsiveness to 
operator suggestions, and Muni' s image in the com
munity. 

In general, the differences among seniority cate
gories indicated that the operators with the least 
seniority and, in some cases, those with the greatest 
seniority were more satisfied with their jobs. For 
example, 31 percent of those with less than 5 years 
at Muni rated uniforms and uniform policy poor or 
very poor, compared with 51 percent of those with 10 
to 19 years at Muni. Similarly, 44 percent rated 
responsiveness to operator suggestions as poor or 
very poor compared with 72, 74, and 60 percent of 
the other groups with increasing seniority. Concern
ing Muni 's commLmity ima<Je, the most senior operators 
were the least critical--33 percent rated the image 
as poor or very poor followed by 43 percent of those 
with less than 5 yearsi this was in contrast with 67 
and 62 percent in the 5 to 9 and 10 to 19 year 
groups, respectively. 

Ratings of layover time adequacy revealed that 
the most senior operators were most satisfied, 
whereas the lower seniority operators--particularly 
the 5 to 9 year group--were least satisfied. This 
may be partially explained by the sign-up procedures, 
which allow the best runs to be selected by the 
operators with the greatest seniority. However, con
cerning the variety of runs offered at sign up, the 
opei:atoi:s with the least senioi:ity were the most 
satisfiedi 28 percent of those with less than 5 years 
of seniority rated the variety of runs poor or very 
poor compared with 60, 54, and 59 percent of those 
groups with increasing seniority. 

Finally, concerning training and information pro
vided for operators to do their job, operators with 
less than 5 years of seniority were the most satis
fied. 
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Comparing average ratings based on numerical 
scaling of the responses indicates that the groups 
with less seniority view three job characteristics 
with similar levels of dissatisfaction: layover, 
variety of runs, and responsiveness to operator sug
gestions, whereas the higher seniority groups do 
not. Also, the groups with middle seniority view the 
community image much more negatively than the extreme 
9roups--those with less than 5 years and those with 
20 year or more seniority. 

As noted previously, a correlation existed between 
seniority and division. Nevertheless, it appears that 
neither seniority nor division fully explains the 
effects of the other. For example, it appears that 
the least satisfied operators are those in the middle 
range of seniority and are concentrated at three 
particular divisions. The divisions with the highest 
percentage of operators in the middle range of se
niority overlap but do not coincide with these three 
divisions. However, at the same time the division 
noted as containing the most satisfied operators 
(based on the ratings) has the smallest percentage 
of operators in the middle seniority range. 

Differences by Shift 

For the most part, shift did not influence survey 
responses. Some differences were noted in the per
centages ranking particular awards as their first, 
second, and third choices. Split-shift operators 
tended to rank paid time off higher than did others. 
Day shift operators tended to rank recognition 
parties higher and facility improvements lower than 
those working other shifts. These differences are 
minor and should not necessarily influence the choice 
of awards in a recognition program. First-choice 
selections were the same across shifts. 

Differences by Regular Day Off 

To examine the effect of regular day off, operators 
were disaggregated into three groups: persons having 
both weekend days off, those having one weekend day 
off, and those having no weekend days off. However, 
this characteristic appeared to have only minor 
influences on the responses. 

Characteristics of Those Who Did Not Consider Them
selves Likely To Be Selected Operator of the Month 

The operators who indicated they were not likely to 
be selected as Operator of the Month tended to have 
negative views of Muni in terms of the following 
characteristics: 

Equipment, 
Uniforms and uniform policy, 

• Layover time, 
• Variety of runs offered, 

Clarity of rules, 
Fairness of discipline, 
Informing operators, and 
Responsiveness to operator suggestions. 

Thus, job dissatisfaction appears to correlate 
with the employee's investment in the recognition 
programs. Overall, operators who did not think they 
would be selected rated Muni more negatively than 
did operators who thought they would be selected. 

Other differences (between those who believed 
they were likely to be selected and those who be
lieved they were not) were (a) part-time versus 
full-time status and (b) regular day off. Those 
operators who worked part time and those who had 
neither weekend day off were more likely than others 
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to believe they would be selected Operator of the 
Month. 

It is particularly interesting to examine the 
Operator of the Month program improvements that are 
most important to those who thought they were un
likely to be selected. In general, they ranked the 
suggested improvements similar to other. operators, 
although a higher percentage responded to the ques
tion. The improvements they appeared to be much more 
likely to choose were (a) involve operators in the 
selection process, and (b) reward more than one level 
of achievement. These changes should be most likely 
to increase the impact of the recognition program. 

SUMMARY OF SURVEY RESULTS 

1. Primary sources of job dissatisfaction at 
Muni are a lack of recognition of the good operators 
by both management and the public, lack of respon
siveness to operator input, and, for many operators, 
frustration with the scheduled run and recovery time. 

2. Some divisions exhibited greater operator 
dissatisfaction than others in the areas related to 
(a) communication with management and (b) facilities. 

3. Operators in the middle levels of seniority 
(5 to 19 years) were more dissatisfied with a number 
of job character is tics than were those with either 
high or low seniority. 

4. Flexibility in time-off policies, fairness of 
the attendance policy, and procedures for scheduling 
vacations were all rated high. 

s. Approximately 4 of every 10 operators believed 
that they were likely to be selected Operator of the 
Month. Operators favored several changes in the pro
gram, most important, increasing the number of oper
ators rewarded each month and rewarding more than 
one level of achievement; these changes were followed 
by basing awards on the overall record and involving 
the operators in the selection process. Those opera
tors who did not believe they were likely to be 
selected believed that the most important changes to 
the program were involvement of operators in the 
selection process and rewarding more than one 
achievement level. Note that operators identified 10 
percent as the appropriate number of operators to be 
awarded in order to make the program a good per
formance motivator. 

6. Type of award was not among the most important 
changes, but was addressed in the surveys. Operators 
favored paid time off over other awards to individ
uals and facility improvements for awards to divi
sions. They also preferred keeping the Safety Award 
Program as a separate program. 

RECOMMENDATIONS 

Based upon the survey results, it is recommended 
that the following seven steps be undertaken to im
prove recognition programs: 

1. Create a joint labor management committee to 
revise the Operator of the Month program. 

2. Prepare a set of recognition criteria and use 
the microcomputer monitoring system in the selection 
process. 

3. Identify a second level of achievement for 
awards. 

4. Develop a Division Award Program that will 
reward a division with funds to improve amenities in 
the division. This may be effective as a group moti
vator and may permit the expenditure of Muni funds 
for recognition more easily than will individual 
awards, which face City Charter restrictions. 

5. Increase publicity about the achievements of 
Muni's operators, create visibility for the recogni-
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tion program, and inform operators about efforts to 
improve the public image of Muni. 

6. Target problem divisions for a program of 
increased conferencing and communications with oper
ators. 

7. Create a Manager Recognition Program to reward 
managers who excel and include operator input in 
selecting outstanding managers. 

CONCLUSION 

As of this writing, this project is still in pro
gress. The union is currently reviewing survey re
sults and will shortly confer with management on 
management's response to the survey. Muni management 
has had a favorable reaction to many of the recom
mendations. 

The author believes that the survey was useful in 
pinpointing problems and solutions and should be 
useful in providing greater credibility with Muni 
drivers. However, the making of definitive conclu
sions on the effectiveness of the process must fol
low implementation of recognition program changes. 
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Bus Marketing Costs: 
Section 15 Reporters 

The Experience of 18 
from 1981 to 1983 

ROSEMARY BOOTH 

ABSTRACT 

The costs incurred by 18 transit agencies from 1981 to 1983 to market their bus 
services are reported. These costs are based on financial and operating data 
reported to the federal government under Section 15 of the Urban Mass Transpor
tation Act of 1964, as amended. The operators whose reports were examined are 
among the largest agencies, and carry about one-half of the passenger trips 
reported by bus operators under Section 15. Total marketing expenditures in 
1983 for the 18 agencies reporting were nearly $33 million. The average agency 
spent more than $1.8 million on marketing, or about 2.4 percent of operating 
costs, less than that spent by two other service firms examined. Marketing and 
operating costs both kept pace with inflation during the time period. On aver
age, the 18 agencies spend $0.031 per passenger trip and $0.007 per passenger 
mile on marketing in 19831 marketing costs per passenger appeared to decline as 
fleet size and market share increased. The average agency spent more than 50 
percent of its marketing budget on customer services in 1983. The remainder of 
the budget was spent on promotion (29 percent), planning (14 percent), and 
market research ( 5 percent). Costs in all of the marketing activity areas 
varied considerably among agencies and within agencies over time. It is sug
gested that transit agencies have not yet adopted a marketing orientation to 
managing their services and that a larger data set, more reliable ridership 
data, and more refined measures of service area population would improve analy
sis of the effectiveness of marketing expenditures. 

Marketing is a critical activity in the management 
of transit services because it is the only strategy 
area with a direct impact on consumer demand (!) • 
With the decline of federal operating subsidies, the 
role of marketing assumes additional importance. 
Although many transit agencies acknowledge the key 
role marketing should play, few have yet adopted a 
marketing approach to managing their services. Evi
dence of this gap between theory and practice can be 
found by examining actual marketing expenditures in 
the industry. 

SECTION 15 DATA SOURCE 

Described is what 18 publicly owned transit agencies 
spent to market their bus services from 1981 to 1983, 
both total expenditures as well as expenditures for 
particular types of marketing activities. One purpose 
of the study is to provide information that transit 
agencies can use as benchmarks for comparing their 
marketing costs with those of similar operators. The 
analysis serves strictly as a guideline in this re
gard; the related and important issue of marketing 
effectiveness (or productivity) is not addressed. 

The analysis is based on data reported to UMTA, 
U.S. Department of Transportation, under Section 15 
of the Urban Mass Transportation (UMT) Act of 1964, 
as amended. This act currently provides for the col
lection of financial and operating information from 
all transit operators receiving federal assistance 
under Sections 5 or 9 of the UMT Act. 

Operators are required to report financial infor-
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mation in four functional categories: vehicle opera
tions, vehicle maintenance, nonvehicle maintenance, 
and general administration. UMTA publishes these 
required data in its annual Section 15 report. Some 
agencies choose to report additional details about 
their operations, and these agencies file Level c, 
B, or A reports, in order of increasing detail. About 
two dozen agencies filed Level A reports from 1981 
to 1983. 

Both published data (2-4) and unpublished Level A 
information were used for- this analysis. The pub
lished data included operating expense, revenue, 
ridership, and service information. The Level A data 
consisted of expenditures in four reporting cate
gories: customer services, promotion, market re
search, and planning. The sum of costs in these 
categories is equivalent to the category "marketing 
expenditures" reported under Level B. [See Figure 1 
for a diagram of Section 15 expense classifications 
at the various reporting levels (.2_) • ] 

SELECTION OF DATA SET 

The time frame of 1981 to 1983 was selected, yielding 
3 years of data. Although Section 15 reports have 
been filed since 1979, data quality improved markedly 
from 1981 on, leading to the selection of that year 
for the beginning of the analysis. Reports filed for 
1983 were the most recent available and hence define 
the end year of the study. (Data for 1984 were in
complete at the time of publication; limited analysis 
of these 1984 data suggests that their inclusion 
would not materially change the conclusions of the 
study.) Data from 1981 and 1982 pertain to fiscal 
years. Data from 1983 denote calendar-year informa
tion because of a change in Section 15 reporting 
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FIGURE 1 Section 15 expense classifications at various reporting levels. 

requirements. All expenditures are given in actual 
(not constant) dollars, as reported, except where 
noted otherwise. 

Operators were selected to include all those who 
filed Level A reports from 1981 to 1983 and had ex
penditures in at least one marketing category for 
all 3 years. The analysis was limited to one mode in 
order to control for differences in operating costs 
and other character is tics between modes. Motor bus 
service was selected because a substantial majority 
of the agencies reporting Level A data are motor bus 
operators, reflecting the predominant mode for 
operators nationwide. Described are marketing ex
penditures as they were reported by all-bus systems 
as well as for the motor bus operations of multimode 
agencies. 

A total of 19 transit agencies fit the criteria 
just given. One of these was eliminated because it 
was substantially smaller than the next largest 
agency, leaving a total of 18 agencies for examina
tion. Ten of the agencies are all-bus operations. A 
list of the 18 agencies and their operating charac
teristics is given in Table 1. An additional re
striction was imposed on the data set, in terms of 
directly operated versus purchased service, with 
purchased service excluded to make the agencies more 
comparable. It was not possible to distinguish be
tween directly operated and purchased service in 
Section 15 data before 19831 however, most purchased 
service involved commuter rail and/or demand-response 

TABLE 1 1983 Bus Operating Data for 18 Agencies 

Trnnsit System 

Orange County Transit District (TD), Santa Ana, Calif. 
Metropolitan Transit Commission (MTC), Minneapolis, Minn. 
Via Metropolitan Transit (VIA), San Antonio, Tex. 
New York City Transit Authority (CTA), N.Y." 
Santa Clara County Transportation Authority (TA), San Jose, Calif. 

modes, both of which were omitted from the analysis_ 
In 1983 Section 15 data l>egan to separate direct 
response from purchased service by mode and this 
purchased service was omitted from the current study. 
In all cases, purchased bus service was negligible. 

DESCRIPTION OF PROPERTIES 

The 18 agencies comprise roughly 5 percent of all 
motor bus operators reporting Section 15 data (at 
all levels) during the years 1981 to 1983. These 18 
agencies are not representative of all U.S. motor 
bus systems, or even of the Section 15 motor bus 
operators--they are biased toward the largest 12 
percent, that is, agencies operating 250 or more 
vehicles. Figure 2 shows a comparison of all Section 
15 motor bus reporters with the 18 properties whose 
data are used for this analysis, on the basis of 
fleet size. Because system size is related to service 
area population, it follows that the operating char
acteristics and marketing behavior described here 
are more comparable to those of motor bus operators 
in large cities than to those in medium- and small
sized urban or rural areas. 

Figure 3 shows the share of all Section 15 motor
bus operating characteristics accounted for by the 
18 agencies. The 18 operators carry one-half of all 
U.S. motor bus passengers, but account for only 40 
percent of the total passenger miles. The disparity 

No. of No. of 
No. of Operating Fare Passenger Passenger 
Revenue Expense Revenue Trips Miles 
Vehicles ($000s) ($000s) (OOOs) (OOOs) 

526 64,367 14,011 27,657 202,308 
1,046 88,364 30,958 75,341 235,455 

456 30,685 8,368 33,433 148,245 
4,573 664,945 NA 1,062, 142 2,027,245 

758 85, 794 8,553 36,945 149,267 
Southeastern Pennsylvania Transportation Authority (SEPTA), Philadelphia, Pa." 1,455 153,616 NA 186,467 5 16,848 
Southeastern Michigan Transportation Authority (SEMT A), Detroit, Mich." 1,249 138,459 NA 143,205 430,863 
Chicago Transit Authority (TA), Ill." 2,295 339,276 NA 473,986 i,101,696 
Port Authority of Allegheny County (PATCO), Pittsburgh, Pa.• 1,034 110,250 NA 83,545 426,717 
Municipality of Metropolitan Seattle (MEfRO), Wash." 1, 195 93,090 NA 60,564 385,023 
Massachusetts Bay Transportation Authority (MBTA), Boston, Mass." J ,157 105,770 NA 98,695 211,544 
Metropolitan Atlanta Rapid Transit Authority (MART A), Ga. a 1,023 77,721 NA 84, 936 348,238 
Southwestern Ohio Regional Transit Authority (SORTA), Cincinnati, Ohio 390 36,893 11,338 36,735 145,981 
.~en nie.cn Trnmit lnrpnrntinn (Tl), \"lif 140 17,li47 17,400 7fi,4qo 111i,11' 
Bi-State Transit System, St. Louis, Mo. 890 80,235 22,943 56,544 200,710 
Regional Transportation District (RTD), Denver, Colo. 776 76,351 17,960 48,250 250,066 
Alameda-Contra Costa County Transit, Calif. 901 96,415 32,331 75,450 457,982 
Dallas Transit System (TS), Tex. ___§].§ 4 1 048 ___l_'J,ru ___l1_.1ll_ 177 769 

Total 20,700 2,315,926 178,693 2,647,656 7,552,292 

Average 1.150 128,663 17,869 147,092 419,572 

arroperty operates additional modes other than demand-response transit. 
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FIGURE 2 Distribution of 18 agencies and all Section 15 
reporters by fleet size ( 1983 ). 
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reflects the shorter trip lengths in many of the 
urban areas where the 18 agencies operate. The 18 
reporting agencies accounted for 44 percent of all 
motor bus operating expenses, suggesting that they 
are more efficient than average, where efficiency is 
defined as cost per passenger. 

TOTAL MARKETING COSTS 

In 1983, the 18 motor bus agencies spent a total of 
nearly $33 million on marketing activities, or an 
average of more than $1. 8 million per agency, as 
indicated by. the data in Table 2. To compare agencies 
of different sizes, marketing expenditures were cal
culated in relation to operating expenses, operating 
revenue (fares), passenger trips, and passenger 
miles. The primary measure usec was marketing costs 
in relation to operating expenses because operating 
expenses are mo.re consistently defined and reliably 
reported than the other variables. 

1983 MARKETING COST RATIOS 

Marketing expenditures ranged between 0. 2 and 4. 8 
percent of total operating expenses, and amounted to 
2. 2 percent of operating expenses on average. This 
amount is lower than the norm for other service in
dustries, including transportation services. American 
Telephone and Telegraph, for example, spent more 
than 13 percent of operating expenses on marketing 
in 1983, according to their 1983 Annual Report. Delta 
Airlines, as indicated by the data in Table 3, spent 
more than 12 pe.rcent of operating expenses on mar
keting in the same year, according to their 1984 An
nual Report. Transit agencies in New York, Chicago, 
Boston, Atlanta, and Philadelphia (in that order) 
spent the lowest percentages of operating expenses 
on marketing. 

Marketing expenditures among the 18 agencies 
amounted to an average of $0.031 per passenger in 
1983, ranging between $0.001 and $0.101 per passen
ger. Again, agencies in New York, Chicago, Atlanta, 
Philadelphia, and Boston spent the least on a per
passenger basis. Th is is reasonable, if marketing 
costs are expected to decline with market share. For 
example, all of these agencies except that in Boston 
carry more passengers per standard metropolitan sta
tistical area population than average. 

TABLE 2 1983 Bus Marketing Expenditures for 18 Agencies 

Total Marketing Marketing Marketing Marketing 
Marketing Operating Fare Passenger Passenger 

Transit System Expenditure Expense Revenue Trip Mile 

Orange County TD 1,626,649 0.025 0. 11 6 0.059 0.008 
Minneapolis MTC 2,357 ,932 0.027 0.076 0.031 0.010 
San Antonio- VIA 1,469,491 0.048 O.l 76 0.044 0.010 
New York CTA 1,557,805 0.002 NA 0.001 0. 001 
Santa Clara County TA 3,720,934 0.043 0.435 0.101 0.025 
Philadelphia- SEPTA 1,350,022 0.009 NA 0.007 0.003 
Detroit-SEMTA 2,983 ,519 0.022 NA 0.02 1 0.007 
Chicago TA 1,663,083 0.005 NA 0.004 0.002 
Pittsburgh- PATCO 1,625 ,366 0.01 5 NA 0.0 19 0.004 
Seattle METRO 3,385, 143 0.036 NA 0.056 0.009 
Boston- MBTA 787,675 0.007 NA 0.008 0.004 
Atlanta-MARTA 583,094 0.008 NA 0.007 0.002 
Cincinnati-SORTA 1,45 1,348 0.0 39 0.128 0.040 0.010 
San Diego TC 1,275,260 0.039 0.103 0.048 0.009 
St. Louis-Bi-State 2,033,750 0.025 0.089 0.036 0.01 0 
Denver-RTD 1,917,311 0.025 0.107 0. 040 0.008 
Alameda-Contra Costa 2,007 ,455 0.021 0.062 0.027 0.004 
Dallas TS 1,200,992 0.029 0.061 0.032 0.007 

Total 32,996,829 

Average 1,833, 157 0.024 0. 135 0.032 0.007 

Note: Acronyms for the transit systems ore defined in Table 1. Values in the table nre in dollars. 
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TABLE 3 Comparison of Expenditure Rates 

18 Bus Delta 
Reporters Greyhound Trailways Air Lines 
(1983) (1983) ( 1984) (! 983) 

Marketing/operating 
expense 0.024 0.123 

Marketing/passenger 
trip 0.032 13.170 

Marketing/passenger 
mile 0.007 0.018 

Promotion• /operating 
expense 0.007 0.044 0.024 0.017 

Promotion" /passenger 
trip 0.0091 0.647 0.513 1.830 

Promotion" /passenger 
mile 0.002 0.0041 b o.0025b 0.0025 

aocflned as advertising or promotion. 
hE,1 timate. 

Regression analysis of the 1983 data confirmed 
that the ratio of marketing costs to operating ex
penses was inversely related to fleet size and 
(somewhat less certainly) to market share. Market 
share was defined as the ratio of passenger trips t o 
urbanized area population. (Results of the regression 
analysis can be obtained from the author.) Other 
studies have found both positive <il and negativ e 
(2,_!!l correlations between marketing costs and market 
share. 

Marketing expenditures per passenger mile ranged 
from $0.001 to $0.025, with most agencies spending 
between $0.002 and $0.013. Delta Airlines, on the 
other hand, spent $0.018 per passenger mile on mar
keting in 1983 (Table 3 ). Santa Clara County was the 
only transit agency to reach or exceed this ratio. 
It could be argued that transit services should show 
higher marketing expenditures than air travel ser
vices on a passenger-mile basis because the transit 
passenger trips are substantially shorter. 

Because fare revenue was not reported by mode 
from 1981 to 1983, the ratio of marketing to fares 
could only be reliably determined for the 10 single
mode systems in the analysis. For these 10, marketing 
amounted to an average 13.5 percent of fare revenue 
in 1983, with a range of from 6 to 13 percent for 
most of the systems (Table 2). However, . the ratio of 
marketing costs to fares can be misleading. For one 
thing, some agencies apparen tly spend ing at t he hig h 
end of the scale simply have low fare-recovery 
ratios. At the same time, a low fare-recovery rati o 
does not necessarily mean poor mar ket support for 
transit because some agencies recover a substantial 
portion of operating costs through a dedicated local 
tax, which could be considered another measure of 
local support for transit (or sales response to the 
system) • In San Diego, for example, marketing costs 
amount to 43. 5 percent of fares because fares (and 
the fare-recovery ratio) are very low; at the same 
time, the city dedicates tax revenues to transit, 
making the fare-recovery ratio a poor in<'licator of 
local support. 

FROM TRENDS 1981 TO 1983 

Two distinct trends for the 18 agencies as a whole 
c an be observed from 1981 to 1983: revenue and costs 
increased, while ridership declined; these trends 
are shown in Figure 4. (Note that in the figure fare 
r evenue reflects 10 all-bus systems only.) Both 
total operating expenses and marketing expenses wer e 
9 percent higher in 1983 than in 1981. Taking into 
account the effects of inflation, e xpenditures and 
r evenue decreased slightly from 1981 to 1983. At the 
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FIGURE 4 Bus operating trends for 18 agencies (1981-1983). 

same time, the number of passenger trips decreased 
by 11 percent, possibly in response to higher fares 
and stable gasoline pr ices. (In real terms, fares 
declined, but gasoline prices declined even more 
over the 2-year period.) The number of passenger 
miles declined by 17 percent from 1981 to 1983, 
reflecting cuts in service as well as decreased 
ridership. 

The average percentage increase in marketing ex
penditures was about 14 percent over the time period, 
as indicated by the data in Table 4. This figure is 
higher than the 9 percent change in overall marketing 
costs because it reflects relatively higher percent
age increases at some of the smaller sized agencies, 
which are equally weighted in calculating the aver
age. The average also masks considerable variation 
among agencies. From 1981 to 1983, marketing expe n
ditures declined for seven agencies, and increased 
by 35 percent or more (in actual dollars) a t s ix 
others. 

The aver age percentage change in the ratio of 
marketing expenditures to operating expenses from 
1981 to 1983 was 1 percent (Table 4). The increase 
was particularly not.able from 1981 to 1982, when 
m~rketing e xpenditures as a whole increased by 11 

TABLE 4 Change in Bus Marketing Expenditu res (1981-1983) 

Total Marketing/ Marketing/ Marketing/ 
Marketing Operating Passenger Passenger 

Transit System Expenditure Expense Trips Miles 

Orange County TD -0.12 -0.34 -0.11 -0.15 
Minneapolis MTC -0.14 -0.28 0.04 0.00 
San Antonio-VIA 0.42 0.10 0,37 -0.12 
New York CTA 0.10 0.05 0.23 0.51 
Sun tu Clo.rll County TA 0.35 0.14 0.27 0.31 
Philadelphia-SEPT A 0.05 -0.17 0.34 0.27 
Detroit-S EMTA -0.03 -0.10 -0.39 0.08 
Chicago TA 0. 19 0.18 0.35 0.33 
Pittsburgh-PATCO 0. 18 0.03 0.39 0.15 
Seattle METRO 0.70 0.46 1.09 1.30 
Boston-MBTA 0.03 -0.01 0.23 0.22 
Atlanta-MART A -0.37 -0.39 -0.18 -0.26 
Cincinnati-SORT A 0.87 0.64 0.96 1.26 
San Diego TC 0.60 0.66 1.31 1.18 
St. Louis- Bi-State -0.20 -0.15 0.01 0.08 
Denver-RTD -0.30 -0.38 -0.21 -0.23 
Alameda-Contra Costa -0. 12 -0.23 0.27 -0.10 
Dallas TS 0.37 -0.04 0.39 1.00 

Average 0.14 0.01 0.30 0.32 

Note: Acronyms for transit systems are defined in Table I. Values in the table are 
in dollars. 
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percent while operating expenses increased by only 6 
percent, as shown in Figure 4. Again, there is sub
stantial variation from one site to another. Although 
marketing obtained a much higher share of the oper
ating budget at three agencies--Seattle (+46 per
cent) , Cincinnati (+64 percent) , and San Diego (+6 
percent)--from 1981 to 1983, its share actually de
clined in relation to the total operating budget at 
10 other agencies and indicated little change at the 
remaining 5 agencies. 

Marketing expenditures per passenger trip in
creased during the 1981-to-1983 period by an average 
30 percent in actual dollars (Table 4), or by about 
16 percent after adjusting for inflation. This ap
parent increase is largely a result of ridership 
declines at many agencies. At a few agencies, expen
ditures per passenger trip apparently declined be
cause ridership increased. 

A't two agencies, San Antonio and New York City, 
both marketing expenditures per passenger trip and 
ridership increased during the 2-year period. San 
Antonio's ridership increased by 37 percent as its 
marketing expenditures per passenger increased by 3 
percent; New York City's bus rider ship increased by 
6. 4 percent, while its per-passenger marketing ex
penditures increased by 23 percent. To attribute 
ridership changes to marketing behavior, additional 
cases and more detailed information--particularly 
about the timing of expenditures and changes in de
mand--would be required. However, these two cases 
provide potential support for the notion that mar
keting expenditures can effectively increase rider
ship in different types of transit markets. Marketing 
expenditures per passenger mile increased by 32 per
cent, on average, but the bulk of the increase is 
again the result of substantial declines in the num
ber of passenger miles of travel in most of these 
areas. 

COMPONENTS OF MARKETING EXPENDITURES 

Section 15 defines marketing expenditures in four 
functional categories: customer services, promotion, 
planning, and market research. Customer services are 
sometimes described as selling-related activities, 
whereas the remaining categories are termed market-
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ing-support activities. Each of these four functional 
categories will be described further. 

Customer Services 

As defined for Section 15 reporting purposes, cus
tomer services refers to public relations, customer 
relations, charter service, telephone information, 
and related activities. This category of marketing 
expenses thus includes production of materials such 
as timetables and system maps. Table 5 presents ex
penditures on customer service activities by the 18 
agencies in 1983, both in absolute terms and as a 
share of all marketing expenditures. In 1983, the 18 
agencies spent more than $18 million on customer 
service activities, an average of more than $1 mil
lion per agency. 

Customer service expenditures accounted for more 
than 50 percent of total marketing expenditures for 
the 18 agencies and for at least 40 percent of mar
keting expenditures at most of the individual agen
cies. This ratio is not unusual in the transportation 
industry, which is heavily reliant on information 
exchange. A substantial portion of airline marketing 
costs, for example, is accounted for by commissions 
paid to travel agents for booking passenger flights 
and for communications systems to support airline 
information services. 

On average, customer service expenditures in
creased by 10 percent from 1981 to 1983, as also 
indicated by the data in Table 5. As a share of all 
marketing costs, these expenditures declined by about 
1 percent over the time period, possibly reflecting 
the decline in ridership at most agencies. The rela
tive stability of customer service costs in relation 
to all marketing expenditures suggests that providing 
information is viewed as an essential part of selling 
services such as transportation; more years of data 
could confirm this hypothesis. 

Promotion 

Promotion as defined for Section 15 reports comprises 
both advertising and promotional activities, includ
ing newspaper, billboard and other advertising, press 

TABLE 5 Expenditures on Customer Services by 18 Agencies 

Change in Customer 
Expenditure on Change in Customer Customer Service Share Service Share of 
Customer Services Service Expenditure of Total Marketing All Marketing 

Transit System (1983)($) (1981-1983) (1983) (1981-1983) 

Orange County TD 526, 752 0.09 0.32 0.24 
Minneapolis MTC 991,778 -0.12 0.42 0.03 
San Antonio-VIA 534,300 0.43 0.36 0.01 
New York CTA 743,265 -0.02 0.48 -0.11 
Santa Clara County TA 2,934,728 0.90 0.79 0.40 
Philadelphia-SEPTA 490,416 -0.16 0.36 -0.19 
Detroit-SEMT A 1,408,202 0.12 0.47 0.15 
Chicago TA 468,311 -0.19 0.28 -0.32 
Pittsburgh-PATCO 1,037,911 0.15 0.64 -0.02 
Seattle METRO 2,531,941 0.46 0.75 -0.14 
Boston-META 308,671 -0.26 0.39 -0.28 
Atlanta-MARTA 360,060 -0.26 0.62 0.17 
Cincinnati-SORTA 465,403 0.46 0.32 -0.22 
San Diego TC 784,768 0.44 0.62 -0.10 
St. Louis-Bi-State 1,465,447 -0.12 0.72 0.10 
Denver-RTD 1,284, 193 -0.20 0.67 0.14 
Alameda-Contra Costa 999,855 -0.17 0.50 -0.05 
Dallas TS 695 565 0.31 0.58 -0.05 

Total 18,031,566 

Average 1,001,754 0.10 0.52 -0.01 

Note: Acronyms for transit systems are defined in Table 1. 
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releases, and related activities. It includes ser
vices provided by the transit agency as well as pro
fessional and technical services hired from outside 
firms. The data in Table 6 indicate that the 18 
agencies spent more than $9 million on promotion in 
1983, or slightly more than $500,000 each, on aver
age. Promotional expenditures accounted for more 
than 29 percent of all marketing expenditures. 

On average, the 18 agencies spent less on promo
tion than three other transportation firms examined, 
including two intercity bus companies, as indicated 
by the data in Table 3. The difference is particu
larly striking for the ratio of promotion (or adver
tising) costs to operating expenses, which was 0.007 
for the reporters, compared with 0.017 for Delta 
Airlines, 0.024 for Trailways Lines (1984 data), and 
0.044 for Greyhound Lines (Delta Air Lines 1984 An
nual Reper t; 2_, .!Q_) • 

Promotional expenditures increased from 1981 to 
1983 by about 45 percent, on average, as indicated 
by the data in Table 6. However, the rate of change 
at individual agencies varied widely, with Seattle, 
Cincinnati, and San Diego indicating large increases 
and many other agencies indicating a decline in pro
motional costs. Possible factors that could explain 
the wide variation over the 2-year period include 
new services or facilities construction, changes in 
hours or routes of service, and changes in funding 
levels and sources, which may have been accompanied 
by advertising campaigns. Such campaigns might last 
only a few months, but could cause large year-to-year 
cost variations. As a share of all marketing ex
penses, promotion also increa.:ed by 1 7 percent on 
average, again with wide variation among systems. 

Planning 

Section 15 requirements simply define this category 
of marketing expenditure as including all long-range 
and regional transit planning and analysis activ
ities. Both agency salaries and outside services are 
included. Planning expenditures amounted to $4.4 
million for the 18 agencies in 1983, or nearly 
$250,000 per agency, on average, as indicated by the 
data in Table 7. Planning expenditures were about 15 
percent of overall marketing costs. 
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Planning expenditures increased by about 10 per
cent between 1981 and 1983, as indicated by the data 
in Table 7. In relation to total marketing expendi
tures, planning expenses declined by an average 7 
percent during the same time period. It is possible 
that the decrease in planning expenditures is related 
to lower capital outlays and more or less static 
development at many agencies. 

Market Research 

For section 15 reporting purposes, market research 
activities comprise consumer behavior research and 
transit service demand surveys for service develop
ment and changes. Market research is central to 
managing transit services with a marketing (or con
sumer) orientation because it supplies the informa
tion on which to base strategy. The 18 agencies being 
studied spent a total of $1.4 million on market re
search in 1983, less than on any of the other three 
marketing activities. On average, the agencies spent 
more than $76,000, as indicated by the data in Table 
8. Because five agencies spent nothing, the average 
for those undertaking any market research was actu
ally more than $100,000. Market research expenditures 
were about 5 percent of overall marketing costs in 
1983. 

Average expenditures on market research by the 18 
agencies increased by almost 40 percent from 1981 to 
1983; however, this figure is misleading because San 
Diego's expenditures increased more than tenfold 
during this time period, as indicated by the data in 
Table 8. Without the San Diego data, mean expendi
tures are observed to have decreased. by nearly 16 
percent. The same holds true for market research 
expenditures as a share of all marketing costs. An 
apparent average increase of 7 percent becomes a 
decrease of more than 22 percent when San Diego is 
omitted from the calculation. 

SUMMARY AND CONCLUSIONS 

Cost data on bus marketing from the 18 transit agen
cies examined suggest that they have not yet adopted 
a marketing approach to transit management, particu-

TABLE 6 Expenditures on Promotion by 18 Agencies 

Change in Change in Promo-
Expenditure Promotion Promotion Share tion Share of 
on Promotion Expenditure of Total Mar- All Marketing 

Transit System (1983)($) (1981-1983) keting ( 1983) (1981-1983) 

Orange County TD 825,789 -0,03 0.51 0.11 
Minneapolis MTC 664,340 -0.17 0.28 -0.03 
San Antonio-VIA 555,150 0.43 0.38 0.01 
New York CTA 120,278 -0.47 0.08 -0.52 
Santa Clara County TA 754,784 -0.17 0.20 -0.39 
Philadelphia-SEPTA 608,739 0.37 0.45 0.31 
Detroit-SEMT A 946,837 -0.23 0.32 -0.20 
Chicago TA 844, 745 0.52 0.51 0.28 
Pittsburgh-PA TCO 331,571 0.06 0.20 -0.10 
Seattle METRO 593,647 5,48 0.18 2.82 
Boston-MBTA 239,455 0.34 0.30 0.31 
Atlanta-MARTA 187,984 -0.44 0.32 -0.12 
Cincinnati-SORTA 761,150 1.40 0.52 0.29 
S"n Oir.gn Tf: ?.99,?.14 1 17 0 ?.1 0 4R 
St. Louis-Bi-State 202,702 -0.27 0.10 -0.09 
Denver-RTD 551,913 -0.26 0.29 0.06 
Alameda-Contra Costa 425,028 -0.24 0.21 -0.13 
Dallas TS 226,429 0.35 0.19 -0.02 

Total 9, 139,775 

Average 507 ,765 0.45 0.293 0.17 

Note: Acronyms for transH systems are defined in Table 1. 
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TABLE 7 Expenditures on Planning by 18 Agencies 

Change in 
Change in Planning Share Planning 

Expenditure Planning Ex- of Total Mar- Share of All 
on Planning penditure keting Marketing 

Transit System (1983) ($) (1981-1983) (1983) (1981-1983) 

Orange County TD 98,337 -0.67 0.06 -0.62 
Minneapolis MTC 360,365 -0.25 0.15 -0.13 
San Antonio-VIA 327, 155 0.78 0.22 0.26 
New York CTA 694,262 0.65 0.45 0.50 
Santa Clara County TA 18,579 -0.93 0.00 -0.95 
Philadelphia-SEPTA 142,892 -0.13 0.11 -0.17 
Detroit-SEMTA 511, 742 0.05 0.17 0.09 
Chicago TA 350,027 0.35 0.21 0.13 
Pittsburgh-PATCO 255,884 0.57 0.16 0.33 
Seattle METRO 197,641 0.44 0.06 -0.15 
Boston-MB TA 204, 186 0.76 0.26 0.71 
Atlanta-MARTA 30,728 -0.63 0.05 -0.41 
Cincinnati-SORTA 217,839 1.79 0.15 0.50 
San Diego TC 149,396 0.20 0.12 -0.25 
St Louis-Bi-State 221,119 -0.50 0.11 -0.38 
Denver-RTD 81,2ll5 -0.79 0.04 -0.70 
Alameda-Contra Costa 582,572 0.09 0.29 0.25 
Dallas TS 1 0.00 0.00 -0.27 

Total 4,443,930 

Average 246,885 0.10 0.15 -0.07 

Note: Acronyms for transit systems are defined in Table 1. 

larly insofar as that implies investment in consumer 
research. At more than one-half of the agencies, 
overall marketing expenditures declined in relation 
to operating expenses during the 2-year period 
examined. The agencies spent less than other trans
portation firms on promotion in relation to operating 
expenses. Particularly striking is the low allocation 
of resources to market research, which accounted for 
5 percent or less of most marketing budgets in 1983. 
For instance, five agencies spent no money on market 
research in the 3 years under study. Although the 
marketing costs of only 18 agencies were analyzed, 
these agencies are much larger than average, and 
likely spend more on marketing than the average 
agency. 

On the other hand, several 
their marketing budgets in the 
some by substantial amounts. It 

agencies increased 
years under study, 
is noted, however , 

that increased expenditures are not evidence of ef
fectiveness. It would be particularly helpful to be 
able to relate marketing expenditures to a change in 
demand for transit service--in other words, to gauge 
the productivity of marketing expenditures. Prelimi
nary work in this regard suggests that marketing is 
subsidiary to population density, fares, and level 
of service in determining transit ridership, but 
that within marketing customer service may be more 
important than promotion; work on this topic was 
completed for the author in May 1985 by J. Murayama 
and M. Fukuhara. 

Several issues are suggested for additional anal
ysis. One area involves variations in marketing costs 
from one transit agency to another. What accounts 
for these differences? To what extent are they under 
the control of the transit agency? More fundamen
tally, it would be useful to know what practices 

TABLE 8 Expenditures on Market Research by 18 Agencies 

Change in 
Market Market Research Change in Market 

Expenditure on Research Share of Total Research Share of 
Market Research Expenditure Marketing All Marketing 

Transit System (1983)($) (1981-1983) (1983) (1981-1983) 

Orange County TD 175,771 -0.22 0.11 -0.10 
Min11eapolis MTC 341,449 0.00 0.14 0.16 
San Antonio-VIA 52,886 -0.43 0.04 -0.60 
New York CTA 0 -1.00 0.00 -1.00 
Santa Clara County TA 12,843 0.06 0.00 -0.21 
Philadelphia-SEPTA 107,975 0.06 0.08 0.01 
Detroit-SEMTA 116,738 0.05 0.04 0.08 
Chicago TA 0 - 1.00 0.00 - I.OD 
Pittsburgh-PATCO 0 0.00 0.00 0.00 
Seattle METRO 61,914 1.21 0.02 0.30 
Boston-MBTA 35,363 -0.38 0.04 -0.40 
Atlanta-MARTA 4,322 -0.71 0.01 -0.55 
Cincinnati-SORTA 6,956 -0.89 0.00 -0.94 
San Diego TC 41,862 10.34 0.03 6.09 
St. Louis-Bi-State 144,482 -0.02 0.07 0.22 
Denver-RTD 0 -1.00 0.00 -1.00 
Alameda-Contra Costa 0 0.00 0.00 0.00 
Dallas TS 278,997 0.59 0.23 0.16 - ---
Total 1,381,558 
Average 76,753 0.37 0.05 0.07 

Note: Acronyms for transit systems are defined in Table 1. 
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result in more effective marketing expenditures. 
Data needs for addressing these and similar questions 
include the following: 

• A larger set of marketing expenditure data to 
control for expenditure variations attributable to 
size, mode, or both: 

• More accurate ridership data to improve the 
reliability of estimates of year-to-year change in 
demand; 

• More definitional specificity for categories 
of marketing expenses to ensure more consistency 
across agencies; and 

• More precise data on transit service area 
populations to improve estimates of market share. 
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Prospects for Differential Transit 

Pricing in the United States 

JOEL E. MARKOWITZ 

ABSTRACT 

For several decades, planners and economists have been urging public transpor
tation agencies to adopt fares that vary by either the cost of providing ser
vice or by the value or benefit of the service to the user. It has been argued 
that differentiated fares would be both more efficient and more equitable than 
the more common practice of having a uniform fare level for all services at all 
times. Although many transit agencies have some form of fare differentiation, 
few have adopted a fare differential that is near the variety or extent of those 
that have been recommended. This research was designed to better understand the 
reasons for adoption or nonadoption of fare differentials, and the factors that 
might lead to changes in the future. A self-completion questionnaire on transit 
fare attitudes and opinions was completed by 165 transit professionals repre
senting 63 U.S. transit systems (including all 44 of the largest systems). Re
spondents overwhelmingly expressed support for a wide range of fare differen
tials. However, they balanced this support with pragmatic concerns about the 
adequacy of their analytical tools to provide the necessary policy guidance, 
the marketability of more complex structures, and the ability of their fare 
collection systems to adapt to such structures. Prospects for increased appli
cation of differential transit pricing will depend on the following: (a) making 
certain that differentiated fares are appropriate to the local setting; (b) im
proving analytical tools to accommodate a range of fare differentiation options 
while providing timely, policy-relevant, and conclusive findings; and (c) im
proving the technology of fare collection equipment to adapt to more complex 
fare structures without creating operational problems. All thr.ee areas are 
amenable to continued research and development. 
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For several aecades, planners and economists have 
been urging American transit agencies to adopt more 
finely differentiated pricing policies that would 
set fares for different types of trips or travelers 
depending on the cost of providing services, the 
value or benefit to users, or the patrons' relative 
ability to pay. Regardless of the specific rationale 
used, fare differentiation has been incorporated into 
the standard advice on how to improve revenue gener
ation and operating efficiency while maintaining 
service to the public <1-~). Proponents have argued 
that fares based on such principles would be more 
efficient, more equitable, or both. 

pr icing policies appear to be bold and infrequent 
exceptions to the rule. This research tried to iso
late some of the reasons for the apparent failure of 
expert advice to penetrate actual local policy 
making. 

More recently, the federal government has joined 
the chorus with an active promotion of fare differ
entiation, including 

• Sponsoring demonstration projects in pricing 
variations (6) i 

• Soliciting proposals for innovative pricing 
projects (l) i 

• Sponsoring two national conferences on tran
sit pricing (1979 and 1981), and a national televised 
conference in eight cities (1983) (8,9) i and 

• Beginning a Resource Center -o;:;- Transit Pric
ing to provide technical assistance to local agencies 
on all aspects of transit fare (!.Q_l. 

Despite this consistent stream of advice, rela
tively few U.S. transit agencies have adopted even 
one type of fare differential. Innovative transit 

Metropolitan Transportation Commission, MetroCenter, 
101 Eighth street, Oakland, Calif. 94607. 

RESEARCH APPROACH 

Framework 

There are many possible explanations for the relative 
non-use of fare differentials. Two general areas 
were proposed for investigation: 

• Organizational environment: Are there insti
tutional or political settings in which fare dif
ferentials might not be proposed, or in which this 
might not work? 

• Individual characteristics: Are professionals 
in the transit industry personally disposed to pro
mote or oppose fare differentiation? Is the standard 
advice known and understood by those expected to act 
on it? 

Addressing these questions first requires an 
understanding of the fare policy-making process. It 
turns out that relatively little work has been di
rected specifically at describing how transit fare 
policy decisions are made. One gap in previous re
search appears to have been the lack of systematic, 
quantifiable, national data on the transit fare 
policy process. To help close that gap, a self-com
pletion questionnaire was designed for mailing to 
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transit professionals involved in setting fares. 
Although others are involved in the process (policy 
board members, agency operating personnel, riders, 
and news media, among others), transit professionals 
must be considered the day-to-day experts at de
scribing their fare policies. 

Survey Design and Sample 

The survey, conducted in 1983-1984, solicited ideas 
on fare policy from a large national cross section 
of transit professionals. The sample included all 44 
of the largest U.S. transit systems (those with 250 
vehicles or more, according to the 1981 federal sta
tistical compilation, the most current at the time 
of the sample selection), and 19 other systems that 
either had time-of-day pr icing or had indicated an 
interest in pricing by their attendance at the 1983 
teleconference on Transit Fare Policy and Pr icing. 
The 1981 federal statistics indicated that these 
agencies accounted for about 75 percent of all U.S. 
transit vehicles and vehicle-miles of service and 
about 85 percent of transit passenger trips and pas
senger-miles. 

Agency general managers and their immediate as
sistants were always included; other staff (typically 
division or department heads) were included from all 
functions relevant for fare policy (administration, 
finance, planning, public information, and opera
tions) in which individuals responsible for these 
functions could be specifically identified. All 63 
agencies targeted responded with one or more usable 
questionnaires, and 67 percent of all questionnaires 
were returned in usable form. One respondent from 
each agency was identified as the key respondent for 
certain analyses. These 63 individuals were selected 
based on their seniority, rank, and influence in 
their agencies (as reported in the questionnaire) , 
and by the completeness of their responses. The key 
respondents were relied on to describe their percep
tions of the political and institutional environment 
and the fare policy process in their agencies (see 
the section on Organizational Environment), and all 
165 respondents' questionnaires were used to analyze 
attitudes and personal characteristics (see the 
section on Individual Characteristics and Attitudes). 

Limitations of the APProach 

The survey sample was not intended to be a simple 
random sample from a known population, projectable 
to the whole. The intention was rather to obtain a 
broad range of responses from a cross section of 
transit industry experts responsible for developing 
and implementing fare policies. The assumption was 
that these professionals' perceptions and opinions 
are key to understanding the use and non-use of fare 
differentials, without regard to evaluating the 
accuracy of those perceptions. The reliance on a 
one-shot, impersonal, self-completion questionnaire 
also limits the analysis in that (a) immediate, 
follow-up questions to probe the reasons for a re
sponse were not possible, and (b) a single observa
tion in time does not allow either an assessment of 
the stability of the recorded perceptions and opin
ions over time, or establishment of firm, causal 
links between responses and subsequent agency fare 
policies. Nonetheless, Lluo! hlgli i:esponse raLe and 
the interest with which the respondents completed 
the lengthy questionnaire give some assurance of the 
reliability of the data. 

ORGANIZATIONAL ENVIRONMENT 

Four aspects of the organizational environment were 
examined: the overall setting for the process (moti-
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vation for recent fare changes, type of policy board, 
fare history), the internal influences (organization, 
staffing, time schedule), the external influences 
(outside governments, other interest groups, general 
climate of opinion), and the administrative process. 
Each of these will be described further. 

Overall Setting 

The survey and secondary data addressed three ele
ments of the setting for fare policy decisions: the 
motivation for the fare change, the type of policy 
board, and an agency's fare history. 

The motivation for a fare change may have an in
fluence on the types of alternatives that are con
sidered and adopted. As can be observed in Figure 1, 
equal numbers of respondents reported that the last 
fare change was prompted by the normal, annual budget 
cycle and by a financial crisis. In only a few cases 
the fare change was the result of a specific, pre
viously adopted schedule for such actions, and in 
even fewer cases the fare change was the result of 
actions of other levels of government, presumably 
providers of operating subsidies. 

Outside 
government 

(8.0%) 

Annual review 
(34.0%) 

FIGURE 1 Most important reasons for the 
last fare change. 

The respondents leave a somewhat bleak picture 
for the measured consideration of fare policies that 
depart from past practices--more than 40 percent of 
systems are forced into a fare change by a financial 
crisis or by other government agencies, and another 
one-third deal with fares only on an incremental, 
annual basis. In such settings, strategic, long-term 
fare planning to evaluat~ a broad range of innovative 
policy alternatives may not be possible. 

Two-thirds of the agencies (43 out of 63) have 
policy boards with appointed, rather than directly 
elected, members. Such boards might be expectea to 
be more favorable than elected boards toward innova
tions in fare policy because they would be more in
sulated from direct, adverse voter reactions. Key 
respondents characterized their boards as generally 
politically conservative or moderate, which could 
incline them to look favorably on cost-based fares. 

There were wide variations in past fare-setting 
practices. Agencies surveyed had as few as one to as 
many as five fare changes in the 7 years for which 
comparable data were available, 1977 to 1984. The 
average was about three changes, that is, one every 
other year. The change in the adult base fare for 
these agencies during that period varied from a 50 
percent reduction to ~ 300 peroent increase, with an 
average change of 88 percent (or 23 percent per each 
of three fare changes, compounded). Although it is 
difficult to generalize from such widely varying 
data, the history appears to be one of infrequent, 
relatively large changes in fares. This might work 
against the introduction of new types of fare struc
tures, which may need to be more frequently reexam
ined and fine-tuned. 
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Internal Influences 

Internal influences on fare policy include the number 
of different staff and departments involved, the 
speed of the policy process, and the use of outside 
assistance. On average, six staff members are in
volved in the process (mean 6.7, median 5), and it 
usually takes 6 months to go from initial discussion 
to adoption of fares. All five departments typically 
found in transit agencies (finance, administration, 
planning, operations, and public information) were 
mentioned as being involved in the process, but th e 
finance or administration departments generally have 
the lead. The lesser role of operations and public 
information departments suggests that fare proposals 
mi ght be developed in relative isolation rather than 
as part of an overall agency strategy linking ser
vice planning and marketing. In addition, the in
ternal process is almost always the exclusive domain 
of staff. Most agencies (84 percent) reported that 
outside consultants played no direct role in the 
process. In general, the internal process appears to 
be a relatively swift administrative proceeding with 
few staff directly involved. 

External Influences 

Outside influences on the fare process may include 
other levels of government, other interest groups, 
and the general climate of opinion toward fare 
changes. Outside governmental entities, principally 
cities, play a role in more than 60 percent of the 
cases (40 out of 63 transit agencies). This high 
level of intergovernmental activity, particularly 
for the larger systems, may be related to the pres
ence of several layers of financial assistance, each 
of which may exact its pr ice. It may also reflect 
the fact that appointed boards may include elected 
officials from the cities and counties in a transit 
agency ' s service area. Although involvement of many 
governmental agencies could complicate the fare 
decision process, it also offers opportunities for 
introducing fare differentials to meet the varying 
needs of the participants. This appears to have been 
the case in Washington, D.C. (11). 

In addition to other governmental units, many 
outside groups could potentially be involved in the 
transit fare process. With five categories of outside 
interest groups listed in the survey (local business, 
news media, riders, environmentalists and unions) , 
more than 40 percent of the agencies reported that 
at most one group was active. News media and riders 
were identified as being somewhat too deeply involved 
in the process, whereas business, environmental, and 
labor groups rarely got involved. This suggests that 
transit fares may not generate a great deal of gen
eral public interest, which is confirmed by only 20 
percent of the agencies describing the last fare 
change as more than moderately controversial. Fare 
differentials might be more easily considered where 
little controversy exists. 

Administrative Process 

There are many more or less standard steps in the 
administrative process of fare revision. Respondents 
were asked in an open-ended question to describe 
what they considered to be the most difficult steps 
in the process for setting fares. These were coded 
into seven general categories. Table 1 gives the key 
respondents' views of the most difficult steps in 
the process for setting fares. Approximately equal 
numbers indicated staff actions (the first three 
categories listed) and indicated political steps 

TABLE 1 Most Difficult Steps in Process for 
Setting Fares 

Multiple Respon se 

No. Percent 

Staff/technical steps: 
Initial decision 8 6.3 
Rider, revenue analysis 22 17.2 
Other staff, tech step 30 23 .4 

Subtotal 60 46.9 

Political steps: 
Board action, decision 29 22.7 
Public involvement 25 19.5 
Other political, government 9 7.0 

Subtotal 63 49.2 

Other steps 3.9 

Total 128 100.0 
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(the next three categories) to be the more difficult 
steps. 

Remembering that these viewpoints are those of 
relatively senior respondents, this suggests that 
transit professional s do not view the political pro
cess as particularly burdensome. The concerns about 
difficulty at the staff level may be partly explained 
by opinions on the technical side of fare analysis 
(see the section on Personal Characteristics, Train
ing, and Technical Knowledge). 

SuJTUnary--Organ i zational Env i ronmen t 

An overall picture of the transit agency fare-setting 
process emerges from the descriptions of the key re
spondents. In general, most factors examined appear 
to be favorable to the introduction of fare differ
entials, although some are two-edged. 

First, the process is a relatively swift one, 
involving few staff, led by the finance or admini
stration departments, and rarely using outside con
sultants. Although speed and a small number of active 
individuals create an opportunity for decisive action 
to introduce new fare structures, the somewhat narrow 
viewpoints of the lead departments and the lack of 
outside experts to provide new ideas may work against 
innovation. 

Second, policy boards, which tend to be appointed 
rather than directly elected, are generally mildly 
conservative to moderate in their political leanings. 
A somewhat politically insulated board that is sen
sitive to cost-based arguments should present a good 
environment for introducing fare differentials. 

Third, outside governmental units may often be 
involved in fare setting, but few outside interest 
groups are similarly involved. This may partly ex
plain the relatively noncontroversial nature of fare 
changes. Al though a political debate limited to a 
few groups should be more easily managed by an agency 
wishing to introduce a major shift in fare policy, 
the inclusion of other governmental agencies could 
severely restrict the options available. 

Fourth, transit professionals view the internal, 
staff-level, technical s teps in the process to be as 
difficult as the more political steps. Where staff
level steps are considered to be the most difficult, 
introduction of fare differentials might be rela
tively easier, provided that the staff had the capa
bility to analyze such fare options. 

In contrast to these factors that could favor the 
introduction of differentials, only a few situations 
existed in the policy process that appear to present 
substantial barriers. Where political steps are con-
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sidered to be the most difficult, radical departures 
from current fare policies may not even be proposed. 
Where fare decisions are made relatively infre
quently, and may often be made in response to a fi
nancial er is is or the requirements of other levels 
of government, little opportunity may exist to eval
uate and introduce new types of fare structures. 

INDIVIDUAL CHARACTERISTICS AND ATTITUDES 

Whereas only the 63 key agency respondents were 
relied on for information about agency-wide pro
cesses, the responses of all 165 surveyed individuals 
involved in fares are important for understanding 
the potential influence of their characteristics and 
attitudes on fares. Two aspects of this point are 
addreirned here: individllal predispositions toward 
fare differentials (including personal character is
tics, training, fundamental beliefs, and perceptions 
of problems and solutions) and individual evaluations 
of specific fare options. 

Individual Predispositions Toward Fare 
Differentials 

Personal Characteristics, Training, and 
Technical Knowledge 

It was assumed that certain attributes of the pro
fessionals involved in the fare policy process might 
influence their evaluation of fare differentials. 
Because such character is tics exist before any spe
cific fare policy situation, they were considered to 
be predisposing factors rather than direct causal 
influences on policy decisions. Fare differentials 
might be more likely to occur in agencies in which 
those involved in the process are younger, more 
highly educated, and trained in economic concepts. 
Younger persons are assumed to be both more highly 
educated and to have been trained during the period 
when the arguments for fare differentials have been 
most pronounced. One-half of the respondents are 
under 40 years of age, about 60 percent have college 
degrees, and more than one-half hold degrees in 
fields in which they are likely to have been exposed 
to economic analysis, or at least to the vocabulary 
o f economics. All th i s suggests that there are sig
nificant numbers of individuals in the transit field 
who could be expected to understand and evaluate 
arguments for fare differentials. 

However, beyond this general level of understand
ing is the need for a deeper technical knowledge in 
order to fully participate in the consideration of 
fare differentials. Four aspects of technical knowl
edge were covered in the survey: knowledge of elas
ticity (the proportional change in transit usage or 
revenue from a change in fares) , knowledge of cost 
differences, sources of information, and opinions of 
fare analysis methods in general. 

Basic to any evaluation of fare policy options is 
the analysis of the probable effects of proposed 
fare changes on revenue and ridership. Nearly all 
respondents said they were familiar with fare elas
ticity, the key concept for conducting such analyses. 
Although 40 percent mentioned only one of five pos
sible types of elasticity measures, nearly one-third 
said that they or their agencies have used three or 
more measures. The measures mentioned most often 
were those developed specifically for their system 
and the Simpson-Curtin rule. [This rule of thumb (a 
loss of 0.3 percent in ridership for each 1 percent 
increase in fares) has been widely used in the U.S. 
transit industry since its introduction by Curtin 
(12) .] Less often mentioned were use of measures 
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Other (5.0%) 

From other 
systems 
(17.0%) 

By market 
(19.0%) 

FIGURE 2 Elasticity measures known or 
used. 

from other systems and measures broken down by 
ridership type (see Figure 2). 

Whereas nearly all respondents knew about elas
ticities, 40 percent said that they or their agencies 
had not determined the costs of providing different 
types of services, a key ingredient in developing 
cost-based pricing differentials. For those who re
sponded, cost distinctions by service type, route, 
and fixed versus variable categories were mentioned 
about equally. Determining average versus marginal 
costs was mentioned least frequently, which implies 
that the distinctions mentioned were probably based 
on systemwide average costs (see Figure 3) • 

By service type 
(25.0%) 

Average/ 
marginal 
(12.0%) 

FIGURE 3 Cost differences known or 
used. 

Four different information sources on fares were 
listed (colleagues within the agency, colleagues 
outside, professional journals, and research re
ports) • Relying on colleagues, in and outside the 
agency, was mentioned most often (68.7 percent), 
with research reports ranked third (19.l percent). 
More than 60 percent reported only one or two sources 
of information. Fewer than one-quarter could name 
any specific journals or reports that they found 
helpful (see Figure 4). 

One-third of the respondents mentioned some direct 
involvement in federally sponsored activities relat
ing to fares. This survey was conducted after the 
1983 teleconference on Transit Fare Policy and Pric
ing, but before the introduction of UMTA' s Pr icing 

Colleagues 
in agency 
(43.0%) 

FIGURE 4 Sources of information on 
fares. 
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TABLE 2 Assessment of Fare Analysis Methods 

Strongly 
Disagree 

Do you agree or disagree that: (%) 

Available methods are reliable 8.9 
Never enough good information 6.7 
Available method easy to explain 14.0 
Need simpler, quicker methods 5.2 
Nobody understands how people 

respond to fare changes 10.6 

Resource Center technical assistance program. How
ever, based on this response UMTA's formal conference 
and report publication approach does not appear to 
have reached as many of the target professionals as 
might have been expected, given the continued empha
sis UMTA has placed on the subject. 

Transit professionals appear to be ambivalent 
about the technical tools of the trade for predicting 
the impact of fare changes (see Table 2) • Even if 
transit professionals are knowledgeable and well 
informed, they need to have confidence in applying 
the available analytical methods to complex fare 
differential proposals. This includes the base data 
available for analysis, the specific types of elas
ticity measurement used, the mathematical form of 
the predictive models, and the computational envi
ronment. Although they consider the available methods 
to be generally reliable ("as reliable as can be 
expected"), the respondents also believe that they 
are not easy to explain and need to be simpler to 
use. Further, reflecting perhaps on the aforemen
tioned situation of having to conduct analysis under 
time pressure, they agree that there is never enough 
good information for a thorough a.nalys is. Sur pr is
ingly, more than one-half agreed that not enough is 
understand about how people respond to fare changes, 
implying that current models may be inadequate 
representations of reality. This ground appears to 
be fertile for development of new analytical tools. 

Fundamental Beliefs 

In addition to personal characteristics, another set 
of potential predisposing factors is that of funda
mental beliefs about how certain aspects of fare 
policy are or should be considered. Such beliefs are 
presumed to be relatively stable over time, as op
posed to opinions about specific, current issues 
that might be more easily changed. Three such beliefs 
were examined in the survey: conceptions of equity 
in fares, the role of politics versus technical con
siderations in fare decisions, and the service versus 
economic view of public transit's role. 

One of the recurring concerns in fare policy 
formulation is that the resulting fare structure 
must be equitable, but there are no universal stan
dards for judging equity. To understand how transit 
professionals perceive the term, respondents were 
asked to choose among alternative definitions of 
equity. The most frequently mentioned responses were 
those definitions that dealt with equally sharing 
the cost of services and with basing fares on value 
or benefit received (see Tables 3 and 4). Nearly 90 

percent of respondents mentioned either or both of 
those views of equity. Either one may be considered 
consistent with support for fare differentials. 

Relatively few preferred definitions dealing with 
ability to pay or with lower fares for the disad
vantaged. Similarly, respondents were virtually 
unanimously opposed to allowing discount fare re
cipients to ride free during the off-peak periods, 

Mildly Mildly Strongly 
Disagree Agree Agree Total 
(%) (%) (%) (%) No. 

25 .3 58.9 6.8 100.0 146 
20.7 46 .0 26.7 100.0 150 
43.4 37.8 4.9 100.0 143 
24.4 42.2 28. l 100.0 135 

33. l 43.7 12.6 100.0 151 

TABLE 3 Views on Equity in Fare Setting: Meaning of Equity 

Most Multiple 
Important Responses 

No. Percent No. 

Ability to pay 9 5.9 24 
Value/benefit received 53 34.6 84 
Sharing cost equally 68 44.4 87 
Lower fare for disadvantaged riders 3 2.0 20 
Other 20 13.1 20 

Total 153 100.0 235 

TABLE 4 Respondents Mentioning Economic
Based Views of Equity (value received or 
cost -sharing) 

No. Percent 

Mentioned neither 22 13.3 
Mentioned either one 115 69.7 
Mentioned both 28 17.0 

Total 165 100.0 

Percent 

10.2 
35.7 
37.0 

8.5 
8.5 

100.0 

or basing fares on rider incomes. According to com
ments frequently volunteered by respondents, this 
was due to their perception that transit agencies 
have been forced to provide a social welfare func
tion that rightfully belongs to other agencies and 
levels of government. More than 60 percent of 
respondents agreed that direct user-side subsidies 
to low-income persons, an often-mentioned but 
little-used technique, should eventually replace 
general fare discounts. 

Table 5 gives respondents' beliefs about two other 

TABLE 5 Views on Politics and the Role of Transit. 

No. Percent 

How much do political or technical considerations determine fare 
structures? 

Entirely based on technical consideration 
Mostly technical, some political 
About evenly split, technical and political 
Mostly political, some technical 
Entirely political 

Total 

How should public transit be viewed? 

Treat transit 1ike other service-oriented government 
functions, such as police and fire 

Treat transit like other economic-oriented government 
enterprises, such as water or other utilities 

Combination of the two 

Total 

2 
56 
58 
46 

0 

162 

59 

75 
28 

162 

1.2 
34.6 
35.8 
28.4 

0 

100.0 

36.4 

46.3 
17.3 

100.0 
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ideological perspectives affecting fares. First, 
respondents are nearly evenly split on whether fare 
decisions are mostly influenced by politics, techni
cal issues, or a mixture of the two. Those who be
lieve politics is relatively more influential may 
perceive that there are too many political uncer
tainties or risks involved in pursuing innovative 
pricing proposals. However, the even distribution 
suggests that there are few cases in which technical 
judgment is thrown to the wind i no respondents be
lieved that decisions were purely political. The 
respondents appear to have a realistic expectation 
that technical analysis can influence fare decisions, 
but that it will be balanced by political considera
tions. 

The second perspective is the view of transit 
primarily as a public service, such as police or 
fire, or more as an economic enterprise. Respondents 
appeared to lean toward the economic orientation, 
consistent with their previous ranking of revenue 
generation as a key objective. However, nearly as 
many endorsed the service orientation, and some be
lieved that transit should be viewed as a mixture. 

It might be expected that those who believe both 
that technical considerations influence fare deci
sions and that transit should be viewed as an enter
prise would be most favorable toward differential 
pricing. 

Perceptions of Problems and Solutions in 
Fare Policy 

The final set of potential predisposing factors that 
was considered was the respondents' opinions on a 
number of fare policy issues: objectives, con
straints, practical implementation concerns, and 
financing. The data in Tables 6 and 7 indicate that 
transit p r ofessionals are principally concerned with 
the revenue generation objective of fares. In keep
i ng wi th t heir views on equ i ty, respondents were 
less interested in using fares to provide mobility 
for low-income riders. Respondents were also less 
interested in using fares to change automobile or 
transit travelers' behavior. More than one-half of 
them believe that fares should encourage new rider
ship and that fare simplicity is a very important 
o bjective, and 87 percent igree that fare5 should be 
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aggressively used to market transit. Most respondents 
agreed that fares should be regularly increased to 
cover increasing costs (88 percent), and many be-
1 ieved that further subsidy cuts will lead to more 
fare increases (74 percent) . Many also agreed that 
continued fare increases will bring large losses in 
ridership (59 percent). Still, most believed that 
all other revenue sources and cost reductions should 
be pursued before increasing fares (75 percent) , and 
few would tie fare increases to service improvements 
(37 percent). On practical matters in implementing 
fares, respondents were most concerned with the ease 
in marketing and in the perceived limitations imposed 
by existing fare collection equipment. 

The impression created from these responses re
garding fare policy objectives and constraints is 
that fare increases are viewed in two somewhat con
tradictory ways. First, fare increases appear to be 
a necessary evil, a duty that must be done only when 
absolutely necessary, with full knowledge of the 
likely adverse consequences. The second view is a 
more positive one of using fares to attract riders 
and to market transit service as a desirable product. 
To the extent that fare differentials are viewed as 
a means of more effectively addressing both concerns 
(revenue and ridership) , these opinions may be con
sidered favorable toward differentials. However, if 
fare differentials are perceived as being inherently 
complex, proponents will have to address the concerns 
expressed about simplicity, marketability, and feasi
bility with existing fare collection equipment. 

With budget constraints always a concern, re
spondents' attitudes toward two aspects of transit 
financing were explored in the survey: farebox re
covery (the proportion of operating expenses covered 
by fare revenue) and subsidies. Respondents would 
favor 40 percent farebox recovery ratios, although 
the average actual recovery for these agencies is 
b arely one-third. Few believed that transit should 
try to return to the days of recovering most ex
penses from the farebox. When asked whether seven 
sources of revenue, including fares, should be in
creased, decreased, or kept at current levels, re
spondents on average believed that three of those 
sources (gasoline taxes, automobile fees and tolls, 
and sales taxes) should be increased to fund transit. 
Professionals appear to be in agreement with the view 
that transit should be funded from a mix of sources, 

TABLE 6 Opinions on Objectives of Establishing Fares 

Not Somewhat Very 
How important arc these objectives Important Important Jmpurtanl Tula] 
in establishing fares? (%) (%) (%) (%) No 

Provide mobility for disadvantaged 15.4 49.4 35.3 100.0 156 
Achieve revenue generation targets 1.2 24.7 74.1 100.0 162 
Encourage new ridership 3.1 46,0 50.9 100.0 163 
Keep fares simple 4.9 42.3 52.8 100.0 163 
Reduce automobile use 16.0 55,6 28.4 100.0 162 
Induce riders to change behavior 28 ,8 54,9 16.3 100.0 153 

TABLE 7 Opinions on Fare Policy Issues 

Strongly Mildly Mildly Strongly 
Uisagree Uisagree Agree Agree Total 

Do you agree or disagree that: (%) (%) (%) (%) (%) No. 

Fare should be regularly increased 1.8 10.4 50.0 37.8 100.0 164 
Improve service first 15.6 46.9 24.5 12.9 100.0 147 
Use fares to market transit 2.0 JO. 7 57.3 30.0 100.0 150 
Reduce costs, raise other revenues first 3.1 22 .0 37.7 37 , I 100. 0 159 
Subsidy cuts increase fares 5.7 20.l 47.8 26.4 100.0 159 
Fare increase means large rider losses 4.6 35.9 32.7 26.8 100.0 153 
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with riders shouldering less than one-half of the 
burden. If fare differentials are viewed as a way to 
enhance farebox recovery, then those who favor in
creasing the typical recovery ratio to 40 percent 
would also favor differentials. Those who favor in
creasing several subsidy sources rather than fares 
might be expected to be less favorable toward dif
ferentials. 

Evaluation of Fare Differential Options 

The predisposing factors described were proposed to 
set the stage for the transit professionals' evalua
tions of fare differentials. The data in Table 8 in
dicate the broad support that fare differentials 
have. Respondents were asked if they believed that 
each of five kinds of fare differentials was a good 
or bad idea for an ideal fare structure. According 
to the responses, 80 percent or more believed dis
tance, time, quality, and cost-based fares were each 
good or very good ideas. Only in the case of fares 
based on rider incomes was the response reversed, 
with 80 percent of professionals believing it to be 
a bad idea. As noted in the discussion on equity, 
they reported that this is primarily due to their 
belief that social service agencies are more appro
priate sources for such income-based programs. A sum
mary variable counted mentions two of the most eco
nomically based differentials, time-of-day or cost
based fares, as good ideas. More than 60 percent of 
professionals believe that both are good or very good 
ideas; nearly 30 percent more said that one or the 
other was a good idea; only 8.5 percent did not men
tioned either. Thus, despite the relatively low in
cidence of multiple fare differentials in practice, 
transit professionals are both aware of them and 
agree in principle that they should be part of an 
ideal fare structure. The long-standing arguments 
promoting fare differentials have apparently been 
effectively transmitted to transit professionals. 

TABLES Evaluation of Fare Differential Options 

Very 
Would it be a good Bad Bad Good 
or bad idea to vary Idea Idea Idea 
fare according to: (%) (%) (%) 

Distance 0 8.3 52.6 
Service quality 5.1 16.7 59.4 
Time of day 4.1 9.5 57.1 
Rider income 34.4 45.7 17.9 
Cost of service 2.6 13.8 55.9 

Sumrnary--Transit Professionals ' 
Characteristics and Attitudes 

Very 
Good 
Idea 
(%) 

39.1 
18.8 
29.3 

2.0 
27.6 

Total 
(%) No. 

100.0 156 
100.0 138 
100.0 147 
100.0 151 
100.0 152 

Transit professionals involved in the fare process 
appear to be capable of accepting more differentiated 
transit pricing in terms of their general attitudes, 
fundamental beliefs, specific opinions, training, and 
knowledge. They overwhelmingly support most kinds of 
differentials, and they are generally comfortable 
with the analytical terms and tools to handle the 
requisite analyses, although they recognize that 
fare analysis methods need to be improved. They re
port using relatively few sources of information 
about fares, yet they are well aware of and support 
fare differentials. This suggests that transit pro
fessionals are similar to practitioners in other 
fields in which ideas from the research literature 
are informally and unsystematically absorbed in the 
course of daily work. Transit professionals would 
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favor fundamental changes in fare policies (e.g., 
more frequent fare increases, reduced use of dis
counts, and higher fare and farebox recovery levels). 
However some expressed concerns that potentially 
limit the application of fare differentials, includ
ing concerns about the marketability to the public 
of more con:plex fares and the ability of fare col
lection equipment to handle new fare structures. 

CONCLUSIONS 

Main Findings 

In the first place, two current stereotypes have 
been both confirmed and challenged. The vision of 
the fare-setting process as an irrational, unpre
dictable enterprise driven by narrow political in
terests is rarely found to be tenable. More often, 
the process is a fairly swift administrative one; a 
policy board makes choices from a range of options 
developed by professional staff who are cognizant of 
the interplay of political considerations. Still, 
the observation that fares are politically set must 
always be true to the extent that it is the re
sponsibility of the policy boards to apply their 
judgment of political and social equity to the tech
nical analysis of options posed by staff. 

Another view that also must be discarded is that 
transit professionals are in a stodgy, conservative 
industry in which no one is interested in change or 
new ideas. Regardless of rank, tenure, education, or 
function, these professionals strongly support basic 
changes in fare policy and structure, including in
creased use of fare differentiation, to improve the 
fiscal viability of these agencies. However, as 
practicing professionals rather than theoreticians 
they balance their support with concerns about the 
adequacy of their analytical tools to provide the 
necessary guidance, the marketability of fare dif
ferentials to the public, and the ability of their 
fare-collection systems to adapt. 

It has already been observed that transit profes
sionals are well aware of the idea of fare differen
tials, so the £irst step in the information channel 
is not a problem. Awareness and agreement were so 
great that fare differentiation may now have to be 
considered part of the socialization of transit pro
fessionals. The years of repetition about what should 
be have apparently sunk in--they know what they ought 
to know. 

For almost all of the other major components of 
the framework as well, the findings appear to indi
cate potential for increasing the use of fare dif
ferentials. Individual professionals involved in the 
process appear to have the knowledge, abilities, 
opinions, and beliefs to support increased use of 
differentiated pricing. A relatively benign decision 
environment exists for pursuing innovative policies 
(appointed boards may be more accepting of new policy 
directions, involvement of relatively few staff and 
departments simplifies internal decisions, and few 
outside groups are actively involved to complicate 
the process). However, a history of infrequent, large 
fare changes and a reactive orientation (fare policy 
as a result of incremental, annual decisions or in 
response to a financial emergency) may work against 
differentials. 

The combination of these attitudinal and institu
tional factors appears generally to be favorable 
toward time-of-day pricing and multiple differen
tials, yet these policies are not widely followed. 
If almost all the pieces to support fare differen
tials are in place, but differentiation is still 
uncommon, then what is left out must be critical. 

The data suggest that there may be mundane reasons 
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why this general support for fare differentials may 
not often get translated into practice. Although 
transit professionals know what should be done in 
principle, it is far more difficult to know when and 
how to implement fare differentials. 

Technical Issues 

'!"he professionals must be able to explain to policy 
makers the consequences of various options. However, 
respondents reported some lack of confidence in the 
methods available for fare analysis. The analytical 
demands for evaluating fare differentials are con
siderable; more disaggregated data on service costs 
and ridership demand than are usually maintained in 
agency files may be needed, and efficient methods 
for analyzing the more detailed data are often lack
ing. This situation is compounded by fare policy 
decisions being made in a short-term or crisis 
context rather than as part of a long-term, stra
tegic integration of fare policy, service planning, 
and marketing. There is great pressure on staff to 
provide a projection of revenue generation that is 
as accurate as possible. The immediacy of the policy 
needs drives the analytical approach into the posi
tion of having to rely on proven methods, rules of 
thumb, and data that are easily available. Introduc
tion of unfamiliar terms and methods under this kind 
of pressure could introduce additional risk into a 
financial picture already full of uncertainty. 

One area in which some change may be possible is 
in the ongoing professional education of people in 
transit. There was an uneven response in the national 
survey on the frequency of agencies actually cal
culating the relevant cost differences. This sug
gests that there is a particular need to help tran
sit professionals analyze the cost structure of theic 
services so that they would be able to examine the 
consequences of applying cost-based pricing. 

In response to the survey' s open-end questions 
about issues concerning opportunities for and ob
stacles to more innovative pricing in transit, one 
of the problems mentioned frequently was the dif
ficulty in analyzing the trade-offs and disaggregate 
impact of fare structure, ridership, revenue genera
tion, farebox recovery, and subsidy levels. The 
emerging development of interactive computer modelo 
to compare fare policy options is p:rom 1s 1ng ~ but 
their success {presuming they are technically cor
rect and substantively appropriate) may depend on 
how they are disseminated. Based on the previous 
observation that transit professionals prefer face
to-face exchange of information, training to develop 
in-house analytical capabilities in· all aspects of 
fare analysis would appear to be a promising direc
tion for additional federal support. Workshops at 
industry conferences, traveling training courses, 
and site visits may thus be the most effective ways 
of introducing these new tools after they are devel
oped. 

Furthermore, given the wide variations in the 
details of fare structures to meet local require
ments, any fare policy model must be easily adaptable 
by the transit agency staff so that the analysis can 
be fit to the situation, rather than the other way 
around. It would behoove developers of such tools to 
work directly with transit professionals in the 
1ni ha! structuring of what a policy-relevant fare 
model is supposed to do in the first place. 

The other critical requirement for such models is 
the ability to quickly update them, modify assump
tions, and test multiple options in real time. Given 
the reported frequency of fare changes that respond 
to financial crises, a great premium must be placed 
on tools that allow the fastest possible turnaround 
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of analyses that directly address the relevant policy 
choices. It is not enough to complain that time con
straints preclude the analysis of more sophisticated 
policy options. The methods must be retooled to fit 
the time demands of the task. 

Operational Feasibility 

Even if there were no analytical problems, the con
cerns about operational feasibility would similarly 
run up against the time pressures just mentioned. 
The most frequently mentioned obstacles and oppor
tunities for innovative pricing were in the areas of 
fare-payment methods and fare-collection equipment. 
Fare-equipment limitations had been cited in the 
national survey by 46 percent of respondents as very 
important and by 41 percent as somewhat important in 
establishing fare structures. Research and develop
ment on practical and reliable on-board bus fare
collection equipment is continuing, but this and 
further evaluation of self-service fare-collection 
procedures may be among the most critical factors 
limiting more finely differentiated fares. It is 
simply not possible in the short run for a transit 
agency to independently undertake research and 
development on new fare-collection technologies. The 
federal government has sponsored such efforts in 
demonstrations, and various equipment suppliers are 
undertaking their own research; however, transit 
agencies do not have the time, staff, or budget to 
seriously consider short-term changes in their fare
collection equipment. 

Some types of differentials may not actually re
quire new technology {e.g., time-of-day fares can be 
implemented in some cases by operational rules 
alone), but the pervasive perception of professionals 
is otherwise. If nontechnological options for imple
menting fare differentials can be identified, they 
should be more widely explained to professionals. If 
fare differentials can be proposed that do not re
quire equipment changes, they may be more likely to 
be considered. 

Marketability and Simplicity 

Ttcrnsll J,JtOfesslunals dJ,JJ,Jear: tu belleve that dlf
ferentials are innerently complex, and therefore 
violate one of their primary fare policy objectives-
simplicity. More than one-half of the respondents to 
the survey said that keeping fares simple and under
standable is a very important objective. It took 65 
pages to describe a recent fare structure for Wash
ington (in Tarift Number 13, Taritt ot the Washington 
Metropolitan Area Transit Authority on Metrorail and 
Metrobus Operations within the Washington Metropoli
tan Area, June 30, 1984) 1 however, this apparent 
complexity may be deceiving. An individual traveler 
has to le;i.rn only the fare for his trip; transit 
operating personnel have to know only the fares for 
the routes they serve. The fear of overly complex 
fare structures is puzzling, given the generally 
accepted levels of pr icing complexity in everyday 
life, for instance, with telephone toll calls or 
postal rates. Travelers may be more amenable to com
plex fare structures than transit staff and board 
members believe, if those travelers believe that 
tares are fairly set and if they are informed about 
the basis for differences. More market research work 
must be done to determine whether this penchant for 
simple fares is justified. 

Even if an agency wishes to plunge ahead with 
differentials, lack of experience with them may 
create problems in marketing that would have to be 
thought out ahead of time. Few agencies would have 
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ready-made market research data for planning their 
marketing strategy for differentiated fares. Again, 
it would be impossible for most agencies to thor
oughly assess marketing options for fare differen
tials in the short time usually available for fare 
analysis. 

Directions for Further Research 

Need for Fare Policy Decision Framework 

Despite all the promotion of fare differentiation, 
there is no accepted way to specify the circumstances 
under which a particular fare differentiation strat
egy or combination of strategies will produce the 
most desirable results. This research examined only 
where fare differentiation is used, not where it 
should be used. It is entirely possible that current 
practices differentiating fares are inappropriate; 
the circumstances under which multiple differentials 
are warranted, for example, may be limited. Clearly, 
if a transit system has no particular peaking pat
tern, time-of-day pricing would make little sense. 
Similarly, if average trip lengths are short, zone 
structures would accomplish little. Not only is there 
no agreement on which fare differentials to apply, 
there is also little agreement on the ideal magnitude 
of differences. For instance, respondents to the 
survey said that the maximum number of zones in a 
system should be anywhere from 1 to 20 and the zone 
size from 2 to 15 miles. There can be no standard 
advice here, but there is a truism: for fares to 
vary, services or costs must vary. 

A favorite policy analytic technique turns the 
tables on a proposal by asking, If x is the answer, 
what is the question? (This approach, if not pio
neered, was at least broadly practiced by Aaron 
Wildavsky, among others.) As with any other public 
policy tool, fare differentiation cannot be a uni
versal technique, suitable in all places and at all 
times. Every technique has its merits and limita
tions. What problem does fare differentiation solve? 
Others have demonstrated that efficiency, equity, or 
both may be improved by introducing fare differen
tials of var i.ous types. However, a framework for 
fare policy decision making is completely lacking 
that systematically leads an analyst or policy maker 
through the difficult trade-offs among efficiency, 
equity, and simplicity, while accounting for the 
real costs of implementing various differentials. If 
more rational decisions are to be made, they can 
only occur when the expected benefits are lined up 
against the total costs of implementing differentials 
(capital costs for equipment, changes in operational 
efficiency and schedule adherence, transaction costs 
to operating personnel and travelers, and gains and 
losses in political capital). If this kind of infor
mation is unavailable to decision makers, one cannot 
complain about a lack of rationality in fare deci
sions. Providing such information and an integrating 
framework is a daunting challenge for further re
search. 

Remaining Research Agenda 

Other areas for further research suggested by this 
analysis would include the following: (a) pursuing 
the initial self-completion survey with more in
depth interviews to explore why the transit profes
sionals held certain opinions; knowing the opinions 
alone and not the reasons for them is a serious 
shortcoming of this analysis; (b) expanding the 
framework by soliciting the ideas and opinions of 
other persons in the fare policy process, par tic-
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ularly policy board members and riders; and (c) 
structuring more controlled demonstrations of fare 
differential options to develop more concrete how-to 
information and to determine if there are optimum 
mixes of different types and levels of differentials 
to meet different policy objectives; optimum in this 
sense must include a political as well as an economic 
dimension. 

Overall Conclusions 

The overall conclusion is that attitudinal and in
stitutional factors do help set the stage for transit 
fare differentials. In a sense, they may be the 
necessary, but not sufficient, conditions for adopt
ing such fares. The critical point appears to be 
with the more pragmatic problems of analysis and 
implementation. Proponents of fare differentials 
therefore no longer need to complain that they are 
not being heard by transit professionals. Instead, 
they should start addressing these practical issues 
that have been largely ignored in the literature. 
However, even if all of those issues were addressed, 
universal application of fare differentials would 
not result. In reaching fare policy decisions, policy 
makers will merge the new factual information with 
the much more subjective evaluations needed to reach 
a political consensus that meets local needs. 

What explains the apparent non-use of differential 
pricing in transit? It is neither ignorance nor 
obstinacy, but three rather simple factors that may 
govern the outcome: 

1. The policy adv ice may not fit where cost, 
service, or market variation is limited. 

2. The policy advice cannot be convincingly sub
stantiated to staff, policy makers, or the public 
because of lack of data or lack of confidence in 
analytical tools. 

3 . The practical implementation problems (fare 
collection equipment and procedures, burden on oper
ating personnel, marketability) are not considered 
or are understated. 

The gratifying conclusion is that there is a com
munity of interest among theorists, applied re
searchers, professional practitioners, and policy 
makers to take positive steps to respond to these 
issues. 
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An Initial Analysis of Total Factor 

Productivity for Public Transit 

KOFI OBENG, JULIAN BENJAMIN, and ABDUSSALAM ADDUS 

ABSTRACT 

Improvement of transit performance depends first on the ability to measure per
formance levels. Introduced is the concept of total factor productivity as a 
unified measure of transit performance. This concept uses the shift in the cost 
function as the measure of change in productivity. A three-stage least-squares 
estimation procedure was used to estimate model parameters. The technique was 
applied to 20 transit systems. Data were analyzed for the most recent 26-year 
period. Results indicate that there are no consistent trends in total factor 
productivity. Productivity appears to increase and decrease in similar amounts 
year by year, indicating that there ia little change. This aupports the hy
pothesis that little technological improvement has occurred in the industry and 
that management decisions tend to compensate for productivity changes so that 
productivity remains stable over time when total inputs and outputs are in
vestigated. 

The ability to improve transit performance relies to 
a great extent on the ability to measure it. This 
need for performance measures has led to the devel
opment of a large number of ad hoc productivity, 
efficiency, and effectiveness measures. A measure of 
productivity ic euggested that (a) iii diirived from 
economic theory, and (b) consistently traces changes 
in productivity (which includes all the relevant 
inputs and outputs). The method is total factor pro-

ductivity and its application in this paper is based 
on the cost function approach and not the production 
function approach, which assumes constant returns to 
scale. 

REVIEW OF LITERATURE 

Among the pioneering work in transit performance 
analysis is Tomazinis' s research, which specifies a 
set of indicators to be used in measuring partial 
productivity and efficiency (1). Following Tomazinis, 
a number of studies have been-conducted, all of which 
attempt to offer explanations for productivity 
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changes and suggestions for productivity improve
ment. Meyer and Gomez-Ibanez after a detailed analy
sis of productivity changes in transit systems, sug
gest elimination of parking, discontinuation of less 
productive services, and specialization of service 
as possible approaches to improve productivity (£). 
In addition to explaining productivity changes, other 
research has focused on developing relationships 
between productivity and policy variables. For exam
ple, weak statistical relationship has been found 
between organizational structure and transit per
formance (3). 

These relationships between productivity measures 
and policy variables are more meaningful if a single 
measure of productivity can be developed. Al though 
Stokes contends that no one indicator of transit per
formance (partial productivity) will reveal the 
relative or absolute performance of a system's man
agement (!l, recent research indicates that total 
factor productivity, defined as total output per 
unit of total resources expended, is the single best 
measure of productive efficiency (5). Two approaches 
can be used to measure total factor productivity: 
the first utilizes the production function and the 
second is based on the cost function. The cost func
tion approach is the dual of the production function 
approach. In both cases, the rate of growth of out
put, which is unexplained by input growth, is the 
technical change or productivity. This method of 
analyzing productivity has been used to calculate 
and determine the sources of total factor productiv
ity growth for U.S. railroad systems (~). 

Concerning measurement of total factor productiv
ity in transit systems, little research exists in 
this area except that of Meyer and Gomez-Ibanez (£) • 
The absence of research in the application of the 
total factor productivity method to transit systems 
makes this current research timely and useful. 

METHODOLOGICAL FRAMEWORK 

The derivation of the total factor productivity 
formula begins by assuming that the production of 
transit services requires the least-cost combination 
of the various inputs. Thus if the transit inputs 
are fuel, labor, vehicles, and materials, the transit 
manager must select combinations of these inputs to 
produce a given level of output at least cost. If 
the exact form of the production function is known, 
the underlying cost function can be derived. The 
resulting cost function can be used to calculate 
total factor productivity. The cost function, as 
noted earlier, will be the dual of the production 
function. Thus, total factor productivity can be 
determined from either the production or cost func
tion. However, a major disadvantage in the produc
tion function approach is that it assumes constant 
returns to scale and, as a result, recent trends 
indicate that the cost function approach is the most 
appropriate method to use. 

Caves, Christensen, and Swanson (_?_) have demon
strated that the index of total factor productivity 
based on a homogeneous, concave, and nondecreasing 
cost function is given by 

j 
- (alng/aT) I (alng/alnYj) · (alnYi/aT) 

where 

g 
T 

i 
- I si (alnXi/aT) 

cost function, 
time, 

(1) 

output j, 
cost share of input, and 
input i. 
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Thus, total factor productivity is the difference 
between the weighted growth of output and the 
weighted growth of inputs. Total factor productivity 
defined in Equation 1 is for marginal changes in the 
outputs and inputs only. For discrete changes, an 
approximation to Equation 1 is used. The difference 
in natural logarithms is used to approximate the 
logarithmic derivatives, and the arithmetic average 
of the weights at the beginning and end of a period 
is used to approximate the instantaneous weights. 
Thus, total factor productivity is 

j 
I !l/2 [alng/alnYjlT + 1/2 
[alng/alnYjlT-~} !lnYj,T 

J. 

- lnYj,T-1} - I !1/2 siT 
+ 1/2 si,T-l} {lnxi,T 
- lnXi ,~} (2) 

All of the variables in Equation 2 are observable 
except for the cost elasticities (alng/alnYjl, which 
must be obtained by using statistical estimation 
methods. If the cost elasticity is greater (less) 
than one, there are diseconomies (economies) of 
scale, whereas a value equal to one indicates con
stant returns to scale. 

To estimate the cost elasticity with respect to 
output, a modified Cobb-Douglas cost function in 
which the elasticity of output is variable is speci
fied and used. This is essential to the current 
analysis, which requires the cost elasticity with 
respect to output to vary from year to year. Although 
other functions such as the generalized Leontief, 
generalized quadratic, or the translog model could 
have been used, the modified Cobb-Douglas is flexible 
enough to permit tests of economies of scale for the 
entire period. To derive this cost function, it is 
assumed that the production function under lying the 
cost equation is the Zellnar-Revankar type. That is, 

(3) 

where the exponent is the base of natural logarithm 
and F, L, and K are the quantities of fuel, labor, 
and vehicles, respectively, and ay, ayy• aL, nK, and 
ap are the parameters of the producl:ion function 
equation. Minimizing the cost equation C = Pp • F + 
PL • L + PK • K, where Pp, PL, PK are the prices of 
fuel, labor, and capital, subject to the production 
function Equation 4 and taking the natural logarithm 
gives 

lnC = B + S(aLlnPL + aKlnPK + aplnf) 
+ aylnY + 0.5ayy(lnY) 2 (4) 

where B is the constant term in the cost equation 
when it is estimated. 

Equation 5 is homogeneous of degree plus one in 
input prices, implying that the coefficients of the 
input prices sum to one. That is, S(nL + aK + ap) = 
1. This is a restriction that must be imposed on the 
cost function if it is to be estimated and holds 
true even in the absence of homogeneity because the 
price coefficients are also input cost shares. The 
cost elasticity with respect to output from Equation 
4 is given by 

alnC/alnY = S(ny + ayylnY) (5) 

The results of applying Equation 5 are substituted 
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into Equation 2 along with values for all Y, Sj, 
and Xi to calculate estimates of productivity over 
a period of time and to compare total productivity 
growth for a cross section of transit agencies. Al
though the advantages of this method have already 
been pointed out, it is appropriate to er.1phasize its 
flexibility and methodological superiority as the 
overriding factors in using it. 

It is also possible to use Equation 2 to analyze 
productivity growth of each factor. For example, 
h olding the quantities of all inputs except one con
stant at their mean levels allows changes in produc
tivity to be attributed to the input whose quantity 
is variable. In this paper, such an approach is 
adopted to determine productivity growth for each 
factor. 

DATA 

The total factor productivity approach was applied 
to urban transit by analyzing relevant measures for 
major transit agencies. Secondary data were selected 
for the past 26 years for the 25 largest agencies 
that consistently recorded required information dur
ing that period. 

•r wo major s ources o f s econdary data have been 
identified: the Annual Operating Reports for Motor 
Bus Operations by American Public Transit Associa
tion (APTA) (6) and the Section 15 data summary pub-
1 ished by UMTA, u.s. Department of Transportation 
<2.> • 

Although a thorough review of the validity of the 
APTA data was not found, discussion with UMTA per
s onnel and other university researchers revealed 
serious problems with the Section 15 data. Problems 
were found with definitions and reporting of data, 
particularly related to system evaluation and out
puts . Definitional problems were reported for outputs 
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such as capacity miles and passenger miles. Financial 
measures that are collected routinely for other pur
poses were found to be most reliable. 

The original measures considered were the follow
ing: 

Output: Number of vehicle miles 
Number of passenger trips (unlinked) 

Input: Labor operating cost (salaries and wages) 
Fuel price (gasoline, diesel, oil, and 
propane) 
Number of vehicles (substitute for capi
tal expenditures) 

Cost: This is not adjusted for inflation be
cause only cost shares are used, as dis
cussed. 

Another problem was to find a consistent data set 
for the entire 26-year period. Transit systems were 
reviewed for consistent reporting both in APTA and 
UMTA. Only systems with at most 3 years missing were 
accepted. A total of 71 systems were identified, 
which had more than 25 vehicles and which reported 
regularly. 

Of the qualifying systems, it was determined that 
a minimum of 25 systems was needed to accommodate 
the degrees-of-freedom requirement of the cost model 
in a cross-sectional analysis. Table 1 gives a list 
of these systems. 

Subsequent analysis identified data missing on 
the key variables used in the productivity analysis 
for some of these systems. A total of 20 systems 
were ultimately analyzed. 

ESTIMATION OF COST FUNCTION 

Appropriate measures of the variables over the anal
ysis period having been obtained, Equation 4 was 

TABLE 1 Qualifying Agencies and Years Reporting 

Inc1usion in 
System Years Final 
No. Agency Name Missing Analysis 

Kanawha Valley Regional Transportation 0 Yes 
Aulltu1ily, Chailo•Lua, W. Va. 

2 Sov:rnnah Transit Authority, Ga. Yes 
3 Charlotte City Transit System, N.C. 2 Yes 
4 Southeastern Pennsylvania Transportation 2 No 

Authority , Philadelphia 
5 City Transit Service, Fort Worth, Tex. 3 No 
6 Greater Cleveland Regional Transit Authority, 3 No 

Ohio 
7 New OrlconJ Public Scrvicc 1 Inc. , Lo. 3 Ye• 
8 New York City Transit System, N.Y. 4 Yes 
9 San Diego Transit Corporation, Calif. 4 No 

IO Lehigh and North Hampton System, 4 Yes 
Allentown, Pa. 

11 Baltimore Mass Transit Administration, Md. 4 Yes 
12 Jacksonville Transportation Authority, Fla. 4 Yes 
13 Sun-Tran, Albuquerque, N. Mex. 4 No 
14 Southwestern Ohio Regional Transit 4 Yes 

Authority, Cindnnati 
15 Chicago Transit Authority, Ill. 4 No 
16 Grand Rapids Transit Authority, Mich. 5 No 
17 Central Ohio Transit Authority, 5 Yes 

Columbus, 
18 Niagara Frontier Transit System , Inc., Yes 

Buffalo, N.Y. 
19 Southeastern Transit Authority , Detroit, No 

Mich. 
20 Springfield City Utilities, Missouri 5 Yes 
21 C.N.Y. Centro Inc., Syracuse, N.Y . 5 Yes 
22 Metro Regional Transit Authority, 5 Yes 

Akron, Ohio 
23 Memphis Area Transit Authority, Tenn. 6 Yes 
24 Capital Area Transit Authority, Harrisburg, 6 Yes 

Pa. 
25 Sacramento Regional Transit Authority, 6 Yes 

Calif. 
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estimated by using constrained least-squares methods. 
The first restriction imposed on this equation is 
the nonnegativi ty of the pr ice coefficients. Each 
pr ice coefficient measures the share of cost and 
hence cannot be negative. Furthermore, the shares 
cannot be zero because it is assumed that transit 
managers choose fuel, labor, and capital to produce 
a given level of output . 

The pr ice coefficients were restricted such that 
they fell within the observed ranges of the cost 
shares of the various inputs. Thus, the restriction 
ai < B < bi was imposed, where ai and bi are the 
lowest and highest shares of cost of Input i, respec
tively. This restriction ensures that the cost equa
tion is continuous and nondecreasing in input prices. 
The second type of constraint imposed is the homo
geneity restriction, which ensures that the sum of 
the price coefficients is one. 

A three-step approach was adopted in estimating 
the coefficients. The first step involved least
squares estimates of the coefficients without any 
restrictions. Next, the inequality constraints were 
imposed on the coefficients by using the mixed esti
mation method discussed by Kmenta (_§_). The final 
step in the estimation process involved imposing the 
linear homogeneity restriction on the coefficients. 

The validity of the estimated parameters can be 
tested by conducting comparative statics on the 
coefficients. A well-behaved cost function must have 
positive price coefficients. Because of the sequen
tial method of imposing the constraints, this con
straint may be violated in certain cases. In cases 
when this occurs, the affected system is eliminated 
from the sample. 

Another property of the cost function is that 
marginal cost should be continuous in output. That 
is, the marginal cost cannot be negative. Again, it 
is possible that in rare cases this constraint may 
be violated. When the coefficients of the linear a nd 
q uadratic output terms interchange signs, a possi
b ility exists for marginal cost to be negative. For 
example, if the coefficient of the linear output 
term is small and positive and the coefficient of 

TABLE 2 Cost Coefficients 

System 
No, R 2 lnPF lnPL lnP K 
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the quadratic output term is large and negative, the 
cost function will not be well behaved and a negative 
marginal cost will be obtained, a result that is 
inconsistent with theory. A system exhibiting thi s 
characteristic is also eliminated from the sample. 
Thus, the number of transit systems is further re
duced when these results are obtained. 

The results of the estimation led to the elimina
tion of six systems from the sample when vehic.:le 
miles is used as output and the elimination of five 
systems when passenger miles is used as output. These 
systems did not have the appropriate data structure 
to allow econometric cost functions to be developed. 
It is possible that a detailed analysis of the data 
base could pinpoint the sources of inconsistencies 
in the data structure, but budget and time limita
tions did not allow further analysis of the data to 
be performed. 

RESULTS 

The results from the estimation process are given in 
Tables 2 and 3. In these tables, the effects of dif
ferent sources of data can be observed in Column 8. 
Of all the systems, only in System 14 did changes in 
the sources of data have a statistically significant 
impact on the estimated coefficients. This res ult 
indicates that although c hanges in data sources oc
curred for all systems, in virtually all s y stems 
except one, these changes have an insignificant ef
fect on cost. As a result of this finding, the equa
tion could have been estimated without accounting 
for changes in data sources. 

For each system, more than 95 percent of the 
variations in costs are explained by variations in 
input prices and output if vehicle mile is used as 
output. When passenger mile is used as output the 
corresponding figure is 89. 7 percent. By comparing 
the equations, a glaring result is that the equa
tions with passenger miles as output can be used to 
e xplain a smaller percentage of the variations in 
cost. Tests of significance of each coefficient in 

Data 
lnQ 0.5(lnQ)2 Source 

18 0.966 0,01764 0.2798 0.70126 -0.636* -0.08274 0.00656* 
(0.00297) (0.00911) (0.00942) (0.4382) (0.02694) (0.0043) 

21 0.944 0.2786 0.1166 0.6048 0.6739 -0.02144 -0.0081 * 
(0.00624) (0.0165) (0.0227) (0.01887) (0.00131) (0.0079) 

0.958 0.08279 0.5071 0.4101 0.6494 0.0052 -0.000098* 
(0.00642) (0.0118) (0.01675) (0.01146) (0.00046) (0.005789) 

22 0.986 0.1628 0.3005 0.5367 0.7551 -0.0040 -0.00251 * 
(0.0018) (0.0033) (0.0066) (0.0046) (0.000053) (0.00175) 

2 0.986 0. 1143 0.3974 0.4883 0.7638 -0.01429 -0.00217* 
(0.00204) (0.0047) (0.00712) (0.00508) (0.00027) (0.00169) 

0.967 0.0843 0.6088 0.307 0.7372 -0.0172 0.000316* 
(0.00285) (0.00732) (0.00777) (0.00615) (0.00074) (0.00559) 

0.971 0.1073 0.6875 0.2052 0. 7799 -0.0033 J 0.00366* 
(0.00276) (0.00717) (0.00602) (0.00739) (0.00044) (0.00379) 

12 0.986 0.1077 0.3321 0.5602 0. 7063 0.00020 -0.00076* 
(0.00177) (0.00446) (0.00651) (0.00468) (0.000032) (0.00219) 

24 0.981 0.0777 0.4405 0.4818 0.6584 0.0066 0.000903* 
(0.00266) (0.00702) (0.00955) (0.00544) (0.00021) (0.00355) 

10 0.974 0.6193 0.3342 0.6039 0.57 0.00608 0.00132* 
(0.00353) (0.01058) (0.01397) (0.0084) (0 .00028) (0.00531) 

11 0.956 0.02213 0.3999 0.5779 0.6582 -0.01277 0.00539* 
(0.00292) (0.0092) (0 .00985) (0.00928) (0.00042) (0.00723) 

14 0.95 I 0.03378 0.6219 0.3444 00.8443 - 0.00541 0.01323 
(0.00333) (0.0092) (0.00985) (0.00928) (0.00042) (0.00512) 

23 0.989 0.03614 0.3047 0.6592 0. 7085 -0.0067 0.000732. 
(0.00139) (0.00429) (0.00506) (0.00327) (0.00013) (0.00171)* 

20 0.97 J 0.2553 0.7068 0 .03791 0.6936 0.00571 -0.00196 
(0.0019) (0.0059) (0.0051) (0.0074) (0.00027) (0.0028) 

Note: The standard error is shown in parenth.esjs under each coefficient. The t-v:::ilues can be obtained by djviding each coef-
ficient by its standard error. Data source fa a dummy variable indicating APTA data or UMTA Section 15 data as the source. In 
the last column, asterisks represent those data sources that are statistically sjgnificant. 
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TABLE 3 Coefficient of Cost Equation with Passenger-Miles as Output 

System Data 
No. R2 lnPr lnPL lnPK lnY 0.5(lnY)2 Source 

18 0.9292 0.002404 0.3592 0.6384 -0.36 0.2528 0.009255 
(0.005195) (0.01869) (0.01705) (0.6176) (0.0353) (0.007044) 

21 0.9549 0.2493 0.3936 0.3571 0.6068 -0.000364 -0.008542 
(0.00315) (0.00892) (0.0088 7) (0.00641) (0.00031) (0.00372) 

0.9507 0.5996 0.5648 0.3752 0.5028 0.007201 0.001436 
(0.00617) (0.01343) (0.01628) (0.00909) (0.00035) (0.006522) 

22 0.9697 0.08369 0.3362 0.5802 0.4834 0.004633 -0.003615 
(0.003313) (0.00549) (0.00821) (0.00493) (0.000149) (0.002413) 

2 0.9281 0.184 0.403 l 0.4129 0.5599 -0.00155 -0.00106 
(0.00763) (0.02735) (0.03388) (0 .01659) (0.000771) (0.00833) 

0.9562 0.0767 0.5581 0.3652 0.8121 -0.0119 0.00106 
(0.00419) (0.01075) (0.01169) (0.01013) (0.000544) (0.00742) 

7 0.9647 0.1198 0.7314 0. 1488 0.6866 -0.00893 0.00117 
(0.0036) (0.01075) (0.00728) (0.00889) (0.00031) (0.00451) 

8 0.901 0.1441 0.8332 0.02267 0.694 7 -0.00915 0.00272 
(0 .00888) (0 .02856) (0.0:l82) (0.01917) (0 .00105) (0.05201) 

12 0.9561 0.1176 0.2881 0.5943 0.5864 0.000181 0.00 I 05 
(0.003793) (0.01189) (0.01471) (0.0079) (0.00009) (0.006002) 

23 0.9314 0.09264 0.2531 0.6542 0.5297 0.00064 0.001341 
(0.006912) (0.02421) (0.02581) (0.01362) (0.000841) (0.01804) 

24 0.9411 0.05924 0.3125 0.6283 0.4436 0.00526 0.000974 
(0.006353) (0.02003) (0.02502) (0.01491) (0.000444) (0.01133) 

25 0.8965 0. 599 0.1884 0.2125 0.8584 -0.03868 0.006059 
(0.00377) (0.00167) (0.00367) (0.00548) (0.000356) (0.00467) 

10 0.9025 0.126 0.2722 0.6018 0.5019 0.0001223 0.001643 
(0.01134) (0.04221) (0.04593) (0.01999) (0.000485) (0.02055) 

11 0.9054 0.04187 0.4159 0.5422 0.5256 -o.o 1864 0.003753 
(0.003725) (0.01055) (0.00919) (0.007743) (0.00049) (0.00825) 

14 0.9128 0.03095 0.6771 0.2919 0. 7633 -0.00109 l 0.01717 
(0.00496) (0.01377) (0.01491) (0.0101) (0.0003871) (0.007572) 

Note: The standard errors are shown in parentheses. The t-values can be obtained by dividing each coeffident by its standard 
error. 

the cost equation can also be obtained by dividing 
the standard error shown in parenthesis into each 
coefficient. The result of this division indicates 
that, in Table 2, all the estimated coefficients are 
statistically significant at the 95 percent confi
dence level except the linear output term in System 
18. The same cannot be said of Table 3; some of the 
coefficients in this table are statistically in
significant. 

INITIAL PRODUCTIVITY 

By using the estimated coefficients, total factor 
productivity was calculated for each of the 26 years 
and for each of the 14 systems that was determined 
to have sufficient data for analysis. (The data 
criterion is discussed in another section of this 
paper.) Tables 4 and 5 present total factor produc
tivity for Gystem 14 in Cincinnati. The results are 
typical of those obtained and indicate that little 
change occurs in total factor productivity. The 
relative lack of change in total productivity is 
underscored by the average change for each system 
given in Table 6. A comparison of means to standard 
errors indicates that the means are an order of 
magnitude smaller than the standard error in every 
case but one. In all cases, they are not signifi
cantly different from zero at the 0.05 significance 
level. This indicates a lack of growth in total 
factor productivity for the period of the study and 
is true for both vehicle miles and passenger miles. 

To investigate short-term periods of productivity 
growth, the overall period or the study was divided 
into approximate 5-year intervals. The results indi
cated that in virtually all cases, average produc
tivity changes were not significantly different from 
zero at the 5 percent significance level. This is 
true for all systems for all time periods. 

The consistency from system to system and period 
to period indicates that national trends and events 
have had little effect on system productivity. For 

example, systems were equally productive before and 
after the introduction of federal operating subsidies 
during the period from 1970 to 1975. It could be 
hypothesized that such changes would be negative as 
a result of passive supervision of subsidy programs 
and the influx of large amounts of additional monies. 
However, this is not the case. Each year there is a 
mixture of productivity gains and losses all of which 
are not significantly different from zero. The same 
trends occurred during the periods of the fuel crises 
(1973 and 1978). Apparently, the changes in demand 
for service were compensated for by changes in cost. 

TABLE4 Performance of Cincinnati System Calculated Using 
Vehicle-Miles 

Total Factor Labor Capital Fuel 
Year Productivity Productivity Productivity Productivity 

1956 -0.0026 0.0242 0.0178 0.0364 
1957 0.0276 0.057 5 0.0171 0.0386 
1958 0.0155 0.0476 0.0264 0.0480 
1959 0.0126 0.0230 0.0176 0.0257 
1960 -0.0002 0.0134 0.0055 0.0155 
1961 0.0052 -0.0695 0.0046 -0.0610 
1962 -0.0274 -0.1042 -0.0282 -0.0954 
1963 0.0043 -0.0132 0.0074 -0.0080 
1964 0.0268 0.0127 0.0320 0.0147 
1965 0.0494 -0.0071 0.0508 -0,0014 
1966 -0.0428 -0.0378 -0.0385 -0.0332 
1967 0. 1352 0.1520 0 .1228 0.1304 
1968 -0.0952 -0.0492 -0.0760 -0.0262 
1969 -0.007 l 0.0114 0.0096 0.0278 
1970 -0.0250 -0.0221 -0.0177 -0.0130 
1971 0.0393 0.0509 0.0544 0.0544 
1972 -0. 1205 0.025 2 -0.0637 0.0782 
1973 0.1070 0.0305 0.0983 0.0201 
1974 0.031 l -0.0614 -0.0252 -0.1006 
1975 -0.0303 -0.0278 -0.070 l -0,0546 
1976 0.0644 -0.0437 0.0359 -0.0572 
1977 0.0182 0.0311 0.0105 0.1065 
1978 -0.2464 -0. 1313 -0 . I 089 0.0151 
1979 0.0276 0.0077 0.0217 -o.o 194 
1980 -0.0277 0.0112 -0.0340 0.0042 
1981 -0.0151 -0.0065 -0 .0072 -0.0075 
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TABLE 5 Performance of Cincinnati System Calculated Using 
Passenger-Miles 

Total Factor Labor Capital Fuel 
Year Productivity Productivity Productivity Productivity 

1956 -0.38 0.15 -0.16 0.23 
1957 -0.02 0.004 -0.002 0.02 
1958 -0.007 0.04 -0.004 -0.02 
1959 -0.01 0.02 -0.002 0.02 
1960 -0.02 -0.01 -0.02 -0.008 
1961 -0.06 -0.05 -0.05 -0.04 
1962 0.08 0.007 -0.08 0.02 
1963 0.08 -0.03 0.05 -0.02 
1964 0.007 -0.01 0.01 -0.005 
1965 0.02 0.07 0.03 0.01 
1966 0.05 -0.01 0.05 -0.004 
1967 -0.01 -0.007 -0.007 -0.002 
1968 -0.05 0.07 0.04 0,04 
1969 -0.09 -0.04 -0.07 -0.02 
1970 -0.03 -0.007 -0.009 0.0 1 
1971 -0.02 -0.02 -0.01 -0.01 
1972 -0.08 0.08 0.09 0.01 
1973 -0.19 -0.05 -0.14 0.0007 
1974 0.103 0.03 0.04 0.02 
1975 0.01 -0.02 0.02 -0.06 
1976 0.01 0.01 -0.03 -0.01 
1977 -0. 12 -0.002 -0.08 -0.02 
1978 -0.02 -0.005 -0.03 -0.02 
1979 0.26 - 0.15 -0.113 -0.008 
1980 -0.05 0.01 0.04 0.003 
1981 -0.07 -0.03 -0.07 1.103 

TABLE6 Average Change in Total Factor 
Productivity for All Systems 

Vehicle Miles Passenger Miles 

System Avg Standard Avg Standard 
No. Change Error Change Error 

I -0.005 0.015 0.0168 0.064 
2 -0.009 0.01 2 -0.0003 0.092 
3 0.002 0.014 0.003 0.873 
7 0.007 0.189 -0,006 0.083 

10 -0.003 0.221 -· -n 

11 0.000 0. 124 0.086 0.426 
12 -0.002 0.131 -0.012 0.110 
14 -0.003 0. 142 -0.020 0. 11 3 
18 -0.013 0.011 -0.012 0.055 
20 -0.002 0.036 0.146 0.029 
21 0.007 0.038 0.026 0.1 65 
22 -0.020 0.11 6 -0.016 0.476 
23 -0.023 0.0 14 -0.014 0.17 5 
24 -0.003 0.01 3 -0.022 0.114 

Note: Agencies corresponding to system numbers are given in Table 1. 
8Jnsufficient data. 

Another alternative hypothesis was that produc
tivity has been declining because of reduced demand 
for public transport. However, these measures indi
cate that reduced demand has been met by reduced 
service level in a way that results in little change 
in productivity over an extended period of time. 
Thus, these systems have responded to alternate 
pressures to provide service and do so efficiently. 

Finally, it must be noted that there was no sig
nificant effect of changes in reporting on costs 
during the period from 1978 to 1981 when the new 
Section 15 data were utilized. Further, isolated 
examination of trends during 3 selected years when 
major national trends had an impact on transit (1973, 
1974, and 1978) reveal no trends, either positive or 
negative. Only during 1978 did the majority of sys
tems show a decrease in productivity. This could 
indicate a reduction in productivity during a brief, 
highly inflationary period. However, the trend is 
not true for systems in Springfield, Missouri (Sys
tem 20), and Akron, Ohio (System 22). Further, these 
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results are confounded by the change in data sources 
at that time. 

In sum, the results of the total factor produc
tivity analysis indicate that systems tend to adjust 
and compensate, keeping inputs and outputs in balance 
in the long run for both dependent variables. For 
example, there is a compensatory process occurring in 
which capital, labor, and fuel productivity are sub
stituted alternately, thus creating an overall bal
ance over time. This process is evidenced by the 
average changes in total factor and partial produc
tivity that are given in Table 6. Furthermore, the 
data in Table 7 indicate that total factor produc
tivity has decreased on average; this is compensated 
for by increases in average productivity of capital 
and fuel. However, these changes are small and are 
not significantly different from zero at the 5 per
cent level. This pattern of negative total factor 
productivity and labor productivity but positive 
capital and fuel productivity is experienced by four 
systems (1, 14, 18, and 22). The other systems indi
cate other compensating patterns. One interesting 
pattern is demonstrated in Memphis, Tennessee (System 
23). There, the negative growth in total productivity 
is the result of positive partial contributions, 
which is the result of the definitions of productiv
ity with inputs combining to overcome the contribu
tion of the output to productivity growth. 

Detailed Analysis of Productivity 

A detailed analysis of productivity was performed on 
two systems for 3 separate years (1956, 1974, and 
1981). These 3 years were chosen because of the fol
lowing reasons. First, the beginning and ending pe
riods in the data set are 1956 and 1981. Second, in 
1974, a major event--the introduction of federal 
operating subsidy under Section 5 of the Urban Mass 
Transportation Act--was having an impact on transit. 
Also, because the two transit systems, Charleston, 
West Virginia, and Charlotte, North Carolina, indi
cated patterns typical of the results obtained for 
all the transit systems analyzed, they were singled 
out for detailed analysis. 

Productivity for Charleston, West Virginia 

In 1956, there was an overall increase in productiv
ity. In 1974, the year of increased subsidies, pro
ductivity decreased in all categories. In 1981, an 
overall increase was once again observed. Of interest 
is the across-the-board pattern observed in each of 
these years. 

Productivity in Charlotte, North Carolina 

In contrast to Charleston, Charlotte indicates a 
pattern of compensation. In 1956, there was an 
across-the-board decrease in productivity but in 
1974 a decrease in capital productivity was compen
sated for by increases in labor and fuel productiv
ity. In 1981, a decrease in labor productivity was 
compensated for by increases in the productivities 
of the other inputs. 

Patterns of Increases and Decreases 

The question of similarities of increases and de
creases in productivity between partial and total 
factor productivity was investigated by calculating 
correlations between increases and decreases in each 
measure for each system. Two patterns were identi
fied. The first pattern is a compensatory pattern in 
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TABLE i Total Factor and Partial Productivity 

System Total Partial 
No. Agency Name Factor Labor Capital Fuel 

1 Kanawha Valley Regional Transportation Authority - 0.005 -0.002 0.000 0.005 
2 Savannah Transit Authority -0.010 -0.001 -0.002 0.007 
3 Charlotte City Transit System -0.005 -0.009 -0,004 -0.003 
7 New Orleans Public Service, Inc. 0.002 -0.005 0.004 -0.003 
10 Lehigh and North Hampton System -0.003 0.014 0.015 0.029 
II Baltimore Mass Trnnsit Administration 0.000 -0.001 -0.002 -0.002 
12 Jacksonville Transportation Authority -0.002 -0.007 -0.006 -0.004 
14 Southwestern Ohio Regional Transit Authority -0.013 - 0.001 0.002 0.002 
18 Niagara Frontier Transit System, Jnc. 
20 Springfield City Utilities 
21 C.N.Y. Centro, In c. 
22 Metro Regional Transit Authority 
23 Memphis Area Transit Authority 
24 Capital Area Transit Authority 
Average total 

which capital productivity was compensated for by 
labor and fuel productivity changes. Systems 2, 3, 
14, and 24 exhibited this pattern. The correlation 
matrix of this pattern is exhibited by System 2 
(Savannah, Georgia). (*=significant at the 5 per
cent level.) 

Total factor 
Labor 
Capital 
Fuel 

Total 

~ 
1.0 

Labor 
0.51* 
1.0 

Capital 
0.82* 
0.36* 
1.0* 

Fuel 
0.10 
0.80* 
0.29 
1.0 

From this table it can be observed that capital and 
total factor productivity are highly correlated as 
are labor and fuel. This point is better illustrated 
by a principal components analysis. The factor scores 
for an analysis of these data are given in the fol
lowing table. 

Productivity 
Measure Factor l Factor 2 
Total factor 0.55 -0.12 
Labor 0.02 0.49 
Capital 0.51 -0.08 
Fuel -0.19 0.61 

By using the criterion of the eigenvalue greater 
than l, this is a two-factor solution. The first 
factor accounts for 62 percent of the variance and 
is most closely related to total factor and capital 
productivity. Factor 2 accounts for 30 percent of 
the variance and is most closely related to labor 
and fuel productivity. This factor is therefore 
labeled operating resources. These factors are un
related (orthogonal) and the measures indicate that 
for this agency capital decisions and operating 
decisions are not related. Compensatory activities 
therefore occur, for the most part, within factors 
over time. The other systems in this group behave 
similarly. 

The other group indicates a high degree of 
across-the-board increases or decreases in produc
tivity. In this case, all variables increase or 
decrease at the same time and compensation takes 
place year by year instead of within years. Systems 
that behave in this way are Systems 1, 10, 11, 12, 
18, 20, and 22. System 22 is typical of this group 
and the correlations for partial and total factor 
productivity are given in the following table. 

Total factor 
Labor 
Capital 
Fuel 

Total 
Factor 
1.00 

Labor 
0.995 
1.00 

Capital 
0.992 
0.996 
1.00 

Fuel 
0 .98 2 
0.994 
0.996 
1.00 

-0.013 -0.001 0.005 0.017 
-0.002 0.0035 0.007 0.010 
-0.004 0.004 0.007 0.006 
-0.0 19 -0.009 0.003 0.012 
-0.023 -0.019 -0.015 -0.009 
- 0.003 0.008 0.013 0.022 
-0.007 -0.002 0.002 0.006 

All coefficients are significant at the 5 percent 
level. All measures are highly correlated, and a 
principal components analysis reveals that they 
represent one overall productivity factor. Compensa
tion therefore occurs within the overall factor over 
time. 

Two systems (7 and 21) were unique in their pat
terns. No system characteristics were found that 
adequately explained these variations. 

Similarities Between Systems 

Finally, the similarity between increases and de
creases in total factor productivity between systems 
was investigated. Initial analyses using analysis of 
variance resulted in no significant differences in 
changes between systems because they were all not 
significantly different from zero. Instead, by using 
vehicle miles as the output measure, systems whose 
productivity measures were highly correlated were 
grouped together. 

By using principal components analysis and a cri
terion of an eigenvalue greater than one, seven fac
tors were obtained. Further, by using only factor 
~~ores with significant corrclcrtionc between factor~ 
and syste ms ; no consisten t pattern emergos. l\t most , 
three systems correlate highly with any single 
factor. Factors 1, 4, and 7 are related to System 18 
(Buffalo, New York), System 19 (Detroit, Michigan), 
and System 1 (Kanawha Valley, Ohio) , respectively. 
The systems related to Factor 2 are 20 {Springfield, 
Missouri), 22 (Akron, Ohio), and 24 (Harrisburg, 
Pennsylvania). Factor 3 is related to Systems 10 
(Allentown, Pennsylvania) and 22 (Akron, Ohio). 
Factor 5 is related to Systems 12 (Jacksonville, 
Florida) and 14 (Cincinnati, Ohio). Factor 6 is 
related to Systems 11 (Baltimore, Maryland) and 23 
(Memphis, Tennessee). 

Although these indicators do not contain suf
ficiently detailed information to describe the 
mechanisms by which compensatory activities occur, 
it might be possible to find predictors of produc
tivity changes. Because the systems for the most 
part have orthogonal changes in productivity, one is 
led to the conclusion that no such predictors exist. 
For the few agencies that do cluster together, therP. 
appears to be little in common. The predictors that 
were considered were size, density, geographical 
region, and degree of state subsidy contribution. 
Only Factor 3 appears to have a relationship in size, 
geographical location, and state assistance; however, 
other similar systems (e.g., Allentown, Pennsylvania) 
do not cluster there. In short, of the predictors 
considered, there are no clear predictors of cluster 
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membership and thus of changes in total factor pro
ductivity. 

CONCLUDING REMARKS 

There are two overriding conclusions from this study. 
First, the total cost function approach applied pro
vides a close fit to public transit cost data. The 
second conclusion is that the change in total factor 
productivity over time is not substantial. 

These conclusions have implications for management 
and policy issues; they lead to the further conclu
sion that management decisions have over time re
sulted in little change in the level of productivity. 
This can be observed by using both vehicle miles and 
passenger miles as output measures. The indicators 
developed here demonstrate a compensatory effect 
within partial factors over time. However, the data 
available to this study are not sufficient to de
scribe and test hypotheses about the causes and ef
fects. 

It is also observed that the results of this 
analysis contradict those of previous research that 
examines partial productivity. Those results have 
indicated an overall trend toward decreasing produc
tivity. On the other hand, Meyer and Gomez-Ibanez 
found a contradiction for both partial and total 
measures of productivity when revenue passenger was 
the output measure (decreasing productivity) and 
when vehicle miles was the output measure (increasing 
productivity). 

In the case of partial measures, the contradiction 
between the results of this study and those of pre
vious efforts is due to the approach of this paper, 
which considers all inputs, whereas those based on 
partial productivity do not. Also in the current 
study, both total and partial measure take into ac
count (dis)economies of scale. Further, the partial 
measures are determined by holding the other inputs 
at their mean levels. In other words, the indicators 
utilized in this study account for changes in pro
ductivity that result solely from changes in speci
fied inputs. For total factor productivity, changes 
in the complete set of inputs (labor, capital, and 
fuel) are used. This unique modeling approach also 
accounts for the differences between the Meyer and 
Gomez-Ibanez results, which do not account for 
(dis)economies of scale, and the results of this 
study. 

Future research will examine 
(i.e., geographic, organizational, 

the root causes 
contractual) and 

55 

their influence on productivity in the hope of de
veloping guidelines for planning and management de
cisions. 
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Coordination of Transportation Resources: 

The Georgia Experience 

STEVEN J. KISH 

ABSTRACT 

Coordination of public transportation services has been discussed by government 
administrators for years. It is increasingly apparent that the problems of 
mobility are not necessarily linked to a lack of vehicles or operating re
sources. Rather, it may be that more can be done with what is available to al
leviate problems of mobility. Exa·mined is the difference between coordinated 
and noncoordinated transportation systems. By using select counties in Georgia, 
the transportation services within the counties are reviewed and measured 
against state operating policy. Although the results must be considered tenta
tive because of incomplete information from operations in noncoordinated coun
ties, the clear indication is that coordinated systems make better use of re
sources and provide more economic and cost-effective transportation service. 

Georgia, the largest state east of the Mississippi 
River, has a land area of 58 ,876 mi 2 and consists 
of 159 counties. The 1980 population was 5.5 mil
lion, of which 48 percent resided in the 10 urban
ized areas and the other 52 percent lived in nonur
banized regions. The diversity between urbanized 
areas and nonurbanized areas is striking mostly be
cause of the low population density of nonurbanized 
areas. 

Georgia's geography is also diverse. Land forma
tions vary greatly so that while the Appalachian 
Mountains in the north provide skiing in the winter, 
the Golden Islands to the south attract sunbathers 
all year long. This diverse topography combines with 
low-density development to provide a challenge for 
rural public transportation operations. 

Transportation providers have faced up to the 
challenge of providing transportation opportunities 
in areas with diverse topography and population c e n-
ters of varying sizes. In the past, lacking the 
availability of public transportation programs, so
cial services have developed transportation programs 
oriented to agency clients. However, local govern
ments are increasingly becoming aware of the need 
tor public transportation services to address a 
broader population, and more transportation programs 
have been developed and implemented. 

The benefits of coordination of transportation 
programs are apparent in rural areas. There are a 
multitude of publicly financed transportation pro
grams in the rural areas, having purpose and scope 
so narrowly defined that the areas suffer a lack of 
mobility , despite the considerable public invest
ment. Coordination of resources in these programs 
has the potential to alleviate the situation of need 
in the midst of plenty by putting into operation ve
hicles that otherwise are available for limited ser
vice of an exclusive clientele. The exclusiveness of 
these services, funded through categorical grants, 
has fostered a lack of coordination among agencies 
in an area. These agencies have stand-alone programs 
that, although publicly funded, are exclusionary in 
scope of service. Unlike other federal programs ad
ministered within the governmental process (e.g., 

Bureau of Public Transportation, Georgia Department 
of Transportation, Atlanta, Ga. 30334-1002. 

roads, water quality, police), federal social ser
vice programs are commonly administered by pr iv ate 
nonprofit agencies with largely parochial interests. 
Local governments have seldom required agencies to 
pool resources because the funding process has ef
fectively bypassed any opportunity for their in
volvement. The direct federal-local agency link has 
removed the federally funded programs (mostly social 
service programs) from local governmental influence 
and at the same time from local government partici
pation and support. It is this element of local 
government participation and support that has made 
coordinated public transportation programs in Geor
gia successful. 

The Urban Mass Transportation Administration 
(UMTA) Section 16 (b) (2) Program was the first fed
eral initiative that allowed states to implement 
coordinated specialized public tranoportation pro
grams. The Ge orgia Section 16(b) (2) Program took a 
unique approach to elderly and handicapped services. 
Recognizing the overabundance of uncoordinated, 
fragmented, and disorganized transportation programs 
for the elderly and handicapped already competing in 
rural areas, the Georgia Department of Transporta
Lio11 (GDOT) turned to the county governments to se
lect a single Section 16 (b) (2) recipient for their 
area. The operator, named through a county resolu
t i on, would be the single transportation operator 
for elderly and handicapped passengers of its own 
and other agencies. 

By selecting a designated agency ta provide coar
dina ted elderly and handicapped service, the county 
assumed a role in the administration and operation 
of the program. Overall, this has worked to the pro
gram's advantage. Because many services are caunty
sponsared, the designated private, nonprofit opera
tors typically have access ta county garages, , may 
purchase fuel at a reduced rate from county pumps, 
and receive a number or other benefits tllal wuulu 
otherwise not be available. The county, in turn, re
ceives the benefit of a broad-based transportation 
operation. 

Because of county involvement in public transpor
tation operations, a broader scape of county inter
est has developed. Georgia h~s a number of Section 
16(b) (2) programs that have evolved into public 
transportation (Section 18) programs. If county 
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government involvement had not been present, the po
tential for developing a coordinated public trans
portation service would have been diminished. The 
counties' interests lie in (a) what they believe to 
be a public responsibility to provide mobility ser
vices for residents that need them, and (b) the eco
nomic impact of this mobility to the local area. 

Transportation services help the local economy by 
funneling the purchasing power to local businesses 
of those individuals receiving social security in
come, retirement income, and other public income 
funds. They also provide access to jobs, medical 
care, and other community programs. These public 
transportation services address the collective need 
for mobility in the county and have become a factor 
in the economic vitality of the area. 

STUDY AREA 

Compared in this paper are two types of public 
transportation systems currently operating in rural 
areas of Georgia: coordinated public transportation 
systems administered by GDOT with fiscal and opera
tional responsibilities vested in the county, and 
noncoordinated systems administered by social ser
vice agencies with fiscal and operations responsi
bility vested in the social service agency. The 

TABLE 1 Public Transportation Programs (coordinated) 

1980 
Popu- Land 
lation Area No. of No. of 

County Topography 1980 (mi2 ) Operators Vehicles 

Berrien Flat 13,525 456 1 
Clay Flat 3,553 197 1 
Forsyth Mountainous 27,958 226 1 
Greene Rolling hills 11,391 390 2 
Walker Mountainous 56,470 446 s 

TABLE 2 Social Service Programs (noncoordinated) 

1980 
Popu- Land 
la ti on Area No. of No. of 

CountY Topography 1980 (mi2 ) Operators Vehicles 

Baker Flat 3,808 347 3 7 
Coweta Rolling hills 39,268 447 4 12 
Emanuel Rolling hills 20,795 688 6 18 
Lowndes Flat 67,972 507 3 22 
Meriwether Rolling hills 21,229 506 5 23 
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social service transportation programs represent 
activities ancillary to the main function of the 
social service agency, which is to provide social 
services to target population groups. The coordi
nated public transportation systems operate essen
tially as line functions of county governments and 
represent an area of public service. 

The ·study included the selection of counties sit
uated throughout Georgia that offered either coordi
nated or noncoordinated transportation services. A 
total of 10 rural counties were selected for the 
analysis, which were equally divided with five of 
the counties having coordinated transportation (Sec
tion 18) programs and five representing noncoordi
nated (social service programs) transportation. The 
selection criteria used attempted to balance the se
lection of counties geographically so that each 
group would have a mixture of topography. In the 
five counties that had coordinated programs, nonco
ordinated services were also available. However, it 
was believed that because the coordinated transpor
tation programs were the dominant service in the 
area, it would not affect the results. In the coun
ties with noncoordinated transportation service, 
there was no coordinated [Section 16 (b) (2) or Sec
tion 18) transportation available. Both study groups 
have a predominant rural character with comparable 
density (66 coordinated group versus 61 noncoordi
nated group per mi 2 ) and comparable topography. 

Tables l and 2 present information that describes 
dominant features of the two groups. A detailed 
analysis was made of each county's program by com
paring various performance indicators (see Tables 3 
and 4). Figure l shows a map containing the study 
counties. 

ANALYSIS 

To compare the relative benefits of coordinated pub
lic transportation systems and noncoordinated social 
service transportation programs, it was necessary to 
access operations information for the selected sys
tems. Historical data were researched and recorded 
for the two types of transportation systems. The op
erations information for the coordinated programs 
came from the Rural Management Information System 
reports submitted to GDOT by rural public transpor
tation operators on a monthly basis. The most cur
rent year's information (fiscal year 1985) was uti
lized. The type of information derived from this 
source included number of vehicles, passenger trips, 
vehicle miles, and days of operations, as well as 
program costs. Total operating costs included both 
administrative costs and operating costs charged 
against each of the programs. 

TABLE 3 Coordinated Public Transportation Programs 

County 

Performance Indicator Berrien Clay Forsyth Greene Walker 

No. of operators 1 1 1 1 
No. of vehicles 1 2 2 s 
Total no. of vehicle miles 36,601 31,503 46,791 73,85 1 102,373 
No. of annual days of operation 268 262 244 252 275 
Total cost($) 41,675 30,571 14,991 36,903 46,285 
No. of passenger trips 13,856 13,039 15,684 19,353 34,820 
No. of monthly days of operation 22 22 20 21 23 
No. of miles per vehicle 36,601 31,503 23,396 36,926 20,475 
Cost per mile ( $) 1.14 0.97 0.32 a.so 0.45 
Cost per vehicle ( $) 41,675 30,571 7,496 18,452 9,257 
Cost per trip ($) 3.01 2.34 0.96 1.91 1.33 
No. of passengers per mile 0.38 0.41 0.34 0.26 0.34 
No. of passengers per vehicle 13,856 13,039 7,842 9,677 6,964 

Note: Data are from the Georgia Department of Transportation, and are for fiscal year 1985. 
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TABLE4 N oncoordinated Social Service Transportation Programs 

County 

Performance Indicator Baker Coweta Emanuel Lowndes Meriwether 

No. of operators 3 4 6 3 s 
No. of vehicles 7 12 18 22 23 
Total no. of vehicle miles 39,495 115,057 184,964 249,208 387,819 
No. of annual days of operation 102 175 169 146 152 
Total cost($) 28,672 78,899 76,295 145,820 164,527 
No. of passenger trips NA NA NA NA NA 
No. of monthly days of operation 9 IS 14 12 13 
No. of miles per vehicle 5,642 9,588 10,276 11,328 16,862 
Cost per mile($) 0.73 0.69 0.41 0.59 0.42 
Cost per vehicle($) 4,096 6,575 4,239 6,628 7, 153 
Cost per trip NA NA NA NA NA 
No. of passengers per mile NA NA NA NA NA 
No. of passengers per vehicle NA NA NA NA NA 

Note: Data are from the Georgia Department of Human Resources, and are for fiscal year 1984. NA= not 
avaiJable. 

For comparison, information on the noncoordinated 
systems was provided by the Georgia Department of 
Human Resources, which oversees social service pro
grams in Georgia. Summary reports by social service 
program are required from each of the social service 
agencies on an annual basis; the most current data 
available were for fiscal year 1984. A review of the 
data revealed that information on key areas was 
missing, such as passenger trips. In addition, dis
crepancies were noticed in the summaries, particu
larly in the area of operating costs. Consequently, 
use of the social service transportation information 

was limited to number of operating agencies in each 
county, total vehicles, vehicle miles, and days of 
operation, as well as total operating cost. 

Three different types of analyses were completed. 
The first type took into consideration service com
parisons that contrasted the utilization and avail
ability of transportation services provided by the 
two types of operations. In the second type of anal
ysis, performance indicators were evaluated, which 
gave a relative appraisal on how well service was 
being operated. In the third type of analysis, the 
service operations were compared with the criteria 

FIGURE 1 Map of coordinated and noncoordinated study counties in 
Georgia. 
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in the GDOT service policy, which serves as a bench
mark of operations service levels for public trans
portation programs. 

Service Comparisons 

Several key areas were studied to determine the rel
ative advantages of the two types of transportation 
systems. Level of vehicle utilization and number of 
vehicle miles were used as measures of service ef
fectiveness. Operating cost was investigated as an 
indication of service cost efficiency, and condition 
of vehicles was considered an important marketing 
tool because reliability of service is important in 
rural areas. 

Vehicle Utilization 

The coordinated programs had a higher level of vehi
cle utilization, as measured in days of service; 
they operated 244 to 275 days per year, or an aver
age of 20 to 23 days per month. The noncoordinated 
providers exhibited lower average utilization, rang
ing between 102 and 175 days of service per year, or 
between 9 and 12 service days per month. 

On the average, the coordinated programs had 4 3 
percent higher utilization annually and 42 percent 
higher utilization monthly than the noncoordinated 
programs. Number of service days would indicate that 
there was a corresponding level of service avail
ability, service delivery, and resource utilization. 
In the coordinated counties, the level of vehicle 
utilization is in the requirements of the GDOT ser
vice policy, which stipulates 240 days annually. The 
coordinated programs meet this criterion and there
fore demonstrate a comparatively highe~ level of 
service effectiveness in rural operations. 

Vehicle Miles 

During fiscal year 1985, the five coordinated opera
tors logged a total of 291,119 vehicle miles of op
eration with the 11-vehicle fleet. This number 
represents an annual average of 26,465 miles per 
vehicle. In fiscal year 1984, the noncoordinated 
human service programs reported a combined total of 
976,543 vehicle miles for the 82-vehicle fleet, for 
an average of 11,909 miles per vehicle. Coordinated 
transportation programs provided a level of vehicle 
miles of service per vehicle that was 122 percent 
higher than that of noncoordinated programs. This 
again reflects the findings from the vehicle utili
zation analysis: coordinated programs have a compar
atively higher level of service effectiveness. 

Operating Cost 

Coordinated transportation providers reported a 
total system operating cost ranging from $14 ,991 to 
$46 ,285. These costs are based on actual monthly 
reimbursements and audited figures provided by each 
of the transportation programs. The reason for the 
variance in transportation costs from county to 
county is attributable in part to the type of equip
ment being operated; van operations are not as ex
pensive as minibus vehicles. The average cost per 
vehicle for the five-county coordinated region was 
$15,493. 

Transportation costs of the noncoordinated pro
gram ranged from $28, 672 (a county with 3 agencies 
and 7 vehicles) to $164,527 (a county with 5 agen
cies and 23 vehicles). Total operating costs appear 
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low, considering the number of vehicles that are op
erated by each of the agencies. If all five noncoor
dinated counties are combined, the average cost per 
vehicle is $6,027. The transportation costs of the 
noncoordinated counties appear to fall below the 
average operating costs for vans nationwide and may 
not be accurate. The figures for the noncoordinated 
programs are not audited and are collected annually 
from the social service providers. 

Insurance Cost 

An area of importance to any transportation oper
ator, and one that significantly affects operating 
costs, is insurance. Section 45-9-42 of the Official 
Code of Georgia, Annotated, allows all private, non
profit agencies that contract with the state Depart
ment of Human Resourc;es to carry insurance provided 
under a state policy. In 1985 for vans costing ap
proximately $13, 500, the vehicle insurance cost was 
$307.00 per year with a $250.00 deductible. One 
stipulation is that the state retain title to the 
vehicle. For subsequent years, the insurance cost is 
calculated at a rate of $1.60 per $100.00 value of 
the vehicle plus $100. 00 for liability. This ar
rangement guarantees a lower insurance cost as the 
vehicle ages. 

The coordinated public transportation providers, 
on the other hand, purchase insurance coverage from 
commercial vendors at a significantly higher cost 
per vehicle. This affects operating cost of the 
coordinated systems in which the average cost of 
insurance is $1,200 per vehicle unless the county is 
successful in securing a fleet rate. It has become 
more difficult to secure a fleet rate on public 
transportation vehicles. 

Passenger Trips 

The five coordinated operators listed totals ranging 
from 13, 039 to 34, 820 passenger trips during the 
study period for an average of 19,350 per county. 
Passenger trip counts for the noncoordinated trans
portation providers were not available for com
parison. 

Condition of Vehicles 

Vehicles in the coordinated programs fall under 
GDOT' s vehicle (capital disposition) policy. As a 
means of maintaining the operations quality and 
safety performance, the policy establishes guides 
for vehicle replacement. The condition of vehicles 
(vans) with 5 years or 100,000 miles is evaluated to 
determine if replacement or rehabilitation is 
needed. All vehicles under the coordinated program 
are inspected quarterly by the GDOT district offices 
for safety, operability, and mechanical soundness. 
The condition of brakes, tires, and operation of 
lights, horn, and windshield wipers are some of the 
26 items inspected. Required inspection and a review 
of scheduled routine service records such as oil 
change and tune-up are also performed as a part of 
the quarterly review. Repairs needed are recorded 
and a follow-up inspection is made to ensure that 
the vehicles have been repaired and are in safe and 
proper operating condition. The current coordinated 
rural public transportation fleet consists of mostly 
late-year models (see Table 5). The noncoordinated 
social service transportation fleet is a mixed fleet 
with 18 percent classified as surplus and backup 
(see Table 6). Replacement of vehicles is easier in 
the coordinated programs because these programs have 
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TABLE 5 Summary of Coordinated Fleet in 
the Study Area 

Year of Model 

1978 
1979 
1980 
1982 
1983 
1985 

Type 

Minibus 
Minibus 
Minibus 
Van 
Van 
Van 

Note: Average age= 2.9 yr; age range= 1 to 7 yr. 

Number 

1 
1 
1 
2 
4 
2 

TABLE 6 Summary of Noncoordinated Fleet 
in the Study Area 

Year of Model 

1968 
1973 
1974 
1975 
1978 
1979 
1980 
1981 
1982 
1983 
1984 

Type 

Bus 
Minibus 
Minibus 
Bus, minibus, van 
Minibus, van 
Bus, minibus, van 
Bus, minibus, van 
Bus, minibus, van 
Bus, minibus, van 
Minibus, van 
Van 

Note: Average age= 5.4 yr; age range= 2 to 17 yr. 

Number 

I 
2 
2 

12 
7 
8 

13 
10 
6 

20 
I 

fewer vehicles and a positive vehicle replacement 
program, whereas the noncoordinated programs have no 
policy for replacing aged or inoperable vehicles. 
The age of noncoordinated program vehicles ranges 
from 2 to 17 years. In addition, most of these vehi
cles are serviced by local garage facilities because 
they have no access to county garages. Therefore, 
all of these vehicles have varying maintenance stan
dards. No vehicle inspection is performed by a state 
oversight agency, so the safety and serviceability 
of noncoordinated vehicles is an agency responsi
bility. 

The condition of vehicles is important to the 
reliability of service. In rural areas, a vehicle 
breakdown results in delays with groups of people 
stranded in remote areas. The condition of vehicles 
is directly linked to service reliability, service 
attractiveness, and passenger confidence. 

Performance Indicators 

An evaluation of the data 
transportation providers 
indicators were developed 

reported for both types of 
was done and performance 
and compared. Select per-

formance indicators were used to compare the effi
ciency and effectiveness of the two types of sys
tems. By necessity, these were limited because the 
lack of data for noncoordinated programs restricted 
what could be done. The indicators selected included 
the following: 

• Number of miles per vehicle (indication of 
effectiveness), 

• Cost per mile (indication of efficiency), 
Cost per vehicle (indication of efficiency), 

• Cost per trip (indication of efficiency), and 
Number of passengers per mile (indication 

effectiveness). 
of 

Number of miles per vehicle for coordinated pro
grams registered a high level of performance. Per
formance (in number of miles per vehicle) of pro-
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grams in the coordinated counties combined exceeded 
performance of the noncoordinated counties' programs 
by 95, 205 miles, or 177 percent. Because the data 
for the noncoordinated systems were not audited and 
only reported once a year, it remains unclear whether 
cost figures of social service agencies were reli
able. 

The noncoordinated programs did not report number 
of passenger trips; therefore the number of passen
gers per mile, number of passengers per vehicle, and 
cost per trip calculations could not be made. The 
information given in Table 7 was reported for both 
coordinated and noncoordinated programs. 

TABLE 7 Comparison of Average Performance 
Measurements 

Indicator 

No. of miles per vehicle 
Cost per mile ($) 
Cost per vehicle ( $) 
Cost per trip($) 
No. of passengers per mile 

Note: NA= not available. 

Coordinated 

26,465 
0.59 
15,493 
1.76 
0.35 

Noncoordinated 

11,909 
0.51 
6,027 
NA 
NA 

GDOT Service Policy for Coordinated Operations 

To provide direction and guidance for improved ser
vice delivery and operating cost-effectiveness, GDOT 
has implemented a service policy for all rural pub
lic transportation (coordinated) operators. Each of 
the rural public transportation programs funded 
under the UMTA Section 18 Program is evaluated an
nually in a certification process to assess system 
performance relative to service policy guides. The 
annual certification of coordinated programs results 
in an overall rating of certified, conditionally 
certified, or not certified. The annual certifica
tion is conducted by the GDOT staff, and certifica
tion is a condition for approval of annual funding 
applications. Four major certification categories 
are reviewed to determine conformance with appli
cable federal and state program requirements. The 
categories reviewed include 

• Recipient's understanding of Section 18 Pro-
gram requirements, 

•Marketing, 
• Technical assistance, and 
• Administrative and operational 

ities. 
responsibil-

This review process allows each of the public 
transportation operators to assess performance and 
identify improvements for continued system opera
tions. The service policy was created with coordina
tion as a major goal and includes operation per
formance criteria to evaluate coordination. Four 
examples of these criteria are as follows. 

1. Service should be complementary and not du
plicate any other service. 

2. Monthly ridership should be 500 passenger 
trips per vehicle. 

3. Level of vehicle utilization should be 120 
hours per month. 

4. Number of monthly vehicle miles should be 
1,000 miles per active vehicle. 

Based on these four service policy criteria, 
analysis of the two types of programs (coordinated 
versus noncoordinated) indicates the following: 
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• Service for the coordinated programs was not 
duplicated whereas the noncoordinated service may 
have been duplicative. 

• All of the coordinated transportation systems 
met the criterion target of 500 passenger trips per 
month per active vehicle. However, because number of 
passenger trips was not available for the noncoordi
nated systems, a comparison of both types of systems 
could not be made. 

• All of the coordinated programs met the stan
dard of 1,000 miles per month per active vehicle. 
Only one of the noncoordinated counties satisfied 
this criterion. 

Coordinated Social Service Programs 

In 1984, the Georgia Department of Human Resources 
initiated two demonstration transportation programs 
in the state that provide coordinated social service 
transportation operations. One of the demonstration 
programs was a single-county operation whereas the 
other demonstration program consisted of a five
county regional service. These two demonstrations 
combined transportation services for aging, child 
development, community service block grant, mental 
retardation, mental health, Head Start, UMTA Section 
16(b) (2), and other community programs. 

Because the intention of this papar is to compare 
the differences between coordinated public transpor
tation programs and noncoordinated social service 
transportation systems, only a limited comparison 
was made with the coordinated social service trans
portation providers. 

A review of the operations information indicated 
that the social service coordinated systems met some 
of the service criteria (see Table 8). •rhis would 
indicate that social service transportation can 

TABLE 8 Comparison of Service Policy Criteria with 
Coordinated Social Service Programs 

COOT Monthly 
Monthly Service Policy Single Five-
Service Criteria Standard County County Area 

No. of trips 500 720 219 
No. of miles 1,000 1,342 1,167 
Passengers/mile 0.5 0 0.53 0.19 
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achieve a more efficient program operation through 
coordination. 

CONCLUSION 

A review of available data from select rural coun
ties in Georgia indicates that coordinated transpor
tation systems provide more efficient and effective 
service than those that are not coordinated. Coordi
nated systems have better equipment inventory and 
have access to county maintenance facilities and 
supplies, which contribute greatly to better opera
tions. Unlike noncoordinated systems operated by 
social service agencies, transportation is the pr i
mary service provided by the public transportation 
(coordinated) programs. In noncoordinated opera
tions, transportation is an ancillary function only 
necessary for the delivery of agency programs. 
Therefore the noncoordinated transportation service 
is limited and exclusionary. 

In cases in which social service transportation 
program operations are coordinated, operations per
formance approaches the efficiency and effectiveness 
of public transportation programs. Otherwise, non
coordinated systems do not compare well with the 
operations of coordinated systems. 

A major factor in the success of the coordinated 
systems in Georgia is the involvement of the local 
government. As county operations, these systems have 
increased stability through county financial and 
operational support. In addition, the coordinated 
systems benefit greatly from the state DOT policy on 
service standard requirements and regular vehicle 
inspections. This policy encourages the continued 
improvement of service delivery for rural public 
transportation programs. 

Some caution must be exercised with the conclu
sion. Data for the noncoordinated systems are weak, 
and therefore only broad comparisons are possible. 
However, the clear indication is that coordinated 
systems work better, provide better service, and 
have a broader base of support than do noncoordi
nated programs. For state and local governments in
terested in increasing program effectiveness, coor
dination is a viable solution. 

Publication of this paper sponsored by Committee on 
Rural Public Transportation. 
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Absenteeism, Accidents, and Attrition: 
Part-Time Versus Full-Time Bus Drivers 

CHARLES A. LA VE 

ABSTRACT 

When the use of part-time drivers was first proposed, there was some question 
as to whether they would be as reliable and committed as were full-time drivers. 
This paper provides comparative data to answer that question. ABSENTEEISM: the 
data indicate that part-time work has inherently lower absenteeism; holding 
sick-pay and probation effects constant, part-time drivers have less absenteeism 
than full-time drivers. This result becomes apparent when following an identical 
cohort over time as it moves between full-time and part-time work, and also in 
cross-section data across groups. The data also indicate that increases in the 
number of sick days allowed cause an increase in absenteeism for both part-time 
and full-time drivers. ACCIDENTS: holding constant hours of driving exposure, 
years of experience, and the daily time pattern of accidents, part-time drivers 
have lower accident rates. However, only one transit agency had sufficient data 
to permit this standardization. There is also an important daily pattern to 
accident rates: they do not increase and decrease as a function of the daily 
traffic cycle, but rather as a function of the daily human cycle--increasing in 
mid-afternoon to reach approximately the same rate on both weekdays and week
ends. ATTRITION : there is a tendency for transit agencies to hire the wrong 
people for part-time work; 75 to 85 percent of those hired actually wanted 
full-time work, which leads to greater turnover and increased training costs. 
The quit rates of part-time drivers vary strongly with external economic condi
tions, moving inversely with the local unemployment rate. 

When the use of part-time (PT) vehicle operators wa s 
first proposed, one of the principal concerns was 
whether part-time operators (PTOs) would be as com
mitted and reliable as were full-time operators 
(FTOs) • A number of these concerns are examined and 
it is concluded that, in general, PTOs are dedicated, 
competent employees whose performance is usually as 
good as, or better than, that of FTOs. 

These conclusions are basen nn netAilen r.ARP. 
studies at five transit agencies . The agencies are a 
diverse group having a wide variety of experience 
with PT labor. They range in size from 60 to 1,100 
buses, in pea k/base ratio from 1.2 to 3.5, and in 
operating environment from new western suburb to 
long-established northeastern city. Interviews were 
conducted from 1982 tu 1984, aml t!ach agency was 
visited at least twice. Detailed data were collected 
on scheduling and oper ator pe r formance, and inter
views were held with operations managers, department 
heads, union leaders, and vehicle operators. (De
tailed descriptions of the agencies and methodology 
are contained in Chomitz and Lave (.~) and Chomitz, 
Giuliano, and Lave (1_). 

COMPARATIVE ABSENTEEISM: PTOs VERSUS FTOs 

The analysis concentrates on absenteeism resulting 
f r om sickness, al though there are some data on in
JUr ies as well. 

Table 1 presents comparative sick rates, PTO ver
sus FTO, for all five of the case study agencies. 
The rates are computed as percentage of work days 
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TABLE 1 Comparative Sick Rates: PTOs Versus FTOs (%) 

Seattle 
Metro OCTDb SEMTA c Tri-Meld CCCTA e 

FTO sick rate" 3.75 
PTO sick rate 1.41 

3.52 
1.71 

2.31 
1.02 

4.29 
1.59 

4.02 
1.60 

Note: Yearly cross-section data, with nothing held constant, that is, varying 
amounts of frin~e benefits and sick pay. 

a F1u~1 .. 1rdu11 of )'t!'~1iy wu1 i-. J'1y:o. ;111 uµe10tor ~ill call ir. sick.. 

bOCTD = Oran.gcC:Ounty Transit District . 
cSEMTA = Southeastern Michigan Transportation Authority. SEMTA is an 

unrcH11bly small sample. 
dTrl ·Mct = Tri-County Metropoliran Disrrict of Oregon. 
eCCCTA =Central Contra Costa Transit Authority. 

per year when an aper a tor calls in sick. The FTO 
sick rate exceeds the PTO rate at every agency and, 
on average, it is 2.3 times higher. 

The five agencies represent a considerable range 
Of sick leave policies: the number of paid sick days 
per year varies from O to 12; the degree of enforce
ment on required doctor's certificates varies con
siderably ; one agency begins paying sick pay on the 
first day of illness, other agencies do not begin 
payments until the third day; and policies on accrual 
of unused sick leave vary considerably as well. These 
inter agency variations can be used to explore the 
r PARnnR why P~OR hAVP lnwPr Rir.k r ~ t.P.R . 

Differ.ences in Sick Pay as an Explanatory Factor 

The customary explanation for the lower sick rate of 
PTOs is that PTOs do not receive sick pay, therefore, 
they cannot afford to be sick. Two of the agencies, 
Orange County Transit District (OCTD) and Central 
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Costa County Transit Authority (CCCTA), provide 
examples in which PTOs and FTOs receive identical 
sick benefits. If the customary explanation is cor
rect, and sick pay differences are the important 
causal factor, then it would be expected that PTO 
and FTO sick rates would be nearly identical. 

At CCCTA, FTOs receive no paid sick leave during 
their first year, and PTOS never receive sick pay. 
These groups allow a natural comparison because both 
are relatively new to the job, and both should have 
similar concerns about acquiring good work records. 
(The PTOs are on informal probation because most of 
them want to be chosen for full-time work eventually. 
The FTOs are in their first year of work and hence 
are on formal probation for almost all of the period 
covered by these data.) 

Table 2 gives comparative sick and injury rates 
for FTOs and PTOs. The rates are expressed as per
centage of work days when the operators call in sick. 
Four different rates are reported. Rate SI is based 
on total sick and injured days; rate S is based on 
sick days only. In small samples like this, the 
presence of a few random instances of major illness 
can substantially bias the apparent rate. Thus, rate 
S40 excludes any operator who was sick more than 40 
days (8 weeks); and rate S30 excludes any operator 
who was sick for more than 6 weeks. (Neither S40 nor 
S30 screening ever excludes more than 10 percent of 
the sample.) Proof that the S40 and S30 rates do 
standardize against random events can be observed by 
comparing the SI rates for PTOs against the S40 
rates: the SI rates vary by almost two to one, 
whereas the S40 rates are close to each other. 

TABLE 2 Comparison of FTOs with no Sick Pay and 
PTOs with no Sick Pay 

SI s S40 S30 No. of 
(%) (%) (%) (%) Operators 

FTOs with no sick pay 
Hired in 1982(1983 data) 5.87 3.92 3.56 3.03 18 
Hired in 1983 (1984 data) 5.61 3.27 3.27 2.39 18 

PTOs with no sick pay 
Hired in 1982 (198 3 data) 1.67 l.67 1.67 1.67 18 
Hired in 1983 (1983 data) 2.93 2.93 1.64 1.64 41 
Hired in 1983 (1984 data) 2.36 2.36 l.52 1.52 23 
Hired in 1984 (1984 data) 2.93 2.93 1.58 1.58 33 

Note: SI= total number of sick and injured days. S =sick days only. 840 
excludes operators who were sick more than 40 days. S30 excludes operators 
who were sick for more than 30 days. Data in these four columns are propor-
tions of yearly work days. 

Regardless of which definition is used, the CCCTA 
data indicate that PTO sick rates and injury rates 
are lower than FTO rates, even when both groups of 
operators have identical sick pay benefits. Something 
other than sick pay is making an important difference 
between PTO and FTO sick rates. 

OCTD provides another instance in which PTOs and 
FTOs have identical sick benefits. It has a class of 
PTOs who receive 12 days per year of allowable sick 
pay, which is identical to the sick benefits of their 
FTOs. Comparative sick rates (using the S30 rate 
definition discussed) are FTOs = 3.25 percent and 
PTOs = 2.44 percent. Again, despite the existence of 
identical sick benefits, the PTO absenteeism rate is 
lower. 

Table 2 and the percentages given in the preceding 
paragraph both involve cross-section data: two sam
ples of operators are examined at a single point in 
time under the implicit assumption that the only 
difference between the two samples is their PT versus 
FT status. Obviously, such an assumption may not be 
correct in general, but OCTD provides a chance to 
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validate it. OCTD allows one particular group of 
operators to switch back and forth between FT and PT 
status, while maintaining full sick leave benefits. 
(Some FTOs choose to switch to PT status during the 
summer, or to have a period of lighter duties, etc.) 
By examining the absentee records of these operators, 
both sick benefits and any possible variation in 
personal characteristics--for example, age and moti
vation--that might be related to absenteeism are 
held constant. The results show that there is a de
cline in absenteeism for FTOs when they move from FT 
runs to PT runs: the reported sick rates (excluding 
operators who were sick longer than 40 days) were FT 
runs = 4.50 percent and PT runs 2.44 percent. 
Again, it can be observed that a lower sick rate is 
associated with PT work than with FT work. This does 
not mean that absenteeism is independent of sick pay 
(in the section Increases in Sick Pay Cause Increases 
in Absenteeism, it is demonstrated that 'there is a 
strong effect). Rather, the effects of sick pay are 
not sufficient to explain the difference in absen
teeism between PTOs and FTOs. 

Effect of Probation on Sick Rate 

Probation is another factor that has often been cited 
as an explanation for the low PTO sick rate. Proba
tion tends to keep operators on their best behavior, 
and PTOs spend a much higher proportion of their 
career with that status. The PTO probation period is 
often the same number of hours as the FTO probation 
period, but given their lower number of hours per 
day, PTOs spend more calendar days on probation, for 
example, for a typical 1,040-hr probation period, an 
FTO would be off probation in 6 months, but a PTO 
averaging 4 hours per day would be on probation for 
an entire year. 

To measure the effects of probation, cohorts of 
PTOs and FTOs who had both begun work about the same 
time (roughly 1980) were identified, and their ab
sentee records for a period about 3 years later were 
examined. The PTOs would be long past the probation 
period at this point, and both cohorts would have 
similar clock time on the job. Each cohort contained 
approximately 300 operators. 

For each cohort, absentee records from June 198 2 
to June 1983 were examined. In each case, days sick 
plus days on workmen's compensation were added to
gether. The absence rate for the PTOs was 0.067, and 
the rate for FTOs was 0.160; thus the FTOs were ab
sent about 2.4 times more often than the PTOs. That 
is, for matched groups of operators, all well past 
their probation periods, the FTOs were absent more 
than twice as often as the PTOs. 

Also compared were the absenteeism of this PTO 
cohort and the absenteeism of the total PTO popula
tion, most of whom have been hired more recently and 
hence are still on probation. The absentee rate for 
the total PTO group was 0. 043, compared with the 
0.067 rate for the older PTO cohort. That is, the 
older; cohort is about 50 percent more likely to be 
absent. Thus it is concluded that probationary status 
does reduce absenteeism, but it is nowhere near a 
large enough factor to explain the general differ
ence in absentee rates between PTOs and FTOs. 

Regularity of PTO Baseline Sick Rate 

One interesting sidelight on the PTO sick rates is 
their apparent consistency among transit agencies. 
There are data on absenteeism from four agencies 
(the sample from SEMTA is only 20 observations, which 
is too small to use for comparative purposes), and 
all have PTO sick rates of about 4 days per year. 
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Observed number of days sick per year for PTOs 
(yearly cross-section data from agencies with large 
samples) is as follows : Seattle METRO, 3.6 days; 
OCTD, 4.4 days; Tr i -Met, 4 . 1 days; and CCCTA, 4.1 
days. At CCCTA, th is rate holds up for 2 separate 
years of data; the data for Metro, OCTD, and Tri-Met 
are for a single year's sample. The four agencies 
have in common their lack of paid sick leave for 
PTOs, but they differ on everything else--degree of 
supervision, attention placed on absenteeism, and so 
on. Pending additional work, it is probably best to 
regard the commonly observed 4-day sick rate as an 
interesting coincidence. 

Some Speculative Guidance for Future Research 

It has been observed that there is something inherent 
in PT work assignments that produces lower sick 
rates. Why might this be true? Three possible ex
planations are offered as a possible starting point 
for future research. 

• Hypothesis 1: PTOs cannot afford to be ab
sent. PT assignments produce barely enough money to 
live on, hence PTOs have a high incentive to show up 
for work. (Even in those agencies in which PTOs do 
get sick pay, they do not receive it on the first 
day of absence.) If this hypothesis were true, one 
would expect to find two effects: (a) that the dif
ference in sick rates between PTOs and FTOs will 
disappear at agencies where PTOs get sick pay on the 
first day; and (b) that the difference in sick rates 
will be larger at agencies with no sick pay. 

• Hypothesis 2: It is easier to work a short 
assignment than a long one if you are feeling sick. 
Hence, for any given degree of illness, an operator 
is more likely to report for work if he is facing an 
easy assignment. If this hypothesis were true, one 
might expect to find that the PTO sick rate moves 
closer to the FTO rate at transit agencies where 
PTOs work two shifts a day. 

• Hypothesis 3: PTO status is similar to being 
on probation all the time; PTOs try particularly 
hard to acquire good work records because most PTOs 
want to be promoted to FT work. Although this appears 
to be a reasonable idea, the evidence at OCTD does 
not support it: reqular operators may switch back 
and forth between FTO and PTO status, and hence are 
under no probation pressure, but they have lower 
absenteeism when they work part time. 

P~Os VERSUS FTOs: OTHER ISSUES 

Missout Rates 

Although illness and injury are the major categories 
of absenteeism, there are other components as well. 
Missouts refer to situations in which an operator 
misses a run because of showing up late, oversleep
ing, and so forth. Because the definition of missouts 
appears to vary among agencies, it is not valid to 
compare rates across agencies. However, PTO versus 
FTO comparisons within a single agency should be 
valid. Table 3 gives a summary of the data across 
the five case study agencies. The results are 
decide dly mi xedt PTO mi••out r•t~• are lower than FTO 
rates at OCTD and Tri-Met (for three of the four 
categories), but they are higher at the three other 
agencies. In any event, the differences are small 
compared with the difference in sick rates between 
PTOs and FTOs. Thus, overall, if a reliability index, 
were to be formed by combining the sick rate and the 
missout rate, it is still apparent that the PTOs are 
more reliable than the FTOs. 
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TABLE 3 Comparative Mil!sout Rates: PTO Versus 
FTO (%) 

Seattle 
Metro OCTD SEMTA Tri-Met CCCTA 

PT Os 0.55 1.0 1.2 0 0.66 0.67 
FT Os 0.35 1.5 0 .60 0.44 0.38 
FT extra board 0.86 
FT regular relief 0.8 1 
FT vacation relief 1.07 

Note: Transit agencies are defined in Tab1e 1. All figures are expressed as 
percentages of days per year. For Seattle Metro, data on late and unexcused 
absences were combined. The sample at SEMTA is too small-only 20 
operators. 

Allowing Operators To Switch from FTO to PTO Statu s 

OCTD has initiated a unique innovation in the use of 
PT labor that increases the work options available 
to FT operators. Their FTOs bargained for the right 
to bid PT work runs during a given sign-up period. 
Those FTOs who go part-time retain their seniority 
and their full benefits: sick pay, holidays, vaca
tions, leave and so forth. (Operators retain full 
health insurance, but pay for the other benefits is 
proportional to hours worked; for example, a regular 
operator on temporary PTO status, with a 3-hr run, 
would receive 3 hr of sick pay if he became sick.) 
However, for the duration of that sign-up period, 
they work fewer hours and receive less total salary. 
At the end of the sign-up period, they can return to 
FT status or remain on PTO status for another sign-up 
period. The FTOs wanted this as an option for situa
tions such as a female FTO who wanted to spend more 
time with her children during the summer, an FTO 
suffering from burnout who wanted a period of reduced 
stress, and a chronically ill operator who needed a 
period of reduced work to regain his health. 

Thus, the agency now has three classes of opera
tors: FTOs; type A PTOs, who receive full fringe 
benefits; and type B PTOs, who receive no sick bene
fits. FTOs may switch into and out of the type A PTO 
status. During the first year, 16 regular FTOs de
cided to try a stint as PTOs. Subsequently 10 re
turned to FT status, and 6 elected to remain on PT 
status. Bt!CctU>H~ Lhey sei:ved in both PT and l'T i!!tatus 
during the year. Table 4 gives the ir i:ecoi:ds s e pa
rately for the two types of work. The first two rows 
include all 16 operators, but 5 had unusually high 
sick or injury records (more than 40 days per year); 
the next two rows give the absentee records of the 
11 operators with more typical sick rates. In the 
other agencies, the proportion of drivers exceeding 
the 40-day criterion is usually less than 10 percent. 
Why should there be 5 out of 16 here? These 5 opera
tor s a ll had unusually high sick or injured rates 
before bidding for PTO status. It is not known 
whether they chose PTO status to ease their work 
burden, or whether they were informally pre&sured 
into it by management, although the fact that 2 of 
the 5 have returned to FT status suggests that the 
decision was their own choice. 

TABLE 4 Record of Type A PTOs (%) 

Sickness Missout Injury 

All data included 
While serving as FTO 8.90 1.85 4.58 
While serving as PTO 9.9 2 1.76 0.64 

Without high sick or injury records 
While serving as FTO 4.50 1.69 0.00 
While serving as PTO 2.44 2.07 0.98 



Lave 

Given the small size of the sample, and hence the 
way in which a single random instance of major ill
ness or injury can affect the group average, it is 
probably best to concentrate on the last two rows, 
the rates that screen out the unusual incidents. The 
decrease in sick rate from 4.50 to 2.44 percent fol
lowing a move to PT status is interesting. Sick 
benefits are identical in the two statuses, so there 
is no economic reason that might explain the change. 
[Perhaps after the typical 8-hr (or more) day of the 
FTO, the 3 (or more) hr of a typical PT shift ap
pears to be so easy that a marginally sick operator 
will report for work anyway.] Missout rates do not 
change much, and they are similar to the FTO rates 
at this transit agency. There is an insigni.ficant 
increase in the injury rate when operators move from 
FT to PT status. 

It is also interesting to compare the records of 
those operators who chose to bid for PT status with 
those who did not. Table 5 gives a summary of the 
relevant data, and it is clear that the drivers who 
decided to try PT status had previously had higher 
sick and injury rates than did their colleagues. 
This is true whether comparing the total data in 
Rows l and 2, or the screened data in Row 3. After 
the move to PT status, their absenteeism decreased 
by almost one-half, from 4. 50 percent (Row 3) to 
2.44 percent (Row 4). That is, looking at the deci
sion to bid PT status, the group that decided to 
move to PT status had previously been characterized 
by above-average absentee rates, but following the 
move to PT status their rates improved to become 
better than the average. 

TABLE 5 Operators Who Bid PT Versus Those Who Did 
Not(%) 

Operators Who 
Bid for PT Operators Who 
Work Did Not 

All data included 
Sick rate on FT status 8.90 
Injury rate on FT status 4.58 

Without high sick or injury records 
Sick rate on FT status 4.50 
Sick rate on PT status 2 .44 

6.09 
3.58 

3.52 
NA 

This agency provides an example of implementing 
PT labor to benefit the operators. There are no 
direct cost savings for the transit agencyi it may 
even be slightly more expensive. (The agency agreed 
to the new policy as a bargaining concession to 
labor, in return for the agency winning the right to 
create an unusually inexpensive class of PTOs--one 
with lower wages and few fringe benefits.) From the 
viewpoint of the existing FTOs, the new policy is a 
major benefit that provides them with significantly 
more choices in their work lives. 

The Effect of Irregular Work on Absenteeism 

Tri-Met had enough detailed data to allow calculation 
of absenteeism broken down by the type of work 
assignment: part-time, regular full-time run, and 
extra board. The data in Table 6 indicate the effect 
of work type on absenteeism. There is some tendency 
for absenteeism to increase on irregular work as
signments--those where an operator is not experienced 
on the particular route. The extra-board operators 
have more absenteeism in most of the categories. It 
appears likely that this results from their irregular 
work shifts--the degree to which the operators have 
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TABLE 6 Effect of Work Type on Absenteeism (days/yr) 

Extra Regular PT 
Absentee Category Board Run Run 

Absent 
Excused 2.25 1.26 1.51 
Unexcused 0.61 0.17 O.Q? 

Sickness 9.10 11.15 4.13 
Workmen's compensation 8.88 6.32 6.10 
Sick persons performing light-duty work 0.19 0.21 0.00 
Persons on workmen's compensation 

performing light-duty work 3.43 1.98 1.15 
Oversleep 2.15 1.10 l.77 

No. of driver-week s of data 9,244 30,958 5,554 

to deal with continually differing routes and times. 
(When the accident data are analyzed a similar rela
tionship subsequently is found between work irregu
larity and accident rate. It is possible that the 
increase in the number of accidents with work ir
regularity occurs because the operator is unfamiliar 
with the route and is not able to devote full atten
tion to basic driving. It is also possible that the 
increase in absenteeism with work irregularity occurs 
because of the higher stress of the unfamiliar runs.) 

INCREASES IN SICK PAY CAUSE INCREASES IN ABSENTEEISM 

In the section on Comparative Absenteeism, it was 
found that differences in sick benefits by themselves 
were not sufficient to explain the differences in 
absenteeism between PTOs and FTOs. That does not 
mean that the sick benefit differences are unimpor
tant. In this section, an attempt is made to measure 
the effects of paid sick leave on the observed sick 
rate. 

At CCCTA, operators have no paid sick leave their 
first year, and receive higher amounts of paid leave 
as their careers advance. This makes it possible to 
examine the experience of a fixed cohort of operators 
as they acquire progressively higher benefit levels, 
that is, the operators remain the same while the 
sick benefits vary. In Table 7 the sick rate behavior 
of two separate groups of operators is followed over 
time. Cohort No. 1 is a group in which drivers begin 
with no paid sick leave their first year, and move 
to 3 days of paid sick leave their second yeari the 
result is an increase in the observed sick rate. 

TABLE 7 Sick Rate Behavior of Two Groups of 
Operators Over Time 

1983 1984 
Sick Rate Sick Rate 

Cohort No. 1 
Observed no. of sick days 8.5 9.1 
Allowable no. of paid sick days (days/yr) 0 3.0 

Cohort No. 2 
Observed no . of sick days 10.5 13.5 
Allowable no. of paid sick days (days/yr) 5.2 12.0 

Cohort No. 2 is a more experienced group of drivers, 
hired under an earlier, more generous contract. In 
1983 they were entitled to an average of 5. 2 paid 
days of sick leave each, and in 1984 they were en
titled to 12 paid days per yeari the result was an 
increase in the observed sick rate. As driver cohorts 
obtain more allowable paid sick leave, their observed 
sick rate increases. 
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OCTD data offer cross-section evidence on the 
relation between absenteeism and sick pay. It has 
one class of PTOs who receive no sick pay and another 
class of PTOs who receive 12 days of allowable sick 
pay per year. The following table gives a comparison 
of observed sick rates for the two groups of PTOs. 

Major sick rate: total sick 
and comp incidents 

Baseline sick rate: (exclud
ing employees with >40 
sick days) 

PTOs with 
12 Days of 
Paid Sick 
Leave (%) 

9.92 

2.44 

PTOs with 
0 Days of 
Paid Sick 
Leave (%) 

4.26 

1.48 

It can be observed that the group with more sick 
benefits has a much higher sick rate; that is, PTOs 
who receive paid sick leave have higher rates of 
absenteeism than do PTOs who do not receive sick 
pay . This result is true whether the comparison is 
made using the A rate (all sickness and injury), or 
the C rate (only sickness: excluding drivers with 
random, major episodes of sickness). 

Cross-section data at CCCTA allow a somewhat more 
precise measurement of the effect of increasing sick 
benefits. CCCTA began with a provision for 12 paid 
oick days per year, but several years later began 
hiring new operators under a provision that gave 
them only 3 paid days per year, which increases to 6 
paid days as they acquire more seniority. Sick pay 
is earned the first calendar year of service, on a 
pro rata basis, and is then available for use during 
the second calendar year. Thus, because the existing 
operators were hired under two different sets of 
benefit rules, and because operators earn differing 
amounts of sick benefits for use during their second 
calendar year of service, this agency provides ob
servations for FTOs with four different levels of 
paid sick leave: 0, 3, 5.2, and 12 days. 

The data in the first row of Table 8 indicate the 
amount of paid sick leave allowed and the data in 
the second row indicate the observed sick rates, 
measured as the ratio of sick days to total work 
days (using the average of the C and D rates). The 
data in the third row express the sick rate in terms 
of days per year. It can be obocrvcd that increases 
i n the observed sick rate go along with increases in 
allowable paid sick days. 

The data in the fifth row indicate the difference 
in observed sick rates between adjacent columns. For 
example, when FTOs move from 5.2 allowable paid sick 
days per year to 12 allowable paid days per year, 
their observed sick rate increases by 3.2 days. The 
difference in allowable sick pay was 6.8 days (12 
minus 5.2). Taking the ratio of observed increase to 
allowable increase, it can be observed that the sick 
rate increased by about one-half of the increase in 
sick benefits. This same rate of increase is observed 
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between the other columns as well. Looking at it in 
overall terms, when operators receive no sick pay, 
they are sick 7.77 days per year: if they are allowed 
12 paid days per year, the 12-day increase in bene
fits brings about a 5.93 day increase in sick days. 
That is, the observed sick rate of FTOs increases 
about one-half as fast as the increase in sick bene
fits. 

MEASUREMENT AND CONTROL OF ABSENTEEISM 

Measurement Patterns of Absenteeism 

At Metro, detailed breakdowns of absenteeism data on 
a garage-by-garage (division) basis were available, 
which afforded the opportunity to search for patterns 
among garages. Usually, they would be expected to be 
alike over the course of the year because (a) all 
the garages are exposed to the same physical hazards 
(e.g., diseases and bad weather), and (b) all were 
exposed to the same temptations (e.g., holidays and 
hunting season) : thus the change in the daily absen
tee rate should be more or less synchronized across 
the garages. 

Figure 1 shows the sick rate at each garage over 
the course of the year. The vertical axis is per
centage times 1,000, that is, 30 means 3 percent 
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FIGURE 1 Sick rate at five garages over the course of a year. 

TABLE 8 Amount of Allowable Sick Leave Compared with Amount of 
Absenteeism 

Observed sick rate (yearly percentage) 
Observed sick rate (days/yr) 
Observed effect of paid sick leave: difference between 

adjacent columns (no. of days) 
Possible effect of paid sick leave (no. of days) 
Observed difference divided by possible difference(%) 

No . of Paid Sick Days 
Allowed 

12 5.2 0 

5.27 4.05 3.50 2.99 
13.7 10.5 9.10 7.77 

3.2 1.4 1.3 
6.8 2.2 3.0 
47 63 43 
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daily sick rate. The five trend lines are vaguely 
similar, although not as close as was expected. Is 
the lack of similarity caused by differences in 
supervisory practices among the garages? 

In Figure 2, the sick rate and the excused absence 
rate are added together, and the total over time is 
plotted. It is easy to observe that the five trend 
lines now look more similar. It appears that the 
actual pattern of absentee behavior is the same at 
the five garages, but the manner in which the 
dispatchers record the absences is different. At 
some garages, when a driver calls in, the dispatcher 
will be more likely to record it as an excused ab
sence; at other garages the dispatcher is more likely 
to record it as a sick absence. Drivers are similar, 
but there is considerable variation in the permis
siveness of supervisory personnel. 
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FIGURE 2 Total of sick rate plus excused absence rate plotted 
over time. 

It is possible to use correlation coefficients to 
quantify these graphical patterns in a more formal 
way. If the drivers at the different garages did 
have similar absentee patterns, then the correlation 
coefficient between any two garages would be rela
tively high. Table 9 gives the correlations between 
the monthly pattern of sick rates at each pair of 
garages. The presence of all the coefficients in the 
• 0-to-. 2 range indicates that the similarity is not 
high. 

Table 10 gives the correlations for the new vari• 
able, the sum of the daily sick rate and the daily 
excused absence rate. In Column 1, the intercorrela
tions between garages are given for this new vari-

TABLE9 Correlation of Sick Rates Across Garages 

Garage A Garage E Garage N Garage R Garage S 

Garage A 1.00 
Garage E - .04 I.DO 
Garage N .67 .06 I.DO 
Garage R .4 3 .00 .26 I.DO 
Garage S .5 9 .17 - .04 .3 3 1.00 

TABLE 10 Correlation of Sick Plus Excused 
Absence Rates Across Garages 

Garage A with Garage E 
Garage A with Garage N 
Garage A with Garage R 
Garage A with Garage S 
Garage E with Garage N 
Garage E with Garage R 
Garage E with Garage S 
Garage N wit h Garage R 
Garage N with Garage S 
Garage R with Garage S 

Sick Plus 
Excused 

.44 

.74 

.74 

.79 

.31 

.6 1 

.53 

.78 

.55 

.66 

Sick Rate 

-.04 
.67 
.43 
.59 
.06 
.00 
.17 
.26 

-.04 
.33 
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able, and in Column 2 the intercorrelations for the 
sick rate alone are given. The correlations in the 
left column are much larger than those in the right 
column. That is, the daily pattern of sick plus ex
cused .absence rates is more similar across garages 
than is the pattern of sick absence rates alone. , 

These results demonstrate why the analysis has 
been restricted to within-agency comparisons. That 
is, FTO versus PTO comparisons are made for each 
agency, rather than comparing the FTOs at one agency 
with the PTOs at another. If such large differences 
are observed between garages in a single agency, 
there is obviously significant measurement error in 
the sick rate data. 

Effect of No-Fault Absentee Policy at OCTD 

Figures 1 and 2 also show a long-term decline i n 
sick rates, resulting from changes in absentee policy 
as management became concerned about the financial 
effects of the high sick rate. High absentee rates 
have become a growing concern at most transit 
agencies. The response at two of the case study 
agencies involved the formulation of a new philosophy 
concerning absenteeism, as follows: 

All absences are the same because they are 
all equally costly to the agency. We are not 
concerned with issues of fault, or with the 
fact that a particular absence had a "good" 
cause. What matters is the end result, and 
operators who are unable to fulfill their 
duties consistently should find work in in
dustries where reliability is not so criti
cal. 

The traditional discussion of absenteeism concen
trated on why it happened and whether the operator 
was to blame. The new philosophy ignores such moral 
wrangling and concentrates on the occurrence itself. 
Thus, this approach has been called the no-fault 
philosophy: if an operator is injury prone or 
chronically sick, or has habitual problems with con
flicting obligations, then that operator is not 
capable of meeting the reliability needs of th e 
transit industry. 

Three years ago, OCTD implemented a new a'bsen
teeism policy based on this philosophy: 

14 Counted Absences per year are grounds 
for immediate dismissal. A Counted Absence 
is any kind of absence except for bereave
ment, jury duty, military duty or pre-ap
proved leaves for personal business or union 
business. On long periods of illness, only 
the first two days are Counted Absences • 

If an operator has no miss-outs for 90 
days, then all the old miss-outs are cleared 
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from the record; there is no limit to the 
number of times an operator may do such rec
ord-clearing. If an operator has no Counted 
Absences for 120 days, then all the old 
Counted Absences are cleared from the rec
ord, but this may only be done once each 
year. 

Did the new policy reduce absenteeism? A number 
of detailed comparisons were made. First, examining 
the two months before the new policy and the two 
months after the new policy took effect, it was ob
served that absenteeism decreased from 11.9 to 10.1 
percent, a l.B percent decrease. (Absenteeism is the 
sum of sickness, injury, personal holidays, and 
leave.) To be certain that this decrease was not 
only the effect of seasonal variation, an additional 
measure was computed. By using seasonally identical 
25-week periods before and after the new policy 
(August 17 to February 7 for both years), an absen
teeism rate of 11.2 percent was calculated for the 
period before the new policy and a 9.4 percent rate 
was calculated for the period afterwards, a 1.7 per
centage point decrease. For these same two periods 
the numbers of leaves and missouts were also calcu
lated and it was discovered that these were essen
tially unchanged; that is, the improvement in absen
teeism was not offset by a corresponding increase in 
other categories. 

Overall, the new policy is clearly a success and 
appears to have reduced absenteeism by 1. 7 to 1. B 
percentage points. To put this figure . into perspec
tive, it is noted that it is probably responsible 
for a larger cost saving than that resulting from 
the use of PT labor at this agency (1.2 to 1.6 per
cent). 

COMPARISON OF ACCIDENT RATES BETWEEN PTOs AND FTOs 

Table 11 gives the comparative accident rates at 
CCCTA. PTO accident rates appear to be lower than 
those of FTOs on a per-year basis, although the data 
are not standardized for differences in driving ex
posure. The table also breaks down the accidents 
into chargeable and nonchargeable, where chargeable 
accidents are those that the operator could have 
prevented, 

TABLE 11 FTO Accident Rates Versus PTO Accident Rates 

FTO FTO FTO FTO PTO PTO 

Years or experience 3,70 2.60 2.30 1.30 1.30 0.60 
Total accident 1ate 1.33 I.SO J. l 7 1.59 l.l 7 0.95 
Chargeable accident rate 0.49 0.27 0.34 0.59 0,58 0.38 
Nonchargeable accident rate 0.84 1.13 0.83 1.00 0.59 0.57 
Sample size 9 28 18 18 23 33 

Note: Data are from CCCTA and arc expressed in total& of all vehicle agd. p.auene,cr 
incidents. 

Comparative accident rates at Tri-Met with data 
structured by the type of work assignment are as 
follows: extraboard, 2 . 20; regular run, 0.6B; and PT 
run, 1.39, (Data are on a per-year basis, and driving 
exposure is not standardized.) The PTO accident rate 
is higher than that of FTOs who do regular runs, but 
lower or equal to that of regular drivers who do 
relief runs or extra-board work. 

Accidents can also be broken down according to 
whether they are preventable or nonpreventable. The 
percentages of tot;il accidents judged preventable 
are as follows: extra board, 45; regular drivers, 
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51; and PTOs, 60 (Tri-Met data). Thus, the PTOs are 
judged to have a higher proportion of preventable 
accidents. This might be an indication that PTOs are 
worse drivers, or it might be the result of mis
classification: given the union opposition to PTOs, 
it is possible that the drivers who do the evaluation 
have some degree of bias against them. 

The data in Table 11 and in the preceding two 
paragraphs give reports on accidents per year. 
However, this is not an entirely adequate statistic 
for judging the quality of the two driver groups. 
First, FTOs drive more and hence would be expected 
to have more accidents. Second, PTOs drive more dur
ing the congested hours of the day, which might in
crease their accident rates. Third, FTOs have much 
more experience, which ought to lower their accident 
rates. Fourth, there may be substantial differences 
in the driveabili ty of the vehicles used by the two 
groups--size, age, and so forth. Ideally, the acci
dent rates should be standardized for all of these 
different exposure factors. Attanucci, Wilson, and 
Vozzolo were able to standardize for exposure at the 
Massachusetts Bay Transportation Authority in Boston 
and found that PTOs had higher accident rates <!). 
However, the implementation of PT labor at MBTA was 
unusually difficult, probably a worst-case example 
in many respects, and even their accident situation 
has improved markedly since the initial period. Thus 
iL is not clear that the Boston findings generalize 
to other transit agencies. 

The data required to produce completely standard
ized accidents are extensive. For each accident one 
must have the following: (a) time of day, weekday 
versus weekend, PTO versus FTO; (b) driving experi
ence of the operator; (c) daily platform time of that 
run; and (d) data on all the operators with the same 
experience and status who did not have accidents. 
The data on (a), (b), and (c) are stored in different 
files, maintained by different departments (Traffic 
Safety, Personnel, and Scheduling, respectively), 
and are often on different computers as well. Thus 
it was only possible to assemble a complete set of 
data files for Seattle Metro, and only for a 10-month 
period, January to October. The remainder of the sec
tion is based on these data. 

The gross, unstandardized accident rates at Metro 
are PTOs, 0,529 accidents per operator; and FTOs, 
0. 9JO accidents per operator. However, these data 
need to be adjusted for all the different exposure 
factors, beginning by looking at the effect of time
of-day on the accident rate. Table 12 gives numbers 
of accidents per bus hour of service, as a function 
of time. The table is in three main parts: accidents 
on weekdays, Saturdays, and Sundays. For each of the 
three parts the number of accidents, the number of 
buses in service at that hour, and accidents per bus 
hour are given. (The number of weekday buses is 
multiplied by 5 before dividing; accident rates are 
for the whole 5-day week, so number of buses needs 
to be expanded to match it. The final rates are 
multiplied by 100 for ease of presentation.) 

A number of things should be noted in Table 12. 
Looking at Column 3, the PTO accidents occur during 
the daily peak hours because that is the period dur
ing which these operators are utilized. Note that 
accidents per bus hour vary considerably by time of 
day, ranging from a low of 0.3B accidents per bus at 
5 a.m. to a high of 4.52 accidents per bus at 4 p.m. 

Finally, and surprisingly, the weekend rates are 
not very different from the weekday rates, despite 
the substantially lower level of weekend traffic. 
Not only are the accident levels similar between 
weekday and weekend, but even the hourly patterns 
appear to be similar. One possible explanation of 
these data is that accidents vary as a function of 
the daily human cycle, not the daily traffic cycle. 
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TABLE 12 Daily Pattern of Accidents 

Weekdays Saturday Sunday 

No. of No. of Total No. of No. of No. of No. of No. of 
FTO PTO No. of No. of Accidents/ FTO No. of Accidents/ FTO No. of Accidents/ 

Hour Accidents Accidents Accidents Buses Bus Accidents Buses Bus Accidents Buses Bus 

4 a.m. 0 2 2 70 0.57 0 IO 0.00 0 9 0.00 
5 a.m. 3 4 7 373 0.38 2 84 2.38 0 54 0.00 
6 a.m. 14 23 37 818 0.90 0 173 0.00 2 119 1.68 
7 a.m. 51 61 112 846 2.65 2 202 0.99 0 137 0.00 
8 a.m. 62 67 129 769 3.36 4 218 1.83 0 149 0.00 
9 a.m. 45 9 54 460 2.35 7 227 3.08 3 159 1.89 
10 a.m. 49 0 49 300 3.27 3 231 1.30 2 167 1.20 
II a.m. 46 0 46 303 3.04 IO 232 4.31 3 175 1.71 
noon 67 0 67 306 4.38 8 233 3.43 3 183 1.64 
I p.m. 72 0 72 383 3.76 II 236 4.66 5 180 2.78 
2 p.m. 87 15 102 452 4.51 6 234 2.56 7 175 4.00 
3 p.m. 87 71 158 702 4.50 II 233 4.72 4 176 2.27 
4 p.m. 92 98 190 841 4.52 15 233 6.44 10 177 5.65 
5 p.m. 73 99 172 845 4.07 7 240 2.92 3 179 1.68 
6 p.m. 39 40 79 684 2.31 3 234 1.28 3 180 1.67 
7 p.m. 27 6 33 328 2.01 4 200 2.00 4 158 2.53 
8 p.m. 24 0 24 173 2.77 3 155 1.94 2 142 1.41 
9 p,m. 19 I 20 162 2.47 3 147 2.04 5 140 3.57 
10 p.m. 12 0 12 154 1.56 3 136 2.21 4 132 3.03 
11 p.m. 4 0 4 130 0.62 I 125 0.80 I 124 0.81 
Midnight 4 0 4 112 0.71 I 107 0.93 0 108 0.00 
I a.m. 5 0 5 85 1.18 2 82 2.44 3 108 2.78 
2 a.m. 2 0 2 42 0.95 0 44 0.00 0 82 0.00 
3 a.rn. I 0 I 7 2.86 0 7 0.00 0 43 0.00 

Note: No. of Accidents/Bus= accidents per bus in service (x I 00). For weekday runs, number of buses is multiplied by 5 before computing No. of 
Accidents/Bus. Dnta are from Se<1ttle Metro. 

Obviously, more work is needed before such a gener
alization can be made with confidence, but it is a 
fascinating notion. In any event, whether the daily 
pattern of accidents is due to congestion patterns 
or to some inherent human cycle, the important con
sideration for the analysis is that PTOs drive during 
those periods when accident rates are at their 
highest. 

The greater exposure of PTOs to high-accident 
driving times must be standardized first. The great 
share of PTOs drive during two time periods, 6 to 8 
a.m. and 3 to 6 p.m. During these periods there are 
877 total accidents, and there are 5 ,505 buses in 
daily operation. The accidents occur over the entire 
5-day week, so buses are multipled by 5 and the fol
lowing is computed: accidents peak bus hour = 3.19 
(multiplying the ratio by 100 for ease of presenta
tion). There are 504 accidents during the nonpeak 
weekday hours, and there are 3,840 buses in service, 
thus 504/(5 x 3,840) is computed; for Saturday there 
are 10 6 accidents and 4, 023 bus hours of service; 
and for Sunday there are 64 accidents and 3,047 bus 
hours of service. Thus the average accident rate for 
the nonpeak hours is 2.57 accidents per bus hour of 
service. Only FTOs drive during these low-danger, 
nonpeak hours; the PTOs all drive during the high 
danger peak hours. 

Taking the ratio of these two figures, it would 
be expected that, other things being equal, the more 
dangerous driving hours of the PTOs would lead to a 
24 percent higher accident rate. Next, the effects 
of driving experience and hours of exposure are 
analyzed. 

The number of accidents per operator (over the 
10-month period) is computed separately for the dif
ferent experience cohorts of PTOs and FTOs and the 
results are given in Table 13. Looking at the top of 
the table, notice that as experience increases, the 
accident rate of FT operators declines, from 1. 52 
accidents per operator for the operators with 1 year 
of experience down to 0. 92 accidents per operator 
for those with 5 years of operating experience. How
ever, the same trend is not apparent for the PTOs; 
their accident rate appears to be remarkably stable 

TABLE 13 Effect of Experience on Accident Rate 

FT Os PT Os 

No. of 
Years of No. of Accidents/ No. of 
Experience Accidents' Driver Accidents' 

I 114 J.52 77 
2 49 l.02 91 
3 12 2.40 95 
4 58 0.84 IOI 
5 197 0.92 51 
Weighted avgb 1.05 

Note: Dala are for a IO-month period at Seattle Metro. 

a Number of accidents used in computing the rate. 
bData are weighted by number of drivers in each category. 

No. of 
Accidents/ 
Driver 

0.46 
0.42 
0.45 
0.51 
0.77 

0.48 

and independent of driving experience. However, this 
apparent stability is only an artifact of the dif
ferences in driving exposure. 

For the FTOs, the work week tends to be relatively 
independent of years of experience: for their first 
5 years at Seattle Metro, all FTOs work approximately 
a 40-hr week (as they acquire considerably more 
seniority, they can bid for runs with more overtime 
or more guarantee pay). However, the situation for 
the PTOs is different. PTO runs range from 2.5 hr to 
almost 6 hr in length, and there is considerable 
competition to receive the long runs because these 
offer the highest pay. Data on the average driving 
time for each experience cohort of PTOs are not 
available, but there are data on the number and 
length of PTO runs. Because PTOs bid for runs at this 
agency, and because the operator interviews revealed 
that the longest trippers were the most desirable, a 
simple bidding simulation was performed: the longest 
runs were assigned to the PTOs with highest seniority 
and any leftover long runs were assigned to the next 
highest seniority group of PTOs; then the next long
est group of runs was assigned to the remaining PTOs 
with highest seniority, and so on. 

Table 14 gives the results of the run assignment 
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TABLE 14 Adjustment for 
Differential Exposure by 
Part-Time Seniority 

Avg PTO No. of 
Years of Runs Accidents/ 
Experience (min) PTO 

1 140 1.34 
2 157 1.10 
3 204 0.90 
4 240 0.87 
5 330 0.96 

Avg l.03 

Note: Data are for a 10-month period at 
transit Seattle Metro. 

process. Column 2 gives the average PTO run varying 
between 140 and 330 min, depending on the amount of 
PTO seniority. To compute the final column: (a) first 
compute the ratio (FTO platform time divided by 
average PTO run time) for each PTO experience cohort, 
and (b) divide the raw PTO accident rates, from the 
top of the table, by the time ratio computed in (a). 
Note that the PTO accident rate now varies with 
driving experience, as expected. Also note that the 
PTO accident rates tend to be lower than, or about 
the same as, the FTO rates at each level of experi
ence. 

Overall, holding constant amount of driving ex
perience and hours of exposure, the average FTO ac
cident rate is 1.05 and the PTO rate is 1.03 (com
puted by using driver-weighted averages). These 
results do not standardize for differences in ex
posure to dangerous driving times, and that 24 per
cent adjustment would make the comparative PTO rate 
even lower. Thus, for Seattle Metro--after standard
izing for hours of driving, exposure to dangerous 
driving, and years of driving exper ience--PTOs have 
lower accident rates than do FTOs. However, the re
lationship between accident rates and experience 
suggests that management should be concerned about 
the adverse consequences of operator turnover. 

ATTRITION RATES AND THE EFFECT OF HIRING THE 
WRONG PEOPLE 

Attrition is of interest because it increases train
ing costs and accident rates (high attrition rates 
mean that a higher proportion of operators are still 
on the high-accident portion of the experience 
curvP.). It had always been expected that PTOs would 
have higher attrition rates than FTOs--it was less 
1 ikely that people would regard PT work as a per
manent career. However, it is possible that the at
trition rate is even higher than it needs to be be
cause management may be recruiting the wrong people. 

By wrong people, it is meant that most of the 
current PTOs had actually wanted FT work not PT work. 
Surveys were not conducted among the PTOs to cal
culate the proportion who actually wanted FT work, 
but both the unions and the managers were asked to 
make a subjective estimate of this proportion. There 
was universal agreement on an estimate that 70 to 85 
percent of the PTOs wanted FT work. Such PTOs leave 
i'I s Ronn ai1 suitable FT work becomes available . If 
they could transfer to FT positions at the transit 
agency, there would be no loss of training and ex
periencei however in an era of constant--or even 
declining--transit service, it is unlikely that many 
P'l'Os will be able to transfer. 

The Operations staff at these agencies was well 
aware of the problem of hiring the wrong operators. 
However, in four of the five cases study agencies, 
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no evidence was found that the Personnel Office had 
made any serious, determined effort to screen out 
those PTOs who were only taking PT work as a tem
porary expedient. At one of the four it appeared as 
if the Personnel Office had deliberately structured 
the hiring process toward people who would want FT 
work. The hiring office was located in the midst of 
a high-unemployment area (the type of place where 
true PT candidates--for example, housewives and 
students--were unlikely to go)i it was only open for 
a few hours per week, and only at a time when em
ployed candidates would be at work; it refused to 
accept job applications at its suburban divisions. 

An indirect estimate of PTO attitudes toward FT 
work can be constructed by looking at the relation 
between PTO quit rates and the general economic con
ditions in the area. If PTOs really want FT work, 
then quit rates will be low during periods of high 
unemployment in the local area, and when the local 
job market becomes tighter PTO quit rates would be 
expected to increase significantly. However, the 
calculation cannot be done in a simple manner because 
the effects of operator longevity must also be stan
dardized. Quit rates vary as a function of experi
ence, and are likely to be highest in the early years 
when the driver is still trying to figure out if 
this is actually the type of job he wants. Thus it 
was necessary to compute the expected quit rate for 
PTOs--expected, as a function of experience--to use 
as a baseline when comparing PTO quit rates to eco
nomic conditions. 

In Table 15, five PTO cohorts are followed 
through their careers at Seattle Metro, and the re
lationship between PTO quit rates and the general 
economic condition in Seattle, as measured by its 
unemployment rate, is demonstrated. Each row is the 
time path of one cohort. The numbers in the row are 
Actual Quit Rate - Expected Quit Rate, where expected 
quit rate was computed from the average career path 
of all the PTOs at this agency, and the quit rate is 
expressed as a function of experience. A minus sign 
in the table means that the driver cohort has had 
less attrition than might be expected on the basis 
of experience alone; a plus sign means that the co
hort has had greater attrition than would be ex
pected, given their level of experience. The results 
in Table 15 provide evidence that many PTOs are only 
marking time until FT work becomes available some
where. It indicates that PTO quit rates increase 
during boom times (when, presumably, it is easier to 
find FT work somewhere outside the transit agency) i 
and that PTO quit rates decrease during recessions, 
when outside opportunities are reduced. Clearly, quit 
rates are inversely related to economic conditions, 

TABLE 15 Analysis of How PTO Quit Rates Are 
Affected by Economic Conditions 

Year Hired 

!979b 1980 1981 1982 1983 

Unemployment 
condition3 Steady Steady Rising Rising Falling 

Hired +2 .0' +l.l' -0.4* 
Hired -2.0* -4.2* -0.9' 

Hired -7.6* 0.0 
Hued +u.1• 

Hired 

1984 

Falling 

+1.2* 
+3.l. 
+7.2* 

Note: •=supports hypothesis, and '=contradicts hypothesis. Sum of confirm
ing devi::itions = 26.4. Sum of concradiclory deviations = 4.0. 

3 Data in the first row fodicate unemployment conditions during that ycor, for 
example, "Rising" means that the unemploymenc rate increased during that 
) 'COT. 

l>F.or each cohort of PTOs, the column gjves year hired, and the subsequent quit 
rate compared with the experience-standardized rate. 
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and many of the drivers actually wanted some other 
type of work. 

SUMMARY OF RESULTS AND SUPPORTING EVIDENCE 

Five conclusions are presented. The first two are 
strongly supported by the data. The last three con
clusions are supported by more limited data, typi
cally involving only one or two agencies. 

PT Work Has I nhecen tly L<:>wer Abs entee.ism 

PTOs have lower sick rates than do FTOs; this result 
was found across a wide variety of situations. Fur
thermore, the conclusion held even when PTOs and FTOs 
received identical sick pay benefits, whether the 
benefits were identically high or identically low: 
(a) when both PTOs and FTOs receive paid sick leave, 
the FTOs have higher absenteeism; and (b) when 
neither PTOs nor FTOs receive paid sick leave, the 
FTOs have higher absenteeism. The same conclusion 
was reached by tracing an identical cohort of drivers 
who moved from FT to PT status. The same conclusion 
was also reached when the effects of probation on the 
behavior of PTOs were factored out. 

Increases in Sick Pay Benefits Cause an 
Increase in Absenteeism 

Even though the differences in sick pay between PTOs 
and FTOs ace not sufficient to explain the difference 
in absenteeism, it was found that sick pay does mat
ter. Specifically it was found that increases in the 
amount of paid sick leave available to an operator 
cause an increase in observed absenteeism. This re
sult was found for FTOs when comparing those with 
sick pay to those without. This result was also found 
for PTOs when comparing those with sick pay to those 
without. Finally, this same result was found when 
the sick rates of FTOs were tracked over time as they 
moved into jobs with higher amounts of paid sick 
leave. In quantitative terms, it was found that suc
cessive increases in sick pay--from 0 days, to 3 
days, to 5. 2 days, to 12 days per year--were asso
ciated with successive increases in the observed 
rate of sickness. 

PTO Ac cident Rates Are Approximately S imilar 
to FTO Rates 

This is confirmed in the cough, unstandardized data 
at all the agencies. Only one agency provided suf
ficient data to fully standardize for differences in 
driving exposure between PTOs and FTOs. At that 
agency, holding constant hours of driving, years of 
experience, and the daily time pattern of accident 
hazards, it was found that PTOs had lower accident 
rates than did FTOs. 

Irregular Work Causes Increases in 
Absenteeism and Accidents 
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This is supported by data from a single transit 
agency, but it is the theoretically expected rela
tionship. 

There Is a Tendency To Hire the Wrong People 
for PT Work 

First, casual estimates from managers or unions at 
all five agencies indicate that 70 to 85 percent of 
the PTOs actually want FT work. Second, at one agency 
with detailed data available, PTO quit rates in
crease when more jobs are available outside the 
transit industry, and they decrease when area un
employment increases. The consequences of hiring the 
wrong PTOs ace varied. Higher attrition produces 
higher training costs but lower average wages for 
PTOs; this is because new PTOs are constantly coming 
in at the beginning of the wage progression. Higher 
attrition also produces higher accident costs because 
a higher proportion of the PTOs will be on the low
experience portion of the accident curve. (Thi.s does 
not contradict the third conclusion; experienced PTOs 
will have even lower rates than the average PTO.) 
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