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A Dynamic Model of Urban Retail Location and 

Shopping Travel 

NORBERT OPPENHEIM 

ABSTRACT 

The evolution of the distribution of urban retail locations and the resultant 
shopping travel over time is simulated. The dynamic model developed incorporates 
a standard gravity formulation for interzonal travel demand with a: linear pro
gramming formulation for the determination of the incremental zonal retail 
spaces that maximize net aggregate profits from retail sales. From one time 
period to the next link travel costs are updated as a function of the current 
flow, and zonal retail space development costs are updated as a function of the 
level of sales performance of the zone. The results of the simulations are in 
some cases counterintuitive, and illustrate the varied impacts urban development 
and transportation polices have on the spatial patterns of shopping activity 
and travel. Further possible extensions of the model, as well as practical ap
plications, are discussed in conclusion. 

During the last few years, the urban systems and 
transportation research community has given increas
ing attention to the dynamic modeling approach--the 
development of models in which time is an explicit 
variable. The reasons for this emerging trend include 
the inability of the traditional, static models to 
represent urban evolutionary changes, such as the de
centralization of spatial patterns of urban activity 
(residential, commercial, etc.), the agglomeration of 
individual retail facilities into large-sized 
centers, sudden growth or decline of individual 
urban zones, and other similar contemporary urban 
phenomena (.!_). 

In the dynamic modeling approach the nature of 
changes in the levels of system variables between 
individual time points (e.g., rate of change, oscil
lations, and instabilities), is as significant as 
the state of the urban and transportation system at 
given time points (e.g., trip ends, and interzonal 
flows), in cross-sectional analysis, for example. In 
particular, the existence and nature of equilibria 
for the system can be investigated as steady states, 
for instance, as a continuous evolution, rather than 
as individual, isolated points. 

Several dynamic models of urban structure have 
recently been developed. Among these models are those 
of Wilson et al. (~),Allen et al. (]_),and Mirchan
dani (_!). The formulation of the first two models 
was based on a "logistic" mechanism of individual 
zonal activity growth. The third model was based on 
a variant of the "exponential smoothing" method of 
time-series forecasting applied to the matrix of 
origin-destination flows. In all cases, the spatial 
interaction is described by a gravity formulation. 

Wilson's model focuses on the retail sector. How
ever, subsequent versions addressed the agricultural, 
residential, and commercial sectors [Clarke and 
Wilson (2_), and Birkin et al. (§)] , whereas Allen's 
and Mirchandani's are comprehensive models that 
integrate several urban activities including retail, 
residential, industrial, and recreational. 

The regional version of Allen's model adequately 
replicated the evolution of an area in Belgium be-
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tween 194 7 and 1970. The other models were not em
pirically validated, partly because of the difficulty 
of obtaining appropriate longitudinal data for the 
numerous variables in the models. Nevertheless, the 
findings of the various hypothetical simulations 
conducted with these respective models showed that a 
large variety of spatial patterns and types of tem
poral evolution can result from various parameter 
values, thereby translating different developmental 
scenarios and policies. 

In particular, oscillations, cycles, and other 
similar forms of unstable _behavior were observed in 
zonal activity levels over time. "Catastrophic" or 
discontinuous changes can also take place for certain 
critical combinations of parameter values, while 
bifurcations in evolutionary path may occur for 
others <ll . Furthermore, random fluctuations in the 
levels of key variables (externally induced changes 
in the system's state such as major transportation 
faci'lities construction) have the potential to 
fundamentally alter, and over a long term, to cause 
an evolution of the system. 

MODEL FORMULATION 

The present model focuses on urban retail activity, 
and the associated shopping travel, as an individual 
component of a comprehensive urban and transportation 
system model. Consequently, the other activities 
(principally residential), are assumed to be given 
exogenously as the output of other submode ls. The 
formulation of the model is based on two basic as
sumptions concerning supply and demand for shopping 
activity. 

First, in keeping with the standard approach to 
travel distribution modeling, the spatial pattern of 
interzonal shopping travel from a Residence Zone i 
to a Shopping zone j is assumed to conform to a 
gravity pattern. The attractiveness of an individual 
shopping zone is assumed to be proportional to the 
size of the zone, as represented by the square foot
age of retail space Aj. The trip production of a 
given zone is assumed to be proportional to the level 
of residential population in the zone Pi, which is 
exogenously input into the model. The disutility of 
shopping travel is represented by the interzonal 
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travel time Cij , which is itself a function of the 
link flow through the standard link performance 
function (!!). The form of the spatial deterrence 
function is given as a negative expotential that 
conforms both to the entropy and the logi t der iva
tion of the gravity model (~). This is represented 
in Equations 1 and 2. 

t 
T .. 

l.J 

Pl.t.-l (1.05 + 0 lZ ) + Z • 1 2 

(1) 

(2) 

Note that it is assumed, as a simplification, that 
there is only one link connecting any couple of 
zones, so that there is no trip assignment component 
in the model. The level of retail sales in a given 
i ndiv idual zone Sj is made proportional to the 
number of trip ends in the zone by the average amount 
spent on a shopping trip :I. and the number of such 
trips per person per time period e. This is ex
pressed in Equation 3. 

s~ 
J 

(3) 

second, the incremental allocation of zonal retail 
spaces over each consecutive time period is assumed 
to be such that it maximizes the future net aggregate 
profit resulting from retail sales (Equation 4). 

llA~ 
J 

(4) 

This profit is the difference between incremental 
retail sales and the annualized cost of developing 
and operating a retail center in the given zone 
(Equation 5). 

llS~ = st+l _ s~ f (llAi ...... , 
J J 

t 
{IAj, llAt) 

n 
(5) 

It is further assumed that incremental sales in a 
given zone can be predicted by multiplying incre
mental space by a growth factor, where the factor is 
equal to the ratio of incremental sales to incre
mental retail space in the previous period. Thus, 
the objective function is linearized as represented 
in Equation 6. 

Ma E (llS~ - C~ llA~) 
x j J J J 

(6) 

Clearly this simplification is analytically con
venient, and is probably closer to the manner in 
which retail space developers actually make their 
predictions of future sales activity than the analyt
ically exact estimation, which is too intractable to 
be computationally practical. 

In any cas~, the constraints on the incremental 
allocation of zonal retail spaces translate two sets 
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of requirements. The first, at the individual zonal 
level, limits the retail space increase to the 
amount currently available in a zone given the ulti
mate zonal limits such as carrying capacities, and 
the amount of space used up so far in the zone. This 
results in Equation 7. 

(7) 

where j equals 1, 2, • n. The second con
s tr a int is at the level of the entire urban area, 
anO .cequ.ict::H::i i.iatl:. i:lu::: i...ui...cti cu11Uuu'-. U~ L-::~ail ~~gc.;;; 

developed be made consistent with the residential 
population increase in the given time period by a 
coefficient of proportionality, which represents a 
developmental intensity with the dimension of a 
per-capita square footage of retail facilities 
(Equation 8) • 

(8) 

Because the objective function, as well as all of 

the constraints, are linear in llAj for the equations, 
the incremental zonal retail space allocation process 
can now be effected through the solution of a linear 
program represented by Equations 6, 7, and 8. 

Equation 9 updates the unit costs of zonal retail 
space development (the cost coefficients in the Ob
jective Function 9) as linear functions of the level 
of zonal retail sales relative to the level of sales 
at time t = 0. 

c~ 
J 

(9) 

This translates the assumption that zonal rents, or 
land values, are directly affected by the financial 
performance of the zone. This equation in effect 
introduces the spatial dimension in the retail space 
allocation process. It also makes the factors of the 
evolution of the retail space system (and conse
quently that of the interzonal shopping travel), 
specific functions of time. Therefore, the model is 
inherently dynamic, and not simply a recursive one. 

MODEL APPLICATION TO THE SIMULATION OF 
RETAIL SYSTEM EVOLUTION 

The preceding model was programmed for execution by 
a microcomputer. The spatial system was a simple 
grid of 36 equally sized zones. The initial cost of 
travel between zones was represented by the travel 
time between zones under free flow conditions based 
on the euclidian distance between zone centroids. 
The number of time periods was set at 18, corre
sponding to 36 years. The preceding dimensions were 
dictated by the 128-K memory size of the computer. 

The series of simulations consisted of a base 
case, together with various sensitivity analyses. 
The base case was represented by a population dis
tribution at time t = 0, which was concentrated in 
the area's core (Figure 1). The respective retail 
space distributions at time t = 0 and t = 1 were 
also concentrated at the center of the area. Both 
t = 0 and t = 1 are required as initial conditions 
for the operation of the model because the coeffi
cients of the objective function for any time period 
depend on the performance of the retail allocation 
space during the preceding period. Subsequently, the 
residential population growth was set at 5 percent 
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INITIAL POPULATION 
DISTRIBUTION 

ZONAL LIMITS 

FIGURE I Initial conditions. 

per period, plus random zonal differentials, as in 
Formula 2. 

The initial zonal development costs were assumed 
to be highest in the inner ring of the four central 
zones and lowest on the area's periphery, with a 
medium level in the intermediate ring, and were 
roughly set equal to one-fifth the annual zonal sales 
revenue during the initial time period. Also, the 
limit on individual zonal retail space development 
was uniform for all zones, and set equal to 30 times 
the average zonal amount of retail space at time 
zero. Inflation was assumed to be nonexistent, or 
more precisely, it was assumed to affect both devel
opment costs and retail sales in the same manner so 
that all economic variables are in constant units 
over time. 

The value of the parameter a in Equation 1, 
which measures the rate at which the level of inter
zonal shopping travel decreases with increasing dis
tance (or which, in behavioral terms, represents the 
willingness of shoppers to travel long distances to 
retail facilities), was set at -0.2. This value re
sults in a moderate distance decay effect, given the 
order of magnitude of the interzonal distances, ran
ging from 5 to 40 min. 

The values of parameters a and b in Equation 10 
represent the link performance function, and were 
set at the standard values for urban arterials of 
0.15 for a, and 4 for b. 

(10) 

UNIT DEVELOPMENT COSTS 

INITIAL DISTRIBUTION OF 
RETAIL FLOOR SPACE 

3 

Also, the value of coefficient c in Equation 9 was 
set at 1.0, thus implying an equality in the respec
tive rates of increase in zonal sales, and in zonal 
cost of retail space development. The coefficient 
w in Equation B was set at a value equal to the 
ratio between total population and total retail space 
at time t = O, indicating a balanced retail develop
ment with respect to population growth. 

Finally, coefficients e in Equation 1, and A 
in Equation 3, which in effect are scaling factors 
between the values of variables with different units 
of measurement, were both initially set at 1.0, 
thereby predetermining the order of magnitude of all 
the other variables. 

RESEARCH FINDINGS 

The results of the simulation of the base case just 
described are shown in Figures 2, 3, and 4. The 
evolution of the residential population distribution, 
which drives the evolution of the retail activity 
distribution, follows the expected pattern with res
idential levels increasing exponentially over time, 
and decreasing over space, away from the area's cen
ter. Concurrently, the distribution of zonal retail 
spaces shows that the location of retail development 
appears to alternate periodically over time between 
the area's core and its periphery. 

Although absolute, the zonal retail spaces in
crease over time (as can be expected from the as
sumption that the area is in a growth mode), and the 
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F1GURE 2 Evolution of the residential population distribution. 
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FIGURE 4 Evolution of the trip ends distribution. 

level of retail activity (sales and shopping trip 
ends), in individual zones appears to oscillate. The 
characteristics of individual cycles in zonal activ
ity appear to vary from zone to zone, as can be seen 
in Figure 5. For instance, Zone 19 shows a fairly 
steady cycle, whereas Zone 33 experiences an amplify
ing cycle. However, the period for most zones appears 
to be about 12 years (or six time periods). 

It is worth noting that such oscillations in zona? 
activity levels have also been observed in all ap
plications of the other dynamic models mentioned in 
the introductory section. However, oscillations in 
these models are expected as a standard feature of 
the output of systems of dynamic, nonlinear differ
ential equations. In the present case, however, the 
dynamic component is provided not by a mechanistic 
law of evolution, but by an optimizing process of 
development. 

In any case, such oscillations can be related to 
the multiple feedbacks between the zonal costs, 
activity levels, and the resulting zonal attractive
ness to shoppers and developers. Specifically, when 
a zone's sales performance increases, its unit cost 
of retail development increases also. Consequently, 
the zone becomes less attractive to retail space 
developers. The zone may thus receive less develop
ment, in absolute terms, than other zones with lower 
levels of performance. In turn, this will decrease 
the attractiveness of the zone to potential shoppers, 
and consequently diminish its sales performance, 
until several periods later when the subsequent 
evolution of both the population and the retail 
activity spatial distribution might make the zone 
competitive again. 

Concurrently with this unstable, cyclical behavior 
of zonal trips ends, the pattern of interzonal shop
ping travel flows also shows oscillations (Figure 6). 
For clarity only the six largest origin-destination 

~· 

30 T 36 

flows are shown. The instability in zonal shopping 
trip ends is reflected in shifts in the type of in
terzonal travel pattern. Specifically, there appear 
to be two cycles of about 12 years each, starting 
with a primarily centripetal pattern at time t = 6, 
and becoming a purely centrifugal pattern at time 
t = 12, with a repeat from time t = 18 to time t = 
24. At time t = 30, the major traffic flows are 
limited to the inner area, whereas at time t = 36, 
there is significant cross-town shopping traffic. 

The implications of these oscillations in traffic 
volumes and origin-destination patterns are multiple, 
not only from the point of view of the operation of 
the retail facilities, but also for the operation of 
the transportation network. In particular, the 
fluctuations in level of trip ends in individual 
zones over time are detrimental to operational ef
ficiency because they essentially imply underutili
zation of facilities at certain times, regardless of 
whether such facilities are retail stores, parking 
lots, or urban streets. Conversely, congestion will 
prevail at other times. 

In the case of the retail sector, this problem 
may be alleviated through such temporary measures as 
adding or deleting personnel, short-term reconversion 
to other commercial activities, or other such busi
ness practices. Concerning the transportation net
work; such adaptations to fluctuations in travel 
demand may be more difficult to achieve, particularly 
given the relatively short period of the demand 
cycles, as described earlier. In any case, they will 
have significant impacts on traffic operations and 
control. 

The next step in the analysis was to investigate 
the sensitivity of the foregoing results to changes 
in the urban conditions, as represented in the pa
rameter values for the model. The first feature to 
be so varied was the value of the parameter ~ in 
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FIGURE 5 Evolution of trip ends levels in selected individual zones. 
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Equation 1. This value was set at one-half its pre
vious value of 0. 2, translating a decrease in the 
spatial deterrence effect of distance on shopping 
travel, or equivalently, an increase in the willing
ness of shoppers to travel to distant shopping 
centers. 

The results showed that in the first half of the 
simulation period, there were fewer dominant retail 
centers than before, but more of them in the second 
half of the period. Also, the average dispersion 
among retail centers remained about the same, al
though the pattern of interzonal shopping flows was 
changed, especially in the latter part of the period. 

Another investigation was concerned with how in
creased levels of competition between both suppliers 
and consumers of retail activity affect the preceding 
results. The unit zonal development costs were thus 
made a steeper function of the zonal sales perfor
mance, while the travel time on individual links was 
made a faster rising function of the traffic flow. 
These changes can also be interpreted as increasing 
congestion levels in both the supply and demand 
sides. In numerical terms, coefficient c in Equation 
9 was doubled, and the values of a and b in Equation 
10 were set at 0.5 and 4.5, respectively. 

The resulting evolution of the zonal and inter
zonal activity pattern showed that intrazonal shop
ping travel w~s prevalent in this case. Also, a more 
differentiated retail activity distribution, in the 
form of a dominant retail zone, together with more 
numerous secondary centers, emerged in the latter 
part of the period. In general, the development of 
the zonal retail spaces appeared to be. somewhat more 
homogenous than those mentioned earlier. 

The influence of the type of population evolution 
on retail system evolution was also investigated. 
Several patterns of population growth, including 
linear, and exponential, as well as different growth 
rates were used. Although the results are difficult 
to categorize in the form of simple, clear relati.Dn
ships, both zonal trips ends patterns and interzonal 
trip patterns were significantly affected. 

Spatial irregularities in both the overall resi
dential distribution and the residential evolution 
of individual zones are transmitted to the retail 
activity and shopping trip patterns in the form of 
greater temporal instabilities in their evolution. 
Furthermore, the characteristics of the initial 
residential population distribution had significant 
impacts throughout the period on both the type of 
trip ends, or interzonal trip patterns at given time 
points, and their characteristics of change over 
time. 

CONCLUSION 

An unlimited number of scenarios, beyond those dis
cussed here, can be simulated in the same fashion, 
resulting in a wide variety of retail system evolu
tions. The interactions between the variables in the 
system are complex. Nevertheless, it is clear that 
some parameter values may lead to desirable config
urations (e.g., a dispersed system of retail centers, 
or a radial pattern of shopping travel). Others re
sult in detrimental configurations (e.g., center area 
congestion or rapid oscillations in retail sales) • 

Among the macroscopic factors of urban retail 
development and shopping travel that can thus be 
analyzed are: (a) the type of population growth or 
decline (e.g., residential densities, monocentric 
versus polycentr ic residential patterns) 1 (b) basic 
economic activity distribution (e.g., inner versus 
peripheral, industrial decline) i (c) zoning restric
tions (e.g., developmental limits, land use policy)i 
and (d) transportation network characteristics (e.g., 
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layout, capacity, parking supply, and so on). In 
particular, the impacts of varying levels of conges
tion on the spatial structure of shopping travel 
have been investigated (10). 

Among the microscopiC-factors of the retail sys
tem development are the behavior of the shopper 
(e.g., preferences for large retail stores, willing
ness to travel far, and so on)i and behavior of the 
retail developer (e.g., willingness for taking risk). 

One of the challenges of explorations of the type 
presented here is to categorize the results of such 
investigations in terms of clear, concise relation
ships between system parameters, and types of retail 
activity and travel system evolution. 

The preliminary results illustrate a fundamental 
aspect of dynamic spatial analysis. Contradictory to 
the traditional standpoint, the evolutionary charac
ter is tics here are equally as significant as the 
cross-sectional information generated by the static, 
equilibrium-type urban structure models (magnitude 
and distribution of urban activities at given time 
points). This analysis highlights such dynamic fea
tures as oscillations in zonal trip level and inter
zonal trip pattern, evolutionary differences between 
individual zones, rates of growth or decline, long
term versus short-term characteristics, steady 
states, and so on. These dynamic impacts are as 
important to the evaluation of urban developmental 
policies as the equilibrium impacts predicted by 
static models. The importance of dynamic models lies 
in the fact that they alone can represent such im
pacts. 

In conclusion, it might be appropriate to review 
briefly possible approaches for improving the de
scribed model. First, the dependency of the retail 
space allocation process on the other urban activ
ities should be incorporated because all activities 
compete for the same limited urban space. This 
amounts to expanding the model by linking it with 
other models for residential (here assumed to be 
given exogenously), economic, or other activities, 
and incorporating the feedbacks between their re
spective variables (_!,!).For instance, the amount of 
land available in a given zone would depend on the 
level of the other activities in the zone (relating 
to residential or office density) • Also the cost of 
retail space development might be an increasing 
function of the percentage of remaining space suit
able for development. 

Another potential improvement in the present 
formulation would consist of the inclusion of addi
tional economic variables, principally the zonal 
price of goods. This zonal characteristic should be 
important for most shoppers in their evaluation of 
zonal attractiveness. In turn, its value could be 
made a decreasing function of the level of zonal 
sales, reflecting volume discounts, and an increasing 
function of cost of retail development, reflecting 
the transmission of such costs to the consumer. These 
additional feedbacks among individual model variables 
might potentially give rise to other types of retail 
system evolution. 

Another main area of development for the present 
model would be the allowance for a decline in zonal 
retail space. This might, for instance, be achieved 
by stipulating that the retail space for any zone 
with sales performance less than a specified level 
(e.g., a minimum rate of return) , would be reduced 
by a given fraction (e.g., a failure rate). 

Other refinements might in time be desirable, 
such as taking into account both multiple stops and 
multipurpose shopping trips, or nonhome-based trips, 
and other such complex aspects of urban travel be
havior. Most important, the empirical validation of 
the results will have to be undertaken before dynamic 
models such as this can be used in practical situa-
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tions. This task is subsequently dependent on the 
development of adequate longitudinal data bases, and 
the operationalization of a suitable calibration 
methodology (10). 
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Expert Panel Method of Forecasting 

Land Use Impacts of Highway Projects 
PATRICIA M. MULLIGAN and ALAN J. HOROWITZ 

ABSTRACT 

The validity of expert panel forecasts of land use impacts of highway projects 
in small urban areas was evaluated. A panel was assembled consisting of indi
viduals with backgrounds in different aspects of land use and forecasting. This 
panel of experts was asked to predict the changes that have occurred over the 
past 20 years from a 1965 perspective. The panel received information on each 
of the two case study cities, as well as brief descriptions of the projects. 
The forecasting instrument consisted of a map for each city and a questionnaire 
to elicit evaluations of 31 features of community development. Each feature was 
rated as to whether an impact would occur, whether the impact was negative or 
positive, and the magnitude of the impact and its importance. On the map the 
panelists predicted the areas in which residential, retail, service, and in
dustrial impact would occur. The first round of this study was conducted in 
person and the second round was completed by mail. After the results from the 
second round were tabulated, they were submitted to a smaller panel in each of 
the cities for evaluation with respect to accuracy and usefulness. 

A potentially important impact of any highway project 
is its effect on the spatial distribution of urban 
development. This type of impact is often referred 
to as a secondary land use impact in order to dis
tinguish it from changes in land use that occur 
within the right-of-way. Secondary land use impacts 
are not direct consequences of the project, but re
sult from modifications in access to parcels of land 
and from modifications in travel time between various 
points in the urban area. Secondary land use impacts 
have included regional shopping center developments, 
urban sprawl, and economic decline of central busi
ness districts. The reasons that highway projects 
cause impacts on land use have been well understood 
for at least 2 decades (!)• However, existing tech
niques for assessing land use impacts are directed 
toward large freeway and rail transit systems in 
major urban areas. Little effort has been devoted to 
formulating techniques that could be used for 
assessing impacts of highway projects in or near 
small communities--the type of project that is now 
most often built. 

The overall purpose of this study was to determine 
the applicability of existing techniques for assess
ing highway-related impacts in small communities. 
Existing techniques were categorized as (a) assess
ment by experts such as an expert panel or gaming 
simulation; (b) computer simulation; (c) statistical 
models; or (d) qualitative assessment such as a 
series of short questions, a checklist, or a cross
impact matrix. A representative technique was se
lected from each category. 

The four selected techniques were evaluated by 
applying them to one or more case study projects in 
Wisconsin. The projects were completed between 10 
and 2Q years ago--long enough so that any changes in 
the development pattern of the urban area would be 
readily apparent. As best as possible, the techniques 
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were applied as they would have been at the time of 
the projects. 

Two types of validation were sought: (a) the 
forecasts from the techniques should correspond to 
actual patterns of development since the project was 
built, and (b) the techniques should not require 
more effort than would be justified by the quality 
and usefulness of the results. 

One of the techniques examined and evaluated for 
usefulness in predicting secondary land use impacts 
of highways was an expert panel. This technique pro
v ides a contrast to other methods investigated in 
this overall study. An expert panel can handle in
tangible impacts, such as aesthetics, strength of 
government authority and attitudes of financial in
stitutions, and extremely localized impacts, such as 
the development of a regional shopping center. These 
impacts are not easily assessed by mathematical 
models. In addition, an expert panel evaluation can 
assess intangible impacts with more comprehensive 
insight than can be accomplished with simple check-
1 is ts. A structured expert panel appeared to have 
the following desirable characteristics: (a) expert 
knowledge and experienced intuition, (b) time ef
ficiency, and (c) low cost. 

PROMINENT METHODS OF EXPERT PANEL EVALUATION 

Expert panel techniques include focus groups, gaming 
simulations, and structured expert panels. These 
have received considerable attention, both in the 
literature and in practice, because they are able to 
handle issues that are not easily quantifiable. It 
has been shown that human judgments based on these 
methods can enhance the process of land use fore
casting. 

Focus groups (2) allow a small number of partici
pants (typically -6 to 10) to discuss a particular 
issue in an unstructured manner under the guidance 
of a skilled moderator. The early discussion is 
intended to be quite broad so that the participants 
will be more comfortable while interacting. Through 



10 

interaction more spontaneous and possibly more honest 
comments will be made. When the group is assembled 
it is necessary to allow for diversity as well as 
similarity. If too much contrast is present it may 
stifle discussion. The expertise of the moderator is 
the essential element in a successful group. It is 
the responsibility of this individual to maintain 
the direction of the group on the subject under con
sideration. This task requires a high level of skill. 
Clear, unambiguous interpretation of the results is 
rarely possible because of the role of the moderator 
and the unstructured nature of this type of research. 
This technique would be useful at an exploratory 
stage but would not be suitable for detailed land 
use forecasting. 

Simulations are simplified representations of 
larger, more complex systems. Three different types 
can be identified: (a) those that use computers ex
clusively (known as models), (b) those that use a 
combination of computer and human players, and (c) 
those that use only human players. Those simulations 
that use only humans to generate operations and cal
culate consequences are known as gaming simulations 

<ll · 
Games have three features: (a) explicit rules 

about how a goal is . to be achieved with certain re
sources, (b) players' psychological orientation that 
the goal is valueless in itself, and (c) social con
sensus that the activity is inconsequential for the 
serious business of life <!l· When games are used by 
decision makers in the real world, the third feature 
is naturally violated. A particularly representative 
game, which was influential in the development of 
the expert panel procedure that was evaluated in 
this paper, is the Community Land Uses Game (CLUG). 

CLUG (~) attempts to predict how land will be 
used based on existing constraints. The players' 
objectives in this gaming simulation are to buy and 
sell land, to construct commercial and residential 
property, to put industries into operation, and to 
make a profit. CLUG most resembles a board game, 
complete with dice, markers, and play money. It is 
able to stimulate the interactive elements of con
flict and cooperation, as well as strategic thinking. 
CLUG is designed to include 9 to 25 players who par
ticipate in 5 to 10 rounds of the basic game, plus 
additional experiments if appropriate. The game could 
easily occupy 20 hr or more of playing time. In this 
game there are some preestablished components, some 
left to chance (the roll of the dice) , and others 
are open to negotiations and decision making. 

Because of its simplicity, CLUG will not predict 
what will take place in the future, but will provide 
an arena for creating possible outcomes. Modifica
tions can be made to better simulate different prob
lems. An argument that can be posited against games 
such as CLUG is that results will be constrained and 
directed by the game's design. This is not neces
sarily undesirable if the limitation of the frame
work is clearly understood. CLUG can be valuable, 
but its chief virtue lies in education rather than 
prediction. Students of urban affairs or urban plan
ning may be better able to anticipate real-world 
problems after playing CLUG. 

One of the most familiar expert panel forecasting 
techniques is the Delphi method. The Delphi method 
<i> attempts to reach consensus through an iterative 
process. Delphi panels were first used to predict 
when events would take place. Rand Corporation has 
conducted several Delphi panels (7). Some of the 
areas investigated included scientific breakthroughs, 
automation, space programs, and future weapons sys
tems. 

For Delphi to attain the most reliable consensus 
of opinion held by a group of experts, intensive 
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questionnaires with controlled feedback are used. 
After one round has been completed, the findings are 
tabulated and returned to the panelists. The panel
monitoring team may choose to provide this informa
tion verbally or may use a statistical technique to 
represent central tendency. Equipped with this addi
tional information, participants may modify their 
original responses. The number of rounds is not pre
scribed, but generally three rounds are needed to 
gain consensus and show stability. 

Delphi employs the services of several experts 
but interaction between them is discouraged. One of 
the most important features is that the panelists 
are unknown to each other. Anonymity is preserved by 
administering the questionnaire through the mail. 
With Delphi, a dominant personality or an individual 
with a particularly prestigious title would be unable 
to exert pressure, either consciously or uncon
sciously, on the other participating individuals. 

The Delphi panel should consist of experts with 
varied backgrounds. In this way the forecast will 
benefit from the diversity of knowledgeable input. 
These experts are often individuals with many com
mitments i therefore, it is imperative to explain the 
expected amount of time that needs to be devoted to 
this activity. The time needed is not extraordinarily 
large, but individuals with full schedules need to 
be informed of the requirements. 

Ervin (!!_) applied the Delphi method to regional 
industrial land use forecasting in Tennessee in the 
mid-1970s. This study was considered an abbreviated 
version, according to the author because only two 
rounds were conducted and no effort was made to ar
rive at a stabilized consensus of opinion. However, 
it did provide useful information. Because this set 
of panels was conducted for several industries, it 
was discovered that the relative importance of the 
various factors would vary from one industry to 
another and location factors were important to some 
industries but of little significance to others. 

More recently Cavalli-Sforza and Ortolano (1!_) 
attempted to predict impacts of three alternative 
transportation projects in San Jose, California, by 
using the Delphi method. The impacted area was 
divided into four zones, and panelists made separate 
predictions for each zone. Regarding land use, spe
cific forecasts were made with respect to expected 
population, number of single-family units and multi
family units, and number of commercial and industrial 
employees for 2 future years. The panelists were 
also provided this· information for 1970 and 1975 so 
that they would have knowledge of existing trends. 
As the rounds progressed there was evidence of ranges 
tightening around the median responses. 

The greatest difficulty experienced by Cavalli
Sforza and Ortolano was the amount of time needed to 
reach a successful conclusion. It took progressively 
greater periods of time to recover the questionnaires 
as the rounds advanced. The third round was completed 
18 months after the inception of the study. Monetary 
compensation is one means of counteracting the prob
lem. Of course, the most desirable solution is to 
bring together a totally committed panel from the 
beginning. 

Cavalli-Sforza and Ortolano <2l were only able to 
conclude that the Delphi method functioned as ex
pected. Because they had actually performed a fore
cast into the future, it was not possible to evaluate 
whether the results were reasonably accurate. 

STUDY TECHNIQUE: STRUCTURED EXPERT PANEL 

For this study it was desirable to combine several 
positive aspects of the techniques mentioned earlier. 
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An iterative questionnaire, like the Delphi method, 
formed the basis for the overall structure. However, 
it was believed that the technique would benefit 
from the informal setting, the personal input, the 
immediate feedback, and the guidance of a moderator, 
which are essential to focus groups. because land 
use is a spatial issue, the structured expert panel 
would also benefit from a map, like the one in CLUG. 
By drawing on these earlier methods, it was possible 
to develop a technique that could handle the full 
range of land use impacts. 

Panelists were asked to rate the following 31 
features of community development that could change 
because of a highway project: 

• Employment in existing industrial park (manu
facturing); 

• Industrial employment elsewhere within the 
study area; 

• Employment in regional shopping centers; 
• Employment in community shopping centers; 
• Employment in neighborhood shopping centers; 
• Retail employment in the central business 

district (CBD); 
• Employment in hotel and motel services; 
• Employment in repair and cleaning services; 
• Employment in advertising, management, con

sulting and legal services; 
• Amount of regional post-secondary educational 

facilities (colleges and technical); 
• Amount of local schools; 
• Amount of regional health care facilities; 
• Amount of local health care facilities; 
• Service employment in the CBD; 
• Employment in restaurant and fast food estab-

lishments; 
• Total population; 
• Amount of unoccupied housing units; 
• Ability of local government to control land 

use through traditional measures (zoning); 
• Length of average trip to work in miles; 
• Amount of ridesharing; 
• Amount of intercity travel for work purposes; 
• Overall congestion in the study area; 
• Congestion in the area of highway project; 
• Aesthetics of area surrounding the highway 

project; 
• Amount of development in communities near but 

not part of the study area; 
• Amount of development in areas with incom

plete utility service; 
• Willingness of financial institutions to lend 

money for further land development; 

A) Impact occurs 

B) Direction of impact 

Industrial employment 
elsewhere within the C) Magnitude 
study area 
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• Land values near project (within 1,000 ft); 
• Land values in the remainder of the study 

area; 
• Tax base; and 
• Utilization of existing parks. 

The questionnaire was based on a modification of the 
Leopold technique (10), which asks respondents to 
rate both the magnitude and importance of an impact. 
Both ratings used category scales with O signifying 
no importance or no impact, and 10 signifying ex
tremely important or extremely large impact. An 
example set of scales is shown in Figure 1. Panelists 
were also asked to record the direction of the impact 
(larger or smaller). Panelists were specifically not 
asked questions regarding the desirability of the 
impact. When no impact was recorded, panel members 
were told to explain this response. 

In addition, maps were provided for each of the 
case study cities, Sheboygan and Wisconsin Rapids, 
so the locations of residential, commercial, indus
trial and service impact could be identified. These 
maps represent the cities as they existed in 1965 
(Figures 2 and 3). The existing major road networks 
are featured together with proposed changes defined 
by a heavy dashed line and areas categorized as in
dustrial, commercial, residential, open space, or 
park, and by the concentration of workers. The levels 
of soil suitability for septic tanks were defined. 
Also included were the locations of water and sewage 
plants, as well as schools, hospitals, and shopping 
centers. The maps were not divided into zones. Color 
pencils were provided for panelists to designate 
areas where significant changes in land use activity 
would occur. In addition, panelists were asked to 
show where a regional shopping center or a concen
tration of services might develop. 

Because this study "predicted" events that have 
already occurred, it was necessary to choose indi
viduals that had little familiarity with the case 
study cities. The prospective panelists were asked 
to rate their familiarity with six cities (including 
the two case study cities, and based on responses 
some otherwise highly qualified individuals had to 
be eliminated. A 13-member panel was recruited con
sisting of five experts in technical aspects of 
highway planning from the Wisconsin Department of 
Transportation (WisDOT), four university professors 
who specialize in community development, three com
munity planners from separate agencies, and one real 
estate developer. 

The panelists were provided a brief description 
of each city labeled only as City A and City B. The 

1..2... ..1.. 
Yes [ - ] No [ - ] (If No skip to E) 

il .h 
Larger [_] Smaller [ - ] 

~~ l ~l 
I I I I I I 
I I 

No Extremely 
Impact 

':!. 
Large Impact 

l .6. l t l l 
D) Importance I I I I I 

I I 
No Extremely 

Importance Important 

El Why do you feel there would be no impact? 

J/&d- &-.11'« J.o k/~;p 
FIGURE 1 Example community feature with scales and first round summary. 
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F1GURE 2 Expert panel's base map of Sheboygan. 

descriptions contained information regarding size, 
government, economy, and concentration of employment. 
The project for Sheboygan was a freeway bypass, just 
west of the central city. The project for Wisconsin 
Rapids consisted of two events: (a) widening portions 
of an existing two-lane rural highway that is a major 
link in the state highway system, and (b) adding a 
bridge across the Wisconsin River so that traffic on 
this highway could bypass the CBD. 

In the interest of expediting the first round, 
three sessions were held. Based on the location of 
panel members, one session took place in Madison, 
another group met in Milwaukee, and one individual 
completed the questionnaire for Round 1 in his Mil
waukee office. The sessions were accomplished on 
three consecutive working days. Panelists were read 
a narrative of societal conditions in 1965 and given 
complete instructions for handling the features of 
the community development questionnaire and the map. 
A member of the study team was present to answer any 

"O""~~TION 
10.00 
,, .. 00 
1~000 

questions, but the panelists were reminded not to 
interact. It was necessary to provide some clarifi
cation at each session, but the panelists were able 
to make their responses expeditiously. 

Round 1 summarized responses for Round 2. The 
responses for Questions A, B, C, and D for each fea
ture were tallied on a questionnaire as indicated in 
Figure 1. If the panelist believed that the community 
feature would be larger as a result of the project, 
the magnitude or degree of importance was recorded 
above the appropriate box on the questionnaire. On 
the other hand, if the community feature was :judged 
to be smaller as a result of the project, it was 
recorded below the box. The reasons for no impact, 
given in response to Question E, were also recorded 
as shown in Figure 1. It was also necessary to pro
vide a short addendum to the description of each 
city in response to questions raised by panelists at 
the time of the first round. 

Composite maps for each land use activity (resi-
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F1GURE 3 Expert panel's base map of Wisconsin Rapids. 

dential, retail, service, and industrial) were 
developed from the information provided by Round 1. 
In the first round, panelists had one map on which 
they were to define the areas of impact for the dif
feren.t land use activities. In the second round, 
four maps were provided for each city, one for each 
activity, showing how all the panelists evaluated 
the areas of impact. 

The second round, unlike the first, was conducted 
by mail. All the summaries compiled from Round 1 
were mailed approximately 2 weeks after it took 
place. The following materials were provided for 
each city: general instructions; a features ques
tionnaire with responses recorded; four maps showing 
the locations of impact on population, industry, 
retail, service (not retail); the original descrip
tion of the city; and an addendum to the description 
with information requested by the panelists in the 

first round. The addendum for Sheboygan included a 
map showing planned interchanges. 

In Round 2 panelists were asked to respond to 
exactly the same questions as they had previously 
answered. This gave them an opportunity to reevaluate 
their answers given the collective responses of the 
whole panel. Each of the maps now provided zones 
that could be selected as areas of impact. Panelists 
again used the color pencils to designate where im
pacts would occur. However, they were asked to show 
areas of positive impact in one color and areas of 
negative impact in another color. 

In Round 2 the features of community development 
responses were tabulated in the same way as they had 
been in Round 1. Combined results of the map portion 
were produced by coloring zones to represent the 
number of panelists that said an impact would occur. 
Separate colors were chosen for: three to seven 
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panelists indicating a positive impact would occur 
in a zone, more than seven panelists indicating a 
positive impact would occur in a zone, three to seven 
panelists indicating a negative impact would occur 
in a zone, and more than seven panelists indicating 
a negative impact would occur in a zone. The results 
in Round 2 displayed greater convergence and con
sensus than in Round 1, especially for Wisconsin 
Rapids. 

EVALUATION OF THE FORECASTS 

Hecause tne paneL1sts torecastea events tnat naa 
already taken place, it was possible to evaluate the 
accuracy and usefulness of the technique. The results 
were presented to evaluation panels of local experts 
for review. These people had actually observed the 
changes that took place, and, therefore, were in the 
best position to assess the forecasts. 

Separate evaluation panels were recruited for 
Wisconsin Rapids and Sheboygan. Each panel was made 
up of four individuals who were' active in city plan
ning or highway engineering. All evaluation panel 
members had lived in their respective cities for at 
least 20 years and were well aware of the impacts 
that their city had experienced. The evaluation 
panels were conducted according to the focus group 
technique. 

The Wisconsin Rapids evaluation panel found the 
forecasting panel to be most accurate in predicting 
service and industrial impacts. Both the forecasting 
and evaluation panels agreed on the location of re
tail impacts, but the evaluation panel rated the 
magnitude and importance of retail impacts higher 
than the forecasting panel. 

Overall, there was agreement about population 
impacts. However, some disagreements about population 
impacts occurred because the study team did not pro
vide complete enough information to the forecasting 
panel; neither the maps nor the narrative provided 
any information about high water tables present in 
some potential growth areas. Also, the study team 
did not inform the forecasting panel about a large 
parcel of open land held by a local high school, 
which meant that the land was not available for 
residential development. 

In Sheboygan the forecasting panel did not produce 
as strong a consensus as they had for Wisconsin 
Rapids. This made it more difficult to evaluate, but 
the Sheboygan evaluation panel agreed with most of 
the forecast. The closest agreement concerned the 
location of industrial activity. The forecasting 
panel was able to predict the development of a 
regional shopping center and to pinpoint its exact 
location. With only a few exceptions, there was 
agreement on the magnitude and importance of the 31 
community features. 

The evaluation panel in Sheboygan differed from 
the forecasting panel primarily on the map portion 
of the study. The location of retail (excluding the 
regional shopping center), service, and residential 
areas was only partially accurate. Again, the errors 
were traced to insufficient information being given 
to the forecasting panel. For example, access to 
areas near freeway interchanges was not fully de
scribed. The evaluation panel disagreed with the 
forecasted level of employment in community and 
neighborhood shopping centers and in some services. 
As in Wisconsin Rapids, the Sheboygan evaluation 
panel felt that the magnitude and importance of 
negative impact on retail in the CBD were stronger 
than forecasted. 

Overall, the forecasting panel slightly under
estimated the impacts in Wisconsin Rapids and 
slightly overestimated them in Sheboygan. !nae-
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curacies resulted chiefly from incomplete informa
tion. This does not indicate a serious flaw in the 
procedure. In this study it was necessary to recon
struct data from a much earlier year to be presented 
to a group of people who were unfamiliar with the 
cities. But when such an approach is implemented for 
a future project, the forecasting panel can and 
should include residents who would be much more in
formed about current conditions. 

Both evaluation panels believed that the format 
of presenting maps and features of community devel
opment was useful. They had little trouble in under
standing the forecasts, but tended to confuse mea
sures ot consensus as oe1ng measures ot strengtn. 

DISCUSSION AND CONCLUSIONS 

A forecast using a structured expert panel can be 
conducted quickly and efficiently, and provides in
sights that only human expertise can supply. This 
study was completed in less than 2 months, once the 
instrument was developed. A structured expert panel 
is also a relatively inexpensive undertaking. Par
ticipants do not require sizable monetary compensa
tion.' and there is no costly equipment. A wide range 
of issues (including intangible ones), can be ad
dressed. A strong consensus can be reached on dif
ficult subjects; consequently, the results can be 
interpreted as more dependable than those of a single 
expert. 

According to the evaluation panels, the forecasts 
were reasonably accurate and a good measure of 
agreement was present. Where the forecasts diverged 
from actuality, the divergence could usually be at
tributed to inadequate information presented to the 
panel. This problem could easily be avoided in actual 
practice because both more detail and respondents 
with greater knowledge of a particular city would be 
available. An ideal panel would consist of both local 
residents and outside experts. In addition, a limited 
amount of data could be collected between rounds if 
a strong need is indicated by the panelists. 

The multiple-round format gave the panel a chance 
to request additional information, ask for clar ifi
cation of information already provided, and to define 
their own zones for reporting impacts. In essence, 
the panel further refined the evaluation instrument 
as they completed the first round. A dynamic instru
ment is an important feature. It permits the panel 
to raise and evaluate issues that may have been 
overlooked by the study team and to discard issues 
it deems irrelevant. 

It has been demonstrated that panelists are able 
to fully understand the development processes in 
cities the size of Sheboygan and Wisconsin Rapids. 
For small cities only a limited amount of information 
needs to be presented. Clearly, a panel could be 
overloaded with data when evaluating impacts in 
larger cities. However, it was not possible to 
determine from this study the maximum-sized city 
that could be evaluated with a structured expert 
panel. 

It would have been possible to ask the expert 
panel to make projections for a future year (2010) 
but it would not have been possible to assess the 
accuracy of an expert panel for forecasting land use 
impacts. By projecting the present from 1965, ac
curacy could be tested. The experts did benefit from 
their own observations of other small cities over 
the previous 20 years. However, it is difficult to 
judge whether this knowledge unfairly strengthened 
the results of this study. Overall, this method of 
forecasting the present worked well and is recom
mended to others seeking to test forecasting tech
niques. 
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The first round of this study was conducted in 
group sessions to expedite the process. It would 
have been possible to conduct the entire procedure 
by mail, but long time delays would have resulted. 
The excessive time required to complete the San Jose 
study was considered problematical. If highway plan
ners were to use this technique, such a time line 
would negate the usefulness of the findings. Although 
anonymity was violated by conducting the first round 
in group sessions, panelists were instructed not to 
discuss their opinions with other panelists. There 
was no evidence that this method of conducting Round 
1 biased the results. 

Traditionally, land use forecasting is done with 
a mathematical model. It is not the purpose of this 
paper to present an evaluation of that type of fore
cast. However, a Lowry-Garin model was used to fore
cast the impacts of the same project in Wisconsin 
Rapids. Results of the two methods can only be 
roughly compared. It was found that the expert panel 
produced a forecast that was very similar to that of 
the Lowry-Gar in model, both in terms of size and 
location of impacts. Generally, the expert panel 
produced results with more texture but with less 
quantification. 

Even though the results of an expert panel fore
cast are not quantifiable in the same manner as those 
produced by a mathematical model, they are not nec
essarily less reliable. Exposure to a vast array of 
sophisticated, computer-assisted techniques has 
created a natural tendency to rate these as most ac
curate. But a structured expert panel benefits from 
personal insight that would be difficult to incor
porate into a mathematical model. 

ACKNOWLEDGMENTS 

The completion of this project was facilitated by 
data and information furnished by members of the 
central office and district staffs of the Wisconsin 
Department of Transportation. The authors thank the 
members of the expert panel, the two evaluation 
panels, and the Wisconsin Department of Transporta
tion advisory committee. Agencies supplying data 
included the city of Sheboygan, city of Wisconsin 
Rapids, and Wood County. Special thanks are extended 
to Lynne Judd, principal contact at the Wisconsin 
Department of Transportation1 Steve McEnroe, for 

15 

preparing the graphics for the expert panel; Eric 
Hansen, for providing valuable criticism on all 
materials presented to the expert paneli Dan Prit
chard, for suggesting the Wisconsin Rapids case study 
and organizing the Wisconsin Rapids evaluation paneli 
and Edward Beimborn, Director of the Center for Urban 
Transportation Studies. This research was sponsored 
by the Wisconsin Department of Transportation. The 
contract was administered through the Transportation 
Policy Studies Institute, University of Wisconsin-
Madison. 

REFERENCES 

1. A. Anas. Principles and Parables of Transpor
tation/Land-Use Interaction. In Land-Use Im
pacts of Highway Projects, (Alan J. Horowitz 
ed.). Transportation Policy Studies Institute, 
University of Wisconsin--Extension, Madison, 
1984. 

2. C.H. Lovestock and C.B. Weinberg. Marketing for 
Public and Nonprofit Managers. John Wiley and 
Sons, New York, 1984. 

3. c.s. Greenblat and R.D. Duke. Principle and 
Practices of Gaming Simulation. Sage Publica
tions, Beverly Hills, Calif., 1981. 

4. M. Inbar and c.s. Stoll. Simulation and Gaming 
in Social Science. The Free Press, New York, 
1972. 

5. A.G. Feldt. CLUG--Community Land Use Game-
Player's Manual. The Free Press, New York, 1972. 

6. H.A. Linstone and M. Turoff, eds. The Delphi 
Method Techniques and Applications. Addison
Wesley Publishing Co., Reading, Mass., 1975. 

7. o. Helmer. Social Technology. Basic Books, New 
York, 1966. 

8. O.L. Ervin. A Delphi Study of Regional Indus
trial Land-Use. Review of Regional Studies, 
Vol. 7, 1977, pp. 42-57. 

9. v. Cavalli-Sforza and L.M. Ortolano. Delphi 
Forecasts of Land Use: Transportation Interac
tions. Journal of Transportation Engineering, 
Vol. 110, 1984, pp. 324-339. 

10. L.B. Leopold, F.E. Clarke, B.B. Hanshaw, and 
J.R. Balsley. A Procedure for Evaluating En
vironmental Impact. Geological Survey Circular 
645. U.S. Department of the Interior, 1971. 



16 Transportation Research Record 1079 

Safeguarding Suburban Mobility 

ROBERT CERVERO 

ABSTRACT 

The suburban office boom of the past decade has flooded the outskirts of many 
metropolitan areas with unprecedented traffic, leading to major tie-ups that 
previously afflicted only downtown motorists. some nave rorewarnea tnat suouroan 
congestion could become the dominant transportation issue in the late 1980s and 
1990s. The congestion threat posed by rapid office growth on the metropolitan 
fringes is examined in this paper. The focus is on the roles of design, land 
use, and transportation management toward safeguarding suburban mobility. A 
national survey showed that extremely low densities and detached designs have 
rendered many new suburban office parks almost entirely dependent on the auto
mobile. The absence of onsite consumer services, such as restaurants, as well 
as gross imbalances in the siting of jobs and housing along most suburban cor
ridors have further reinforced workers' preferences for solo commuting. Some 
private-sector initiatives have been encouraging, notably ridesharing incentive 
programs, flextime work schedules, and cofinancing of needed infrastructure. 
Ordinances requiring developers to introduce such programs have also been 
enacted in several places around the country. Overcoming numerous institutional 
and logistical obstacles to traffic management in suburbia, however, remains a 
lofty, though not insurmountable, challenge. 

Many American cities have witnessed an explosion of 
new office construction on their outskirts. Low
lying, campus-style projects are popping up in areas 
that only 10 years earlier were inhabited by cows 
and fruit groves. Combined with shopping malls, 
recreational theme parks, new subdivisions, and 
other mammoth land developments, outlying office 
centers are permanently reshaping the landscapes of 
suburban America. 

The rapidity of suburban office development has 
been staggering. More than 80 percent of all office 
floor space in America's suburbs has been built since 
1970 (1) • By comparison, only 36 percent of al,l 
downtoiffi office buildings have been bu.ilt during the 
past 15 years. In some areas of the country, a trip
ling of current suburban office inventories has been 
projected by the century's end. 

Although examples of the suburban office boom can 
be found almost anywhere, new construction has been 
particularly feverish on the fringes of rapidly 
growing sunbelt and western metropolises such as 
Atlanta, Dallas, Denver, Houston, and Orange County, 
California. Along Denver's southeast I-25 corridor, 
for example, a stretch dotted with office, high
technology, and business-executive parks, more office 
space has been produced than in all of downtown Den
ver (2). The suburban share of annual office con
struction in the Denver region has erupted from just 
15 percent in 1970 to 73 percent in 1981 (!_) • 

Even more mature eastern U.S. cities are under
going visible suburban facelifts. In New York City, 
for example, the number of Fortune 500 firms head
quartered in Manhattan dropped from 136 in the late 
1960s to 65 in 1984 (3). Many have fled to neighbor
ing Stamford, Connecticut, White Plains, New York, 
and Bergen County, New Jersey. By the late 1980s, 
more prime office space will exist in northeastern 
New Jersey than in midtown Manhattan (4). 

The mobility implications of these- recent trends 
are profound. As jobs continue to scatter along the 
urban fringes, regional commuter sheds are taking on 
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amoeba-like forms, fanning out as much as 100 mi in 
places such as Houston, Los Angeles, and San Fran
cisco. No longer does the dominant commute pattern 
resemble the radial spokes of a wheel focused on a 
downtown hub. Rather, trips are becoming increasingly 
dispersed and crosstown in direction. In 1980, for 
example, more than 40 percent of all metropolitan 
work trips in the United States were suburb-to
suburb, compared with 20 percent between a suburb 
and central city <i>· All signs point to a continued 
dispersal of regional trip-making in the future (§). 
Remarks one observer: "If present trends continue, 
suburban mobility--or rather the growing lack there
of--may well become the central transportation issue 
of the late 1980s" !1,p.285). 

The scope of mobility problems brewing along many 
of America's urban fringes is examined in this paper. 
It draws on interviews of office developers as well 
as a 1984 survey of property managers from 120 of 
the nation's largest suburban office complexes. The 
120 responses represent nearly 40 percent of 310 
questionnaires sent out to managers of complexes 
with one-half million or more square feet of office 
floor space. Around two-thirds of the office centers 
surveyed were already completed whereas the remaining 
one-third were at varying stages of completion. Among 
the projects surveyed, the average office park had a 
labor force of 9,985 employees (standard deviation • 
17 ,460), and contained 2.43 million ft 2 of floo r 
space (standard deviation • 5.25 million), on a land 
parcel of 230 acres (standard deviation = 335 acres) • 
Although difficult to generalize because of con
siderable sample variation, mammoth developments on 
the fringes of some of the largest metropolitan areas 
in the United States were largely captured in the 
survey. 

DESIGN AND LAND USE CONSIDERATIONS 

Proj ect Scale and Density 

The physical layout and land use composition of out
lying office developments directly defines the kinds 
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of traffic conditions that will exist, including the 
relative ease of site access, and even the modal 
preferences of employees commuting to and from work. 
Reasonably dense clusters of suburban employees are 
essential if public transit, private commuter buses, 
and carpools are to assemble trips without excessive 
route deviations and time delays. Although the ser
vice feature's of transit and vanpools, along with 
population densities at the residential ends of 
trips, are equally important, site design is the one 
area developers have direct control of. 

Almost without exception, employment and land use 
densities of suburban business complexes fall far 
below those of their central business district (CBD) 
counterparts. The data in Table 1 reveal that, on 
average, floor area ratios (FARs), which is the gross 
floor space divided by total land area, for suburban 
office developments are roughly 1/25 of downtown 
FARs. This obviously reflects the difference in 
massing of CBD versus suburban office structures-
downtown buildings usually reach towering heights on 
relatively small plots of land, whereas buildings in 
suburban office parks are typically low-rise on 
generous size land parcels. Within buildings them
selves, suburban office employees generally enjoy 
twice as much elbow room as downtown workers: on 
average, around 380 ft 2 of gross floor space per 
worker in the suburbs versus 175 to 200 ft 2 in 
downtown settings. Thus, not only are downtown 
buildings much taller, but floor-by-floor use is 
more intense. The manunoth scale of most suburban 
office spreads is reflected in the final density 
measure given in Table 1. Generally, there is more 
than 30 times as much land area per worker in 
suburban versus downtown office settings, indicating 
that the advantages of space available to the worker 
at suburban workplaces are even greater once outside 
the building. In short, suburban office structures 
are much closer to the ground, as well as more spa
cious and remote, which results in extremely low 
employment densities. 

Clearly, most contemporary office developments 
are predestined for automobile use. Particularly in 
the case of sprawling office parks where liberally 
spaced, horizontally scaled buildings dominate the 
landscape, the private automobile faces no serious 
competition to speak of. Where inwardly focused 
buildings stand adrift in a sea of surface parking, 
the pedestrian invariably faces long, laborious dis
tances. 

The overarching theme of recent suburban office 
park designs has been shaped less by utilitarian 
principles than by plain and simple aesthetics. Most 
developers hope that the emphasis on landscaping, 
spaciousness, and visual amenities will tip the 
scales in their favor in luring widely sought 
tenants, such as high-technology firms. Strict zon
ing codes and covenants only serve to reinforce the 
low-rise, wide setback profiles of most suburban 
office projects. 
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Building high-density, more village-like work
places could go a long way toward attenuating the 
automobile's dominance in suburban work settings. 
Similarly, grouping buildings into community clus
ters, each well connected by walkways, trails, and 
plazas, could allow developers to maintain moderate 
densities while also encouraging nonvehicular cir
culation. 

Current low-profile, physically fragmented office 
parks are by no means locked into this form in per
petuity. In several instances, sprawling complexes 
have been converted to denser, community designs 
over incremental phases. One notable example is the 
Denver Technological Center. This expansive 850-acre 
compound, first built in the early 1960s, has been 
transformed into a village-like development by 
architecturally integrating buildings using exten
sive walkways and traditional urban squares. Over 
time, the Technological Center's developers have 
proceeded to raise early suburban densities of FAR 
0.25 to more urban densities of 1.0 to 2.0 (10). All 
future buildings will range from 4 to 24 stories, 
configured around campus clusters. Through a new 
design template, the Technological Center's metamor
phosis from a suburban office spread to a fully in
tegrated urban village has allowed it, in the words 
of the developer, to "survive and regenerate" (.!.Q_) • 

Transportation Design Features 

In addition to project scale and layout considera
tions, certain design treatments, such as the provi
sion of convenient transit shelters and preferential 
parking, can influence the travel choices of suburban 
commuters. Although by themselves, such design de
tails might appear to be trivial, their collective 
influences on mode choice can be equally important 
as more macrolevel design decisions. 

One prominent feature of suburban office complexes 
is the abundance of free on-street parking. Cur
rently, the average suburban office development pro
vides 3. 9 spaces per 1, 000 ft 2 , roughly one space 
per employee. A common practice is to overbuild 
parking beyond code requirements as a marketing 
strategy (11,12). 

Providing bountiful, free parking can neverthe
less be a costly proposition. A single parking space 
consumes roughly 350 ft 2 of real estate, and can 
cost from $1,500 to $3,000, including land (11). 
With today's liberal standard of nearly one space 
per worker, suburban parking lots can actually con
sume as much area as the buildings they serve. 
Sprawling lots also create long walking distances to 
building entrances, not to mention the isolating, 
patulous effects they have on building placements 
and access to street-side pathways and transit 
stops. The general rule of thumb for the maximum 

TABLE 1 Comparison of Suhtirhan and CBD Office Density Characteristics 

Suburban Office Complexes• 

Average Low High 

Floor area ratio0 0.29 0.06 1.48 

Floor space per employee (gross ft2
) 380 140 970 

Total land per employee (ft2 ) 1,410 230 3,360 

~Based on a n.n. tJonal survoy of 120 suburban office developments. 
See Referenco1 8 anl;I 9 tor sources. 

CBD Rangeb 

5.0-10.0 
(varies widely) 
175-200 
35-50 

Approximate 
Difference Ratio 
of Suburbs to CBD 

0.04:1 

2:1 
33:1 

cFloor area ratio represents gross floor space of all buildings divided by the total land area of the office development. 
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acceptable walking distance from a parking spot to 
an office's front door is about 300 ft. The national 
survey of 120 office parks revealed that in most 
cases walking distances tend to be far below this 
maximum: for more than two-thirds of the parks, 
average walking distances from parking lots to 
building entrances were under 100 ft, and for 95 
percent of them, distances were shorter than 200 ft. 

As an inducement to r ideshar ing, some suburban 
office developers set aside the most convenient 
parking spaces for carpools and vanpools. From the 
national survey, approximately 40 percent of all 
l=.!'']'='-'31".:"~l~ h1_ud n,::aR.R. ri~rkR l'!nrr,:.n~.1 y nffP.r !1rP.fP.rP.n

tial parking. On average, approximately 7 percent of 
all stalls are reserved for carpools and vanpools at 
these complexes, and the mean walking distance to 
building entrances for preferred parkers is slightly 
more than 50 ft. 

Equally convenient terminuses for buses should 
also be designed into suburban work centers. Based 
on the national survey, around one-quarter of all 
suburban office parks currently have some type of 
onsite transit amenity, ranging from specially des
ignated transit drop-off zones to the provision of 
plexiglas-covered bus shelters. The siting of con
venient bus stops is particularly important if tran
s it users are to receive a fair shake in relation to 
motor is ts. To. date, they have not fared particularly 
well. From the survey, average walking distances 
between main building entrances and onsite bus stops 
are approximately 480 ft, more than 4 times as far 
as the average motor is ts has to walk. For office 
parks without any onsite transit services, the aver
age walking distances from the nearest off-premises 
bus stop to the main building entrance is nearly 
two-thirds of a mile, roughly 30 times far thee than 
most motor is ts have to walk. In a number of office 
park settings, access to offsite bus stops has been 
confounded by the presence of residential soundwalls, 
freeway interchanges, and other physical barriers. 
overall, it is apparent that transit has been rele
gated by design to second-class status in many 
suburban work settings. 

Land Use and Tenant Mix Considerations 

Commuting practices of suburban office employees are 
influenced by more than just the immediate built 
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environment. What takes place both inside and out
side the physical confines of suburban office com
plexes, in terms of both land use and tenant mixes, 
usually affects worker commuting habits even more. 

Over the past several decades, city planners have 
embraced the principle of land use mixing as a way 
of both enriching working and living environments 
and cutting down on vehicular trip-making. Oppor
tunities for walking or cycling to work are greatly 
enhanced for employees who choose homes built either 
within or near an office or mixed-use compound. 
Jobs-housing balancing, then, is a potentially 
powerful means of safeguarding suburban mobility. 

Currently, few suburban work centers in the United 
States have onsite housing. From the national survey, 
slightly less than 15 percent of suburban complexes 
with predominantly office functions have residential 
units for sale or lease on their premises. However, 
more than two-thirds of the survey respondents indi
cated that new housing construction was expected 
nearby, and approximately 62 percent believed that 
"a large amount" of housing already existed within 2 
mi of their office site. Thus, many suburban office 
park settings could be characterized as having on
site prov1s1ons for housing, yet ample supplies 
close by. According to interviews, the overhwelming 
majority of suburban office developers believe that 
they have no responsibility for either building 
housing onsite or nearsi te; rather, the general at
titude appears to be that the marketplace will re
spond to the housing needs of office workers. 

Nonetheless, there are a few outstanding examples 
of suburban office-housing intermixing. Table 2 gives 
11 of North America's largest suburban office com
plexes that plan to have at least 1,000 or more 
residential units on their premises at buildout. 
Some of these projects, such as the City Post Oaks 
and South Coast Metro, represent large-scale, mixed
use complexes (]). These megacenters typically con
tain mid- to high-rise buildings along with massive 
concentrations of office workers and large resident 
populations 

Some outlying communities have taken the integra
tion of jobs and housing quite seriously. Costa Mesa, 
California, for example, requires developments such 
as the South Coast Metro (Table 2) to build resi
dential units, either onsite or within the city 
limits, to house at least 20 percent of its workers. 
So far, 1,200 garden-style townhouse units have been 

TABLE 2 Characteristics of Major North American Mixed-Use Office Developments at Buildout 

Total Project Housing 
Units 

Total Project 
Detached Total Project Floor Space(%) Floor Space Mileage to 

Project and Undetached Single in Millions of Total Regional 

Metropolitan Area Multifamily Family Office• Retail Housing Otherb Square Feet Acreage CBD 

Los Colinas Urban Center, 
Dallas 4,000 1,000 55 10 10 25 11.7 960 15 

Denver Technical Center, 
Denver 4,750 250 85 5 5 5 40.0 850 10 

City Post Oak, Houston 6,000 0 70 14 8 8 30.0 1,200 6 

The Woodlands, Houston 2,500 4,500 58 5 16 21 4.1 2,000 27 

Playa Vista, Los Angeles 8,000 0 25 40 12 23 8.2 926 20 

South Coast Metro, Los 
2,240 36 Angeles/Orange County 1,200 0 72 17 4 7 21.0 

Warner Center, Los Angeles 4,000 0 61 23 8 8 7.6 1,100 25 

Opus 2, Minneapolis 1,000 0 80 3 10 7 6,0 560 20 

Harmon Meadows, New 
550 10 Yark/Newark 2,600 0 72 5 18 5 7.5 

Chesterbrook, Philadelphia 3,400 370 20 3 56 21 5.5 995 17 

Scarborough Town 
Centre, Toronto 4,000 500 54 20 17 9 5.5 330 15 

Source: 1984 survey of office developments 

aOllice c:1u e11ory in t hida:J tr;odltlonal ornce, Jight lntlus1rhd 1 and research and development (R&D) uses. 
bother c1tc1ory incl ud~ h o ce l, ~CIHC{oni.1, and ln.sdtu1(1;mal uses, 
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built within South Coast Metro. In other areas, how
ever, there has actually been a public backlash 
against conuningling housing and jobs in suburbia. In 
the Bay Area, for instance, developers of several 
large business parks were prohibited from construct
ing any housing onsite after areawide residents ve
hemently protested, fearing their neighborhood's 
image as a strictly zoned, upscale conununi ty would 
be tarnished. 

Perhaps even more important than integrating homes 
and offices within a compound is the strategic bal
ancing of jobs and housing at the subregional level, 
that is, providing enough homes within a 5-mi or 
more radius of all major employment centers. In many 
suburban areas, jobs and housing are in an alarming 
state of disequilibrium. Imbalances are particularly 
glaring around some of the nation's fastest growing 
suburban work centers. The ratio of employees to 
dwelling units stands at roughly 3:1 in Irvine and 
Santa Clare-Cupertino, California, 7:1 for City Post 
Oak, Texas, and 10: 1 for the Westchester-El Segundo 
corridor of west Los Angeles, all of which have ex
perienced phenomenal office growth over the past 
decade. 

Clearly, the onus lies at the subregional level 
for balancing jobs and housing. Some progress has 
been made to date in coordinating both housing and 
job development. Both Costa Mesa and Santa Ana, 
California, for example, index incremental increases 
in allowable office and industrial floor space to 
housing availability. In both places, building per
mits for industrial and office construction are con
ditioned on adequate housing being provided for area 
workers. 

Regardless of how many carrots or sticks are used 
to achieve equanimity in jobs and housing, there can 
be no guarantees that either average conunuting dis
tances will shrink or workers will begin abandoning 
their automobiles as a consequence. For one, although 
a numerical parity might be struck in a particular 
conununity, it will not necessarily be the case that 
those working in the municipality will occupy avail
able in-town residences. At one suburban Los Angeles 
mixed-use megacenter~ for instance, a recent survey 
conducted by project managers indicated that less 
than 10 percent of all residents living onsite or 
within several blocks of a complex actually worked 
there. It might very well be the case that some 
workers simply prefer a change of environment from 
where they spend their daylight hours to where they 
retire for the evening. Moreover, it is not clear 
that in cases in which housing has been provided 
onsite or nearby, that workers, many of whom earn 
clerical wages, can afford to purchase available 
units even if they wanted to. Finally, jobs-housing 
integration might also backfire by discouraging 
ridesharing and transit use. Building plentiful 
housing within a 3- to 5-mi zone of suburban office 
parks might result in conunuting distances that are 
too far to walk or cycle, yet too close to effi
ciently organize carpools. Conceivably, the vehicle
miles traversed each day by 1,000 workers who live 
within a 5-mi radius of work and solo conunute could 
exceed those of 1,000 coworkers who live 20 to 30 mi 
away and pool together in vans. 

The need for fusing together suburban land use 
goes beyond job-housing integration. Unless restau
rants, shops, and the like, are also sited close to 
employment centers, most suburban office workers 
will find it necessary to drive their own cars in 
order to access lunchtime destinations and run midday 
errands. From the national survey, the average dis
tance from the geographic center of today's suburban 
office complexes to the nearest offsite retail 
establishment is 1. 5 mi, clearly too far to walk 
during the normal 1-hr lunchbreak. Only a half dozen 
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or so of the nation's largest suburban office com
plexes presently circulate shuttle buses between 
their complexes and nearby retail areas. Thus, the 
overwhelming majority of suburban office workers 
have to drive their own cars if they want to go 
anywhere at midday. 

In recognition of the need to provide onsite con
sumer services, many suburban developers have begun 
integrating retail uses and ancillary functions into 
their projects. The national survey revealed that 42 
percent of the largest office complexes currently 
have some supplementary retail or service function. 
By far, the most frequent type of onsite consumer 
function is eateries (40 percent of all 
respondents) , ranging from formal restaurants to 
small delis. Other conunon onsite conunercial activ
ities include: convenience retail stores (17 percent 
of respondents), financial services such as banks 
(13 percent of respondents), assorted customer ser
vices such as gas stations (12 percent of respon
dents), and consumer merchandise shops such as 
clothiers (11 percent of respondents). Some of the 
larger-scale, mixed-use suburban work centers are 
given in Table 2. 

THE ROLE OF SUBURBAN TRAFFIC MANAGEMENT PROGRAMS 

Today a mixed bag of public programs and pr iv ate 
initiatives are being pursued in the battle to stave 
off suburban traffic congestion. In contrast to the 
design and land use planning strategies just dis
cussed, these efforts aim to change conunuting pref
erences of suburban conunuters and to creatively fi
nance needed infrastructure. Programs that seek to 
modify travel demand typically involve the initiation 
of transportation system management (TSM) strategies, 
such as.ridesharing and flextime programs. Financing 
programs, on the other hand, are generally supply
side and encompass both cooperative public or private 
cofunding, as well as legislative mandates to pay 
for subregional roadway improvements. As noted in 
the next paragliaph, numerous obstacles (some social 
and institutional, others contextual), limit the 
effectiveness of many traffic management and funding 
programs in suburbia. 

Before discussing the types of traffic management 
programs underway, current transportation supply and 
demand character is tics of suburban office complexes 
should be mentioned. Among the U.S. office develop
ments surveyed, either controlled-access freeways or 
major four-lane arterials provided the primary ac
cess linkage to two-thirds of office parks' main 
entrances. Almost one-half of the office developers 
indicated a major freeway nearby, regardless of 
whether or not it served as the main thoroughfare 
leading into their complex. Around two-thirds of the 
respondents described current rush hour conditions 
on nearby roadways as either moderately or heavily 
congested. Nearly one-quarter believed traffic was 
fairly light, whereas 9 percent believed no access 
or circulation problems existed. Overall, it appears 
that as of the mid-1980s, most suburban office park 
settings are operating at tolerable congestion levels 
during peak hours, somewhere between 85 and 95 per
cent of roadway capacity. Because nearly one-third 
of the surveyed complexes have yet to reach buildout, 
and the vast majority expect higher future employment 
levels both onsite and nearby, traffic conditions can 
only be expected to worsen over time in many of these 
settings. 

Transportation Management Associations and 
Ridesharing 

Transportation management associations 
effective coalitions for dealing with 

(TMAs), are 
the knotty 
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access problems found at many suburban work centers, 
especially ones that have poor transit services. 
Most associations, anywhere from 5- to 75-employer 
voluntary members strong, engage in a wide range of 
activities including: promoting r ideshar ing through 
computerized matching services, purchasing fleets of 
vans for employee pooling, underwriting internal 
shuttle services, financing areawide street improve
ments, and lobbying for suburban highway interests. 

Despite the wide attention TMAs have received in 
transportation Literature in recent years (13,14), 
according to the survey, only an estimated 4 percent 
of all large suburban office complexes nationwide 
current:i.y support: sucn programs. ·i·nese complexes are 
found mostly in large suburban megacenters and areas 
that have critical masses of workers rather than 
along corridors with multiple small-scale office 
projects where they are often needed the most. In
deed, the cumulative traffic impacts of numerous 
loosely organized office and retail centers can be 
every bit as troublesome as large-scale megacom
plexes. Among those developers currently involved 
with TMAs, the overhwelming majority believe their 
projects are more marketable as a result. 

The most common activity of suburban-based TMAs 
is ridesharing coordination, although there are many 
more cases of individual employer-sponsored ride
sharing campaigns. According to the survey, approxi
mately 16 percent of large-scale office developments 
currently have some form of formal carpooling or 
vanpooling program. The majority of these have des
ignated an employee as program coordinator, though 
most coordinators spend fewer than 10 hr per week on 
r ideshar ing matters. Statistically, the presence of 
a coordinator appears to be making a difference. The 
estimated share of employees pooling to work among 
all surveyed office parks was slightly less than 5 
percent. Among those with coordinators, admittedly a 
small subsample, the share was 11 percent. 

As discussed previously, the detached layouts and 
sheer enormity of many suburban office parks have 
discouraged ridesharing in many instances. Where few 
onsite consumer services, such as restaurants and 
banks, are available, the chances of successful 
ridesharing are even slimmer. The fear of being 
stranded without a car during midday is indeed one 
of the biggest deterrents to ridesharing in suburban 
work settings. A recent survey of 2,500 employees at 
the mixed-use South Coast Metro in Costa Mesa, Cali
fornia, for example, found that 45 percent needed 
their cars for personal reasons and 83 percent needed 
them to conduct business at least once a week. One 
way around this vehicular dependency problem would 
be to make company cars and idle vans available to 
rideshare participants during midday. To date, no 
TMA has sponsored such a floating vehicle program. 

Transit and Other Market Strategies 

Conventional fixed-route bus services are even less 
competitive with the private automobile in suburban 
office settings than vanpools. Densities on both 
residential and employment ends of suburban transit 
routes are often too low to make even a slight dif
ference in areawide traffic conditions. In 1980, for 
example, while 8.0 percent of all 1980 journeys to 
work in U.S. metropolitan areas were via public 
transit, for commute trips made within suburbs the 
figure was only 1.6 percent (15). 

For transit to realistically compete in sprawling 
suburban environs, major service reforms are called 
for. In light of the trend towards cross-haul com
muting, radial downtown-oriented routes should, where 
possible, be converted into grid networks that use 
office parks, shopping malls, and other activity 
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nodes as timed-transfer points. Perhaps even more 
important, flexible forms of mass transportation 
need to be fully exploited, such as shared-ride 
taxis and private buspools (16). 

Allowing workers to arrive and depart at different 
times of the workday could help to spread out the 
rush hour crunch experienced along many suburban 
corridors. National survey results indicate that 
nearly 40 percent of all large suburban office de
velopments have some form of modified work schedules: 
flextime, staggered work hours, or multiple work 
shifts. One of the more impressive programs is at 
the massive Warner Center mixed-use complex in the 
LOB Angeles san Fernanao valley wnere over J,uuu 
employees of two large insurance companies presently 
enjoy flextime privileges. At both places, shifts 
begin and end every 15 min, from 6:00 to 9:00 a.m. 
and from 3:00 to 6:00 p.m. Surveys show that, given 
the chance, many workers have opted to arrive before 
the usual rush hours, take shorter lunch breaks, and 
leave work early, thereby accruing extra prime time 
daylight hours in the afternoon for themselves. How
ever, several other suburban businesses around the 
country have scuttled their flextime programs because 
their office functions were considered highly time
interdependent. 

Traffic Impact Ordinances 

The threat of suburban gridlock has prompted an ex
panding roster of municipalities and county govern
ments to introduce legislation aimed at either 
reducing vehicular trips or shifting funding re
sponsibilities for roadway improvements to the pri
vate sector. Three major fronts of activity have 
been (a) trip reduction ordinances, (b) impact fee 
ordinances, and (c) parking reduction ordinances. 

Trip Reduction Ordinances 

These ordinances hold developers and employers to a 
stipulated phasedown in the percentage of solo auto
mobile trips made to their establishments. They have 
been primarily passed in rapidly developing suburbs 
of California, including Placer County, Costa Mesa, 
and Pleasanton, although nearly two dozen other com
munities nationwide are seriously considering such 
legislation (4). To date, the most comprehensive, 
far-reaching trip reduction ordinance enacted is the 
one enacted in Pleasanton. Partly in response to 
concerns about the rapidly sprouting Hacienda Busi
ness Park, one of the largest office compounds na
tionwide, the city of Pleasanton passed the ordinance 
requiring all employers with 50 or more persons to 
institute various TSM programs, such as ridesharing, 
in order to trim peak trips by 45 percent, assuming 
that all workers would normally drive alone (17). 
Companies failing to comply with any parts of the 
ordinance would be subject to fines of $250 per day. 

Table 3 gives both the advantages and disadvan
tages of the trip reduction approach. Compared to 
traffic impact programs, trip reduction ordinances 
grant employers a fair degree of latitude in dealing 
with their own specific mobility problems. These 
ordinances usually also apply to all large employers, 
and not just to the tenants of new developments. 
Because everyone is generally "in the same boat," 
they can promote intercompany coordination of ride
sharing. Moreover, they respond to suburban mobility 
problems by attempting to modify travel behavior 
rather than increasing the vehicle-carrying ~apacity 
of thoroughfares. However, the true litmus test of a 
trip reduction ordinance is whether it can actually 
be enforced. In Costa Mesa, even though several large 
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TABLE 3 Advantages and Disadvantages of Transportation Ordinances in Suburban Settings 

Type Of 
Ordinance Ordinance Areas 

Trip reduction Placer County, Calif. 
Costa Mesa, Calif. 
Pleasanton, Calif. 
Fairfax County, Va. 

Impact fee Costa Mesa, Calif. 

Advantages 

Employer latitude 
Equitable 
Demand-oriented 

Benefit assessment 

Potential Pro bl ems 

Enforcement 
Survey errors 
Individual employer emphasis 

Santa Ana, Calif. 
Irvine, Calif. 

Pools fund for area improvements 
Equity concerns 
Measuring per trip costs 
Tempo/timing problem 
Supply-side bias Los Angeles, Calif. 

San Diego, Calif. 
Carlsbad, Calif. 
Fairfax County, Va. 
Montgomery County, Md. 

Possible jurisdictional gaps 

Parking Los Angeles, Calif. 
reduction Palo Alto, Calif. 

Promotes ridesharing 
Cost savings to developer 

Parking perceived as proven, risk-free and permanent 
Ridesharing considered risky 

Orlando, Fla. 
St. Petersburg, Fla. 
Montgomery County, Md. 
Hartford, Conn. 
Bellevue, Wash. 

office projects have been approved over the past 5 
years with specific TSM conditions attached, to date 
little progress has been made monitoring toward 
meeting conditions (18). Furthermore, because sur
veys of employee commuting are generally required 
only once every year or so, there is always a possi
bility of unrepresentative sampling. Some employers 
have expressed contempt about the peremptory tone of 
these ordinances, preferring instead programs based 
more on voluntarism. Finally, by focusing primarily 
on in-house efforts to cope with traffic, almost 
literally on a building-by-building basis, these 
ordinances could have the perverse effect of turning 
attention away from communitywide mobility problems. 

Traffic Impact Fee Ordinances 

A more common legislative approach to suburban traf
fic management has been the exaction of impact fees. 
Rather than assessing individual landowners based on 
their real property valuations, these ordinances 
collect monies according to how much traffic a future 
development will likely generate. By far, the largest 
number of traffic impact ordinances have been enacted 
in Southern California, though they can be found in 
Colorado, Florida, New Jersey, and around metropoli
tan Washington, D.C., as well (7). 

The most ambitious impact fee programs today are 
found in Los Angeles County. In Los Angeles' Century 
City and Westwood Districts, both major centers of 
brisk office construction, developers pay a one-time 
fee of almost $1,000 for each afternoon peak trip 
generated on an average weekday. Moreover, in the 
booming Westchester area near Los Angeles interna
tional airport, an ordinance that exacts a one-time 
fee of $2,010 per peak hour automobile trip was 
recently passed. In all three districts, covenants 
affixed to land parcels bind all tenants to partici
pate in TSM programs. Developers can receive credits 
against their fee obligation by introducing vanpool
ing, dedicating land for transit centers, and pursu
ing other mitigation programs. 

The major advantage of impact fee ordinances is 
that they are based on proven principles of welfare 
economics (see Table 3) 1 those who impose the cost 
of increased congestion should pay for whatever 
public improvements are necessary to correct them. 
Impact fees likewise appeal to many suburbanites' 
sense of equityi those benefitting most directly 
from the construction of freeway interchanges and 
arterial widenings should pick up the tab. Another 
major selling point is that impact fees generate a 

Resistance from ·lenders 
Administrative problems 

pool of funds for financing areawide, rather than 
just nearsite, transportation improvements. Thus, by 
establishing a trust fund, fee ordinances ensure 
that developers are responsible for more than just 
their own immediate problems. 

However a number of stumbling blocks still stand 
in the way of wide-scale adoption of traffic impact 
legislation. One issue concerns equity. In almost 
all cases, fees are only passed on to new future 
projects. Residential and retail projects are often 
exempt from fee requirements. Some developers charge 
that they are being forced to pick up the bill for 
costly infrastructural improvements while previously 
existing establishments whose businesses contribute 
equally to traffic snarls pay nothing. Developers 
are not only concerned about others getting a free 
ride, but also about possibly having to pay for past 
traffic planning mistakes and oversights. Compound
ing matters even more is the inability to accurately 
gauge the true marginal cost of each additional rush 
hour trip generated by a new suburban project. 
Standard trip generation rates are often used, al
though most have been empirically derived from 
urban-like settings and do not necessarily reflect 
current or future suburban travel behavior. 

Another problem with these ordinances is the mis
match between when impact fees are colleted and when 
actual improvements are made. Fees are usually as
sessed and collected before the issuance of build
ing permits and occupancy certificates, and funds 
are accumulated in a reserve account for financing 
future projects. In several instances, this cash 
flow problem has been to the consternation of devel
opers who have paid large sums of money to trust 
accounts only to see no actual roadway improvements 
implemented. Other potential problems with these 
ordinances are their distinct pavement and concrete, 
supply-side bias and the possibility that abstention 
of a single municipality from a subregional fee 
assessment program could leave crippling gaps in a 
major new thoroughfare system. 

Parking Reduction Ordinances 

In Los Angeles, Orlando and St. Petersburg, Florida, 
and several other communities around the country, 
ordinances allow developers to reduce expensive 
code-required parking as a quid pro quo for commit
ments to r ideshar ing. In both Florida communities, 
for example, builders have the option of contributing 
to a TSM fund in lieu of providing the usual four 
parking spaces per 1,000 ft 2 of office space <1>· 
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To date, parking reduction ordinances have had 
little success in inducing developers to purchase 
employee vans instead of paved over parking lots. In 
Los Angeles the local ordinance allowing up to a 40 
percent reduction in code-required parking has failed 
to attract a single taker during its inaugural 2 
years (19). Many developers consider the trade-off 
of parking for vanpools simply too risky. Parking is 
widely perceived as a one-time, upfront investment 
with a proven track record. Moreover, it is a per
manent fixture to the land. In contrast, suburban 
rideshar ing programs are largely untested, require 
ongoing funding support, and are impermanent. A 
ridesharing program can fold at any time, either as 
a result of a sudden plunge in gasoline prices or 
changes in commuting preferences. Equally important, 
perhaps, is the fact that some banks and lenders 
have frowned on past attempts to introduce below
standard parking in suburbia, threatening to withdraw 
investment loans unless universally accepted parking 
levels are provided. Some developers have also 
avoided parking programs because of the lengthy de
lays in processing and approving requests as well as 
the absence of explicit criteria for evaluating suc
cess of ridesharing substitution. 

Cooperative Agreements and Financing 

Not all private developers have been coerced into 
financing offsite transportation improvements, and 
not all municipalities have chosen the ordinance 
route in battling suburban congestion. Increasingly, 
both parties are entering into ad hoc, cooperative 
agreements that spell out mutual funding responsi
bilities for offsite roadway improvements. 

Based on the national survey, an estimated 68 
percent of all suburban office developers have helped 
pay for offsite roadway improvements. More than one
half of these public-private coventures have involved 
cofinancing of areawide traffic control improvements, 
such as installing computer-controlled signal net
works. Some of the largest private sector con tr ibu
tions for offsite suburban roadway improvements re
corded to date are given in Table 4. Together, more 
than $300 million has already been spent on or 
pledged toward major infrastructure in the vicinity 
of 13 rapidly expanding office corridors in nine 
major U.S. metropolises. The most generous contribu-

Transportation Research Record 1079 

tion to date has come from the developers of the 
Hacienda Business Park in Pleasanton where more than 
$80 million has been committed toward major freeway 
and arterial investments, as well as the construction 
of areawide pedestrian and cycling trails, residen
tial sound barriers, and flood control canals (7). 

The major advantage of cooperative financing to a 
developer is that, unlike trust fund programs, he 
has some direct control over how his contributions 
are spent. Through the process of negotiations, 
developers can usually secure guarantees that cer
tain pet projects will be funded. The major drawback 
of the negotiated approach appears to be that in 
almost all instances to date, funding has gone to 
nearsite, rather than subregional, roadway improve
ments. The emphasis appears to be more on resolving 
front-entrance access problems than relieving the 
downstream effects of, for example, 50,000 new peak 
trips generated by a colossal employment center that 
just opened. Nearsite investments can contribute 
little to the vehicular capacity of an area if other 
regional improvements are not built in tandem. This 
lesson was brought to light in the case of a $9 mil
lion developer financing of a four-lane highway ex
pansion in McLean, Virginia, that abruptly changes 
into a narrow two-lane road at the owner's property 
line (1.Q.l. 

CONCLUSIONS 

America's suburbs certainly are not lacking in tech
nical know-how for dealing with traffic congestion. 
An assortment of strategies (some design- and land
use-oriented, others involving creative institutional 
arrangements and financing), are viable candidates 
for safeguarding suburban mobility. Still, the ef
fects of any one or two efforts are apt to be mar
ginal, at best, over the long run. In tandem, how
ever, the right cluster of design, land use, and 
transportation management tools could mark the dif
ference between choked and free-flow travel condi
tions. In many suburban corridors, all it takes is a 
3 to 5 percent reduction in peak hour traffic to 
free up clogged arteries and restore circulation. 
However, more will be needed than just additional 
capacity. Quick fixes that ignore more systemic 
problems such as jobs-housing imbalances are ulti
mately doomed for failure. What is called for is a 

TABLE 4 Major Private Sector Contributions to Roadway Improvements Outside of Metropolitan CBDs 

Metropolitan Area 

Denver 

Houston 

Los Angeles 

New York/Newark 

Orange County, Calif. 

Philadelphia 

San Diego 

San Francisco 

Washington, D.C. 

Source: Survey results. 
8 Proposed private contribution. 

Contributor 

Joint Southeast Public Improvement 
Authority 

West Houston Association 
Several Private Developers 
Private Developer 
Private Developer 

Private Developer 

Private Developer 

Private Developer 
Private Developer 

Private Developer 

Private Developer 

Private Developers 

Private Developers 

Amount 
($000,000s) 

238 

8.5 
2.3 
4.0 

308 

11 

65 8 

1.3 
2.0 

57.5 

14 

85 

22 

Location and Types oflmprovemen ts 

Highway upgrading in Southeast Denver area 

New four-lane arterial in West Houston 
New interchanges and ramps on Katy Freeway 
Assorted roadway improvements in Universal City area 
Interchange ramps and signal upgrading in Westchester 

District 
Highway, bridge, and freeway off-ramp improvements in 

the Meadowlands 
Freeway, parkway, ramps, and signal improvements for 

Irvine Spectrum 
Traffic control in Newport Beach area 
Freeway interchange near the Chester brook Corporate 

Center 
New arterials, freeway overpasses, and signal upgrades 

for north county area 
Freeway interchange, signal upgrade, and road widening 

in San Ramon 
Freeway interchanges, computerized signaling, sound

walls, and landscaping in Pleasanton 
New highway and overpass in Fairfax County and Tysons 

Corner area 
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more strategic planning approach whereby both public 
and private interests work together in crafting the 
right balance of design, land use, and traffic man
agement programs tailored to specific suburban needs. 

Any viable and lasting effort must also go beyond 
simply implementing a checklist of TSM and design 
improvements. Major institutional, political, and 
behavioral impediments have to be dealt with as well. 
Indeed, overcoming resistance to limits on suburban 
parking or the distrust some suburbanites have of 
mixed land uses pose far greater challenges than 
adding new freeway interchanges or generating com
puterized carpool matchlists. 

One common denominator of nearly all successful 
suburban transportation programs to date has been 
the expanding role of the private sector. Whether 
through designing in-transit amenities or financing 
offsi te roadway improvements, businesses and devel
opers are emerging as leaders in the war against 
suburban traffic congestion. Most are more than 
willing to pay their fair share simply because they 
realize the long-term profitability of their invest
ments hinges crucially on good access and liveable 
suburbs. 

Overall, recent progress toward safeguarding 
suburban mobility has been encouraging, although 
much remains to be done. Clearly, heading off 
suburban gridlock in the years to come depends on 
both public and private interests working closely 
together, each levering its own resources and unique 
abilities toward this pursuit. 
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Transportation Employment as a Source of 

Regional Economic Growth: 

A Shift-Share Approach 

GRAHAM S. TOFT and ROGER R. STOUGH 

ABSTRACT 

The u.s. economy is experiencing major structural and regional adjustments as 
it develops into an information-oriented society. Traditional (heavy) manu
facturing is threatened by overseas competition while young high technology and 
service industries are burgeoning. In addition, a major shift in population and 
employment is observed from Old North to Old South and to the West. Such eco
nomic and societal transformations can be expected to affect significantly the 
transportation economy. By means of a shift-share analysis, the changing size 
and distribution of transportation employment between 1969 and 1982 is docu
mented. The Northeast and Midwest are losing competitive share in all two-digit 
standartl industrial classification (SIC) transportation categories except 
transportation services. In this paper background is provided for regional 
theorists interested in regional configurations, transportation planners, and 
economic development specialists determined to capitalize on comparative advan
tages of their respective states and localities. The aim is to document, rather 
than explain, regional shifts in transportation employment. 

The quest to determine relationships between trans
portation, investments, and economic activity has 
proven to be more complicated and intractable than 
originally conceived. Location theorists have demon
strated that transportation in the abstract is a 
major determinant in location decisions and urban or 
regional form (1,2). However, the impacts of invest
ments in many basic forms of public works are in
direct, subtle, and possibly variable over the growth 
stages of an urban or regional economy. 

Attempts to demonstrate these relationships focus 
on one or the other side of the "chicken and egg" 
problem: Transportation investments affect economic 
growth, while economic activity spurs transportation 
development. Even if a complex model of simultaneous 
equations were built, findings would probably be 
inconclusive because of uncontrollable variables. 
Furthermore, the marginal productivity of infra
structure investment over the life cycle of regional 
economies is seldom considered. Research findings do 
suggest that in the early stages a highway network 
exhibits developmental stimulus, while in later 
stages it acts more as an agent of personal mobility 
(3,4). 
- In this paper a different approach is taken to 

the transportation-economy question by examining 
shift in the size and location of the transportation 
sector of the economy. The U.S. economy is at an 
advanced stage of sophistication in the sense that 
the transportation infrastructure and related eco
nomic institutions are well established. The distri
bution and spatial and temporal changes Of transpor-
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tation employment are of considerable interest to 
state and local economic development and transporta
tion planning officials. 

The purpos~ of this paper is to document regional 
shifts in transportation employment that result from, 
or possibly stimulate, regional shifts in U.S. eco
nomic activity, especially from North to South and 
West. The paper is ,only indirectly concerned with 
transportation investments as a measure of industry 
economic activity. Focus is on general economic 
activity in transportation that is driven, interalia, 
by regional economic vitality and the availability 
of prior and ongoing infrastructure investments. 

From a theoretical viewpoint, this study adds to 
documentation of major regional and axial shifts now 
occurring in the U.S. spatial economy. For infra
structure planners and economic development special
ists, it provides information on regions and states 
that are winning and loS1 ng in the transportation 
sector and where opportunities for growth in trans
portation employment might lie. 

BACKGROUND 

Approaches 

Approaches to the study of transportation and economy 
have focused largely at the macro- or microlevels. 
Studies at the mesolevel such as that presented in 
this paper are in shorter supply. 

At the macrolevel, cost of transportation con
siderations have been central to the formulation of 
location theories (1) and urban spatial structure 
models (2). Alongside this theory-building, numerous 
empirical studies explored transportation as a 
derived demand, dependent on economic activities, or 
as a determinant of new production possibilities and 
demographic change. Using multivariate statistical 
techniques, some generalizations for highway net
works include the following: 
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1. In the early stage of the development of a 
regional economy the highway network is insufficient 
to stimulate development, 

2. In the second stage it is an agent for physi
cal development, and 

3. In the third state it shifts to becoming a 
mobility asset (1_,_!). Known as the "saturation shift 
theory," (?_) these findings feature tr anspor ta tion 
as a shifting stimulus to economic activity over 
regional economic growth stages. Shifts are also 
observable in terms of the location and distribution 
of transportation employment in mature economies as 
discussed later. 

At the microlevel much is known about the rela
tionships between new transportation investment and 
economic development. Indirect local economic and 
developmental impacts of transit investment, for 
example, can be characterized and operationalized in 
computer impact models (5). 

It is at the mesolevel that economy and transpor
tation studies appear to be less abundant. Wheat 
pointed out in 1969 that little was known about 
whether superior transportation significantly in
fluences manufacturing growth in small to midsized 
urban a~eas. Apart from his work in the early 1970s, 
1 ittle is known about a topic that has potentially 
far-reaching implications for highway and airport 
investment strategies to enhance economic develop
ment. The quest to position regions, states, and 
localities for economic opportunities and growth 
generates a need for semiaggregated or segmented 
data. This paper adds to this body of literature by 
segmenting growth in transportation employment sub
categories for the United States using shift-share 
analysis. 

Regional and Axial Shifts in the U. S. 
Spatial Economy 

The Northeast and Midwest are losing out to growth 
in the Southeast, South, Southwest, and West. This 
is evidenced by population movements, as well as 
shifts in industrial location and employment. The 
Northeast always has been a net out-migration region. 
The sudden change in pace and destination of popula
tion movement beginning in the 1970s is significant. 
Although the West and Southwest show gains in popu
lation, dramatic growth appears in the South. This 
might be interpreted as a direct transfer from the 
Old North to the Old South (8). 

Among the many factors h:i"pothesized as contribut
ing to this regional reorientation is the controver
sial notion that an axial shift is occurring in 
transportation movements. Vining et al. point to an 
obscure proposition that the natural grain of the 
u.s. landscape is north-south, and that high costs 
are associated with maintaining the principal east
west axis of the U.S. space economy (8). Given a 
weakening of conservative values and a liberalizing 
of institutions in the South after the 1960s, along 
with such physical improvements as air-conditioned 
comfort, the South has shown rapid growth since the 
mid-1960s. 

Research Question 

The central focus for inquiry is whether regional 
and axial shifts are having an effect on the spatial 
pattern of the transportation sector. Particular 
attention is given to north-south shifts in the share 
of transportation employment as indicated between 
the East North Central states of Illinois, Indiana, 
Michigan, Ohio, and Wisconsin; and the East South 
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Central, and South A~lantic states (Alabama, Florida, 
Georgia, Kentucky, Mississippi, North Carolina, and 
South Carolina). Six of the top ten trucking states 
are included in this group (.2_). 

DATA 

As is commonly the case in shift-share studies, this 
analysis uses employment data as an indicator of 
industry economic activity. For an industry such as 
transportation, in which many of the work elements 
are nonroutine, and thus dependent on human re
sources, employment is a sound surrogate measure of 
general economic activity. County business patterns 
are used for employment data. The advantages of these 
data are that data from this source are provided 
annually allowing selection of appropriate years for 
comparison, and employment data are available by 
standard industrial classification (SIC) to two or 
more digits by state. Disadvantages of these data 
are that they do not include railroad workers, single 
employed persons, and government workers (nonfederal) 
and that some definitions have changed during the 
past 20 years causing some discontinuities for 
trendline analysis (10). 

The period 1969 through 1982 is used for the 
analysis because 1969 was characterized by strong 
economic performance and 1982 was characterized by 
poor economic performance. In business cycle terms, 
employment changes were thus computed between peak 
and valley years, which will tend to give a conser
vative estimate of growth rates. Data were compiled 
and analyzed on a year-by-year basis to confirm this 
conclusion. 

Employment growth is compared for the following 
transportation-related industries: 

• Total transportation, communications, and 
public utilities (SIC 4). See Table 11 

• Local and interurban passenger transit (SIC 
41). See Table 21 
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• Trucking and warehousing (SIC 42) • See Table 

•water transportation (SIC 44). See Table 41 
•Air transportation (SIC 45). See Table,51 
•Pipelines (SIC 46). See Table 61 and 
• Transportation services (SIC 47) that include 

freight forwarding, arranging transportation services 
(including ticketing, railcar and motor vehicle 
rentals), weigh station, and regulatory activity. 
See Table 7. 

For Tables 1 through 7, note that the County Busi
ness Pattern employment data is based primarily on 
the number of employees reported on U.S. Treasury 
Form 941 by single-establishment firms for the mid
March pay period each year. The employment figures 
do not include most self-employed persons or those 
employed by state and local governments and rail
roads. Consequently, figures derived from the course 
will be less than most other estimates of labor
force size. 

METHODOLOGY 

Shift-share analysis is an approach for identifying 
the differences in the rates of growth among two or 
more regions or states. The shift-share analysis 
specifies those parts of employment change within an 
industry that are attributable to (a) national total 
employment growth, (b) employment growth in the in
dustry under analysis, and (c) a state's growth 
within a particular industry. The shift-share tech
nique helps answer two basic questions about a par-



TABLE 1 Employment Change in Transportation, Communications, and Public Utilities Between 1969 and 1982 (SIC 41, 
42,44,45,46,47,48,49) 

Reg i on , Dlvia l o; 
State 

(l) 

IWRTHEAST 
New England 

Haine 
New Hampshire 
Vermont 
Haaaachuaetts 
Rhode loland 
Connec tlcu t 

Hlddle Atlantic 
New York 
New Jersey 
Pennsylvania 

NORTH CENTRAL/HIDW~ST 

East North Central 
Ohio 
Indiana 
llllnola 
Hlchlgan 
Wiscona ln 

Weat North Central 
Hinneaota 
Iowa 
Hla1ourl 
North Dakota 
South Dakota 
Nebraska 
Kana a a 

SOUTH 
South Atlantic 

Delaware 
Haryland 
Virginia 
West Virginia 
North Carollna 
South Carollna 
Georgia 
Florida 

East South Central 
Kentucky 
Tennessee 
Alabama 
Hia•la•lp~I 

Wea t Sou th Cen tra 1 
Arkanaaa 
Louisiana 
Oklahoma 
Texas 

WEST 
Hountain 

Montana 
Idaho 
Wyoming 
Colorado 
New Mexico 
Arizona 
Utah 
Nevada 

Pacific 
Washington 
Oregon 
Callfornia 
Alaska 
Hawa11 

Un l ted States 
Industry Employment 

nlted States 
Total Employment 

U.1• Loy.men r. 
1%9 

(2) 

196. 740 
12. 838 
10,009 

6 ,397 
106. 569 

14. 383 
46,544 

642,916 
479,919 
144,221 
218, 776 

671,992 
173, 756 

75,787 
231, 183 
127,829 

63,437 

280,659 
63. 401 
38,352 

104 ,905 
8,148 
8,6 79 

23. 639 
33. 535 

503,877 
9,290 

66. 700 
73,477 
28. 052 
79. 231 
28. 984 
84,901 

133. 242 

160,827 
38. 590 
49 ,4 77 
49, 77 5 
22,985 

349. 283 
23. 516 
72. 899 
48,326 

204. 542 

133,072 
10,477 
10, 039 

6 ,47 3 
41,272 
15. 04 7 
23, 174 
16 ,447 
10,143 

534, 118 
58 ,492 
39. 156 

410,162 
7,449 

18 ,859 

3, 703,344 

56. 348 ,4 79 

lmployment 
1982 

(3) 

223, 5 09 
14 , 899 
14 . L 77 
7, 760 

113,047 
12,188 
6l,438 

822,101 
416,393 
186 ,538 
219,170 

712,948 
183,251 
91,530 

227,890 
131,064 

79. 213 

354,972 
84,260 
45,413 

121,367 
13. 589 
11,858 
30,408 
48. 077 

728 ,426 
12,320 
74, 122 

100, 167 
29 ,078 

117,872 
40,794 

133 ,486 
220,585 

226 ,833 
52,067 
71, 593 
68,783 
34,390 

592,959 
33,991 

122,563 
72,427 

363,978 

249,399 
16. 231 
14. 713 
12 ,469 
77,931 
25. 124 
49,465 
31,746 
21, no 

749,412 
79,236 
51,815 

573,658 
16. 258 
28,445 

4,626,875 

74,297,252 

Percent 
Change 

(4) 

13.61 
16 .05 
41.64 
2 i. 31 
6.08 

(15.26) 
32.00 

(2.47) 
(13.24) 

29. 34 
0 .18 

6. 0 9 
5. 4 6 

20 . 77 
(l. 4 2) 

2 .53 
24 . 8 7 

26 .48 
32 .90 

18 ·'• l 
15. 69 
66. 78 
36. 63 
28. 63 
43 .36 

44.56 
32.62 
11.13 
36.32 

3.66 
48. 77 
40.75 
57. 23 
65.55 

41.04 
34.92 
44.70 
38 .19 
49 .62 

69.76 
44.54 
68 .13 
49.87 
77 .95 

87 .42 
54.92 
46.56 
92.63 
88.82 
66.97 

113. 45 
93.02 

114 .14 

40.31 
35.46 
32.33 
39.86 

118. 26 
50.83 

24.94 

31.85 

Na tiooa l 
Growth 

(5) 

62,662 
4,089 
3,186 
2,037 

33 ,942 
4,581 

14. 8 24 

268,469 
152,854 
45. 934 
69. 680 

214 ,029 
55,341 
24, 138 
73. 632 
40, 714 
20. 205 

89 ,390 
20. 193 
12. 215 
33,412 

2,595 
2, 764 
7 ,529 

10. 681 

160 ,485 
2,959 

21, 244 
23,405 
8,935 

25. 235 
9,231 

27,041 
42 ,438 

51, 223 
12,291 
15. 7 54 
15,853 
7,321 

111,246 
7,490 

23. 218 
15. 392 
65. 14 7 

42,383 
3. 34 7 
3, 197 
2,062 

13, 145 
4, 792 
7. 381 
5,238 
3,230 

170,117 
18,629 
12. 4 71 

130,637 
2,373 
6,007 

Employment 
Industry 

Hlx 
(6) 

(13,595) 
(887) 
(692) 
(442) 

(7,364) 
(994) 

(3,216) 

(58,245) 
(33, 162) 

(9 ,966) 
(15,117) 

(46 ,435) 
(12,007) 
(5,237) 

(15,975) 
(8,833) 
(4,383) 

(19,394) 
(4 ,381) 
(2,650) 
(7,249) 

(563) 
(600) 

(l,633) 
(2,317) 

( 34. 818) 
(642) 

(4,609) 
(5,077) 
( 1,938) 
(5,475) 
(2,003) 
(5,867) 
(9,207) 

(ll,113) 
(2,667) 
(3,419) 
(3,439) 
(l,588) 

(24, 135 ) 
( l ,625 ) 
(5,037 ) 
(3,339 ) 

(14,134 ) 

( 9, 195) 
(734) 
(694) 
(447) 

(2,852) 
( 1,040) 
(l,601) 
(l,136) 

(701) 

(36,908) 
(4,042) 
(2,706) 

(28,342) 
(515) 

(1, 303) 

Change Related to 
Competitive/ 
State Share 

(7) 

(22,291) 
(l,141) 

1,672 
(232) 

(20,100) 
(5,782) 
3,286 

( 231,043) 
(183,218) 

6,348 
(54,169) 

(126,639) 
(33,840) 

(3, 158) 
(60,950) 
(28,646) 

(45) 

4, 317 
5,047 

(2,504) 
(9. 701) 
3,409 
l,014 

873 
6,178 

98,882 
713 

(9 ,211) 

8,362 
(5,969) 
18 ,881 
4,582 

27,415 
54, 110 

25,896 
3,851 
9, 777 
6,595 
5,673 

156,565 
4,609 

31,485 
12 ,048 

108 ,428 

83,139 
3, 141 
2,171 
4,381 

26. 366 
6,324 

20,511 
11,197 

9,047 

82,085 
6, 156 
2,893 

61,201 
6,951 
4,883 

Total* 

(8) 

26. 7 69 
2,061 
4, 168 
i ,363 
6,478 

(2, 195) 
14 ,894 

(20,815) 
(63,526) 
42,317 

394 

40. 956 
9,495 
5, 743 

(3,293) 
3,235 

15. 776 

74,313 
20,859 

7,061 
16,462 
5,441 
3,179 
6. 769 

14,542 

224,549 
3,030 
7,422 

26 ,690 
1,026 

38,641 
11,812 
48,585 
87,343 

66 ,006 
13. 4 7 7 
22, 116 
19 ,008 
11,405 

243,676 
10,475 
49 ,664 
24,101 

159,436 

116,327 
5, 754 
4,674 
5,996 

36 ,659 
10 ,077 
26. 291 
15. 299 
11,577 

215,294 
20, 744 
12 ,659 

163 ,496 
8,809 
9,586 

Source: U.S. Bureau of the Census, U.S. Department of Commerce, Census of County Business Patterns. Waahington, D.C.: 
U.S. Government Printing Office. 

*Total is computed by aubtracting the l9b9 from the 1982 Employment figurea. Consequently, total figures may vary 
1llghtly from the figures obtained by summing ~ational Growth, Industry Hix and Competitive/State Share. 



TABLE 2 Employment Change in Local and Interurban Passenger Transit Between 1969 and 1982 
(SIC 41) 

Re loo, Divl•lon 
State 

(l) 

NORTHEAST 
Nev England 

Haine 
New Hampahln 
Vermont 
Haaaachu1ett1 
Rhode bland 
Connecticut 

Hlddle Atlantic 
New YoTk 
New Jeraey 
Pennaylvania 

NORTH CENTRAL/MIDWEST 
Eaat NoTth CentTal 

Ohio 
Indiana 
llUnoh 
Hlchigan 
Wlaconaln 

Weat NoTth CentTal 
Hlnneeota 
Iowa 
HiaaouTl 
NoTth Dakota 
South Dakota 
Nebn1ka 
Kan1aa 

SOUTH 
South Atlantic 

Delaware 
Hnyland 
VlTginia 
Wea t VlTginia 
NoTth CuoUna 
South CaToUua 
GeoTgia 
FloTida 

Eaat South CentTal 
Kentucky 
Tenneaaee 
Alaba .. 
Hioai11ippi 

Weat South Central 
Ar Un••• 
Louiliaua 
Oklahoma 
Texas 

WEST 
Hountaln 

Montana 
Idaho 
Wyoming 
Colondo 
Nev Mexico 
Arizona 
Utah 
Nevada 

Pacific 
Wuhin&ton 
Oregon 
CaUfoTnia 
Aluka 
Hawaii 

n t• t•t•• 
InduotTy Employment 

D e ta ea 
Total Employment 

Employment Employment 
1969 1982 

(2) (3) 

30,305 
l, 1'65 
l,044 

677 
18' 556 
l,896 
6,967 

135,936 
89 ,8 73 
16' 545 
29,518 

64,854 
13 ,509 

4276 
29,088 

9,316 
8,665 

21,978 
8,172 
2,382 
7,706 

592 
510 

l,580 
1,628 

32 ,404 
l,004 
5,972 
7,984 
l,938 
4,644 
l,240 
3,240 
7,622 

10,996 
3,747 
4,054 
2,339 

856 

17 ,459 
l,041 
4,038 
l,304 

ll ,076 

8,702 
802 
674 
341 

2, 181 
l, 749 
l,188 
l,160 
l,767 

37,328 
3,569 
2,699 

29 ,450 
517 

l,610 

28,430 
913 

l,539 
580 

15' 119 
l,694 
8,585 

74,500 
38,922 
15 ,318 
20,260 

37,255 
5,560 
3,064 

14 '779 
4, 101 
9,751 

19 ,454 
8, 101 
l,372 
5, 799 

737 
l,086 
2,359 

24' 7 3 7 
l,350 
4,319 
4,910 
l, 158 
3,264 

2,425 
7 ,311 

7,102 
l,475 
3,049 
l,825 

753 

15 ,452 
791 

3,686 
l, 196 
9, 779 

13,845 
l , 148 

735 
524 

2, 191 
2, 108 
3, 773 

3,366 

34,753 
2,917 
3,440 

24,577 

3 ,819 

Percent 
Change 

(4) 

(6.19) 
(21.63) 
47.41 

(14.33) 
( 18. 52) 
(10.65) 

23.22 

(45 .19) 
(56.69) 

(7.42) 
(31.36) 

(42.56) 
(58.84) 
(28.34) 
(49.19) 
(55.98) 

12.53 

( ll.48) 
(0.87) 

(42.40) 
(24. 75) 

44.51 
(31.27) 
44.90 

( 23. 66) 
34.46 

(27.68) 
(38.50) 
(40.25) 
(29. 72) 

(25 .15) 
(4.08) 

(35.41) 
(60.64) 
(24.79) 
(21.98) 
( 12.03) 

(ll.50) 
(24.02) 

(8. 72) 
(8.28) 

(11.71) 

59 .10 
43.14 

9.05 
53.67 

0.45 
20.52 

217.59 

90.49 

(6.90) 
(18.27) 

27 .45 
(16.55) 

137. 20 

367,664 259,889 (29.31) 

56,348,479 74,297,252 31.85 

Employment Change Related to 
National InduatTy Co~petltlve/ Total* 
GTowth Hix State Shan 

(5) (6) (7) (8) 

9,652 
371 
333 
216 

5,910 
604 

2' 219 

43,296 
28,624 
5,270 
9,401 

20,656 
4,303 
l,362 
9,265 
2 '96 7 
2,760 

7,000 
2,603 

759 
2,454 

188 
162 
503 
518 

10,321 
320 

l,902 
2,543 

617 
l,479 

394 
l,032 
2,428 

3,502 
l, 193 
l ;291 

745 
273 

5,561 
J32 

l,286 
415 

3,528 

2, 772 
255 
215 
109 
694 
557 
378 
369 
563 

ll,889 
l, 137 

860 
9,380 

165 
513 

(18,535) 
( 712) 
(639) 
(414) 

(ll,349) 
(l,160) 
(4,261) 

(83,138) 
(54,966) 
(l0,119) 
(18,053) 

(39,665) 
(8,262) 
(2,615) 

(17,790) 
(5,698) 
(5,300) 

(13,442) 
(4,998) 
(l,457) 
(4, 713) 

(362) 
(312) 
(966) 
(996) 

(19,818) 
(614) 

(3,652) 
(4,883) 
(l,185) 
(2,840) 

(757) 
( l,982) 
(4,662) 

(6, 725) 
(2,292) 
(2,479) 
(l ,431) 

(524) 

( 10,678) 
(637) 

(2,469) 
(798) 

(6, 774) 

(5,322) 
(491) 
(412) 
(209) 

(l,333) 
(l ,069) 

(727) 
(709) 

(l,081) 

(22,830) 
(2,183) 
( l,651) 

(18,012) 
(316) 
(985) 

7,007 
89 

801 
101 

2,002 
354 

3,660 

(21,593) 
(24,609) 

3,622 
(606) 

(8,593) 
(3,989) 

41 
(5,783) 
(2,485) 
3,625 

3,918 
2,324 

(312) 
352 

376 
(31) 

l,208 

l,831 
640 

97 
(743) 
(212) 

( 19) 

135 
l,923 

(671) 
(l,174) 

183 
171 
148 

3, 109 
55 

831 
274 

l, 949 

7,694 
582 
258 
283 
649 
872 

2,933 

2, 117 

8,366 
394 

l ,532 
3,759 

2,681 

(l,875) 
(252) 
495 
(97) 

(3 ,437) 
(202) 

l,618 

(61,436) 
(50,951) 
(l ,227) 
(9,258) 

(27,599) 
(7 ,949) 
(l,212) 

(14,309) 
(5,215) 

l,086 

(2,524) 
(71) 

( l,010) 
(l,907) 

227 
(494) 

731 

(7 ,667) 
346 

(l,653) 
(3,074) 

(780) 
(l,380) 

(815) 
(311) 

(3,894) 
(2,272) 
(l,005) 

(514) 
(103) 

(2 ,007) 
(250) 
(352) 
(108) 

(l ,297) 

5 , 143 
346 

61 
183 

10 
359 

2, 585 

l,599 

(2,575) 
(652) 
741 

(4 ,873) 

2,209 

Source: U.S. Bureau of the Cenaua, U.S. Department of Commerce, Cenaua of County Bu1lne1a Pat
teTD1. Wa1hington, O.C.: U.S. GoveTnment PTinting Office. 

*Total ii computed by 1ubtTacting the 1969 fTom the 1982 Employment fi&uTe l . Con1equently, total 
figuTal .. y vaTy ollghtly fTom the figuTe• obtained by 1u1D11ing National GTowth, Indu1tTy Hix and 
Competitiv./State 5h1n. 
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TABLE 3 Employment Change in Trucking and Warehousing Between 1969 and 1982 (SIC 42) 

Re&loo 1 Dlvl1lon 
State 

(l) 

NORTHEAST 
Nev En&land 

Haine 
Nev llampahire 
Ver•ont 
Haaaachuaetta 
Rhode bland 
Connecticut 

Kiddle Atlantic 
New York 
Nev Jeraey 
Pennaylvania 

NORTH CENTRAL/MIDWEST 
Eaat North Central 

Ohio 
Indiana 
Illinoil 
Michigan 
Wlaconaln 

Weat North Central 
Hlnne1ota 
Iowa 
Mlaaouri 
North Dakota 
South Dakota 
Nebruka 

SOUTH 
Sou th A tlan tlc 

De lava Te 
Haryhood 
Virginia 
Wea t Virginia 
North Carolina 
South Carolina 
Geor&il 
Florida 

Eaat South Central 
Kentucky 
Tenneaaee 
Alabama 
Hiuiuippi 

Weat South Central 
Ar Un••• 
Loulaiana 
Oklahoma 
Texa• 

WEST 
Mountain 

Hont•na 
Idaho 
Wyoaiog 
Colorado 
Nev Mexico 
Arizona 
Utah 
Neva de 

Pacific 
Wuhington 
Orea on 
California 
Alaaka 
HavaU 

D t.tl tAt•a 
lnduatry Employment 

United StatH 
To ta l Employment 

Employment Employment 
1969 1982 

(2) (3) 

54' 502 
4,018 
2,857 
2,134 

27,939 
4,528 

13,026 

200,465 
81, 510 
53,532 
65,423 

232,237 
66,243 
29,207 
75,199 
40,296 
21,292 

90,646 
18,925 
14, 267 
33 ,85G 

2,004 
2,828 
7,738 

10,934 

151,540 
2,986 

18,789 
21,800 

7,058 
34,585 

9,532 
27,657 
29, 133 
54,893 
11,942 
22, 195 
14,685 
6,071 

98,672 
8,520 

14, 761 
14,342 
61,049, 

36,823 
2,974 
3,268 
2,264 

12,398 
3,440 
5,244 
5,763 
l,472 

120, 117 
14,453 
12, 774 
89, 111 

864 
2,915 

50, 354 
4,098 
4, 102 
2, 144 

25,081 
2,633 

12' 296 

179,746 
61,803 
54,801 
63,142 

222,020 
62981 

32,001 
65 '760 
34 ,802 
26 ,476 

114 , 923 
23,922 
17 ,036 
36,062 

4,536 
5,032 

11,587 
16. 748 

180, 182 
2,340 

20, 176 
25 ,624 

7,831 
41, 239 
12, 341 
32,654 
37,977 
75,433 
16,009 
30,846 
19,379 
9,?19 

153. 958 
11,935 
21, 681 
24,081 
96,261 

61,601 
5,104 
5,027 
4,456 

16, 624 
5,431 

10,845 
11,038 
3,076 

153, 584 
20,403 
15,664 

112,286 
2,192 
3,039 

1,039,380 1,193,397 

56,348,479 74,297,252 

PeTcent 
Chenge 

(4) 

(7.61) 
1.99 

43.58 
0.47 

(l0.23) 
(41.85) 
(5.60) 

(10.34) 
(24.18) 

2.37 
(3.49) 

(4.40) 
(4.92) 

9.57 
(12.55) 
(13.63) 
24.35 

26.78 
26.40 
19.41 
6.53 

126.35 
77 .93 
49.74 
53.17 

18.90 
(21.63) 

7.38 
17.54 
10.95 
19.24 
29.47 
18.07 
30.36 
37.42 
34.06 
38.98 
31.97 
63.38 

56 .03 
40.08 
46.88 
67 .9 l 
57.68 

67.29 
71.62 
53.82 
96.82 
34.09 
57.88 

106.81 
91.53 

108.97 

27 .86 
41.17 
22.62 
26.0l 

153.70 
4.25 

14.82 

31.85 

Employment Chenge Related to 
Nationel lnduatry Competitive/ Total* 
Growth Hix State Shere 

(5) (6) (7) (8) 

17 ,359 
1,280 

910 
680 

8,899 
1,442 
4,149 

63,848 
25,961 
17 ,050 
20,837 

73,967 
21,098 
9,302 

23,951 
12 ,834 
6,782 

28,871 
6,028 
4,544 

10' 78 l 
638 
901 

2,465 
3,482 

48,265 
951 

5,984 
6,943 
2,248 

11,015 
3,036 
8,809 
9,279 

17 ,483 
3,804 
7,069 
4,677 
l,934 

31,427 
2, 714 
4,701 
4,568 

19,444 

11, 7 28 
947 

1,041 
721 

3,949 
1,096 
1,670 
1,836 

469 

38,257 
4,603 
4,068 

28,382 
275 
928 

(9,282) 
(684) 
(487) 
(363) 

(4,758) 
(771) 

(2,218) 

(34,139) 
(13 ,881) 
(9, 116) 

(11,142) 

(39,550) 
( 11, 281) 
(4,974) 

( 12,806) 
(6,862) 
(3,626) 

(15,437) 
(3,223) 
(2,430) 
(5, 765) 

(341) 
(482) 

( l ,318) 
(l ,862) 

(25,807) 
(509) 

(3,200) 
(3,713) 
(l,202) 
(5,890) 
(l ,623) 
(4,710) 
(4,961) 

(9,3488) 
(2,034) 
(3,780) 
(2,501) 
( l,034) 

( 16,804) 
(l,451) 
(2,514) 
(2,442) 

( 10 ,397) 

(6,271) 
(506) 
(557) 
(386) 

(2,111) 
(586) 
(893) 
(981) 
(251) 

(20,456) 
(2,461) 
(2' 175) 

(15,176) 
( 147) 
(496) 

( 12' 225) 
(516) 
822 

(306) 
(6,999) 
(2,566) 
(2,660) 

(50,428) 
(31,787) 

(6,665) 
(11,977) 

(44,635) 
(13,079) 
(l,534) 

(20,583) 
( 11,466) 

2,029 

10,841 
2,192 

655 
(2,805) 
2,235 
1,784 
2, 702 
4,194 

6,184 
(l ,088) 
(l,398) 

593 
(273) 

l,529 
1,396 

899 
4,527 

12,405 
2,298 
5,362 
2,518 
2,948 

40,663 
2,152 
4,732 
7,614 

26,165 

19,321 
1,689 
1,274 
1,856 
2,389 
1,481 
4,824 
4,421 
1,386 

15,666 
3,808 

997 
9,969 
l,200 
(308) 

(4,148} 
80 

1,245 
10 

(2,858) 
(l,895) 

(730) 

(20, 719) 
(19,707) 

1,269 
(2,281) 

(J.0,217) 
(3,262) 

2,794 
(9,439) 
(5,494) 

5184 

24,277 
4,997 
2,769 
2,212 
2,532 
2,204 
3,849 
5,814 

28,642 
(646) 

l,387 
3,824 

773 
6,654 
2,809 
4,997 
8,844 

20,540 
4,067 
8,651 
4,695 
3,848 

55,286 
3,415 
6,920 
9,739 

35,212 

24, 778 
2,130 
1, 759 
2,192 
4,226 
1,991 
5,601 
5,275 
l,604 

33,467 
5,950 
2,890 

23,175 
1,328 

124 

SouTce: U.S. Bureau of the Cenaua, U.S. Departc ent of CommeTce, Cen1u1 of County Bualn•• • Pat• 
terna. Waahinaton, D.C.: U.S. Government Printing Office. 

*Total ia computed by aubtractioa the 1969 froa the 1982 Ellployaent fi&uraa. Conaequently, total 
fiaurea .. y vary ali&htly from the figure• obtained by aummin& National Growth, Induatry Hix and 
Competitive/State Shere. 



TABLE 4 Employment Change in Water Transportation Between 1969 and 1982 (SIC 44) 

Region, Division 
State 

(l) 

NORTHEAST 
New England 

Haine 
New Hampshire 
Vermont 
Hae1achu1etta 
Rhode la land 
Connec tlcu t 

Hiddle Atlantic 
New York 
New Jer1ey 
Pennsylvania 

NORTH CENTRAL/HIDWEST 
East North Central 

Ohio 
lndiatu1 
lllinoh 
Hichigan 
Wi1conaln 

West North Central 
Hinneaota 
love 
Hi11ouri 
North Dakota 
South Dakota 
Nebraska 
Kanaaa 

SOUTH 
South Atlantic 

Delaware 
Haryland 
Virginia 
WHt Virginia 
North Carolina 
South Carolina 
Georgia 
Florida 

Ea•t South Control 
Kentucky 
Tennea1ee 
Alabou 
Hiuiuippi 

Wa•t South Central 
Arkan•u 
Louidaoo 
OltlahoM 
Texa1 

WEST 
Mountain 

Hontaoo 
lclabo 
Wyoming 
Colorado 
llav H••ico 
Arl&olUI 
Utab 
Nevada 

Pacific 
Uubincton 
Ora con 
California 
Alulta 
Havall 

United StatH 
Indu•try r..ploy.ent 

bolted State• 
Total laploym•nt 

Employment Employment 
1969 1982 

(2) (3) 

2,266 
274 

95 

1,284 
613 
724 

46 , 45 2 
30,149 

7,489 
8,814 

8,590 
4,144 

699 
2,584 
1,163 

2,394 
403 

53 
1,991 

25,007 
489 

8,421 
5,302 

566 
2,602 
l,325 
l,044 
7,860 
8,438 
l, 114 

852 
4,463 
2,009 

27,092 
123 

18,536 
77 

8,479 

34,476 
7,772 
3,679 

22,014 
1,011 
1,701 

4,240 
684 
164 
83 

2,650 
576 

37,544 
19,671 
10. 635 

7,238 

7,830 
2,916 

856 
3,204 

754 

5, 19 3 
5, 886 

4,607 

126 

31,323 
2,483 
6,071 
4,584 

585 

1,950 
1,935 

13,697 
11,301 

2,034 
l, 215 
5,163 
2,880 

66,551 

42,037 
244 

24,270 

20 
18 

130 

35,600 
7,905 
3,783 

22, 775 
1,137 

Percent 
Change 

(4) 

87 .11 
149 .64 

72.63 

106. 39 
(6.04) 

( 19 .18) 
(34. 75) 
42.01 

(17.88) 

(8.85) 
(29.63) 
22.46 

(23.99) 
(35 .17) 

116 .92 
45.41 

131.99 

25.26 
407. 77 
(27.91) 

13.54 
3.36 

47.17 
87.07 
74.26 
33.93 
82.59 
42.61 
15.68 
43.35 

145 .65 

126.79 
216.88 
186. 24 

3.26 
l. 71 
2.83 
3.46 

12.46 

160,906 205,878 27.95 

56,348,479 74,297,252 31.85 

Employment Change Related to 
National Industry Competitive/ Total* 
Growth Hix State Share 

(5) (6) (7) (8) 

722 
87 
30 

409 
195 
236 

14. 795 
9,602 
2,385 
2,807 

2, 736 
l ,320 

223 
823 
370 

762 
128 

17 
634 

7,965 
156 

2,682 
1,689 

180 
829 
422 
333 

2,503 
2,688 

355 
271 

1,421 
640 

8,629 
39 

5,904 
25 

2,701 

10 ,981 
2,475 
1,172 
7,011 

322 
542 

(88) 
(11) 
(4) 

(50) 
(24) 
(28) 

( 1,812) 
(1,176) 

(292) 
(344) 

(335) 
(162) 

(27) 
( 101) 

(45) 

(93) 
(16) 

(2) 
(78) 

(975) 
(19) 

(328) 
(207) 

(22) 
(101) 
(52) 
(41) 

(307) 
(329) 

(43) 
(33) 

(174) 
(78) 

(l,057) 
(5) 

(723) 
(3) 

(331) 

(l,345) 
(303) 
(143) 
(858) 

(39) 
(66) 

l, 341 
333 

42 

1,007 
(208) 

(21,891) 
(18,905) 

l,053 
(4,040) 

(3' 161) 
(2,386) 

(38) 
(102) 
(734) 

2, 130 
70 

2,060 

(673) 
1,857 

(4 '704) 
(2,200) 

(139) 

255 
617 

3,640 
~5 

309 
125 

(548) 
309 

31, 88 7 

18,321 
145 

13 ,421 

(8,512) 
(2,039) 

(924) 
(5,391) 

(159) 

1, 97" 
410 

69 

1,366 
(37) 

(8,908) 
(l0,478) 

3,146 
( l, 576) 

(760) 
(l,228) 

157 
620 

(409) 

2,799 
183 

2,616 

6,316 
1,994 

(2,350) 
(718) 

19 

625 
909 

5,837 
2,863 

920 
363 
700 
871 

39 ,459 

23 ,501 
167 

15,791 

1,124 
133 
104 
761 
126 

Source: U.S. Bureau of the Can•u•, U.S. Dapartllent of eo .. arce, Cen•ua of County Bu•ine•• Pat
taroa. Ua•hinaton, D.C.: U.S. Go•ernment Printin& Office. 

*Total i• co•puted by aubtractin& tha 1969 frOll tbe 1982 Employ.ant flcurea. Cooaaquently, total 
flcuraa My Tery •li&btly fr1111 tbe ficura• obtained by 1u .. 1n1 lilotiooal Growth, Induotry Mi• and 
COllpatltiTa/State Sbare. 



TABLE 5 Employment Change in Transportation by Air Between 1969 and 1982 (SIC 45) 

Region, Division [m~loya1•n t 1:Jnpluy111r: nt. Percent Emvloyment Change Related to 
State 1969 1982 Ch1rnge National Industry Compe tl tive/ Total* 

Growth Hix State Share 
(l) ( 2) (3) (4) ( 5) (6) (7) (6) 

NORTHEAST 
New England 9,076 ll,858 30.65 2,891 (54U) 431 2,782 

Haine 164 616 275.61 52 (10) -410 452 
New Hampshire 128 41 (8) 
Vermoo t 515 
Hasaachuaetts 8,095 9.125 13.84 2,576 (482) ( 977) l,120 
Rhode ls land 
Coooec ti cut 817 1 , 6 02 96.UB 260 (49) 573 785 

Hiddle Atlantic 71, 402 71,408 0.008 22,742 (4,248) (18,487) 6 
New York 56' 390 49,257 (12.65) 17 '960 (3 ,355) (21,738) (7' 133) 
New Jersey 6,343 9 ,631 51.84 2,020 (377) l,645 3,288 
Pennsylvania 8,669 12,520 44 .42 2,761 516 l ,606 3,851 

NORTH CENTRAL/HIDWlST 
East North Central 38 '296 42,648 l l. 36 12,197 (2,279) (5,567) 4,352 

Ohio 4,920 6,586 33.90 l, 56 7 ( 293) 394 l,668 
Indiana l ,971 2,188 ll. Ol 628 ( 117) (293) 217 
I llinoie 24,04) 25,520 6.14 7 '65~ (l,431) (4' 7 51) l,477 
Michigan 5,876 6,200 5.51 1,872 (350) ( l, 198) 324 
Wisconsin l ,486 2' 152 44.82 473 (88) 28 l 666 

West North Central 26' 417 28,378 7 . 42 8 ,414 (l,572) (4 ,881) 1,961 
Minnesota 7 ,036 9,336 32 . 69 2' 24 l (418) 478 2,300 
Iowa 741 755 l.89 236 (44) (178) 14 
Missouri 16,321 14' 8 ll (9 . 25) 5, 190 ( 97 l) (5,737) (l,510) 
Nor th Dakota 178 276 55.06 57 ( ll) 52 98 
Sou th Dakota 28 7 236 (17.77) 91 ( 17) ( 125) ( 51) 
Nebraska 736 729 (0 . 95) 234 (44) (198) ( 7) 
Kansas l, 118 2,235 99 . 91 356 (67) 827 l, 117 

SOUTH 
South Atlantic 60,481 90,909 50.31 19,263 (3,599) 14 '7 63 30,428 

Delaware 802 255 (48) 
Maryland l ,419 l, 907 34.39 452 (84) 120 488 
Virginia 6,985 9,857 41.12 2,225 (416) l, 063 2,872 
West Virginia 175 595 240.00 56 (lo) 375 420 
North Carolina 3' 7 20 6,509 74.97 1,185 ( 22 ll l, 825 2,789 
South Carolina 754 l,218 61. 54 240 (45) 269 464 
Georgia 14389 28, 13 2 95.51 4,583 (856) 10 ,016 13,743 
Florida 33,093 42,691 29.00 10' 540 (l ,969) l, 026 9,598 

East South Centra 1 9. 25 l 14 ,634 58. 19 2,946 (550) 2,987 5,383 
Kentucky l, 258 2,077 65. 10 401 (75) 493 819 
Tennessee 3,028 8,824 19 l. 45 964 ( 180) 5' 013 5,797 
Alabama 4,584 3,096 (32.46 ) l, 460 ( 273) (2,675) ( l ,488) 
Mississippi 381 637 67.19 12 l ( 23) 157 256 

West South Central 30,383 48,512 59.67 9. 677 (l,808) 10,260 18' 129 
Arkarisas 339 l,059 212 . 39 l ,088 (20) 632 720 
Louisiana 2,976 8,031 169 .86 948 ( 177) 4,284 5,055 
Oklahoma 8665 3, 714 ( 57 . 14) 2,760 ( 516) (7,195) (4,951) 
Texas 18,403 35,708 94 . 03 5,861 ( l ,095) 12,538 17,305 

WEST 
Mountain 13,637 27,027 98.19 4,343 (811) 9 ,858 13,390 

Montana 398 697 75.13 127 (24) 196 299 
Idaho 329 548 66.57 lU5 ( 20) 134 219 
Wyoming 209 470 124. 88 67 (12) 206 26 l 
Colorado 6,933 14,903 114. 96 2,208 (413) 6,175 7,970 
New Hexico 866 818 (5.54) 276 ( 5:1) (27 2) (48) 
Arizona 2,781 4,982 79.14 886 ( 165) l ,48 l 2,201 
Utah l,073 2' 29 l 113.51 342 (64) 940 l,218 
Nevada 1048 2,318 121. 18 334 (62) 999 l,270 

Pacific 79. 17 5 91,251 15. 25 25' 217 (4, 711) (b,430) 12,076 
Washington 7,124 8,684 21.90 2,269 (424) (285) l,560 
Oregon l ,46 7 l,964 33. 88 467 (87) ll 7 497 
California 63,275 68,595 8.41 20' 153 ( 3' 765) (ll,068) 5,320 
Alaska 2. 656 5,655 112.91 846 (158) 2 ,311 2,999 
Hawaii 4,653 6,353 36. 90 l,482 (277) 512 l,700 

UliTI•d St.Ceo 
Industry Ernployment 340,793 429 '071 25.90 

United States ---------------
To ta l Employment 56,348,479 74,297,252 31. 85 

Source: U.S. Bureau of the Census, u. s. Uepartment of Commerce, Census of County Business Pat-
terns. Washington, ~.c.: u .s. Government Printing Ofllce. 

*Total is cocipu ted by 5ubtracting the 1969 t ror.i the 1982 l:.mployment figures. Consequently, total 
figures may vary slightly f ror.i the figures ob ta Lned by sunminc National Growth, Industry Mix and 
Competitive/State Share. 



TABLE 6 Employment Change in Pipelines Except Natural Gas Between 1969 and 1982 (SIC 46) 

Re1iou, Dlvlaioo 
State 

(1) 

NORTHEAST 
Nev England 

Maia• 
Nev llampohlre 
Vermont 
Ma11aehuaetta 
Rhode lo land 
Coaaec tlcu t 

Hlddle Atlantlc 
Nev York 
Nev Jersey 
Peua1ylvanla 

NORTH CENTRAL/HlDWEST 
Eoat North Central 

Oh lo 
lndlana 
Illloolo 
Hlchlgan 
Wi1con1ln. 

Weot North Central 
Hlnneaota 
Iowa 
llluourl 
North O.kota 
South O.kota 
Nebruka 
Kan1a1 

SOUTH 
South Atlantlc 
Delaware 

Hnyland 
Vlrclnlo 
lint Vlrglnla 
North Carollna 
South Carolloa 
Georg la 
Florld• 

Eut South Central 
Kentucky 
Tenne11ae 
Alabeaa 
Hlululppl 

Weot South Central 
Arunoaa 
Louillana 
Oklahoma 
Texaa 

WEST 
Hountaln 

Hoauna 
Idaho 
Wyodn& 
Colorado 
Nev Mexico 
Arl&ona 
Utah 
Nevada 

Pacific 
Waohhgton 
Oree on 
California 
Alul<a 
HavaU 

United Statu 
lnduatry Employment 

Oohed Statu 
Total !aploy•ent 

Emplo)'llent Emplo)'llent Percent 
1969 1982 Change 

(2) {)) (4) 

1,101 
174 
127 
800 

1,637 
570 
135 
766 
166 

1,352 

174 
259 

184 
1,093 

485 

142 
137 
114 

485 

322 
166 

156 

5,347 

812 
1,980 
4,535 

690 
133 

322 

235 

782 

782 

L, 204 
146 
212 
846 

2,073 
956 
165 
824 
128 

1, 2334 

9.36 
(16.09) 
66.93 

5. 75 

88.28 
67. 72 
22. 22 

7.57 
(22.89) 

(8. 73) 

187 (27.80) 

1,047 (4.21) 

343 (29.28) 

343 (29.28) 
50 

327 l.51 
171 3.01 

50 
65 

156 o.oo 

5,322 (0.47) 

801 

4,521 

(l.35) 

(0.30) 

420 (39.13) 
43 (67.67) 

227 (29.50) 
966 
150 (36.17) 

1,812 131.71 

1,812 131.71 

15,522 18,599 19.82 

56,348,479 74,297,252 31.85 

Employseot Chan&e Related to 
Natlonal lnduatry Competltlve/ Total* 
Growth Hlx State Share 

(5) (6) (7) (8) 

351 
55 
40 

255 

351 
182 

43 
244 

53 

431 

55 
82 

59 
348 

154 

45 
44 
36 

154 

103 
53 

50 

1,703 

259 
631 

1,444 

220 
42 

103 

75 

249 

249 

( 132) 
( 21) 
(15) 
(96) 

(132) 
(69) 
( 16) 
(92) 
(20) 

( 163) 

( 21) 
(31) 

( 22) 
(131) 

(58) 

( 17) 
(16) 
( 13) 

( 58) 

(39) 
(20) 

(19) 

(643) 

(98) 
(238) 
(546) 

(83) 
(16) 

(39) 

(28) 

(94) 

(94) 

(115) 
(62) 

60 
(113) 

754 
273 

3 
(94) 
(71) 

(386) 

(123) 

(171) 

(238) 

(238) 

(59) 
(28) 

(31) 

(l ,085) 

(172) 

(912) 

(407) 
(116) 

( 159) 

(132) 

875 

875 

103 
(28) 
85 
46 

972 
386 

30 
58 

(38) 

(118) 

(72) 

(46) 

(142) 

(142) 

0 

(25) 

(11) 

( 14) 

(270) 
(90) 

(95) 

(85) 

l,030 

l,030 

Source: U.S. Bureau of the Cenau1 1 U.S. Depart•ent of Coa11erce, Can1u1 of County Bu1lne11 Pat
terno, Waohin&ton, D.C.: U.S. Covern•oot Printing Office. 

•total ia computed by oubtractin& the 1969 from the 1982 t:mploy•ent fi&ur••· Conoequently, total 
ficuraa .. y vary oli&htly from the fi&urea obtalned by oummin& National Growth, lnduotry Hlx and 
Co•petltlva/State Share. 
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TABLE 7 Employment Change in Transportation Services Between 1969 and 1982 (SIC 47) 

Re&ion, Diviaion f.olploymeot Employment Percent Employment Change Related to 
State 1969 1982 Change National Induatry Coapetitivef Total* 

Growth Hix State Share 
( l) (2) (3) (4) (5) (6) (7) (8) 

NORTHEAST 
Nev En&land 4,329 11,428 163.99 1,379 3,887 1,833 7,099 

Haine 346 
Nev lla11pohire 487 
Verw.ont i09 344 215.60 35 96 102 235 
Ha•••chuaett• 3,018 6,442 113 . 45 961 2, 710 (247) 3,424 
Rhode laland 276 571 106.88 88 248 (41) 295 
Connec~tcut 926 4,071 339 . 63 295 831 2,019 3, 145 

Kiddle Atlantic 36,869 51, 778 40.44 11, 743 33,105 (29,938) 14,909 
Nev York 29,043 35,436 22.0l 9,250 26 ,078 (28,936) 6,393 
Nev Jeraey 3. 291 8,395 155 .09 l,048 2,955 l, 101 5,104 
Pennaylvania 4,535 7,947 75.24 1,444 4,072 (2,104) 3,412 

HORTH CENTRAL/llIDWEST 
Eut North Central 13,493 30,483 125.92 4,298 12, 115 577 16,990 

Ohio 2,289 5,795 153.17 729 l ,055 722 3,506 . 
Indiana 644 2,129 230.59 205 578 702 1,485 
lllinoia 7,000 14,637 109 .10 2,230 6,285 (878) 7,637 
Hichigan 2,809 5,327 89.64 895 2,522 (899) 2,518 
Wi 1conain 751 2,595 245.54 239 674 930 1,844 

Weot North Central 4,919 10 ,388 111.18 1,567 4,417 (514) 5,469 
Hlnneaota 1,226 3,390 76.51 390 l, 101 673 2,164 
iowa 447 1,097 145.41 142 401 106 650 
Hiaaouri 2,616 3,979 52.10 833 2,349 ( 1,819) 1,363 
North Dakota 135 283 109.63 43 121 (16) 148 
South Dakota 101 256 153.47 32 91 32 155 
Hebruka 900 287 808 
Kanaa1 394 1,383 251.02 125 354 510 989 

SOUTH 
South Atlantic 11,869 30,621 157. 99 3,780 10 ,657 4,314 18, 752 

Delaware 585 
Maryland 1,556 3 ,667 135.67 496 1,397 218 2, 111 

Virginia 873 3,376 286. 71 278 784 1,441 2,503 
Weat Virginia 143 46 128 
North Carolina 977 2,470 152.81 31! 877 305 1,493 
South Carolina 360 1,878 421.67 115 323 1,080 1,518 
Georgia 2,836 3,895 37.34 903 2,546 (2 ,391) 1,059 
Florida 5. 267 15 ,335 191.15 1,678 4, 729 3,661 10,068 

Eut South Ce'!tral 2,123 5, 157 142.91 676 l ,907 452 3,034 
Kentucky 443 1,191 168.85 141 398 209 748 
Tennea1ee 647 2,152 232.61 206 581 718 1,505 
Alabama 901 1,368 51.83 287 809 (629) 467 
Hiuiuippi 132 446 237.88 42 119 153 314 

Weit South Central 7,186 25 ,588 256.08 2,289 6,452 9,661 18,402 
Arkan••• 146 650 345.21 47 131 326 504 
Louisiana 2,415 4,657 92.84 769 2, 168 (696) 2,242 
Oklahoma 474 1,179 148. 73 151 426 128 705 
Texaa 4, 151 19, 102 360.18 1,322 3,727 9,902 14,951 

WEST 
llountain 1,458 8,751 500.21 464 1,309 5,519 7,293 

Hontain.a 92 404 339 .13 29 82 201 312 
Idaho 84 504 500.00 27 75 318 420 
Wyoming 44 14 40 
Colorado 600 3,263 443.83 191 539 1,933 2,663 
Nev Mexico 86 513 496.51 27 77 322 427 
Ar bona 331 2,062 522.96 105 297 1,328 1,731 
Utah 198 l,078 444.44 63 178 639 880 
Nevada 67 927 1,283.58 21 60 778 860 

Pacific 17 ,687 47,354 167. 73 5~ 633 15 ,881 8,153 29,667 
llaahington l,644 5,403 228.65 524 1,476 l, 759 3,759 
Oregon 770 2067 168 .44 245 691 360 1,297 
California 13,576 35 ,501 161. 50 4,324 12, 190 5,411 21,925 
Alaaka 649 
Hawaii l,697 4,383 158.28 540 1,524 622 2,686 

n • utu 
Induatry Employment 102,117 226,328 121.64 

56,348,479 74,297,252 31.85 

SOUl'C•: U.S. Bureau of the Cen1u•, U.S. Department of Commerce, Cen1u1 of County Bua in••• Pat-
tero.1. Waahington, D.C.: U.S. Government Printing Office. 

•Total ia co•puted by 1ubtrec ting the 1969 fro• the 1982 Employment figureo. Conaaquently, total 
fi&ur .. .. y vary a lightly from the figure• obtained by 1u1111ing National Growth, lnduatry Hix an~ 
Competitive/State Share. 



Toft and Stough 

ticular industry for a particular region or state. 
Is the state increasing or decreasing its share of 
national employment for each industry (shown in each 
table as Competitive/State Share)? Does the state 
have an enhancing or impeding industry mix relative 
to the nation as a whole (shown as Industry Mix)? 

In Tables 1-7, Columns 1, 2, and 3 give the raw 
data for each region and state. Column 4 displays 
the percentage growth rate in employment. Data for 
all nine geographic diversions and 50 states are 
given in each table. National employment data and 
percentage change for the particular industry (SIC) 
and for U.S. total employment is provided on the 
last two rows of each table. 

Columns 5 through 8 designate the employment 
growth according to Items 1, 2, and 3 listed at the 
beginning of this section. First, changes in overall 
national employment may be treated as a reflection 
of business conditions (Column 5). For example, if 
national employment increases it will, to some ex
tent, contribute to growth in specific industries 
and regions. The opposite effect would be translated 
by sluggish or declining national employment. 

Employment in an industry may be increasing or 
decreasing independently from national employment 
trends and, consequently, may be viewed as a second 
component affecting employment changes in a region. 
Column 6 shows the increment in employment above or 
below that in Column 5 attributable to the national 
growth rate of the particular SIC. This is known as 
industry mix. A large negative number in this column, 
relative to other states, indicates that that state 
has above average concentration in a national slow
growth industry. 

Finally, a region or state may have particular 
attributes that make it more or less attractive than 
other areas for a particular industry. Because the 
areas being compared in this study are primarily the 
states, this component is called the state share. 
The state share is a reflection of how competitive a 
state is in the specific industry being examined. 
Column 7 shows the increment in employment above or 
below that in Column 6 attributable to how a partic
ular state's SIC g~owth rate varies from the national 
growth rate for that SIC. By comparing the signs and 
absolute values of the growth components in Columns 
6 and 7 it is possible to discern whether growth or 
decline in a particular region or state is attribut
able primarily to concentration of the industry or 
to the economic performance of that industry in the 
specific region or state. 

The methodology also allows for the identification 
of high-performer regions and states. Two criteria 
are used to screen for high-performer states: (a) 
the competitive share (Column 7) must be at least 
equal to the national growth component (Column 5), 
that is, growth in competitive share must be compara
ble with growth resulting from the national economy; 
and (b) absolute growth in employment (Column 8) 
must be at least 2 percent of absolute growth for 
the industry nationally. 

RESULTS 

~lajor Employment Tre nds in Transportation 

Table 8 displays the national growth rates for all 
the SICs under consideration. Except for transporta
tion services (SIC 47), at 121.64 percent, the 
transportation sector had a slower growth (24.94 
percent) than national employment growth (31.85 per
cent). Local and interurban passenger transit (SIC 
41) had a negative growth of -29.31 percent. The 
remaining industry growth rates ranged from 14.82 
percent (trucking and warehousing) to 27 .95 percent 
(water transportation). 

TABLE 8 National SIC Growth Rates 

Negatives 

All U.S. employment 
SIC 4-To ta! transportation communications and public 

utilities 
SIC 41-Local and interurban passenger transit 
SIC 42-Trucking and warehousing 
SIC 44-Water transportation 
SIC 45-Air transportation 
SIC 46-Pipelines 
SIC 47-Transportation services 

33 

Change 
1969-1982 (%) 

31.85 

24.94 
-29.31 

14.82 
27.95 
25.95 
19.82 

121.64 

Source: U.S. Bureau of the Census, U.S. Department of Commerce. Census of County 
Business Patterns. U.S. Government Printing Office. 

Growth rates by industry and by geographic region 
are given in Table 9. For SIC 4 (transportation, 
communications, and public utilities) growth rates 
in the Northeast and North Central regions were 
considerably lower than those in the South and West. 
In general, this pattern repeats itself for SICs 41, 
42, and 45. Some variation can be observed in water 
transportation (SIC 44) where the growth in New Eng
land, West North Central and West South Central was 
outstanding. For pipelines (SIC 46), very high growth 
rates in East North Central and Pacific can be ob
served. However, both these transportation industries 
are unique to particular subregions of the United 
States and neither are major employers. SIC 47 
(transportation services) also varied from the gen
eral pattern in that New England and East North Cen
tral displayed growth more nearly comparable with 
the South and West. 

These broad patterns are shown in Table 10. Here 
growth rates are shown by three indicators: D for 
absolute decline, 1 for above industry rate, and 0 
for below industry rate. High growth geographic 
divisions--those with five or more ls--are all found 
in the South and West. 

Shift-Share Discussion by SIC 

Because of the unique character is tics of employment 
in local and interurban passenger transit, water 
transportation, and pipelines, the following ~is
cussion concentrates on SICs 4, 42, 45, and 47 using 
the shift-share Tables 1, 3, 5, and 7. 

The results of the shift-share analysis for SIC 4 
appear in Table 1. All states enjoyed some growth in 
transport-related employment during the study period, 
with the exceptions of Rhode Island, New York, and 
Illinois (Column 8). The shift-share analysis shows 
that growth in the East North Central was due en
tirely to national growth (all negative figures in 
Columns 6 and 7). While all states "lost" employment 
in Column 6 because the transportation sector grew 
more slowly than total national employment, only in 
the New England, middle Atlantic and East North Cen
tral did most states "lose" employment due to de
clines in the state share. Moreover, the middle 
Atlantic and East North Central regions had by far 
the lowest percentage increase (-2.47 and 6.09 per
cent, respectively) in transport-related employment. 
In short, the East North Central states were not 
competitive with the East South Central, West South 
Central or South Atlantic states. During the study 
period growth in transport-related employment re
sulted in more absolute employment in the South 
Atlantic states than in the East North Central. 
Indiana and Wisconsin were the best-performing 
states within the East North Central states. How
ever, the large majority of states in the South 
Atlantic, East and West South Central regions ex-
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TABLE 9 Growth Rates by Region and SIC• 

SIC 4 SIC 41 SIC 42 SIC 44 SIC 45 SIC 46 SIC 47 

Northeast 

New England 13.61 -6.19 -7.61 87.II 30.65 _b 163.99 
Middle A ti antic -2.47 -45.19 -10.34 -19.18 0.01 9.36 40.44 

North Central 

East North Central 6.09 -42.56 -4.40 -8.85 11.36 88.28 125.92 
West North Central 26.48 -11.48 26.78 116.92 7.42 -8.73 111.18 

South 

South Atlantic 44.56 -23.66 18.90 25.26 50.31 -29.28 157.99 
East South Central 41.04 -35.41 37.42 33.93 58.19 1.51 142.91 
West South Central 69.76 -11.50 56.03 145.65 59.67 -0.47 256.08 

West 

Mountain 87.42 59.10 67.29 - b 98.19 -39.13 500.21 
Pacific 40.31 -6.90 27.86 3.26 15.25 131.71 167.73 
Induslly nationwide 24.95 -29.31 14.82 27.95 25.90 19.82 121.64 
All U.S. employment 3 J.85 31.85 31.85 31.85 31.85 31.85 31.85 

Source: U.S. Bureau of the Census, U.S. Department of Commerce. Census of County Business Patterns. U.S. Government 
Printing Office, 

~Perct'!l'Hnge of change from 1969 to 1982. 
No d1ua available, 

TABLE 10 Simplified Growth Rates by Region and SIC 

SIC 4 SIC 41 SIC 42 SIC 44 SIC 45 SIC 46 SIC 47 

Northeast 

New England 0 l,D O,D I 1 -· I 
Middle Atlantic O,D O,D O,D O,D 0 0 0 

North Central 

East North Central 0 O,D O,D O,D 0 I I 
West North Central I l,D l I 0 O,D 0 

South 

South Atlantic l,D 0 O,D 
East South Central O,D I 0 
West South Central l,D l O,D 

West 

Mountain l - a I 0 
Pacific 1,D 0 0 I 

Note: D = absoJute decline, O =below industry growth rate, and 1 =above industry rate. 
3 No data available. 

perienced growth at almost twice the rate experienced 
in Indiana and Wisconsin. 

Of all transportation employment categories, local 
and interurban passenger transit (SIC 41) suffered 
most between 1969 and 1982 (Table 2). The middle 
Atlantic and East North Central regions were hit 
hardest with changes of -45.19 and -42.56 percent, 
respectively, compared with the national rate of 
-29.31 percent. Relative to the southern states, the 
state share (Column 7) is worst for the Northeast 
and Midwest, indicating loss in competitive position. 

This loss in competitive position is repeated for 
trucking and warehousing (SIC 42) in Table 3. In 
absolute terms, the East North Central region retains 
the highest absolute employment. However, with a 
growth rate of -4.4 percent, major losses occur. This 
is dramatized by contrasting Michigan's employment 
decline from 40,000 to 35,000, with North Carolina's 
gain from 35,000 to 41,000. 

In Table 5, air transportation (SIC 45), two East 
North Central states perform above the national in-

dustry average, but on balance the Midwest loses 
competitive share to the South and West. Furthermore, 
in absolute terms, South Atlantic air transportation 
employment exceeds that for the East North Central; 
in relative terms the South Atlantic states have 
performed far beyond the East North Central states. 

Finally, Table 7 shows the only bright spot for 
the Northeast and Midwest. Its transportation ser
vices (SIC 47) show a healthy growth rate of +125.92 
percent, not far behind the East South Central and 
the South Atlantic, all performing ahead of 'the na
tional average of +121.64 percent. Transportation 
services depend on sophisticated transportation net
works, intermodel facilities and good computer and 
telecommunications systems. The Northeast and Midwest 
probably retain a strong technological and institu
tional endowment with their science-based industries, 
technical labor force, and built communications sys
tems. The South and West would appear to have com
paratively less advantage in this area of transpor
tation employment. 



Toft and Stough 

In summary, the general pattern of Table 1 tends 
to persist at all two-digit levels, with some excep
tions. That pattern is job loss in all regions due 
to industry mix, and further loss in the Northeast 
and Midwest due to state competitive share. Trans
portation services are the highest growth part of 
the transport sector. However, the general trend 
shows a loss in competitive share from North to South 
and West even though, in absolute terms, employment 
remains highest for many SICs in the North, because 
of industrial concentration. 

High-Per forme r States 

With the use of the heuristic method described at 
the end of the Methodology section, Table 11 displays 
states that are high performers under each SIC. Sev
eral Northeast and Midwest states perform well in 
single SIC categories. However, the bulk of high
performance cases cluster in the South and West, 
particularly the West South Central and Mountain 
regions. Most noticeable states repeatedly perform
ing well are Arizona, Colorado, Louisiana, Oklahoma, 
and Texas. 

TABLE 11 High-Performer States 

SIC 4 SIC 42 SIC 45 SIC 47 

Connecticut x 
New Jersey x 
Wisconsin Marginal 
Minnesota Marginal 
Virginia x 
North Carolina x 
Georgia x x 
Florida x x 
Mississippi x 
Tennessee x 
Louisiana x x x 
Oklahoma Marginal 
Texas x x x x 
Colorado x x x 
Arizona x x x Marginal 
Utah Marginal x 
Washington x 
California x 
Alaska x 

INTERPRETATION OF RESULTS 

These data show that transportation employment has 
grown slower than the national average for the period 
1969 to 1982. All two-digit SIC categories reflect 
this pattern except transportation services (SIC 
47), which grew at +121.64 percent compared with a 
total national employment growth of +31. 85 percent. 
Even air transportation employment grew slower than 
U.S. total employment. This may point to structural 
changes within the transportation industry, where 
information, coordination, and networking are becom
ing relatively more important. Such a trend raises 
economic policy questions such as how can a region 
or state capitalize on the services growth component 
of the transportation industry. Superior transporta
tion services are probably closely tied to estab
lished institutional arrangements and sophisticated 
communication and computer systems capability--which 
again indicates the interrelationship of telecom
munications and transportation surfaces. Telecom
munications may be more of a complement than a sub
stitute in the transportation growth equation. 

The data suggest that regional shifts in the U.S. 
spatial economy are reflected in the changing dis
tribution of employment in the transportation sector. 
While the Northeast and Midwest regions combined 
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still surpass the South and West for transportation 
employment in absolute terms, growth rates in the 
latter two regions far exceed the former. This poses 
a threat to traditional transportation states in the 
frost belt. For example, Illinois, Indiana, Michigan, 
and Ohio are among the top 10 trucking states. The 
growth rate in the East North Central region for 
trucking and warehousing (SIC 42) was -4.4 percent, 
whereas directly south of the East South Central it 
was +37.42 percent. The competitive position of the 
New England, middle Atlantic, and East North Central 
in transportation employment is clearly under threat. 

While not confirming an axial shift, these data 
are congruent with the theory. In each of the SICs, 
the South and West regions are gaining employment at 
the expense of the Northeast and Midwest. Only in 
transportation services where comparative advantage 
may hinge on established institutional networks and 
on computer and communications systems is employment 
growth in the Northeast and Midwest comparable with 
the South. The services component of the transporta
tion industry may be little affected by the natural 
north-south grain. 

However, the outstanding growth states are not in 
the Old South as axial shift theory would suggest. 
Rather, they are in the West South Central and Moun
tain. This suggests a diagonal shift to the new South 
and near-lower West, especially to such states as 
Arizona, Colorado, Lousiana, Oklahoma, Texas, and 
Utah. 

CONCLUSION 

The shift-share approach is an instructive tool for 
displaying relationships between transportation and 
economy. By tracking shares in transportation em
ployment across various transportation SICs, it is 
possible to segment various attributing factors (na
tional growth, industry mix, and competitive share), 
and to identify regions or states of competitive 
gain or loss. Therefore, it adds to a body of meso
level approaches that are currently in demand for 
strategic analysis by state, regional, and local 
economic development specialists. 

The shift-share approach also confirms some mega
trends affecting the u.s. spatial economy, and thus, 
transportation network futures as well. Regional 
demographic and employment shifts in the United 
States appear to be affecting the regional distribu
tion of transportation employment. Between 1969 and 
1982, the Northeast and Midwest states lost competi
tive share to the South and West states. This oc
curred noticeably in all transportation employment 
categories except transportation services. The tradi
tional Midwest trucking states for example, although 
still larger in absolute employment, are losing 
trucking and warehousing employment to the South. 

These regional trends are congruent with an axial 
shift theory which asserts that the natural north
south grain of the United States may become more 
important relative to the historical east-west axis. 
Because the implications for transportation invest
ments, both nationally and regionally, might be sig
nificant, this axial shift theory needs more thorough 
exploration. 

REFERENCES 

1. w. Alonso. Location Theory. In Regional Devel
opment and Planning: A Reader~J. Friedmann and 
W. Alonso, eds.) , MIT Press, Cambridge, Mass., 
1964. 

2. E.S. Mills. Urban Economics, 2nd ed., Scott, 
Foresman & Company, Glenview, Ill., 1980. 

3. J .A.N. Do Vallee and K.C. Sinha. Relationship 



36 

Between Highway Development and Regional Econ
omy: A Case Study of the Central Region of Por
tugal. Proc., International Conference on Roads 
and Development, Ecole Nationale des Ponts et 
Chaussees, Paris, France, May 1984. 

4. F.R. Wilson, G.M. Graham, and M. Aboul-Ela. 
Highway Investment as a Regional Development 
Policy Tool. In Transportation Research Record 
1046, TRB, National Research Council, Washing
ton, D.C., 1985, pp. 10-14. 

5. H. Meier. Transport Systems and Regional Devel
opment: Countries with Highly Industrialized 
Economiee. In Traneport and the Challenge of 
:>t:ruct:ural. cnange, .t;J.gnt:n .Lnt:ernat:iona l :>yrnpo
s ium of Theory and Practice in Transport Eco
nomics, Organization for Economic Cooperation 
and Development, Paris, France, 1980. 

6. w.T. Watterson. Estimating Economic and Devel
opment Impacts of Transit Investments. In 
Transportation Research Record 1046, TRB, Na-

Transportation Research Record 1079 

tional Research Council, Washington, D.C., 
1985, pp. 1-9. 

7 . L.F. Wheat. The Effect of Modern Highways on 
Urban and Manufacturing Growth. In Highway Re
search Record 277, TRB, National "Research Coun
cil, Washington, D.C., 1969, pp. 9-24. 

8. D.R. Vining et al. A Principal Axis Shift in 
the American Spatial Economy. Professional 
Geographer, Vol. 34, No. 3, 1982, pp. 270-278. 

9. G.S. Toft and K.C. Sinha. Possible Impacts of 
International Registration Plan on Trucking 
Industry and State Economy: A Case Study of 
Indiana. In Transportation Research Record 
,,.. .... " ................. _ ..... ,_ .• _ , ..... __ _ _ --• - ,... ____ _ .! , . ... -- ·- ~ -- -

.LU.JU f .L.l.u.lf UQ\...LVllCl.L .l.'C~CQL..._.U 1t,,.VUJl"-'.L"- I HCl.Ql.l.LU'=f -

ton, D.c., 1985, pp. 77-84. 
10 . M.R. Greenberg, A. Krueckeberg, and C.D. Mich

aelson. Local Population and Employment Projec
tion Techniques. Center for Urban Policy Re
search, Rutgers University, New Brunswick, N.J,, 
1978. 


