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A Computerized Highway Link
Classification System for Traffic Volume

Counts

NicHOLAS J. GARBER AND FARAMARZ BAYAT-MOKHTARI

Most state transportation agencies are making a major effort to
reduce their annual expenditures on traffic counts yet maintain the
desired level of accuracy. These state agencies are therefore
developing traffic count programs based on collecting data on a
statistically selected sample of highway sections. The assumption is
that if road sections can be put into groups such that each group
contains sections of highways with similar characteristics, then
data collected on a statistically selected sample of sections in any
one group will provide traffic data representative of all sections
within that group. The main variables used for this grouping are
now the FHWA classification system and the average annual daily
traffic (AADT) of the road. Unfortunately, the FHWA system can
be subjective in cases, and in most cases the AADT of the highway
section is unknown or wrong. Estimates of the coefficients of
variation of the AADT of groups formed by the standard pro-
cedure have therefore tended to be high, which means that large
sample sizes are needed to obtain the required accuracy. Conse-
quently, the cost of collecting annual traffic data has not been
reduced significantly. In this paper is presented a clustering tech-
nique that does not require a knowledge of the link AADTS but
does require the use of certain characteristics, such as terrain, land
use, and vehicle mix, which are shown to be surrogates of the
AADT and can be easily obtained. The technique was used in
grouping highway links in the Richmond area of Virginia, and it
was found that estimates of the coefficients of variation from
sample data were much lower than those recommended by the
FHWA. 1t is concluded that the required sample slzes for annual
traffic data collection are lower and this is reflected in lower costs.

Estimates of annual average daily traffic (AADT) volumes are
important to the planning and operation of state highway depart-
ments. These estimates are used in planning new construction; in
improving existing facilities; and, in some cases, in allocating
maintenance funds. It is therefore important that any method used
to obtain the estimates provide data of sufficient accuracy for the
intended use. The importance of having reliable and current data
on traffic volumes at hand is generally recognized, and over the
years data collection programs have tended to expand. This expan-
sion has led to large amounts of money being spent annually for
the collection and analysis of traffic data. Renewed efforts are,
however, now being made to reduce the annual expenditure on
traffic counts yet maintain the desired level of accuracy. Most of
this effort has been focused on developing statewide traffic count
programs that collect traffic data on groups of statistically selected
highway sections and assume that the average of each group is
representative of the volume of sections that have similar traffic

N. J. Garber, Virginia Highway and Transportation Research Council and
Department of Civil Engineering, University of Virginia, Char-
lottesville, Va. 22901, F. Bayat-Mokhtari, Virginia Highway and Transpor-
tation Research Council, Box 3817, University Station, Charlottesville, Va.
22903.

characteristics (I-3). The first step in developing such a program
requires the classification of highway sections or links into clusters
such that all links within each cluster have similar traffic volume
characteristics.

The primary factors commonly used for grouping highway links
are the functional class of the link as given in the Highway
Performance Monitoring System (HPMS) (4) and its AADT. The
use of these factors, however, presents some problems. First, in
several cases the assignment of a particular functional class may be
subjective because it is sometimes difficult to differentiate between
functional classes such as minor arterials and major collectors and
major and minor collectors. In addition, even highways of the
same HPMS functional class may not have similar traffic charac-
teristics (e.g., seasonal variation) if they are located in different
parts of a state. Second, the AADT at each link is required for that
link to be properly assigned to a particular cluster. Unfortunately,
in most cases the AADT is not known, and engineers then have to
make assumptions based on experience. A highway link classifica-
tion sytem based solely on these two factors may, therefore, give
clusters or groups that include links that have different traffic
characteristics. Because the accuracy of any counting program is
highly dependent on developing clusters that contain only highway
links with similar traffic characteristics, a suitable classification
system to achieve this is essential. Such a classification system has
been developed for the state of Virginia’s rural highways as part of
a major study to develop a statewide traffic count program.

Although the procedure was developed primarily for rural roads,
it can also be used for urban roads if a set of appropriate guidelines
for link identification is developed for urban roads.

DEVELOPMENT OF CLASSIFICATION SYSTEM

The classification system was developed primarily to eliminate the
necessity of knowing the AADT of a link before it could be
assigned to a group and to avoid sole reliance on the FHWA
functional class stratification. The following steps were taken in
the development of the system:

1. Link definition and identification,

2. Identification of significant variables that influence AADT,
and

3. Link clustering.

Link Definition and Identification

The first step is to break down each highway in the rural area of the
state into short, homogeneous sections known as highway links.



The main requirement for a link is that each point on it have the
same traffic characteristics, such as AADT and daily, weekly, and
seasonal variations in traffic volume. The following three basic
guidelines were used to identify a link:

1. Freeways and Interstates—Any section of the highway
between any two consecutive interchanges is considered a link.
This satisfies the main requirement because traffic volume changes
cannot occur between consecutive interchanges on these high-
ways.

2. Arterials—Any section of road between any two consecutive
major intersections or between any two consecutive intersections if
the length is 2 mi or greater is considered a link. This is based on a
survey that indicated that the minimum travel distance on such
facilities is usually greater than 2 mi.

3. Collectors—Any section of road between any two consecu-
tive major intersections is taken as a link, but with the condition
that a new link should start whenever there is a change in the
physical appearance of the highway. For example, a new link will
begin at a section where the highway changes from a two-lane
undivided highway to a three-lane highway with the middle lane
used for turning movements.

By using these guidelines and the road inventory mileage record
file for each highway district, each rural highway was divided into
a number of links.

Each link was identified by its maintenance jurisdiction (i.e.,
state, county, or incorporated area), route number, county in which
the link is located, and a sequence number identifying all of the
links belonging to the same highway and located within the same
county. In addition, the length of each link is given together with
its starting point and end point.

Identification of Significant Variables

Because the main objective was to develop a clustering system that
does not initially require the AADT of each link, but at the same
time will produce groups that consist of highway links with similar
AADTS, it was necessary to identify those variables that have a
significant effect on AADT so that they could be used as surro-
gates of AADT in the clustering system.

A detailed search of the literature indicated that the following
candidate variables have some impact on AADT and other traffic
characteristics:

1. Locational characteristics
e Urban versus rural
e Terrain
* Area land use
2. Design characteristics
¢ Number of lanes
e Access control
¢ Lane and roadway width
3. FHWA functional classification
4. Traffic composition
e Percentage of passenger cars
o Percentage of out-of-state passenger cars
e Percentage of trucks with three or more axles
5. Posted speed limit

To identify which of these variables have a significant effect on
AADT, statistical tests were carried out using AADT data for 1977
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through 1980 obtained at 112 permanent count stations in Kansas,
Maryland, and Virginia. Before any statistical test was carried out,
however, it was decided to combine all of the variables under Item
4 into a single variable, defined as *“‘functional use,” by consider-
ing the individual variables in the following manner:

pPc; =

i percentage of passenger vehicles

in total traffic on link / in state j;
percentage of out-of-state
passenger vehicles in passenger
vehicle traffic on link i in state j;
trucks with three or more axles
as a percentage of total traffic on
link { in state j;

average of PCy;, POCy;, and
PHTU, respectively (i.e., state
average for PC, POC, and PHT);
and

standard deviations of PC i

POCU, and PHTU. respectively.

POC; =

SPC;, SPOC;, SPHT; =

Limits of the mean for a staie plus or minus one standard
deviation were used to determine whether a particular variable for
a given link was high, average, or low with respect to that of the
state in which the link is located. For example,

if PCy; > PCJ+SPC the link PC is high;
if PC;; < PC; — SPC;, the link PC is low; and
1fPC - SPC < PCy % PC + SPC;, the link PC is average.

Similar limits were defined for POC;; ij and PHT';;. Table 1 is a

matrix of the predominant combinations into Wth{I a given link
fell and the five types of functional uses that were obtained. These

TABLE 1 FUNCTIONAL USE CLASSIFICATION

PCy POCy; PHTy Functional

%) @) (%) Use

High High Low Recreational

High Low Low Local service

High Average  Low Long-distance service
Average or low  Low High Industrial

Average or low  Low Average or low  Commercial

are referred to in this study as recreational, local service, long-
distance service, industrial, and local commercial links.

e Recreational links—Links in this category have a relatively
high volume of out-of-state passenger cars, which may easily be
affected by seasonal factors. The exception to this is links located
in the vicinity of state boundaries. In general, seasonal characteris-
tics have a significant impact on traffic volume on these links.

e Local service links—These links are used mainly by residents
of the area for commuter trips and exhibit relatively little variation
in traffic volume throughout the year.

e Long-distance service links—The traffic characteristics of
these links are similar to those of the local service links, but they
contain a larger portion of long-distance commuter trips.

o Industrial links—These have a relatively high percentage of
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heavy trucks and are typically on highways connecting major
industrial cities.

e Local commercial links—These links have an average per-
centage of trucks with three or more axles but a relatively high
percentage of pickups. Business trips are likely to be predominant
on these links.

The set of candidate variables was further reduced by discarding
the locational variable (urban versus rural), because all links con-
sidered were located in rural areas, and by discarding access
control, because this is somewhat related to the FHWA functional
classification system.

The remaining candidate variables were then tested for signifi-
cant effect on AADT using an analysis of variance (ANOVA). The
significant variables identified were

FHWA functional class,

Functional use as described in this paper,

Land use of the county in which the link is located,
Population of the county in which the link is located, and
Type of terrain.

e & o o o

These variables were therefore used in the clustering technique
described in the following subsection.

Link Clustering

McQueen’s K-means method was used as the clustering technique
(5). This technique provides for the assignment of a set of m data
units to a number of clusters such that data elements within any
given cluster are “similar to”" or “‘near” each other. The first K
data units are initially selected as K clusters of one member each.
The distances between all paired combinations of the K clusters are
then computed. If the smallest distance is less than a predeter-
mined minimum (c), the two associated clusters are merged. The
centroid of the new cluster is determined and the process is
repeated until the distance between the centroids of any two
clusters is greater than c. The distances between each of the
remaining (m—K) data units and the centroids of each of the
clusters already formed are computed and each data unit is
assigned to the cluster with the nearest centroid (i.e., minimum d)
if this distance is less than c. After each assignment, the centroid of
the gaining cluster is computed. If the distance to the nearest
centroid of any data unit is greater than a refining parameter (R)
where R > ¢, then that data unit is taken as a separate cluster.

In this study the squared Euclidean distance in n dimensional
space, defined by Equation 1, was used as the basis for representing
“similarity”” or *“‘neamess” among the data units.

n

dz;‘j = 3 (xih = jh)2 (€]
h=1
where
dzij = squared Euclidean distance,
x;, = value of variable A for case i,
Xp = value of variable A for case j,
dzij = squared Euclidean distance between case { and j,
and
n = number of variables

The number of clusters obtained is dependent on the values of ¢
and R. In this study R was taken as equal to c. The links were
initially clustered for a minimum value of 0.01 for ¢, which gave
the largest number of clusters. The number of clusters was then
gradually decreased by gradually increasing the value of c.

It can be seen that the variables identified as significant are
mainly nominal variables (e.g., terrain and land use) and cannot,
for this reason, be used directly in Equation 1. It was therefore
necessary to convert these nominal variables to interval variables.
The procedure adopted to achieve this was to represent each
category of the nominal variable by 1 percent of the average
AADT of the continuous count stations in that category. This
provides for a common measure of all variables, and at the same
time employs the relative impact of each category of each of those
variables on the AADT. As an example the computation carried
out for terrain is shown in Figure 1. Based on these computations,

Type of Terrain

Flat Rolling Mountainous
Sample Size 37 51 24
X AADT (1979) 3035 4831 5071
X AADT (1980) 2976 4674 5179
x 3006 4753 5095
Code 30 48 51

FIGURE 1 Sample computation for converting nominal
variables to interval variables (from continuous count
stations in Maryland, Kansas, and Virginia).

the following codes were used to represent the x;;,’s of the signifi-
cant variables.

e Terrain
Flat, 30
Rolling, 51
Mountainous, 24

¢ Population of county in which link is located
<10,000, 20
10,001 to 20,000, 42
20,001 to 30,000, 38
30,001 to 40,000, 46
40,001 to 50,000, 93
50,001 to 100,000, 68
>100,000, 74

e Land use
Agricultural, 23
Industrial, 63
Service, 30
Mining, 40

¢ Functional use
Recreational, 31
Local service, 59
Long-distance service, 37
Local commercial, 25
Industrial, 10

o FHWA classification
Interstates, 93
Principal arterials, 42
Minor arterials, 31
Collectors, 19
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TABLE 2 WEIGHTING FACTORS FOR SIGNIFICANT VARIABLES

F to Remove

Based on AADT Data for

Variable Average Weighting
Type 1977 1978 1979 1980 F Factor
Functional use 11.00 11.86 10.08 11.9 11.38 12
FHWA functional

classification 13.03 11.86 12.24 9.89 11.01 11
Population of

county 44 5.09 52 4.68 4.84 5
Terrain 2.97 298 238 2.69 2.76 3
Land use 033 0.70 0.74 0.68 0.71 1

These values may be considered representative and can be used RESULTS

by any state because they were computed from data obtained at
continuous count stations located in different parts of the country.
On the other hand, specific values for a particular state may be
computed if there are an adequate number of continuous count
stations located in the state.

Another problem that had to be overcome before the technique
could be used is related to the differences in the order of magnitude
and dispersion among the values of the n variables. It was noted
that, if the order of magnitude of the range of values that a
particular variable takes is much larger than the range of values for
other variables, the value of the “Euclidean distance” between
data units will be based on that variable. To overcome this prob-

lem, the values of the variables were standardized using Equation
2.

Z,'h = (xih - J—Ch)/SD(xh) 2

where

Z,, = standard value for variable 4 for case i,
X;; = mean value of variable 4 for case i,

X mean value of variable A, and

standard deviation of variable h.

Xy =
SD(x,) =

It was also noted that the variables used do not all have the same
degree of impact on the AADT of a given link. Therefore a
weighting factor had to be included for each variable. A stepwise
regression analysis was used to determine the relative influence of
each variable on the AADT by assigning the average value of “‘F
to remove” of each variable as the weighting factor for that
variable (Table 2). These factors may bc used, or may be deter-
mined for a given state using the same procedure if data are
available at an adequate number of permanent count stations.

The squared Euclidean distance used in the McQueen’s
K-means technique is therefore

m

where W, is the weighting factor for variable  and m is the
number of variables,

A FORTRAN computer program was written for executing the
whole procedure based on the flowchart shown in Figure 2.

The methodology was tested using the Interstate, arterial, and
collector roads in the Richmond district. At total of 363 highway
links were obtained using the guidelines presented earlier. Figure 3
is a plot of the number of clusters versus ¢ and indicates that the
rate of increase of the number of clusters is relatively high for
values of ¢ less than 2.5 and low for values of ¢ greater than 6.5.
These values correspond to nine and four clusters, respectively,
and suggest that a reasonable number of clusters is between four
and nine.

Because ilie coefficieni of varigiion of ihe AADTSs wiihin any
given cluster is an indication of how successful the clustering
procedure is, data on average daily traffic were collected on a
sample of links in each cluster for a system of eight clusters, and
the coefficients of variation were estimated for each cluster. The
results obtained, given in Table 3, indicate that all of the coeffi-
cients of variation were lower than the recommended FHWA
values.

CONCLUSION

It has been demonstrated that the clustering procedure presented in
this paper can be used to form groups of highway links with
similar traffic characteristics, without the necessity of first assign-
ing a value for the AADT of each link. The coefficients of varia-
tion of the average daily traffic obtained for a test run in the
Richmond district show that coefficients well below those recom-

TABLE 3 ADT ESTIMATED COEFFICIENTS OF VARIATION
FOR EACH CLUSTER OF A CLUSTERING SYSTEM OF EIGHT
CLUSTERS IN THE RICHMOND DISTRICT

Predominant No. of
Chaater Type of T.inks
No. Highway Sampled ADT cov
1 Interstate 5 8,601 0.13
Principal and
minor arterials 8 6,500 0.16
3 Interstate 9 13,910 0.20
4 Major collectors 6 6,630 0.14
5 Principal and
minor arterials 7 12,737 0.16
6 Major collectors 10 3,584 0.18
7 Interstate 8 33,799 0.38
8 Minor arterials 8 1,708 0.18
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FIGURE 2 Schematic representation of proposed highway classification algorithm.
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30 -

Number ef Clusters

Minimum Distance Between Clusters

FIGURE 3 Number of groups versus ¢ for Richmond
district.

mended by the FHWA can be obtained. The procedure requires
that all highways being considered for grouping be divided into
homogeneous links such that the traffic volume characteristics on
any one link do not vary along that link. Input data for each link
include the population of the county in which the link is located,
the terrain of the area, the land use, and vehicle type. This cluster-
ing procedure will develop groups of highway links such that
volume data collected at a statistically selected sample of links
within a given group will give a good indication of the average
AADT of the links in that group. Because the coefficients of
variation of the AADTs in each group will be low, when obtained
by this procedure, the number of links required to be sampled for a
given level of accuracy will be relatively small and will therefore
result in cost savings.
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Trip Generation for Special-Use Truck

Traffic

DAN R. MIDDLETON, JOHN M. MaAsoON, Jr., AND T. CHIRA-CHAVALA

Special-use truck traffic is the traffic associated with the process-
ing and transporting of timber, grain, beef cattle, cotton, produce,
sand and gravel, and limestone. Industry and vehicle characteris-
tics for each of these six commodities were determined. The impact
of each special-use activity center was assessed in terms of trip
generation. Specific activity centers were selected for each indus-
try. Number of trips generated, radius of influence, loads, vehicle
configuration, and seasonal variations were determined for each
selected activity center through agency and industry contacts and
field studies.

The term “special-use” has been coined to designate truck traffic
that has atypical travel patterns, trip lengths, truck configurations,
and axle loads. The travel patterns of these vehicles tend to be
cyclic in nature; in some cases the trip is made several times in a
typical day. Trip lengths are relatively short, usually less than 100
mi. The origin and destination may remain the same month after
month, but eventually either the origin or the destination will
change. Axle loads, although generally not well documented, are
in many cases greater than normally expected. Trips generated by
these special-use activity centers pose problems for the planning,
design, and maintenance of the highways that serve their needs.

To determine the definitive elements of these isolated traffic
demands, the Texas State Department of Highways and Public
‘I'tansportation (SDHPT) initiated a 4-year study to evaluate the
impact of special-use truck traffic. The predecessor to this study
was a comprehensive evaluation of the effects of oil field develop-
ment on roadways in the state of Texas (1).

The special users identified in this study fall into the two broad
categories of agriculture and surface mining. A list of specific
commodities was refined as industry characteristics were deter-
mined; the selected commodities are

Agriculture Surface Mining

Timber
Grain
Beef cattle
Cotton
Produce

Sand and gravel
Crushed stone

METHODOLOGY

Four basic steps were followed to accomplish the objectives of the
study:

1. Select special-use industries,

2. Determine industry characteristics,

3. Determine vehicle characteristics of selected industries, and
4. Determine trip-making characteristics.

D. R. Middleton and T. Chira-Chavala, Texas Transportation Institute,
Texas A&M University System, College Station, Tex. 77843-3135. J. M.
Mason, Jr,, Post, Buckley, Schuh & Jemigan, Inc., 5405 Cypress Center
Drrive, Suite 200, Tampa, Fla. 33609-1066.

Select Special-Use Industries

Selection of special-use industries began with the identification of
industries whose specific commodities and activity centers
uniquely affected the highway system in Texas. The activities
surrounding oil field development and production were studied
initially; agricultural product movement and quarrying and mining
remain as unique special-use generators.

The list of specific commodities selected for study was refined
as industry characteristics were determined. Some commodities
were found to be more significant than others. Evaluation of the
impacts of activity centers for special-use commodities such as
uranium ore and pouliry showed a relatively small number of trips
generated in comparison with other commodities. In addition,
poultry was not a weight-intensive (high-density) commodity.

Determine Industry Characteristics

Several public agencies were contacted to acquire available infor-
mation about the selected commodities. For the timber industry,
for example, the Texas Forest Service and the Forest Service
provided printed information, maps, and names of private firms.
Site visits to various activity centers, which included interviews
with key industry personnel, were conducted. Activity centers are
defined as points where commodities are processed or handled.
These centers often served as focal points for mode transfer.
The processing-activity phase of special-use commodities usu-
ally had more than one activity center that could be chosen for
evaluation. Therefore a selection process involving the following
criteria was established to identify the appropriate activity center.

1. The site must be a *‘primary’’ operation in total processing of
the commodity,

2. A “significant” number of trips must be generated by the
commodity, and

3. The commodity must represent a fairly widespread problem
in the state.

Although these criterin were not casy to quantify, they were
suitable for establishing the primary processing point of the identi-
fied commodity. The selected activity centers for the chosen com-
modities are as follows:

Commodity Activity Center
Timber Mills

Grain Elevator

Beef cattle Feedlot
Produce Distributor
Cotton Gin

Sand and gravel Pit

Crushed stone Quarry
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Telephone interviews were also used to supplement on-site
interviews. These interviews often yielded a range of answers to a
standard set of questions depending on the specific industry’s size,
differing climates, differing harvesting or mining techniques,
effects of rail, and economic conditions during the life of each
company.

The disparity of information received verbally indicated that
field surveys were necessary to supplement the on-site office and
telephone interviews. A comprehensive data collection plan was
developed for this purpose. State maps similar to Figure 1 were
used to depict the location of activity centers and the intensity of
activity for a particular commodity. These exhibits were supple-
mented by site-specific maps from the Texas Forest Service (2) or
lists of activity centers (3), which provide the following informa-
tion for each county: name of firm, mailing address, telephone
number, and in many cases an indication of size.

Determine Vehicle Characteristics Associated with Selected
Industries

Methods used to acquire information about vehicles used in the
special-use industries were telephone requests for literature from
Texas truck and trailer dealerships, office and field interviews of
industry personnel, vehicle classification counts at activity centers,
information from other ongoing truck-related research, and infor-
mation from state departments such as the Texas Department of
Public Safety (DPS), License and Weight Division. The vehicular
information gathered included AASHTO classification, vehicle
dimensions, engine and drive train characteristics, load-carrying
capacities, typical axle loads, and percentage vehicle distribution.
Table 1 gives vehicle dimensions, vehicle descriptions, and carry-
ing capacities for selected commodities.

A sample of axle weights was collected as part of another

TIMBER PRODUCTION

DATA: 1982

P

¥4

LEGEND: s 770 12

X% 18 (IO 24

MILLION CuBIC FEET

G 30

FIGURE 1 Location and intensity of timber operations.
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TABLE 1 TYPICAL TRAILER AND TRUCK BED
DIMENSIONS

Vehicle Width Length Overall
Commodity Description (ft) (ft) Height (ft)
Timber 3-S2 fold-up 8.0 3545 —*

3-S2 pulpwood 8.0 3540 —

3-82 (chip) van 8.0 38-40 128

3-S2 flatbed 80 3245 47°

SU-1 8.0 8-10 9.6

SuU-2 8.0 10-14 9.6
Grain SU-1 8.0 8-10 9.6

SuU-2 8.0 10-14 9.6

3-S2 grain 8.0 39-42 9.6
Beef cattle 3-S2 possum belly 8.0 44-50 135

3-S2 grain 8.0 39-42 9.6

SU-2 grain 8.0 10-14 9.6
Produce SU-2 8.0 10-14 9.6

Tractor/field trailer 7.0 10-12 8.0

3-S2 reefer 8.0 30-50 12.5-135
Cotton SU-2 module 8.0 375 13

Field trailer 7.0 — —

3-S2 flatbed 80 3245 47°

3-S2 van 8.0 38-50 12.8
Sand and gravel ~ SU-2 with pup 8.0 24-28 8

3-52 dump 8.0 24.3-35 8.9-9.7
Crushed stone SU-2 with pup 8.0 24-28 8

3-S2 dump 8.0 24.3-35 8.9-9.7

“Data unavailable,
®For flatbeds, the height is the floor level,
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research project that evaluated truck tire pressures on Texas high-
ways (4). The procedure involved project staff working with DPS
License and Weight personnel at weigh strips or other acceptable
locations and using semiportable scales in an ongoing enforcement
effort. Typical weights of special-use vehicles determined during a
2-year period in areas near the special-use activity centers are
given in Table 2.

Determine Trip-Making Characteristics

Specific information sought was radius of influence and trip gener-
ation rates. Radius of influence represented the maximum distance
from an activity center at which vehicular traffic is generated. For
trucks, it is usually thought of as the haul distance from the loading
site (timber cutting site) to the load destination or unloading site
(timber mill).

A range of values for both radius of influence and trip genera-
tion rates was gathered from several on-site office interviews.
These trip generation figures were supplemented by manual and
machine traffic classification counts at selected activity centers.
Trip-making characteristics as well as typical vehicle weights
determined by office interviews are given in Table 2. A summary
of vehicle classification information acquired through office and
field interviews is given in Table 3.

To determine which activity centers to study throughout the

state, a random selection procedure was used. This involved

TEXAS TRANSPORTATION INSTITUTE

CIRCLE IF APPLICABLE: MAKE NOTES
IN=NORTH ouT=souTH DATE: SOMMGDIT ON BACK
OR LOCATION: — PRIOR WEATHER:
IN=EAST OUT=WEST RECORDER: A THE e
SPECIAL
ol W o W w0 oI P G VEHICLE
PASSENGER  SU-1 Su-2 2-81 2-82 3-82 3-2 2-s1-2 (DESCRIBE)
TME] IN JOUT] IN |OUT] IN |OUT] IN |ouT] IN JOUT| IN JOUT] IN [OUT| IN |oUT|[ IN |OUT

FIGURE 2 Standard manual count form.



MIDDLETON ET AL.

11

TABLE 2 SPECIAL-USE COMMODITY SUMMARY FROM OFFICE INTERVIEWS

COMMODITY COMMON AVG. DAILY TYPICAL TYPICAL WEIGHT PEAK
(Activity TRUCK TRUCK TRIPS(a)| RADIUS OF RANGE (1000 1b) (b) SEASON
Center) SILHOUETTES INFLUENCE
AVG LG (MILES) TANDEM AXLE | GROSS VEHICLE

TIMBER MILLS

- Paper @I 350 | s50(c) | s0 32-38 74-86 Mar.-Nov.
- Plywood ‘" 150 350 50 32-38 74-86 Mar.-Nov.
- Particle

Board 150 300 50 32-38 74-86 Mar.-Nov.

- Sawmill i-' hod 150 250 50 32-38 74-86 Mar.-Nov.
GRAIN

Elevator AWl . |00 20 32-40 76-90 May-July
BEEF CATTLE

- Feedlot ‘— 60 90 600 32-35 76-82 Yr. Round
PRODUCE g

- Distributor a_ 200 500 20 32-36 72-80 Mar.-Apr.
COTTON e

- Gin R 40 110 20 30-36 72-82 Sep.-Dec.
SAND/GRAVEL | (GUERIJL—Igg

- Pit 600 [1,100{c)] 60 32-36 70-80 Mar.-Nov.
LIMESTONE

- Quarry @ (1,500 [,80009 120 32-36 70-80 Mar.-Nov.
(a) One-way trips, i.e. one origin, one destination
(b) Based on experience, conversation, limited weight information, other research projects.
(c) Truck trip generation depends on percent rail. Rail is assumed to have negligible

influence at these activity centers.

developing sample plans for the commodities of interest in such a
way that the truck trip generation factors obtained would represent
the entire state and activity centers of varying sizes. In most cases,
a two-stage process was used to select activity centers for manual
and machine counts. The first step involved random selection of
counties in which the commodity was produced. The second stage
involved a random selection of activity centers from the selected
counties.

The number of activity centers selected throughout the state was

Commaodity No. of Sites
Timber 13 (mills)
Grain 12 (elevators)
Beef cattle 10 (feedlots)
Cotton 12 (gins)
Produce 6 (distributors)
Sand and gravel 15 (pits)
Limestone 15 (quarries)

Of a total of several hundred possible activity centers statewide,
83 were selected for observation. A manual count procedure was

used almost exclusively because of the difficulty of finding auto-
mated count stations that would clearly represent only traffic
generated by the activity center.

The standard manual count form is shown in Figure 2. Informa-
tion recorded included date, time, and number of vehicles entering
and exiting the site by AASHTO classification. Other information
recorded during the count was location, name of recorder, weather
on count day and 2 days before, and additional information
gathered through interviews of industry personnel.

For each site selected, a vehicle classification count was made
using 15-min intervals for all waffic entering and leaving the
facility during a total time period of 1 day. This meant on-site
observation at any given site for from 8 to 18 hr. Typical AASHTO
vehicle classifications used were PC (passenger car); SU-1 (single-
unit truck with two axles); SU-2 (single-unit truck with three
axles); SU-2 with pup (SU-2 pulling two-axle trailer, surface
mining applications); 2-S1 (two-axle tractor, one-axle semitrailer);
2-82 (two-axle tractor, two-axle semitrailer); 3-S2 (three-axle trac-
tor, two-axle semitrailer); 3-2 (three-axle truck, two-axle trailer);
and 2-S1-2 (two-axle tractor, one-axle semitrailer, two-axle
trailer).
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TABLE 3 SPECIAL-USE TRIP GENERATION FROM INTERVIEWS (peak

season)
No. of Percentage of One-Way Maximum
Passenger Truck Trips per Day Daily
Location Cars per Single Other Truck
(activity center) Day Unit 3-82 Trucks Trips?
Timber mills
Pulpwood 1,800 21 75 4 550
Plywood mill 650 5 90 ) 325
Particle board 650 12 84 4 300
Large sawmill - 4 80 16 250
Average sawmill 240 T 80 13 150
Grain elevator 8-10 88 12 0 400
Beef cattle
Large feedlot 110-140 11 89 — 90
Average feedlot 50-60 16 84 - 50
Produce
Large distributor 400-500 40 40 20 500
Average distributor 120 23 59 18 220
Cotton gin S 65 13 22 110
Sand and gravel
Large pit 140 5 95 — 1,000
Average pit — 5 95 - 550
Limestone
Large quarry 800 5 95 — 2,000
Average quarry 300 5 95 — 1,000
“One-way trips (i.e., one origin and one destination).
®Data unavailable.
TABLE 4 MANUAL CLASSIFICATION TRAFFIC COUNTS
Average Average
Percentage of Percentage of Total
Combination Single-Unit Truck
Activity Center Size Trucks Trucks Trips®
Timber mills
Pulpwood mill Large 83 17 291-435
Plywood mill Average 80 20 64
Large 92 8 196-281
Particle board mill Large 83 17 305362
Sawmill Small 54 46 65
Average 77 23 82
Large 79 21 161264
Grain elevator Average 24 76 133-313
Large 58 42 349-570
Produce distributor Small 24 76 23-34
Average 69 31 125
Large 44 56 340-379
Sand and gravel pit Small 25 75 58-128
Average 92 8 97-137
Large 85 15 240-775
Limestone quarry Small 64 36 42-63
Average 12 88 122-194
Targe 60 40 147 474

Note: Based on preliminary survey data, subject to change.

“One-way trips—one origin and one destination (entering plus exiting).

Results of these classification counts are given in Table 4. The
reported values are initial counts for 1 day at fewer than the total
number of selected sites. Differences between the values quoted in
interviews and the actual field counts were expected. Additional
site-specific classificalion counts will be conducted in future years.
However, several factors must be recognized in dealing with spe-

cial-use commodities. Inclement weather such as heavy rain often
slows processing of such commodities. Fluctuations in the demand
for a commodity such as crushed stone in a particular geographic
area also affect production rates. Another noteworthy point is that
interview information was not meant to be precise; an approximate
range of values was sought for comparison.
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SUMMARY AND CONCLUSIONS

Special-use truck traffic as considered herein involves the traffic
associated with the transporting of timber, grain, beef cattle, cot-
ton, produce, sand and gravel, and limestone. This traffic is likely
to be unique in vehicle distribution, axle configuration, axle loads,
and seasonal fluctuations. Trips generated by special-use activity
centers pose problems in the planning, design, and maintenance of
the highways that serve their needs.

The impact of the various special-use activity centers must be
evaluated in terms of automobile and truck trips generated per unit
time, radius of influence, and seasonal fluctuation. Trip generation
rates in the range of from 100 to 400 trips per day were found at
many activity centers. The radius of influence or the haul distance
of these trucks is usually in the range of from 20 to 100 mi. The
peak period of haul in the state of Texas for most of these com-
modities is March through November.

Vehicle classifications by interview and field counts indicated
that the predominant AASHTO classification was 3-S2. 3-82s
were usually more than 80 percent of the total truck traffic gener-
ated by the activity centers surveyed. Single-unit trucks were also
found in all commodity movements evaluated, and in larger num-
bers at grain elevators, produce distributors, and cotton gins.

Trip generation rates are currently lacking at industrial sites.
Site-specific, special-use truck traffic information is so scarce as to
be practically nonexistent. The vehicle classification, traffic count,
and commodity movement information provided in this paper
begins to fill the void in current trip generation data. At least 2
more years of field counts are planned at the selected activity
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centers. Annual and seasonal variations are anticipated; economic
shifts may also alter the initial findings substantially. The results
nonetheless provide guidance for estimating the magnitude of the
impact of the identified special-use traffic generators.
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A Statistical Approach to Statewide Traffic

Counting

STEPHEN G. RITCHIE

A statistical framework that can be used for analysis of statewide
traffic count data is described. A basis for designing a strcamlined
and cost-effective statewide traffic data collection program is also
provided. The procedures described were developed as part of an
in-depth evaluation study for the Washington State Department of
Transportation. They were used to develop recommendations for
an improved, statistically based, statewide highway data collection
program. The program is intended to be implemented readily and
is consistent with the FHWA Highway Performance Monitoring
System and the recent FHWA draft Traffic Monitoring Guide.
Several modifications (improvements) to the statistical framework
of the latter for volume counting and vehicle classification were
investigated, particularly methods of deriving estimates of annual
average daily traffic (AADT) from short-duration axle counts at
any location on the state highway system. AADT estimates can be
derived for cach vchicle type, if desired. The estimation of associ-
ated scasonal, axle correction, and growth factors is also described.
The methodology enables the statistical precision of all estimates to
-be-determined.-The results—oblained -from applying these—pre--
cedures to Washington State traffic data are presented.

For many years state departments of transportation (DOTs) have
had responsibility for collecting a large amount of highway data.
This has been undertaken to assist planning, design, and operations
functions, as well as to comply with requirements and needs of
other agencies including those at the federal level. However, col-
lection of large amounts of data is costly. In a climate of increasing
fiscal austerity at all levels of government and in all program areas,
it is important not only that the right type of data is collected but
that data are collected efficiently. Moreover, the data should meet
the needs of the users with respect to type, amount, form, accuracy,
and availabiiity. A statewide highway data collection program
should satisfy these criteria in an up-to-date and cost-effective
manner.

In this paper a statistical framework that can be used for analysis
of statewide traffic count data is described, and a basis for design-
ing a streamlined and cost-effective statewide traffic data collec-
tion program is provided. The procedures described were
developed as part of an in-depth evaluation study for the Wash-
ington State Department of Transportation (WSDOT) and were
used to develop recommendations for an improved, statistically
based, statewide highway data collection program (see paper by
Ritchic and Hallenbeck in this Record).

Several studies have been reported in recent years that relate to
general efforts to develop more cost-effective approaches to state-
wide highway data collection. These include the work of Hallen-
beck and Bowman (1), who proposed a general statewide traffic-
counting program based on the Highway Performance Monitoring
Systema (HPMS) (2); the study by Wright Forssen Associates (3),
which evaluated, and developed improvement recommendations
for, the highway data program of the Alaska Department of Trans-

Department of Civil Engineering and Institute of Transportation Studies,
University of Califomnia, Irvine, Calif. 92717.

portation and Public Facilities; and work by the New York State
Department of Transportation to streamline and reduce the cost of
its traffic-counting program (4). Although each of these studies
provides useflul background and guidance, the conceptual basis of
Hallenbeck and Bowman (/)—utilizing the HPMS framework for
purposes of statewide highway data collection—was explored in
this study. There are a number of other relevant and useful works
in the general area (5—13). A comprehensive account of sampling
theory as it has been developed for use in sample surveys is given
by Cochran (/4).

In this paper, a statistical framework is presented for volume
counting and vehicle classification, particularly for deriving esti-
mates of annual average daily traffic (AADT) from short-duration
axle counts at any location on a state highway system, using
Washington State and WSDOT as a case study.

ANNUAL AVERAGE DAILY TRAFFIC
Basic Model

A basic model for estimating AADT for a particular highway
segment based on a single, short-duration count is

AADT = VOL(ES)E 4)(Fg) M
where
VOL = average 24-hr volume from a standard WSDOT

72-hr Tuesday-Thursday short count;

F¢ = seasonal factor for the count month;

F, = weekday axle correction factor if VOL is in
axles; equal to 1 if VOL is in vehicles; and

Fg = growth factor if VOL is not a current year count;

equal to 1 otherwise.

To determine the relative precision of an estimated AADT from
Equation 1, the coefficient of variation (ratio of standard deviation
to mean) must be found. This can be obtained from the following
approximate expression:

cV2(AADT) = cv2(Fg) + cv2(F,) + cv2(Fg) @)

where each cv2 is the squared coefficient of variation of each
variable. Thus the coefficient of variation of the AADT estimate is

WAADT) = [ev2(Fg) + cv2(Fy) + ev2(F))° ©)

The relative precision (percentage) at a 100 (1 — o) percent confi-
dence level is then given approximately by

Precision (AADT) = + 100Z,,cv(AADT) % )
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where Z, , is a standard normal stalistic corresponding to the 100
(1 — o) percent confidence level (found in tables of any statistics
book).

Also, a 100 (1 — o) percent confidence interval is defined
approximately as

AADT + ZynAADT cv(AADT) (5)

The Z-statistics corresponding to 95, 90, and 80 percent confidence
levels are 1.96, 1.645, and 1.282, respectively.

Seasonal Factor Analysis
Factor Grouping

The data for analyzing seasonal factors were basically obtained
from WSDOT Annual Traffic Reports (15), which list the monthly
permanent traffic recorder (PTR) traffic volumes throughout each
year.

Several alternative methods for performing seasonal factoring
were evaluated. The primary ones considered were

@ Continued use of existing WSDOT Data Office procedures
(see paper by Ritchie and Hallenbeck in this Record),

e Cluster analysis of PTRs,

e Procedures suggested in the FHWA draft counting guide (13),
and

e A revised FHWA procedure using linear regression.

The chosen strategy was the fourth of these options. The approach
uses the basic method recommended by FHWA. The state highway
system is stratified by geographic region and functional classifica-
tion. The strata are then examined to determine which have similar
seasonal patterns and might therefore be combined. PTR data from
1980 through 1984 were used to calculate the appropriate factor
groups. The chosen groups were

Rural Interstates,

Urban roads,

Other rural roads in the northeastern part of the state,
Other rural roads in the southeastern part of the state,
Other rural roads in the northwestern part of the state,
Other rural roads in the southwestern part of the state, and
Central mountain passes.

With the exception of the central mountain group, each factor
group is defined by functional class of road and county boundaries.
(Note that the urban group contains all state highways classified as
urban regardless of county location.)

The advantages of the adopted approach are that

e The seasonal factors are statistically valid, meaning that the
precision associated with any AADT estimate based on these
factors can be calculated;

e The overall errors associated with this approach are equal to
or smaller than the errors associated with any other seasonal
factoring approach considered; and

e The factoring procedure is transparent to any user of volume
information and thus allows the recalculation of the raw traffic
count at some later time if desired.
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Each of the other seasonal factor procedures had drawbacks that
were judged unacceptable. For example, in the case of cluster
analysis,

¢ The clusters computed were not consistent across years (i.e.,
PTRs changed groups from year to year), which means that roads
should change groups as well, but no method was available to
make that adjustment each year (see paper by Ritchie and Hallen-
beck in this Record);

e Individual road sections are not easily or accurately assigned
to cluster groups, irrespective of the difficulties mentioned pre-
viously; and

e The total error in the AADT estimate (including seasonal
variation, daily variation, and variation in the axle correction
factor) was only marginally better than that obtained by the recom-
mended approach before inclusion of the indeterminate error that
is present as a result of the first two points,

Regression Models

Seasonal factors for each month of the year were therefore derived
for each of the seven factor groups described earlier. The modified
FHWA approach adopted basically involved a regression analysis
for each factor group for each month of AADT versus the average
24-hr short-count volumes that could be formed for each PTR from
72-hr Tuesday-Thursday counts in that month. The resulting
regression coefficient of the short-count volume is then the derived
seasonal factor for that factor group and month. This approach
corresponds to the manner in which short counts are actually taken
and converted to AADT estimates by WSDOT.

The first seasonal factor regression model estimated was as
follows (note that the constant term is suppressed):

AADT = BVOL + u (6)

where AADT and VOL are as defined previously, B is the regression
coefficient (seasonal factor) to be estimated, and u is the error
term. Such an equation would typically be estimated by ordinary
least squares (16). However, one of the required assumptions of
that method is homoscedasticity, which means that the variance of
the error term (u) is constant regardless of the magnitude of VOL.
It often happens that this assumption is not valid (the case of
heteroscedasticity) and the model must be reduced (by a transfor-
mation) to a form in which the error term does have a constant
variance.

Estimation of Equation 6 revealed the presence of hetero-
scedasticity for some factor group and monthly traffic count data
sets. Further, a consequence of this problem was that estimated
variances would be biased and would underestimate the true vari-
ance. To address this issue, a commonly used transformation was
employed to reduce Equation 6 to a homoscedastic form. It was
assumed that the variance of the error term was known up to a
multiplicative constant:

var (1) = 62 VOL? )
Dividing through Equation 6 by VOL yields

AADTIVOL = B + (w/VOL) )
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Substituting e = w/VOL gives

AADTIVOL = B + ¢ 9)
where
var (e) = (1/VOL?) var (u)

(1/VOI?) 62 VOL?
o2

Thus, the variance of the error term () in Equation 9 is constant
(02) and ordinary least squares estimation methods can be applied.
The form of Equation 9 is now so simple that computerized
regression packages are not really required. The estimation results
can be obtained as follows:

b = ¥ (AADT/VOL;)n 10)
i=1
o2 = { Y [(AADT/VOL) — BJ? } [(n— 1) (11)
i=1
var (t}) = o2/n (12)

and the f-statistic on Z} is
5 = Poli2)io (13)

In Equations 10 and 11 the subscript i refers to each short count in
the month for the factor group, and # represents the mumber of
counts.

Finally, the relative precision of the AADT estimates must be
derived. When the seasonal factors from Equation 9 are applicd to
counts in the following year, the value of the ratio AADT/VOL in
the equation is forecast. Therefore the appropriate variance mea-
sure is the variance of the prediction error for the forecast ratio of
AADT to VOL. Tt can be shown that this variance is given by

o2 (1 + 1/n) (14)

for each factor group and month. The required coefficient of
variation for Equation 3 is then

W(Fs) = 6 (I + Iinyo5[p (15)

It is interesting to note that this theoretically derived result is
equivalent to that obtained by more qualitative reasoning (I, 13).

Results

The seasonal factors for 1984, derived using the procedurcs
described, are given in Table 1 for April through September (the
period when WSDOT performs the vast majority of its traffic
counting) and in Table 2 for October through March. Because of
the high variability of factors for the central mountain group, this
group was treated separately.

The coelficients of variation, based on Equation 15, are given in
Table 3. These have been used to calculate relative precision levels
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TABLE 1 1984 SEASONAL FACTORS FOR APRIL THROUGH
SEPTEMBER

Month
Group April May June July August  September
Rural Interstate  1.132  1.126 0.960 0.907 0.849 0.990
Urban 0966 0952 0.903 0.894 0.878 0.907
Northwestemn 1.023 0995 0.921 0.848 0.812 0.957
Southwestern 1.087 1.055 0.935 0.823 0.769 0.925
Southeastern 1.137 1.077 0.956 0.896 0.855 0.979
Northeastem 1.025 0927 0.895 0.754 0.779 0.882

of April through September AADT estimates, as given in Table 4,
without incorporating axle correction or growth factors.

It is also interesting to note how the AADT precision levels vary
as a function of the number of PTRs in each factor group. Little
improvement in relative precision was obtained beyond about six
to eight PTRs per group. Thus, in terms of statistical precision of
AADT estimates only, little is gained by having additional PTRs.
However, as discussed by Ritchie and Hallenbeck in this Record,
there may be other reasons for maintaining large numbers of PTRs
in any group, such as the automatic collection of vehicle classifica-
tion data.

Axle Correction Factor Analysis

Axle correction factors are required to convert short-count vol-
umes to AADT estimates when those short counts are obtained
using equipment that records axles rather than vehicles. Calcula-
tion of the factors requires vehicle classification information (per-
centage of vehicles in each class) as well as knowledge of the
number of axles per vehicle in each vehicle class.

The average number of axles per vehicle (Ay/) in a given factor
group (typically highway functional class) is given by

Ay + 2 (Axlesc) (Po) (16)
¢

where Axlesc is the number of axles per vehicle in Class C and P,
is the proportion of vehicles in Class C (system-level estimate).
The variance of Ay, is then given by

var (Ay) = T (Axlesc)? var (P) an
C

where var (P ) is the variance of Vehicle Class C proportion, from
a vehicle classification study.
Thus the coefficient of variation of Ay, is

cvAy) = [z (Axlescf var(PC)]O's/[g, (Axlesc)(Pc) J (18)
(64

However, the desired axle correction factor (Fy) is actually the
inverse of Ay

Fy = Ayt (19)
It can be shown by a first-order Taylor series approximation that

cv(Fy) = cv(Ay) (20)
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TABLE 2 1984 SEASONAL FACTORS FOR OCTOBER THROUGH MARCH

Month
Group October ~ November  December  January  February ~ March
Rural Interstate  1.274 1.220 1.116 1.554 1.425 1.238
Urban 1.045 1.006 0.935 1.088 1.033 0.988
Northwestern 1.236 1.124 1.067 1.296 1.558 1.075
Southwestern 1.467 1.283 1.067 1.408 1.259 1.145
Southeastern 1.500 1318 1.043 1.595 1.472 1.259
Northeastem 1.339 1.176 0.981 1.200 1.184 1.163

TABLE 3 COEFFICIENTS OF VARIATION OF 1984 SEASONAL FACTORS, cv(Fy)

Factor Group

Rural
Month Interstate  Urban  Northwestern  Southwestern  Southeastern ~ Northeastern
January 0.172 0.090 0.149 0.216 0.196 0.074
February 0.150 0.073  0.105 0.154 0.190 0.100
March 0.113 0.057 0.102 0.147 0.180 0.146
April 0.109 0.062  0.095 0.132 0.144 0.123
May 0.089 0.070  0.078 0.108 0.138 0.080
June 0.064 0.057 0.095 0.082 0.118 0.077
July 0.057 0.063  0.092 0.077 0.115 0.104
August 0.064 0.042  0.090 0.143 0.090 0.097
September  0.090 0.059  0.069 0.129 0.112 0.086
October 0.167 0.112  0.150 0.217 0.239 0.176
November  0.255 0.090 0.130 0.186 0.250 0.115
December  0.078 0.073 0.084 0.114 0.088 0.083

This result permits the coefficient of variation of the axle correc-
tion factor to be derived readily from Equation 18 for insertion into
Equation 3.

Table 5 gives the estimated axle correction factors for eight
functional classes of highway, together with relative precisions and
coefficients of variation,

Growth Factors

Growth factors often represent a relatively minor part of the
factoring process to obtain AADT estimates from short counts.
However, at times an old count must be converted to a more recent

AADT by means of a growth factor. Several methods exist for
estimating growth factors. In general, the approaches are fairly
crude ways of attempting to account for traffic growth or decline
over time. The analysis discussed in this section was exploratory
only, although the results appear reasonable.

Simple growth factors were estimated for each of the previously
identified seasonal factor groups for 1982-1983 and 1983-1984.
The factors were obtained by forming the ratio of AADT in the
more recent year to that in the earlier year for each PTR in a group
and applying the regression analysis procedure discussed pre-
viously. In one group there was one PTR, and in a second group no
PTR, for both years, so that coefficients of variation of the factors
(Fg) could not be formed. Table 6 gives the estimated growth
factors for each period together with their coefficients of variation.

TABLE 4 RELATIVE PRECISION (%) OF SEASONALLY ADJUSTED AADT
ESTIMATES FROM SHORT COUNTS IN EACH MONTH (without incorporating axle

correction or growth factors)

Factor Group

Rural

Month Interstate  Urban  Northwestem  Southwestern  Southeastern  Northeastemn
April 18 10 16 22 24 20

May 15 12 13 18 23 13

June 11 9 16 13 19 13

July 9 10 15 13 19 17

August 11 7 15 24 15 16
September 15 10 11 21 18 14

Note: 90 percent confidence level.
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TABLE 5 AXLE CORRECTION FACTORS

Percentage

Functional Class Fa* PrecisionP cv(Fy)
Rural Interstate 0.423 10.2 0.062
Rural principal arterial 0.461 8.8 0.053
Rural minor arterial 0.471 4.8 0.029
Rural collector 0.459 10.7 0.066
Urban Interstate 0.454 39 0.023
Urban principal arterial 0.463 6.8 0.041
Urban minor arterial 0.482 2.1 0.013
Urban collector 0.495 1.6 0.010
AWeckday factors.
b9 percent confidence level.
TABLE 6 GROWTH FACTORS

1982-1983 1983-1984
Group Fg ev(Fg) Fg cv(Fg)
Rural Interstate 1.065 0.020 1.024 0.037
Urban 1,175 0.306 1.046 0.066
Northwestern 1.052 0.110 1.016 0.055
Southwestern 1.059 — 1.094 —-
Southeastern 1.041 0.060 1.041 0.042
Northeastern —_ —_ _ —

VEHICLE CLASSIFICATION
Data Analysis

Because of the limited nature of vehicle classification counts taken
by WSDOT in recent years, the best available data set for statisti-
cal analysis was from a 1980-1981 study that was done for FHWA.
Unlike volume counts, which utilize a system of PTR stations for
continuous monitoring, it is not presently possible to derive vehi-
cle classification seasonal factors for conversion of a single (say
24-hr) classification count to an annual average estimate for a
given highway segment. Rather, the data available permit only an
approximate systemwide plan to be developed for an annual count-
ing program on different functional classes, in order to derive
annual average vehicle classification results. Improvements to the
department’s current vehicle classification activities are discussed
further by Ritchie and Hallenbeck in this Record.

The 1980-1981 data consist of 248 manual 24-hr vchicle classi-
fication counts. The data were collected at 31 locations across the
state with 4 weekday counts (one per season) and 4 weekend
counts (one per season) at each location. For purposes of analysis,
the data were reduced to six vehicle types:

Cars,
. Two-axle trucks,
. Three-axle trucks,
. Four-axle trucks,
. Five-axle trucks, and
. Trucks with six or more axles.

N bW

In addition, a slightly more detailed set of functional classifications
than was used in the seasonal factor development was retained for
initial analysis. These functional classes consisted of eight groups:
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Interstates, principal arterials, minor arterials, and collectors for
both rural and urban locations.

The principal analysis method used was a two-stage cluster
sampling approach with multiple strata. The first set of strata
corresponded to functional classes. Within strata, the primary
sampling units or clusters were possible count locations, and the
secondary or elementary sampling units were days at each location
(required to be the same at each location in a stratum). The second
stratification was introduced with respect to weekdays and week-
end days because vehicle classifications were noticeably different
across these strata; truck percentages were often considerably
lower on weekend count days. The population sizes for each stage
were taken to be the number of HPMS population sections in each
functional class in the case of locations and, at the second stage,
simply the number of weekdays or weekend days, or both, in a
year. Allowance was also made in the analysis for the unequal size
of the second-stage units (as is often assumed in cluster analysis)
due to the daily variations in traffic volume throughout the year.

Within each functional class, and for each Vehicle Class C, the
average (weighted) vehicle proportion (P) was estimated as

n
Pa= (Z P,-)/n 2D
i=1
where
Pi = WP t WoPi
p; = proportion at location i;
p;; = weckend proportion at location i
m . m
= (Z Cm)/(ZlXikl);
k=1 k=1
Pz = weekday proportion at location i
m 5 m
Jj=1 j=1
Ciy1 = total number of vehicles of type C at station ¢
on weekend day k;
Cijp = total number of vehicles of type C at station ¢
on weekday J;
X1 = total number of vehicles at station i on
weekend day k;
X.jz = total number of vehicles at station i on
weekday J;
Piix = proportion observed on weekend day k;
Pipj = propottion ubserved on weekduy Jj;
my; = number of weekend days at each location;
m, = number of weekdays at each location;
w1 = 2/,
wy = 5/7; and
n = number of count locations,
The variance was obtained from
var (Pc) = (1 — f(si2/n) + [wi2(1 = fop)sp2/(nmy)
+ Wy2(1 — fo0)s5,2/(nmy)] 22)
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where
fi = nN,
N = population size of HPMS segments for
functional class,
f21 = m1/104,
f22 = m2/261,
S212 = (2 $21; )/n
52 = Z Pig = Pi)*lomy = 1),
5352 = (21 522 )/"
i
S = Z (igj = Pi2)*limy — 1), and
=
n
s2 = I (- pSln - D

=1

Thus the coefficient of variation of the estimate is

ev(Pc) = var(Pe)1®3/P¢ (23)
The relative precision (percentage) at a 100 (1 — o) percent
confidence level is then given approximately by

Precision (P) = + 100 Z, ,cv(P () 24)
In addition to this analysis approach, which distinguishes
between counts on weekdays and weekends by introducing
sample stratification, estimates for P, were also calculated
without this stratification by pooling weekday and weekend
counts at each location. For this simpler formulation, P, is
calculated from

Pc=(2 ZC)/(Z zx,.j) (25)
i=]l j=1 i=1 j=1

where
C;; = total number of vehicles of type C at station i on
day j,
X;; = total number of vehicles at station i on day j,
h = n/N,
Hh = mf365,
m = number of days sampled at each station, and
n = mnumber of count locations.

The variance of P is then calculated from

var(Pe) = (1 = f)SPR) + fil = fo)(sy/mn) (26)

2

where s~ is as previously defined, and
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nom
52 = X X (py— p)*ln(m - 1],
i=1 j=1
m m
=1 i=1

The coefficient of variation and precision of P are then calculated
as before by Equations 23 and 24, respectively.

Results

Table 7 gives the classification count results for each functional
class. These averages are based on the weighted weekday and
weekend counts. Table 8 gives the relative precision of these
results at a 90 percent confidence level. Clearly, the precision of
the estimates for large trucks (five or more axles) is relatively poor,
although this was not unexpected given the limited nature of the
counts and the inherent variability of truck travel as a percentage
of total daily volume. Table 9 gives the coefficients of variation for
each vehicle class proportion.

TABLE 7 PERCENTAGE OF VEHICLES BY TYPE IN EACH
FUNCTIONAL CLASS

Vehicle Class

Functional Class 1 2 3 4 S 6

Rural Interstate 87.0 3.1 0.6 0.3 8.3 0.8
Rural principal arterial 90.3 3.2 1.0 0.1 5.0 0.3
Rural minor arterial 92.2 29 0.9 0.1 3.5 0.5
Rural collector 89.3 35 3.0 0.3 3.6 0.3
Urban Interstate 91.1 2.8 0.7 0.4 45 0.4
Urban principal arterial 90.8 3.1 0.6 0.2 4.9 0.4
Urban minor arterial 94.4 2.8 0.8 0.2 1.7 0.2
Urban collector 95.1 34 0.4 0.1 0.9 0.1

The estimation of annual average daily truck traffic (AADTT)
volume can be accomplished readily by applying the analysis
results and extending the AADT estimation equations:

AADTT = VOL (Fg)(F NFG)Pc) 27)

where P is the appropriate vehicle proportion estimate from
Table 7 and all other notations are as defined previously. It must be
remembered that this AADTT estimate is based on system-level
vehicle classification data not a specific truck count for the section
where the volume count (VOL) was taken.

The coefficient of variation can be obtained from

cWAADTT) = [ev2(Fg) + cv2(Fy)

+ ev2(Fg) + cv2(P)]0S (28)

where cv(P ) is as given in Table 9. The relative precision at a 100
(1 — o) percent confidence level is then given approximately by

Precision (AADTT) = + 100 Z, 5 cW(AADTT) % (29)
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TABLE 8 RELATIVE PRECISION (%) OF VEHICLE CLASSI-
FICATION RESULTS

Vehicle Class

Functional Class 1 2 3 4 5 6

11 13 35 35 33
7 50 43 43 48
9 22, 45 33 68
29 82 62 91 69
8 13 22 20 14
17 22 39 41 40
26 31 67 19 44
25 35 43 34 86

Rural Interstate

Rural principal arterial
Rural minor arterial
Rural collector

Urban Interstate

Urban principal arterial
Urban minor arterial
Urban collector

—_ ) e ] N WA

Note: 90 percent confidence level.

TABLE 9 COEFFICIENTS OF VARIATION FOR VEHICLE
PROPORTIONS FROM TABLE 7

Vehicle Class

Functional Class 1 2 3 4 5 6

Rural Interstate 0.024 0.068 0.079 0.213 0215 0.201
Rural principal arterial ~ 0.018 0.044 0.303 0.263 0259 0.294
Rural minor arterial 0.010 0.057 0.134 0271 0201 0416
Urban Interstate 0.007 0.050 0.077 0.131 0.119 0.088
Urban principal arterial  0.018  0.103  0.134 0.237 0.247 0.241
Urban minor arterial 0.008 0.157 0.187 0.405 0.114 0.266
Urban collector 0.007 0,150 0216 0260 0207 0522

As an example, consider the calculation of an annual average daily
five-axle truck volume on a rural Interstate segment, based on a
short duration axle count in June:

Average 24-hr volume (VOL) = 50,000 axles,

Fg¢ = 0960 (Table 1),
F, = 0423 (Table 5),
Fo = 1.0 (because this is a current-year
count),
Pr = 0.083 (Table 7),
cv(Fg) = 0.064 (Table 3),
cov(Fy) = 0.062 (Table 5),
ov(Fg) = 0.0 (because an estimated factor is
not used), and
cev(Ps) = 0215 (Table 9).

Thus, from Equation 21, the estimate of daily five-axle trucks is

AADTT

50,000 (0.960)(0.423)(1.0)(0.083)
1,685 five-axle trucks.

From Equation 22, the coefficient of variation of this estimate is

CV(AADTT) = [(0.064)? + (0.062)> + (0.0 + (0.215)%]%

0.233.

Finally, from Equation 23, the relative precision of this estimate at
a 90 percent confidence level is

Precision (AADTT) = + 100 (1.645)(0.233) %

+38.3 %,
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which means there is 90 percent confidence that the true value of
AADTT is within about 40 percent of the estimate of 1,685 five-
axle trucks per day.

Sample Design

The results obtained from these analyses of vehicle classification
data provided some basis for developing the study recommenda-
tions for this data item (see paper by Ritchie and Hallenbeck in this
Record). Some of the findings related to design of a sample for
collecting vehicle classification data are presented in this subsec-
tion.

Of interest is how the statistical precision of classification esti-
mates is affected by sample size and choice of confidence level. To
gain further insight into these relationships, a number of tabular
and graphic reports were generated,

For example, Table 10 gives the variation in precision achieved
with a number of different sample designs in the case of rural
Interstates. These results are based on a cluster analysis, as before,
but with pooled weekend and weekday counts without stratifica-
tion. It can be seen that the precision levels are more sensitive to
the number of locations chosen than the number of days surveyed
per location. For a given number of classification counts, the
results indicate that it is better to take all of those counts at
different locations, with only one count per location, on randomly
chosen days during the year.

TABLE 10 RELATIVE PRECISION (%) OF RURAL
INTERSTATE VEHICLE CLASSIFICATIONS FOR DIFFERENT
SAMPLE DESIGNS

Vehicle Class

No. of No.of  No. of

Locations  Days Counts 1 2 3 4 5 6
2 1 2 9 37 8 95 105 105
2 5 10 6 23 39 68 71 69
4 1 4 7 26 57 67 74 74
4 5 20 4 16 27 48 50 49
8 1 8 5 18 40 47 52 52
8 5 40 3 11 19 34 35 34

20 1 20 3 12 25 29 33 33

20 5 100 2 7 12 20 21 21

40 1 40 2 9 18 20 23 23

40 S 200 1 5 g8 13 14 14

Note: 90 percent confidence level.

To avoid the added complexity and cost of having to take at least
two counts per location (one weekday, one weekend) at every
sampled location, as required by the stratified cluster analysis
procedure, it was decided that, for purposes of sample design and
implementation, a pooled cluster analysis approach should be used
without stratification by day of week. All that this would mean in
practice is that the count day or days at a location would be chosen
randomly from all days in the year. Given the nature of the data on
which the analyses were based and the interim nature of any
recommended manual count program [due to introduction of auto-
matic vehicle classifiers by the department (see paper by Rilchie
and Hallenbeck in this Record)], this approach was judged appro-
priate.

Also investigated was the ellect of both confidence level and
number of counts (or locations counted) on the precision of vehicle
proportions. Achieving both smaller precision levels and higher
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confidence levels requires that more counts be taken. In the case of
five-axle trucks on rural Interstates it was noted for example that
the major improvement in precision came from taking approx-
imately 20 counts and that the improvement in precision for
successive counts was relatively small. However, the magnitude of
the precision was still undesirably high. The implication is that, to
achieve precise results, a much larger number of vehicle classifica-
tion counts than the department currently collects are required. The
detailed recommendations that were developed on the basis of
these results are reported by Ritchie and Hallenbeck in this Rec-
ord.

CONCLUSIONS

A rigorous statistical approach to statewide data collection and
program design permits the estimation of data precision and can
provide a rational basis to assist in allocating limited resources
among the various possible data collection activities. A statistical
approach is also important because the desired precision and
confidence level have a major impact on sample design and cost.
There is little point in collecting more precise sample data at a
higher level of confidence than is required by the data users,
particularly when considerable cost savings can be realized by
using smaller sample sizes. Conversely, when resources are limited
and insufficient for the desired sample size, trade-offs between
precision and level of confidence can be made explicit. Further
discussion of this issue is presented in a companion paper by
Ritchie and Hallenbeck in this Record.

A statistical framework for volume counting and vehicle classi-
fication, and particularly for deriving estimates of AADT from
short-duration axle counts at any location on a state highway
system, has been presented. AADT estimates can be derived for
each vehicle type, if desired. The estimation of associated sea-
sonal, axle correction, and growth factors was also described. The
methodology enables the statistical precision of all of these esti-
mates to be determined.
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Classifying a Rural Road Network for

Traffic Counting

CHrisTO J. BESTER AND J. D. DE B. JOUBERT

The evolution of a classification system for the South African rural
road network is described. An initial attempt to classify a provin-
cial network cn the basis of the trip length and trip purpose of
traffic, as judged subjectively by local road officials, was tested in a
pilot study on traffic counting. The results of the study show that
there is a good correlation between average trip length, as calcu-
lated from an origin-destination matrix, and various traffic pat-
terns. A final classification system, based on these trip lengths, is
recommended.

As a result of the variation in traffic volumes, the annual average
daily traffic (AADT) at a specific location can only be determined
accurately by means of permanent traffic counters (PTCs). These,
however, can only be afforded at a limited number of locations and
therefore the traffic on the remainder of the links in a network is
counted for short periods only. The AADT on these links is
estimated_by means of expansion factors derived from the data
obtained from the PTCs.

The purpose of the classification of the road network is to group
the links according to the uniformity of their traffic patterns to
ensure that the expansion factors are calculated from the appropri-
ate group of PTCs and applied to the correct group of short-term
counts. Traffic patterns can be described by the regular variation in
daily, weekly, and seasonal traffic volumes.

There are various methods of grouping PTCs on the basis of
their monthly variation in traffic flows (1-3). However, for the vast
majority of road sections, the traffic patterns are unknown, and
assigning them to a specific group is difficult. Moreover, when no
PTCs have been in operation in a certain area the problem of
classifying the network becomes more complicated.

The evolution of a process for classifying the South African
rural road network for traffic counts is described in this paper. The
process started off by using a framework in which subjective
judgment and an intimate local knowledge of the nature of traffic
were the main components. This framework was then tested in a
pilot study, the results of which were used to develop a final
procedure for classification based on trip length.

In South Africa rural traffic counting is the responsibility of the
provincial road authorities. Over the years different systems have
evolved. In one province 40 links are counted in a revolving
system; each link is counted for 1 year every 5 years. In another the
10 PTCs are manually operated for 18 hr a day, and in a third about
90 percent of the PTCs are located on roads with essentially
similar traffic patterns. Some systems give the results in terms of
equivalent vehicle units (with a heavy vehicle representing three
cars) and others give the total number of vehicles and a percentage
of heavy vehicles.

Because of the discrepancies in the presentation and accuracy of
traffic counts, all attempts at countrywide road planning (4, 5)
have been severely hampered. The Committee of State Road

C. I. Bester, National Institute for Transport and Road Research, CSIR,
P.O. Box 395, Pretoria 0001, Republic ot South Africa. J. D. de B. Joubert,
University of Pretoria, Pretoria 0001, Republic of South Africa.

Authorities (CSRA) therefore decided to form a subcommittee to
investigate and report on a uniform traffic-counting system for all
South African rural roads. This has also been the main objective of
a research project of the Rural Transport Group at the National
Institute for Transport and Road Research (NITRR).

Procedures for rural traffic counting in the Northern Hemisphere
are well established (6). With a few exceptions these could be
adopted for use in South Africa. The main problem, however, was
to decide on a uniform classification system for the rural network,
which again was a prerequisite for determining the locations of the
PTCs.

The main difference between the proposed procedure for South
Africa and the traditional procedures used elsewhere is that in
South Africa factors are calculated for seasons (four or five per
year) instead of months. The seasons are determined as follows:
First, the E-days are identified; these are exceptional days, usually
public holidays; the days following-or-preceding them,; and-schoel-
holidays, when traffic deviates significantly from the normal pat-
terns. The remaining days with normal traffic, or N-days, are then
divided into counting seasons with uniform weekly traffic patterns.
The short-term counts take place on N-days only. In Figure 1 the
E-days and N-days are shown for a specific road.

SUBJECTIVE CLASSIFICATION

Classification of a road network for traffic counting is based on the
traffic patterns, which in turn are affected by trip purpose and trip
length (3) of the traffic on a specific link. With this in mind, the
following framework was drawn up for the classification of the
South African rural road network:

e Class A: Roads on which commuter traffic over distances less
than 100 km is mainly concentrated.

e Class Bl: Roads carrying long-distance intermetropolitan
traffic closer than 20 km to the major cities.

e Class B2: Roads carrying long-distance intermetropolitan
traffic farther than 20 km from the major cities.

¢ Class CI: Roads carrying interregional, medium-distance traf-
fic.

o Class C2: Roads carrying traffic mainly between neighboring
towns.

e Class DI: Collector roads in an intensive agricultural area
(crops).

e Class D2: Collector roads in an extensive agricultural area
(livestock).

e Class E: Roads with exceptional traffic patterns, such as
extremely high volumes of intermittent recreational traffic.

No PTCs would be used on Class-E roads unless it was important
to justify a continuous count for its own sake.

To test this framework it was decided to do a pilot study in the
Orange Free State.
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FIGURE 1 E-days and N-days for a specific road.

PILOT STUDY

The pilot study took place between April 1, 1983, and March 31,
1984. The road network with its 6,000 links was classified in
accordance with the framework given in the previous section. This
was done by officials of the Roads Department of the Provincial
Administration of the Orange Free State, who used their knowl-
edge of the trip purpose on the various links.

For the study it was decided to concentrate on Classes B, C, and
D. Twelve positions were randomly selected for the location of the
PTCs, which were allocated to the classes as follows:

Class Counters

B2 1,2,3,and 4
Cl1 5 and 6

C2 7 and 8

D1 9 and 10

D2 11 and 12

The distribution of the counters throughout the province is shown
in Figure 2.

After the data had been collected it was obvious that the year
could be divided into five distinct counting seasons:

Season  From To

1 April 14, 1983 May 10, 1983

2 May 17, 1983 June 21, 1983

3 August 3, 1983 September 20, 1983
4 October 13, 1983  December 1, 1983
5 January 20, 1984  March 21, 1984

In spite of a number of interruptions while data from the PTCs
were being collected, the original goal of the pilot study was
achieved.

Because of the low traffic volumes at Counters 11 and 12 (12 and
19 vehicles per day, respectively) and high daily variations, no
meaningful analysis could be done for Class D2. It is in any case
doubtful whether roads in this class would ever be included in a
formal traffic-counting program.

TRAFFIC PATTERNS

Traffic pattems can be described as regular variations in traffic
volumes and are sometimes quantified by means of monthly

FIGURE 2 Location of counters.

expansion factors (3). Regular daily, weekly, or seasonal relation-
ships can, however, also be used to quantify the traffic patterns for
the different classes of road, and these relationships were specifi-
cally analyzed.

Daily Traffic Variation

Because short-term manual counts are usually undertaken for less
than 24 hr, it is important to know what is happening to traffic
volumes during the rest of the day. In the pilot study 16-hr counts
(from 6 a.m. to 10 p.m.) were used. The data from the PTCs were
used to determine the 24-hr-to-16-hr relationship (24/16) for each
counter and class of road. This relationship gives an indication of
the proportion of nighttime traffic on a road section. In Figure 3 the
nighttime traffic is shown as a percentage of the daytime traffic for
the different counters and classes. The differences between the
classes is statistically significant at the 99 percent confidence level.

Weekly Traffic Variation

A typical weekly traffic pattern is shown in Figure 4. One way of
quantifying this pattern is to calculate the ratio of the traffic on a
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FIGURE 3 Nighttime traffic as a percentage of daytime traffic.

Friday to the weekly average daily traffic (F/WD). This is indica-
tive of the amount of weekend traffic. The F/WD ratio for the
different counters and classes is shown in Figure 5. This ratio
differs very little for Classes B2 and C1.

Seasonal Traffic Variation

Long-term traffic variation on a road can be expressed in various
ways, for example as

e Seasonal expansion factors,

o The coefficient of variation of the daily traffic volumes on a
road, and

e The ratio between E-day and N-day traffic volumes (E/N).

Because E-days are not used for short-term counts and because of
the exceptional traffic volumes on E-days, it is clear that the E/N-
day ratio will be reflected in both the expansion factors and the
coefficients of variation. It was therefore decided to use only the
E/N-day ratio to quantify the seasonal traffic variations.

For this purpose 13 specific E-days were identified. They were
mostly public holidays or days on which the provincial schools
were closed. For each of these days the traffic volume was divided

by the average N-day traffic. The E/N-day ratio for each counter
and class is shown in Figure 6. It is interesting to note that on
Class-D roads the traffic volume on E-days is on average less than
on N-days. This was also found to be the case for roads carrying
mostly commuter traffic, such as Class-A roads (7).

EFFECT OF TRIP LENGTH ON TRAFFIC PATTERNS

It is well known that trip length has an effect on traffic patterns (3).
However, to determine the average trip length or trip-length dis-
tribution, an origin-destination survey is necessary. The cost of this
is prohibitive when a large number of road sections must be
considered.

At the end of 1983 the South African Rural Traffic Model (5)
became available. This model was developed to predict future
demand of traffic on the rural road network of South Africa. The
model network, which consists of 1,324 links, covers 85 percent of
the surfaced national and provincial roads in the country as well as
some 5000 km of unsurfaced roads. By using the calibrated origin-
destination matrix together with the assignment routine of the
model, it was possible to calculate the average length of through
trips for each link. Unfortunately, the links on which Counters
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FIGURE 4 A typical weekly traffic pattern.

FRI SAT SUN



BESTER AND JOUBERT

25

1.50
& -
- — ] -
8 125 —
]
E
o
b
i

W=5—%"3 8 & & 7 68 8§ 1 B2 ] ] D1

Counter Class

FIGURE 5 Friday-to-average weekday traffic.

20+ ]

HIEEiE

E/N-day ratio
=

1 2 3 4 5 6 7 8
Counter
FIGURE 6 E/N-day ratio.

7-10 were located were not part of the model network. Therefore
the following assumptions were made:

e For Class-C2 roads (counters 7 and 8) the average length of
through trips is equal to the distance between the two neighboring
towns (this follows from the definition) and

e For Class-D1 roads (Counters 9 and 10) the average length of
through trips is equal to the length of the link on which the counter
is located.

In Table 1 the average lengths of through trips (L) at each counter
are given, together with the various traffic patterns as quantified in
accordance with the methods described in the previous section.
The correlation between the trip lengths and the traffic patterns can
best be illustrated by the correlation matrix given in Table 2. From
this it is evident that a good correlation exists not only between trip
length and traffic patterns but also between the daily, weekly, and
seasonal patterns themselves. The effect of trip length on the E/N-
day ratio is shown in Figure 7.

With an estimate of through trip length available for the most
important links in the South African rural road network, it is now
possible to classify these links for the purpose of traffic counting.
For the other, less important, links the assumptions made about trip
length appear to be adequate.

Class

Another way to determine trip length on a specific road is to do a
license plate survey. In three of the four provinces in South Africa
it is easy to identify the town of registration of a vehicle from the
license plate. Where a manual short-term counting program is
used, a sample of license plates can be recorded and used for the
classification of the specific road section.

TABLE1 TRIP LENGTHS AND TRAFFIC PATTERNS

Traffic Patterns

Trip

Counter Length Daily Weekly Seasonal

No. (km) (24/16) (FIWD) (EIN)
1 463 1.150 1.279 1.92
2 368 1.126 1.241 1.64
3 557 1.172 1.340 2.05
4 176 1.121 1.216 1.46
5 358 1.106 1.294 191
6 159 1.073 1.193 1.40
7 45 1.071 1.184 1.14
8 53 1.043 1.084 1.06
9 40 1.039 1.085 0.96

10 35 1.054 1.076 1.01
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TABLE 2 CORRELATION MATRIX

L 24/16 FIWD EIN
L 0.935 0916 0.969
24/16 0.935 0.921 0.922
FIWD 0.916 0.921 0.966
EIN 0.969 0.922 0.966

E/N-day ratio

100 200 300 400 500 600
Average length of through Irips (km)
FIGURE 7 Effect of trip length on the E/N-day ratio.

CONCLUSIONS AND RECOMMENDATIONS

The results of the pilot study on traffic counting show that the
subjective judgment of officials of a roads department can lead to a
reasonable classification of the road network. When no data from
PTCs or data on trip distance and (rip purpose are available,
subjective judgment is still the only way to classify the road
network.

An interesting aspect of the results is the good correlation
among the short-, medium-, and long-term traffic patterns, which
indicates that roads that carry a high proportion of nighttime traffic
also have relatively high traffic volumes during weekends and on
holidays (E-days).

TRANSPORTATION RESEARCH RECORD 1090

The most important finding of the study is that the average
length of through trips on a link, as estimated by the South African
Rural Traffic Model (5), can be used for a uniform countrywide
classification of the road network. It is therefore recommended that
the following classification, based on trip lengths, be used:

Class  Description Trip Length

A Urban commuter roads 0-100 km

B Intermetropolitan roads >350 km

c Interregional roads 100-350 km
D Rural access roads <100 km

E Roads with exceptional traffic pattems  Not applicable
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Evaluation of a Statewide Highway Data

Collection Program

STEPHEN G. RiTCHIE AND MARK E. HALLENBECK

This paper is a discussion of an in-depth evaluation study of
highway data development and analysis activities of the Wash-
ington State Department of Transportation. Statistically based
procedures and recommendations that were developed to
streamline the highway data collection program are described.
Opportunities to reduce manpower and equipment costs,
streamline work activities, improve the quality of data col-
lected, and provide accurate and timely data for the various
users were identified. Given the focus on highway data, a
major effort was devoted to the department’s traffic-counting
program. However, many data items and programs were con-
sidered, and the following items received particular attention:
traffic volume counting, including estimation of annual aver-
age daily traffic at any location throughout the state highway
system; associated seasonal, axle, and growth factors; vehicle
classification; truck weight; and the relationships between the
statistical sampling requirements recommended for these
items and those associated with the FHWA Highway Perfor-
mance Monitoring System (HPMS) in the state. Employing
statistical sampling methods that complement the HPMS sam-
ple offers a strong potential for significantly improving the
cost-effectiveness of a statewide highway data collection pro-
gram.

In 1981, as a result of major budget cutbacks, the Washington State
Department of Transportation (WSDOT) created a high-level com-
mittee to review the amount of highway data collected. The com-
mittee recommended a sharp reduction in the level of traffic
counting. This decision was based primarily on stated data needs
by upper-level management. The committee did not, however,
address the statistical validity and quality of the data collected.
Neither did the committee attempt to integrate the remaining data
collection effort.

Thus, in recent years, considerable concem has existed about the
appropriate level of resources to be allocated to various data
collection activities and about the statistical basis for these
activities. The shifting emphasis in WSDOT’S highway program
from construction to maintenance and rehabilitation is another
important factor. These issues are of concern to many state DOTs.

In this paper are presented the results of a research study that
was undertaken to evaluate WSDOT’s data collection and analysis
activities. The statistically based procedures and recommendations
that were developed to streamline these activities are described.
The primary purpose of this program was to satisfy the internal
needs of WSDOT, although all major users and uses were identi-
fied. A rigorous statistical approach to program design and data
collection was necessary to permit estimation of data accuracy and
to provide a rational basis to assist in allocating limited resources
among the various possible data collection activities. Thus the
study results should also be of interest to many other state DOT

S. G. Ritchie, Department of Civil Engineering and Institute of Transporta-
tion Studies, University of California, Irvine, Calif. 92717. M. E. Hallen-
beck, Washington State Transportation Center, University of Washington,
Seattle, Wash. 98195.

officials, particularly in evaluating their own programs and in
complying with requests of the FHWA to integrate statewide
traffic-counting activities with the Highway Performance Monitor-
ing System (HPMS) (). In addition, the issues identified were of
special significance to WSDOT given the development of a new
Transportation Information and Planning Support (TRIPS) system.
TRIPS is essentially a computerized, on-line, data base manage-
ment system for assembling, maintaining, and reporting informa-
tion about the state’s highway network (2).

BACKGROUND
Overview of Previous Work

Historically, highway data and specifically traffic count data have
been collected by state transportation agencies to support a wide
range of programs and needs. These have included the use of
traffic count data to develop estimates of annual average daily
traffic (AADT), vehicle miles of travel (VMT) and design hour
volume (DHV) for individual highway sections, and functional
classifications of highways and regional or other divisions of the
state highway system. In addition, the FHWA has required submis-
sion of various traffic and truck data and estimates for use by
FHWA and other federal agencies. These have been required in
order to establish national travel trends, prepare reports requested
by Congress, plan for future transportation needs, and assess the
overall efficiency of various programs and policies.

Several studies have been reported in recent years that relate to
general efforts to develop more cost-effective approaches to state-
wide highway data collection. These include the work of Hallen-
beck and Bowman (3), which proposed a general statewide traffic-
counting program based on the HPMS (1); the study by Wright
Forssen Associates (4), which evaluated and developed improve-
ment recommendations for the highway traffic data program of the
Alaska Department of Transportation and Public Facilities; and
work by the New York State Department of Transportation to
streamline and reduce the cost of its <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>