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Further Analysis of the Flow-
Concentration Relationship

FreD L. HALL AND MARGOT A. GUNTER

On the basis of inspection of time-traced plots of daily flow and
concentration data for a freeway, addltional support is
provided for some tentative new ways of looking at the rela-
tionship between these variables. Occupancy data are used to
directly measure concentration, rather than converting to den-
sity. The overlaid, daily time traces help to make clear the
nature of operations and of transitions between congested and
uncongested regimes. Four principal conclusions are sup-
ported by these plots. First, the underlying inverted V-shape
for the flow-occupancy relationship found earlier at a single
lane and statlon on the same freeway has been confirmed at
several locatlons for both of the nonshoulder lanes. Second, for
the shoulder lane, it is not possible to determine from these
data whether the inverted V-shape correctly describes the
relationship. Third, definite differences exist in the parameters
of the flow-occupancy relationship that appear to be attributa-
ble to lane and location. Fourth, there is additional support for
the finding reported in an earlier paper of the authors (Trans-
portation Research, Vol. 20A, 1986) that discontinuous relation-
ships are not necessary to describe the data obtained from
freeway operations. Better sense may be made by assuming
contlnuous relationships and trying to explain sparseness of
data by the nature of operations on the facility.

Despite some 50 years of research on the relationships between
speed, flow, and vehicular concentration, disagreement still
exists about what exactly occurs on freeways. An extensive test
(using nearly 50 different data sets) of single- and two-regime
models, as derived from first principles, has indicated that the
match between theory and data is not very good (1). Therefore,
a different approach is taken in this paper: the data are
inspected closely to determine the form of relationship that is
suggested.

In a previous paper, the authors examined flow-occupancy
data for one lane at one location on an expressway (2); on the
basis of that examination, three conclusions were reached
about the relationship. The purpose of this paper is to deter-
mine if those same conclusions are applicable to other lanes
and locations. That analysis was directed at the conceptual
problem caused by gaps in observed data patterns, and sug-
gested that it is not necessary to construct discontinuous func-
tions to account for those gaps. The three main conclusions of
that paper are summarized briefly here because they provided
the starting point for the current analysis.

First, there are advantages to looking closely at daily data to
discern operating relationships, rather than relying uncritically

F. L. Hall, Department of Civil Engineering, McMaster University,
Hamilton, Ontario L85, 4L.7, Canada. M. A. Gunter, IBI Group, 240
Richmond St West, Toronto, Ontario M5V 1W1, Canada; formerly
with McMaster University.

on scatter diagrams of all available data. In particular, it was
found helpful to utilize time-connected traces of the daily
record of operations. Second, inspection of daily time-traced
plots showed a variety of types of transitions from uncongested
to congested flow occurring, but the combined result of these
types of transitions led to an appearance of sparsity, or even
gaps in the data. It was therefore hypothesized that (2, p.210)

The nature of the data that are collected at any particular
freeway location depends as much on the specifics of the
location as on underlying relationships. In particular, there will
be an absence of data for particular parts of the relationship if a
queue backs into the location while flow is lower than capacity.

Third, because of this explanation for areas of sparse data, argu-
ments for a discontinuous flow-occupancy (or flow-density) curve
do not appear to be convincing. An inverted V-shape for a contin-
uous curve appears to be the most representative shape, given the
data examined.

The problem with the latter two conclusions is that they are
based on data from only one lane (the median, or left-most, lane),
at one station on the roadway (4 km upstream from a bottleneck).
In this paper, flow-occupancy data for other lanes and locations
along the roadway are examined to determine the extent to which
those two conclusions are affected by location along the road-
way—particularly with reference to entrance ramps—and by lane.

In particular, three questions are addressed in this paper:

1. Is the inverted V-shape observed at other stations and for
other lanes?

2. If it is, does it appear to have similar or different parameters
at different locations on the road?

3. Are the patterns seen at the several lanes and stations consis-
tent with the idea of a continuous curve, or does a discontinuous
curve appear to be appropriate?

It should be recognized from the start that any conclusions must
still be tentative because all of the data come from the same
freeway control system. It will remain to be seen if the relationship
is different elsewhere.

The flow-occupancy relationship was selected for consideration
over the speed-flow or speed-occupancy relationships because, in
the authors’ initial analysis of one lane and station, it provided the
clearest distinction between congested and uncongested regimes
(Figure 1). The flow-occupancy relationship therefore offered the
most promise for being able to clearly specify the nature of the
relationship, and subsequently identify the nature of differences in
it between stations and lanes on a roadway. Occupancy is used
rather than density for two reasons. First, it is the variable directly
measured by the freeway management system and is a point or
very short section measurement, which corresponds well with the
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FIGURE 1 Overlaid time-traced plots for the Station 4 median lane.

other data collected by the system. Second, any conversion of this
measurement to density (the number of vehicles per kilometer)
introduces a large amount of scatter, as can be observed from
Koshi et al. (3, Figure 1).

The idea that the relationships for different lanes and locations
are not the same is not new. Others who have demonstrated or
mentioned these differences include the 1965 Highway Capacity
Manual (4), Ceder and May (5), Mahabir (6), and Hurdle and
Datta (7). However, it is logical to expect that more precise
specification of the traffic flow relationships for different loca-
tions will be necessary as freeway management systems
become increasingly important and widespread.

The first section of this paper contains a description of the
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account of the computerized procedures used to reduce the set
to a form suitable for analysis. The results of the analysis are
presented in the third section. Discussion of the implications
and possible interpretation of the results are given in the next
section. The final section contains the conclusions and sugges-
tions for future work.

DATA

The data used in this study come from the freeway control
system on Ontario’s Queen Elizabeth Way between the cities of
Oakville and Toronto. A 5-km section of this roadway experi-

ences congesiion in the easibound direciion each weekday
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morning and has therefore been equipped with a freeway man-
agement systemn that collects traffic flow data at nine locations
or stations [described in more detail by Case and Williams (8)].
At each lane at each station (lane-station), the following were
compiled by the freeway management system for 5-min time
intervals: occupancies at the upstream and downstream loops,
number of vehicles longer than 7.6 m [a passenger car equiv-
alency of 2 was used for these long vehicles to convert the total
volume to passenger car units (pcu’s)], total number of vehi-
cles, and average speed. In addition, a log was kept by the
system operator, noting poor weather or incidents such as
accidents or stalled vehicles.

For this analysis, 8 months of data were available, collected
in 1978 and 1979. The 5-km section of the freeway system is
shown in Figure 2, along with the locations of some of the data
collection stations. The primary bottleneck is just downstream
of the entrance ramp merge at Highway 10. (Unfortunately,
data were not collected there.) This is a secondary constriction
at the entrance ramp from Mississauga Road, which also has
heavy entrance-ramp volumes.

The choice of stations for analysis was important because the
effect of location is a major component of the study. The
primary criterion was that the traffic conditions be as different
as possible. The second criterion was that geometric conditions
should be as close to ideal as possible. These two criteria led to
the choice of three stations: Stations 9, 7, and 4.

Station 9 is located immediately upstream of the bottleneck
and the Highway 10 entrance ramp and is on a slight vertical
curve. It experiences congestion for the longest duration of all
locations along the section.

Station 7 is situated about 1.6 km upstream of Station 9, with
one exit ramp intervening between them. It has almost ideal
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BOTTLENECK —

STATION 9 —

HIGHWAY
10

_ CREDIT RIVER
MISSISSAUGA
ROAD

STATION 7,

s

STATION 4—

QEW

SOUTHDOWN
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FIGURE 2 Schematic map of freeway
system (not to scale, only eastbound ramps
shown).

geometric conditions, but is immediately downstream of a
bridge. Just before the bridge is the end of the merging lane for
the entrance ramp from Mississauga Road.

Station 4 has good geometrics. It is about 3.9 km from
Station 9, and there are two entrance ramps and one exit ramp
between it and Station 7.

DATA REDUCTION

After the locations and lanes were chosen, the raw data had to
be reduced to a set that was appropriate for analysis, and
displayed in a form that would be useful for subsequent inter-
pretation. Specifically, the goal for the data-reduction stage was
to produce for each lane-station a figure containing overlaid
time-traced plots of the nontransitional data for those days that
represented ideal conditions.

Because this analysis was intended to compare ideal rela-
tionships, days were rejected if weather had been poor or if
incidents (stalled vehicles, accidents) had occurred. This
reduced the data to 72 days of operation.

The next step was to distinguish between the two regimes of
operations for the data for each lane. A critical occupancy
value, at which flow was at a maximum, was identified. The
choice of this value was somewhat subjective, but could be
made with reasonable confidence based on examination of the
overlaid daily plots and of plots of average values, following
procedures described by Hall, Allen, and Gunter (2).

This procedure worked well with all the middle and median
lane plots, but was not suitable for the shoulder lane. In the
shoulder lane a peak flow could not easily be distinguished, and
the averaging procedures did not help. Therefore, a subjective,
and admittedly somewhat arbitrary, value was selected for the
critical occupancy to indicate the value at which congested
operation began based on the appearance of the plot.

After a critical occupancy had been established, it was possi-
ble to identify and reject inappropriate points. For the authors’
previous paper (2) a manual technique was used, which
involved examining each day’s time-traced data separately. To
analyze all nine lane-stations efficiently, a computerized pro-
cedure was developed that used the same criteria.

These criteria defined four categories of rejection for indi-
vidual data points:

1. Equipment malfunction,

2. Serious doubt as to the data’s numerical validity,

3. Inconsistency with the equilibrium relationship, and

4. Operation in transition between the two branches of the
curve.

Each of these categories of rejection will be discussed further.

Most equipment malfunctions had been identified automat-
ically by the system. Two other types were found and rejected:
zero recorded for flow rate, speed, or occupancy; and more than
a 40 percent difference between upstream and downstream
occupancy (which usually differed by less than 20 percent in
these data).

The second criterion dealt with serious doubt about particu-
lar observations. This was characterized by a lack of reliable



data in a day, defined as less than 0.5 hour as data between
equipment failures, or less than 0.5 hour of data in total.

The third criterion that led to rejection of data was an
occuparncy or speed value that was obviously inconsistent with
the equilibrium relationship. Speed was also used because there
were a few cases in which it was the only factor out of line, but
such a point should also be questioned. Inconsistency was
defined on the basis of values greater than two standard devia-
tions away from the average for their flow range, or consis-
tently between one and two standard deviations removed in the
direction of transition to the other regime.

The fourth type of rejection, points in transition between
regimes, deserves more explanation. The basic rationale is that
it is illogical to include data that are in transition between
regimes when one wants to compare only the stable operation
in each branch of the curve. [The importance of this is also
discussed by Payne (9).] Two criteria were established, both of
which had to be met to define a point as being in transition. The
first was that a data point must have speed or occupancy greater
than one standard deviation from the average value in the
direction of the other regime, and must continue to move away
from its present regime in the next time interval. The second
criterion was that the flow had to be less than a critical value
(generally 2,000 pcu/hr for the median lane) to be rejected
because it was judged to be in transition. This second criterion
was added for the middle and median lanes because of the
uncertainty about the location of the function at high flow rates.

The final step in the data reduction for al! lane-stations was
to check the computerized result manually. This was accom-
plished by plotting the overlaid time-traced nontransitional data
and visually checking the plot for any obvious outliers, transi-
tional points, or relationships with inconsistent structures. The
first two anomalies were corrected by manually searching the
data and deleting them the dozen or so times they occurred.
Fortunately, the third irregularity did not occur.

ANALYSIS

The data-reduction procedure thus provided nine plots: one for
each lane at each of the three locations. (See Figure 3; note the
following in this figure: top row, Station 9; middle row, Station
7; bottom row, Station 4; left column, median lane; center
column, middle lane; right column, shoulder lane.) These plots
are intended to represent nontransitional (or equilibrium) oper-
ation. The analysis consists primarily of visual inspection and
comparison of these plots in order to answer the three questions
raised at the beginning of this paper:

1. Is the same general shape (an inverted V-shape) observed
at all lanes and stations?

2. If ihe shape is the same, are the parameters (particularly
maximum flow rates and critical occupancies) similar?

3. Are areas of sparse data (or discontinuities) present at all
locations, and, if so, are they related in a sensible way?

The answer to the first question is that there is an overall
consistency in the general shape of the relationships for two
lanes, but not for the shoulder lane. The six plots for the middle
and median lanes all show relationships similar to that at

TRANSPORTATION RESEARCH RECORD 1091

Station 4, median lane (Figure 1a): a well-defined uncongested
regime, a sharp peak in flow, and a congested regime with a
large amount of scatter in the data. In the three shoulder lane
plots, the maximum observed flow rates are attained in the
congested regime, and no distinct peaks are observed.

Qualitative comparisons were made of the parameters for
these relationships. Six comparisons were made: one for each
of the median, middle, and shoulder lanes comparing the rela-
tionships at the three stations along the roadway to find the
effect of location; and one for each of the three stations,
comparing across the three lanes. A summary figure was drawn
for each combination to be compared, which indicates the
outline of the general location of the data points for the relevant
lane stations.

For the median lane, distinct differences exist between the
flow-occupancy relationship at Station 7 on the one hand and
Stations 4 and 9 on the other (Figure 4). One possible explana-
tion for this behavior is that Station 7 is located in a secondary
bottleneck (secondary in the sense that there is another one
farther downstream that causes a queue as far back as Station 7
or farther.) Hurdle and Datta (7) have suggested that speed-
flow relationships may differ in a bottleneck; the flow-occu-
pancy curve may also be affected in some way. The maximum
flows observed at Station 7 are 200 pcu/hr higher than those at
the other locations. The occupancies corresponding to these
maximum observed flows are also 2 to 4 percent higher, which
necessarily follows from the higher flows and the similarity of
the nearly linear relationship in the uncongested regime over
the three locations. This similarity does not occur in the con-
gested regime, where two separate curves operate, one for
Stations 4 and 9 and one for Station 7. Both curves have a
similar shape, but it would appear that after the road is con-
gested, the mean flow rates for the secondary bottleneck are
consistently 400 pcu/hr higher at any given occupancy.

The middle lane data exhibit a different pattern in that the
three stations appear to have consistent speed-occupancy pal-
terns (Figure 5). For both the uncongested and congested reg-
imes, the data for all three stations lie almost directly on top of
each other, clearly suggesting that a single relationship can
represent them all well. No obvious reasons for this difference
from the median lane occur to the authors.

Three observations can be made from consideration of the
plot for the shoulder lanes (Figure 6). First, the uncongested
regimes for Stations 4 and 7 coincide, but Station 9 has gener-
ally lower flows for any given occupancy. (The Station 9
shoulder lane is heavily affected by an entrance ramp merging
immediately downstream.) Second, in the congested regime the
data for the three stations are again separated, somewhat as in
the median-lane comparison. For any given occupancy, Station
7 has the highest flows, Station 9 the lowest, and Station 4 is in
between. Third, all shoulder lane plots exhibit higher maximum
flows in the congested regime than in the uncongested regime,
which is contrary to their definitions. (This may be a conse-
quence of decreased flows on the metered ramps, leading to
increased main-line flows as the system becomes more con-
gested.)

Two plausible interpretations of the flow-occupancy rela-
tionship are consistent with the second and third of these
observations. Either there is an underlying relationship in the
shoulder lane similar to that in the middie and median ianes,
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with a distinct peak in the relationship even though it has not
been observed in the data, or the relationship in this lane is
fundamentally different. In the first case, the gap in the: data, or
the unobserved portion of the curve, includes all of tlie opera-
tion around capacity. The alternate explanation implies that
what the authors have termed transitions in fact represent

Station 9

operations at the top of those curves, near the capacity for
shoulder lanes.

The resolution of this problem may be aided by a com-
parison across lanes at each station (Figure 7). The first obser-
vation is that in the uncongested regime the slope of the
relationship becomes increasingly steep from the shoulder to
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the median lane. This suggests that for a given occupancy,
drivers in the median lane will manage a higher flow rate; or
conversely, for a given flow rate, median-lane drivers will
accept higher concentrations of vehicles. This characteristic of
driver behavior comes as no surprise.

The second observation pertains to the congested regime. At
Station 4, the data for all three lanes coincide very closely. At
Station 7, the data for the shoulder and middle lanes coincide,
but only about one-half of the data for the median lane falls in
the same area, with the remainder shifted up and to the right. At
Station 9, the median and middle lanes follow a consistent
pattern, but the data for the shoulder lane are clearly shifted
down and to the left.
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The net result is to leave the question about the shape of the
shoulder-lane plot unresolved. The inverted V-shape found in
nonshoulder lanes may not apply to the shoulder lane, even
ignoring Station 9 as being too close to an entrance ramp to
include in any generalization. Whether it is the same curve
depends ultimately on the missing data, or the gaps in the data,
which can only be resolved by looking at data from other
freeways and locations.

The third question addressed by the analysis dealt with the
question of discontinuities in the functions. The authors have
suggested that the discontinuities others have hypothesized for
relationships describing freeway data are unnecessary for
understanding the nature of opcrations. Further, the wide vari-
ety of different functional forms that have been calculated by
proponents of discontinuous two-regime models [e.g., Payne
(9), Ceder (10), and Easa (11)] may well have obscured the
systematic variation that is to be expected from the queueing
systematic variation that is to be expected from the queueing
process that takes place on freeways.

One should expect to find different apparent discontinuities
in the data, depending on the location relative to high-volume
entrance ramps and on the flow rates on the main line when a
queue reached that location. The results support this argument.
For example, it is clear that the concentration of data in the
congested regime for Station 4 occurs at flows lower than for
the other stations (Figure 3). This is reasonable because the
metered entrance ramps at Mississauga Road add 1,000 or so
vehicles per hour to the flow. Station 4, when congested, must
move Iewer venicies than does Station 7 or 9. The consequence
of this for the data is that Station 4 will have sparse data in the
upper portion of the congested regime in a flow-occupancy
curve. In a speed-concentration curve such as other researchers
have focused on, the sparse data will occur somewhere in the
middle of the curve, which may lead one to infer the need for a
discontinuous function. However, that sparsity of data need not
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FIGURE 7 Comparison across lanes at each of three stations: Station 4, Station 7, and Station 9.

imply a discontinuity of the function, nor a different functional
form,

DISCUSSION OF RESULTS

Two important results arise from the analyses, in addition to the
support provided for the authors’ earlier arguments against the
necessity for discontinuous functions. First, the inverted
V-shape for the flow-occupancy relationship is found for both
of the nonshoulder lanes at all stations examined. Whether the
shoulder lane conforms to this same pattern is still an open
question. Second, the parameters of the flow-occupancy rela-
tionship for a freeway differ across stations along the roadway.
In particular, maximum flow rates were higher at Stations 7
than at 4 and 9 (median and shoulder lanes), and this appears to
be reflected in a slightly shifted curve in the congested regime.
The analysis was begun with the hope of demonstrating that the

results obtained earlier for one lane at one station could be
generalized. The current results suggest that simple generaliza-
tions will be inadequate; therefore, in this section the simplest
way the authors can think of to deal with the differences
observed is considered.

One relatively simple explanation was rejected, namely, that
the differences arise from differences in the geometric charac-
teristics of the highway. Lane width across all four stations is
almost identical. The shoulders are wider at Station 4 than at
Station 7 or 9, but that would suggest that Station 4 should have
the highest maximum flows. Likewise, Station 4 is on a straight
level section of highway, whereas Station 7 is on a small grade
and at the end of a horizontal curve. Again, this would suggest
that Station 4 should have the higher flows. Station 9 is on a
vertical curve, so it is surprising that in several respects it is
similar to Station 4. Geometric characteristics do not appear to
provide the explanation for the differences across stations.



With the obvious solution discounted, what is left is the idea
that the high flow rates and shifted congested regime at Station
7 are due to the station’s location in a secondary bottleneck.
This idea about bottleneck flows deserves a careful discussion.
The authors are not convinced that it is the explanation for the
observed differences, but any other possibilities have been
ruled out.

The origins of the hypothesis come from a paper by Hurdle
and Datta, in which they observed some surprising results in
speed-flow data (7). They hypothesized that very high flows
(above 1,850 pcu/hr/lane) are associated with a slight drop in
speed, and that these speeds and flows occur in a bottleneck
when the vehicles are “being discharged from an upstream
queue.”

However, in the Queen Elizabeth Way system careful exam-
ination of daily data from the secondary bottleneck and from
Station 6 upstream reveals that Station 7 becomes congested
because of a queue from the primary bottleneck before a queue
can form from the secondary bottleneck. It is therefore not
possible to be certain that the traffic flow relationships are
different in the congested regime because they are in a second-
ary bottleneck location that has been fed by a queue. Neverthe-
less, at Station 7 there is a situation in which it is suspected,
from the geometry of the situation, that a secondary bottleneck
exists. The extra queue upstream of Station 7 is caused by
heavy mainline flow merging with two heavily-used entrance
ramps from Mississauga Road (which are metered at rates of
approximately 12 vehicles per minute during this period),
thereby making Station 7 act in part as a bottleneck.

Two possible explanations are offered for the observed dif-
ferences in the flow-occupancy relationship in this situation.
The first is the presence of metered ramps. The logic for ramp-
metering systems is to control entering traffic to maintain a
relatively smooth traffic flow downstream. It is entirely possi-
ble that these results are an eloquent demonstration of just how
much ramp-metering systems have accomplished. The data in
this paper, and in Hurdle’s, come from a functioning freeway
management system. It may well be that operating characteris-
tics have changed, particularly around capacity and in the
congested regime, in which ramp-metering systems are most
often used. In other words, there is the possibility of a different
relationship in the congested regime because of intervention by
traffic engineers.

Another possible explanation is that any time the congested
flow is fed by an upstream queue, the flows will be higher than
if it is not. In other words, the shift in the flow-occupancy
function occurs because the vehicles are coming from an
upstream queue. This extends Hurdle and Datta’s reasoning to
a different relationship than they had proposed, but appears to
be in agreement with their suggestions. The underlying mecha-
nisms behind this behavior are certainly not obvious. Perhaps,
after experiencing stop-and-go conditions combined with mer-
ging vehicles, drivers will take advantage of an uninterrupted
stretch of roadway. It may therefore be a measure of the
drivers’ increasing frustration that higher flow rates and occu-
pancies are found at Station 7 than at Station 4 (which has
better geometrics, but has not been preceded by a merging
section).

Whichever explanation is correct, the generalization of these
results is shown in Figure 8. In the uncongested regime, there is
a well-defined, nearly linear function, but with lower slopes
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FIGURE 8 Generalization of observed flow-
occupancy relationship.

and lower maximum flows as one moves from the median to
the shoulder lane. In the congested regime, there is a broad
band of possible data points, which should not be represented
by a single line. Despite the scatter, in a bottleneck the curve is
shifted up and to the right. The authors are unable to draw the
shoulder lane plot near its capacity.

CONCLUSIONS

In this paper, additional support has been provided for some
tentative new ways of looking at relationships between vari-
ables describing freeway operations. The main conclusions are
as follows:

1. An underlying inverted V-shape for the flow-occupancy
relationship has been confirmed at various locations along a
freeway for both of the nonshoulder lanes.

2. For the shoulder lane, it is not clear whether the inverted
V-shape holds or whether there is a different, inverted U-shape
relationship, such as that shown in Transportation Research
Circular 281 (12, Figure 3-3).

3. Definite differences have been found in the parameters of
the flow-occupancy relationship that appear to be due to lane
and location. In particular, the following trends were noted.

a. Locations in a secondary bottleneck exhibit higher
maximum uncongested flows and occupancies and
higher flows at all occupancies in the congested reg-
ime.

b. Within a single lane, the uncongested regime is well
defined, but the flow-occupancy slope becomes
increasingly steep moving across lanes toward the
median lane.

c. Proximity to an entrance ramp decreases flows at ail
occupancies in the shoulder lane.
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4. Discontinuous relationships are not necessary to describe
the data obtained from freeway operations. Better sense may be
made by assuming continuous relationships, and trying to
explain sparseness of data by the nature of operations on the
facility.

These conclusions are admittedly tentative. To verify or
discredit them, data need to be obtained from other freeway
systems. In particular, data are needed from various locations
upstream from a bottleneck, locations that experience different
flow rates at the time they switch to congested flow. In addition,
data on the shoulder lane in the bottleneck would help to
establish the nature of the flow-occupancy relationship for that
lane.

These findings, if confirmed, have important implications in
many areas of theoretical and practical traffic engineering. The
most important of these is that one needs to pay attention to the
location of the data acquisition in order to make sense of the
results. As freeway management systems become more com-
mon, this requirement becomes increasingly important.
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Passenger Car Equivalents for Trucks on
Level Freeway Segments

RaymoND A. KRAMMES AND KENNETH W. CROWLEY

The term passenger car equivalent (PCE) was introduced in
the 1965 Highway Capacity Manual. Since 1965, considerable
research effort has been directed toward the estimation of PCE
values for various roadway types. However, at present, there Is
neither a commonly accepted nor clearly defined theoretical
basis for the concept of passenger car equivalency. Two com-
ponents of a theoretlcal basis for equivalency are defined in
this paper: (a) that the basis for equivalence should be the
parameters used to define level of service for the roadway type
in question, and (b) that the PCE formulation should be
expressed in terms of variables that reflect the relative impor-
tance of three factors that contribute to the overall effect of
trucks on that roadway type. The three factors are (a) trucks
are larger than passenger cars, (b) trucks have operating
capabilities that are inferior to those of passenger cars, and (c)
trucks have a physical impact on nearby vehicles and a psycho-
logical impact on the drivers of those vehicles. The two compo-
nents of the theoretical basis were used to evaluate the merits
of three approaches to estimating PCEs for level freeway seg-
ments; (a) the constant volume-to-capacity ratio approach, (b)
the equal-density approach, and (c¢) the spatial headway
approach, It was concluded that the spatial headway approach
was appropriate for level, basic freeway segments, and a PCE
formulation expressed in terms of headway measurements was
derived.

Examined is the estimation of passenger car equivalents
(PCEs) for trucks on level freeway segments. PCEs are used in
capacity analysis procedures to convert mixed traffic stream
volumes into equivalent passenger-car-only volumes. Level
freeway segments are important because they are prevalent in
urban areas, where traffic congestion is most common.

The need for additional consideration of this topic stems
from two problems. First, the research effort to estimate PCEs
for trucks on level freeway segments has been limited. Second,
there is neither a commonly accepted definition of equivalence
nor a clearly defined theoretical basis on which to derive PCE
formulations.

The term PCE was first used in the 1965 Highway Capacity
Manual (HCM) (1), and since its publication at least 12 studies
have documented approaches to estimating PCEs. Most of the
research applied to two-lane or multilane highways (2-9).
Considerable effort has also been expended to update PCE
values fur specific giades on fieeway raciiities (10, IIowovin,
of the three studies applicable to level freeway segments, two
were limited to specific sites: the Baltimore Harbor Tunnel (11)
and the M4 motorway in London, England (12). Only a recent
study by the Institute for Research (IFR) involved a broad-
based data collection effort at 11 level freeway sites in 4 urban

R. A. Krammes, Texas Transportation Institute, Texas A&M Univer-
sity, College Station, Tex. 77843. K. W. Crowley, Institute for
Research, 257 South Pugh St., State College, Pa. 16801..

areas in the United States (13). However, IFR estimated PCE
values for use in a highway cost allocation study and not
specifically for capacity analysis purposes, and the two uses
may not be compatible (13).

Roess and Messer (14), co-editors of the 1985 edition of the
HCM, reviewed most of the studies just referenced and con-
cluded the following (15):

Because of the wide variance in pce philosophies adopted by
researchers, it is difficult to directly compare numerical results.
Unfortunately, there was no uniform understanding of what a
pce meant before the above studies were undertaken, and
indeed the intended use of results also varied.

Roess and Messer (14) identified three approaches that
“appear to have direct relevance to highway capacity analy-

DT
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1. The constant volume-to-capacity ratio approach,
2. The equal-density approach, and
3. The spatial headway approach.

The PCE value for trucks on level freeway segments in the
1985 HCM (15) is based on the study by IFR, which used a
spatial headway approach (13). However, Roess and Messer
indicate (14):

Unfortunately, it will not be possible to reconcile these three
approaches as new capacity techniques are developed in antic-
ipation of a third edition of the Highway Capacity Manual. The
data bases are incompatible, and do not allow revision of the
results of these studies into a single format. Thus, elements of
all three principles will survive into new techniques.

Evaluated in this paper are the merits of these approaches for
level freeway segments. First, two principles are defined as
components of a theoretical basis for the concept of passenger
car equivalency. Then these principles are used as the basis for
the evaluation of the three approaches and for the derivation of
the PCE formulation used by IFR (13). Finally, a more sophisti-
cated headway-based formulation, which may be more appro-
priate for highway capacity analysis, is identified.

THEORETICAL BASIS FOR PASSENGER
CAR EQUIVALENCY

Two basic principles should be applied to the estimation of
PCE values for any of the roadway types identified in capacity
analysis procedures. The first principle links the concept of
passenger car equivalency to the level of service (LOS) con-
cept. The second principle emphasizes the consideration of all
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factors that contribute to the overall effect of trucks on traffic
stream performance.

Role of PCEs in Capacity Analysis

Highway capacity analysis procedures are based on the LOS
concept, which correlates the driver’s perception of operating
conditions with traffic flow parameters such as speed or den-
sity. According to Roess, “The Level of Service Concept is
defined to be quality of service as defined by the highway
user” (16). The 1965 HCM described LOS as “a qualitative
measure of the effect of a number of factors, which include
speed and travel time, traffic interruptions, freedom to maneu-
ver, safety, driving comfort and convenience, and operating
cost” (1).

Operating conditions on a highway are divided into six
levels, A through F. Each level represents a limited range of
operating conditions and is defined in terms of minimum or
maximum values of traffic flow parameters that reflect the
driver’s perception of the quality of service provided by the
facility. Because, for each roadway type, the combination of
factors that influence the driver’s perception of conditions is
different, the parameters that are used to define LOS also differ
(16).

The capacity analysis procedures are calibrated for a specific
set of ideal conditions, one of which is that the traffic stream
contains only passenger cars. Adjustments are made for devia-
tions from those ideal conditions; the adjustment factor for the
presence of trucks is based on PCEs. This adjustment factor
correlates the flow rates of passenger cars only and of mixed
traffic streams that are equivalent in terms of the driver’s
perception of the quality of service. Because the parameters
that are used to define LOS reflect the factors that influence the
driver’s perception, the same parameters should be used to
compare passenger cars and trucks and to estimate PCEs.
Roess and Messer support this contention when they state, *“As
Level of Service criteria for capacity analysis are based upon
performance parameters, it is logical that PCE values should
relate to those same performance parameters” (14).

Huber presented an equation that expresses this principle in
mathematical form (17). The equation was derived from
flow—impedance relationships for a traffic stream consisting of
basic vehicles (passenger cars) only and for a mixed traffic
stream with a proportion of trucks, p, and a proportion of
passenger cars (1 — p). The equation, which expresses the PCE
value as a function of the basic and mixed flow rates, g5 and
gy that are equivalent in terms of the measure of impedance
used to define LOS, is stated as follows:

PCE = (1/p) [(gg/qpp — 11 + 1 6y

Effect of Trucks

The adverse effect of trucks on traffic-stream performance can
be attributed to three factors:

1. Trucks are larger than passenger cars,
2. Trucks have operating capabilities that are inferior to
those of passenger cars, and
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3. Trucks have a physical impact on nearby vehicles and a
psychological impact on the drivers of those vehicles.

The first two are the factors that have traditionally been consid-
ered (1, 18). Krammes suggested that truck-related problems—
such as aerodynamic disturbances, splash and spray, sign
blockage, offtracking, and the underride hazard—may also
contribute to capacity reductions because of their effect on how
nearby vehicles use the roadway (19).

For capacity analysis purposes, roadways are divided into
several basic types: freeways (with basic, ramp, and weaving
sections), rural highways (multilane or two lane), and urban
streets (signalized or unsignalized intersections, arterial
streets). The relative importance of the three previously
described factors on the overall effect of trucks differs among
the roadway types. For example, the impact of the inferior
operating capabilities of trucks is more severe on two-lane rural
highways than on multilane freeways, which provide more
passing opportunities. The relative importance of each factor
also depends on roadway characteristics, such as geometry and
configuration. For example, on sustained upgrades the impact
of the inferior operating capabilities of trucks is “extremely
deleterious” (18); however, on level terrain, there is little dif-
ference between the speeds that passenger cars and trucks
maintain (1, 10, 12). Furthermore, the effect of trucks on nearby
vehicles may be more important in certain roadway configura-
tions—such as ramps or weaving sections, where lane changes
are frequent—than in others—such as level, basic freeway
sections, where fewer lane changes occur.

Therefore, the formulation to estimate PCEs for a particular
roadway type should be expressed in terms of variables that
reflect the combination of factors contributing to the overall
effect of trucks on the quality of service provided by that
roadway type.

APPROACHES TO ESTIMATING PCEs FOR
LEVEL FREEWAY SEGMENTS

This section includes a historical review of PCE values recom-
mended for trucks on level freeway segments and an evaluation
of the merits of three approaches to estimating PCEs.

Historical Review

The 1950 HCM introduced the estimate that, on multilane
highways in level terrain, trucks have the same effect as two
passenger cars (20). The HCM intimates that this estimate was
based on the number of passings of trucks by passenger cars
compared with the number of passings of passenger cars by
passenger cars.

The 1965 HCM formally introduced both the LOS concept
and the term PCE (I). LOS was defined in terms of two
parameters: operating speed and volume-to-capacity ratio.
However, the PCE value of 2.0 for trucks on freeways in level
terrain was a carry over from the 1950 HCM (20).

Roess, McShane, and Pignataro recommended a revised
approach to freeway LOS, using average running speed and
density as the defining parameters (21); this revised approach
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was incorporated into Transportation Research Circular 212
(18), which placed emphasis on density as the “primary mea-
sure of effectiveness’ (22). However, Circular 212 continued
to use a PCE value of 2.0 for trucks in level terrain (18).

The 1985 HCM continues to define LOS in terms of density
and average running speed but has revised downward the PCE
for level terrain to a value of 1.7 (15). Roess and Messer explain
the reason for this revision (14):

The Institute for Research study [13] does, however, suggest
that the PCE values currently used in the 1965 Highway Capac-
ity Manual and in Circular 212 are higher than necessary. For
example, the maximum PCE value of 2.0 applies only to trac-
tor-trailers under the highest volume conditions. Maximum
PCE values for single-unit trucks are 1.5 or 1.6, depending on
the number of axles. . . . On the basis of these results, slight
reductions in the level terrain PCE values of Circular 212
appear to be in order.

Alternative Approaches

Roess and Messer identified three approaches to estimating
PCEs (14):

1. The constant volume-to-capacity ratio approach,
2. The equal-density approach, and
3. The spatial headway approach.

The applicability of these approaches to freeway facilities is
discussed in the following paragraphs.

The constant volume-to-capacity approach was appropriate
when LOS was defined in terms of volume-to-capacity ratios.
However, it is not applicable to the current procedure, which
defines LOS using density and average running speed. Traffic
streams that are equivalent in terms of volume-to-capacity ratio
do not necessarily have equal speeds or densities.

The principal advantage of the equal-density approach is that
density is the primary parameter used to define LOS. PCE
values have not been estimated with this approach so far,
although Huber developed a formulation with equal total travel
time, which is numerically equal to density, as the basis for
equivalence (17). He used the linear relationship between speed
and density, which was postulated by Greenshields (23), to
derive the formulation. Huber demonstrated that mixed and
basic traffic streams that have equal densities operate at dif-
ferent speeds. As a characteristic of an approach for estimating
PCE:s this is undesirable because speed is the secondary param-
eter for defining LOS. This characteristic is also inconsistent
with the intent of using density as the primary parameter for
defining LOS; according to Roess, density is used because “it
quantifies the proximity to other vehicles, and is directly
related to the ifreedom to maneuver within the tratfic stream™
(22). Certainly, when operating on the same freeway segment,
traffic streams that have different speeds must have different
degrees of freedom to maneuver. These observations lead to the
conclusion that the basis for equivalence should not be equal
density, but rather densities that feel the same to the driver in
terms of proximity to other vehicles and freedom to mancuver.
But how can this basis be implemented?
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The answer lies in the spatial headway approach. As Roess
and Messer note, ““Average spacing and density are related on a
one-to-one basis, and spatial headway could be argued to be a
surrogate (more easily measured) parameter for density” (14).
The headway approach uses actual measurements of the rela-
tive position maintained by drivers in the traffic stream under
prevailing conditions. Such measurements, if obtained in
appropriate situations and with proper experimental control,
should reflect the position that a driver chooses to maintain
with respect to other vehicles. Those spacings maintained by
drivers in the proximity of trucks and those maintained by
drivers in the proximity of passenger cars should be equivalent
in terms of the driver’s perception of proximity to other vehi-
cles and freedom to maneuver. Therefore, a formulation that
properly relates these spacings should represent the driver’s
perception of equivalent densities.

FORMULATION OF HEADWAY APPROACH
TO EQUIVALENCY

The derivation of a formulation that estimates PCEs based on
the driver’s perception of equivalent densities is described, and
how to obtain appropriate headway measurements for use in
the formulation is discussed.

Derivation of Formulation

The formulation is derived by introducing appropriate headway
measurements into Huber’s equation for PCEs, which was
stated in Equation 1. This equation can be expressed in terms of
time headway by introducing the fundamental relationship
between flow rate and average time headway:

q; = (3,600 sec/hr) / h; )

where g; is the flow rate of vehicles per hour for either a basic
stream (i = B) or an equivalent mixed stream (i = M); and Z,.
is the mean time headway in seconds at that flow rate.

Substituting Equation 2 into Equation 1 and rearranging
yields

PCE = (Up)[( hy — hg) / kgl +1 (3)

IFR advocated the use of lagging time headway, which
includes the length of a vehicle and the intervehicular spacing
that precedes the vehicle, as shown in Figure 1 (13). The results
of a statistical analysis by Krammes suggest that intervehicular
spacings are affected by the types of the vehicles that delimit
the spacing (19). Because the objective is to derive a formula-
tion for PCEs based on the driver’s perception of equivalent
proximity and freedom to maneuver and because the types of
both the vehicle of interest and the leading vehicle may influ-
ence this equivalence, the headways in Equation 3 should be
expressed in terms of the mean lagging time headways for cach
combination of pairs of vehicle types that are found in the
traffic stream. The headways for each combination are

expressed as h,-.‘, where j refers to the vehicle of interest type
P
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FIGURE 1 Schematic of vehicle headway and spaclng measurements.
(elth.er P for passenger car or T for truck) and k refers to the PCE = [(1-p) ( hM” + hM“, — B PP)
leading vehicle type.
Because the basic stream contains only passenger cars, +p hM-rr] /] hMpp )

hB = hB (4)

In a mixed stream, four combinations of pairs of vehicle
types occur. If the sequence of vehicle types in the mixed
stream is random, the proportion of each combination in the
traffic stream is the product of the proportion of each vehicle
type. The assumption of randomness of sequencing of vehicle
type in a mixed stream was examined by Krammes, whose
results showed a slightly higher proportion of vehicle pairs of
like type than would be predicted if sequencing were indeed
random (19). With this caveat in mind, the assumption of
randomness of sequencing leads to the following expression:

b= (1= p)* by +p (1

+p(L=p) by, + P* by ®)

-p) -’;Ml’r

Substituting Equations 4 and 5 into Equation 3 yields

PCE = Up){[(1 = p)? hygy, +p (1 = P) Py,

+p(1=p) hy, +P* by

— hg )/ kg, ) +1 6

_Equation 6 could be simplified by assuming that

happ = hM p which means that, on average, the lagging time
headway a passenger car driver maintains when following
another passenger car in a basic stream with flow rate g is the
same as in a mixed stream at flow rate gy, and that the dif-
ference in flow rates and in mean lagging time headways for
basic and mixed streams is due solely to the presence of trucks.
This assumption implies that passenger car drivers in a mixed
stream are affected only by trucks that are immediately preced-
ing them. Research that analyzed the effect of following vehi-
cle type on in-lane driver behavior (19) and research that
examined the effect of the second vehicle ahead on car-follow-
ing behavior (24, 25) support this implication.
By making this assumption, Equation 6 can be simplified to
the formulation

This formulation has the advantage of using headway measure-
ments from the mixed stream only. Estimates of PCE:s for a site
can be developed with data from that site only. Therefore, data
would not be required from similar facilities that are used only
by passenger cars: such facilities could be difficult to find.
Also, problems of consistency, which could arise in using data
from different facilities, would be avoided.

Krammes found that, after controlling for flow rate and
speed, the effect of the leading vehicle type on the spacings
maintained by combination trucks was significantly different
from the effect on the spacings maintained by passenger cars
(19). Trucks maintained a significantly smaller spacing when
traveling behind a leading truck than a leading passenger car (at
a 95 percent confidence level), whereas passenger cars main-
tained slightly, but not significantly, larger spacings when trav-
eling behind leading trucks than leading passenger cars. These
findings apply to a data base that represented flow rates less
than 1,300 vehicles per hour per lane. It may be reasonable to
hypothesize that the effect of leading vehicle type on the
spacings maintained by passenger cars would be significant at
higher flow rates than were represented in the data base ana-
lyzed. Nonetheless, acceptance of these findings leads to the
assumption that Ay, = hMPP in which case Equation 7
would be reduced to
PCE =[(1 - p) By + P by ) ! by, ®)
where hM refers to the mean lagging time headway for
passenger cars, averaged across both leading vehicle types.

If it were further assumed that = hM an assump-
tion that the research by Krammes g"}l:_l|> not suppon (19), then
Equation 8 would be reduced to the following formulation

PCE = Ry / hy, ©

IFR used Equation 9 to estimate PCE values for use in a
highway cost allocation study (13). However, Equation 7 is
recommended as the final formulation for use in highway
capacity analysis because it accounts for the effect of leading
vehicle type on the driver’s perception of equivalent densities.
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Although Equation 8 may be valid at low fiow rates, Equation 7
would be equally valid at low flow rates and may be more
accurate at higher flow rates.

Appropriate Headway Measurements

IFR computed overall means for passenger cars, EM , and

o v, e
trucks, hMT. , from data collected at 11 freeway sites in four ur-
ban areas for use in Equation 9 (13). However, Equation 7
requires estimates of mean lagging time headways for the four
combinations of pairs of passenger cars and trucks in a mixed
traffic stream. A more sophisticated estimation procedure for
estimating these headways, a procedure with features par-
ticularly suitable for highway capacity analysis, is described
herein.

Headways should be measured while drivers are exhibiting
steady-state, in-lane behavior. This implies, first, that drivers
have maintained their lane placement and their position relative
to other vehicles in the lane over some length of roadway and,
second, that they have had the opportunity to adjust their speed
and spacing relative to the leading vehicle. A sample of head-
ways for vehicles exhibiting such behavior should reflect the
spacings in the proximity of passenger cars and of trucks that
are equivalent to the driver.

The data collected by IFR at six-lane, basic freeway seg-
ments on the Kingery Expressway in Chicago and on the La
Porte Freeway in Houston were used in this analysis (13).
Drivers of a vehicle of interest were assumed to be exhibiting
steady-state, in-lane behavior if they maintained the same lane
placement and same position with respect to the leading and
following vehicles for 300 ft before and after the point of
measurement.

An analysis of covariance model was used to estimate the
mean lagging time headways that are equivalent to the driver;
the model has the following form:

LNLTHD = INTERCEP,;, + B! ,LTYPE + B? ,INVQ

+ B? ;,SPEED + B* ,,LSPEED (10)
where
LNLTHD = natural logarithm of lagging time
headway (sec);
INTERCEP = parameter estimate for intercept;
i = site—Kingery or La Porte;
J = vehicle of interest type—passenger
car or truck;
k = lane—I1, 2, or 3;
Bl. B2. B3. B4+ = parameter estimates:
LTYPE = leading vehicle type—0 = passenger
car, 1 = truck;
INVQ = [(3,600/flow rate in Lane k) — 6.00]
(sec);
SPEED = speed of vehicle of interest — 55.0
(mph); and
LSPEED = speed of leading vehicle — speed of

vehicle of interest (mph).
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The dependent variable in the model is the natural logarithm
of lagging time headway, LNLTHD. The logarithmic form is
used because headway measurements have been found to fit a
lognormal distribution (26, 27). Separate equations are
provided for each site, vehicle of interest type, and lane
because Krammes has found that the leading intervehicular
spacing maintained by a vehicle of interest is significantly
affected by these variables and because it is unlikely that the
effect is additive in nature (19). Krammes also found that
INVQ, SPEED, and LSPEED had a significant effect on inter-
vehicular spacing and that the parameter estimates for LTYPE
were significantly different in the equations for passenger cars
and trucks (19).

The overall R-square value for the model was 0.07, which
reflects the tremendous variability in observed headways. The
data support an observation by Breiman et al. that the mean and
standard deviation of observed headways at a particular volume
level are approximately equal (28). Therefore, even though the
variables in the model are significant, they explain only a small
percentage in the tremendous variability in headways.

The data with which the model was calibrated represent a
range of flow rates from approximately 400 to 1,300 vehicles
per hour per lane. Therefore, to avoid extrapolating too far
beyond the limits of the data, predicted values were estimated
only for flow rates and speeds that approximate the upper limits
of LOS A, B, and C. The flow rates (700, 1,100, and 1,550
passenger cars per hour per lane) and the speeds of the vehicle
of interest (60, 57, and 54 mph) define the upper boundaries for
LOS A, B, and C on basic freeway segments (15). The relative
speed of the leading vehicle was assumed to be zero because
Krammes found that the difference between the speeds of
passenger cars and trucks in a particular lane and at a particular
volume level was generally less than 1 mph (19). The predicted
values for lagging time headway that correspond to these flow
rates and speeds are presented in Tables 1 and 2 for the Kingery
and La Porte sites, respectively.

Estimated PCE Values

Table 3 gives the estimates of PCE values for each lane and
LOS at each site. These estimates were computed from Equa-
tion 7 by using the predicted values summarized in Tables 1 and
2 and the proportions of trucks for each lane and LOS. An
estimate of the overall PCE value for each LOS, for all lanes
combined, is also provided. This overall value is a weighted
average of the value for each lane, weighted according to the
distribution of trucks by lane at each LOS. This weighting
scheme follows the approach rccommended by Branston, who
warmned that PCE values that are based on a simple average of
measurements for all lanes at a site may be inaccurate (12).

The emplfasis of this paper is on a theoretically based PCE
formulation. The estimates in Table 3 are provided to demon-
strate the approach. The PCE values fall within the range of
values estimated by previous researchers (1, 7, 13). The values
estimated by IFR using Equation 9 are also included for com-
parison (13). Because the values in Table 3 were based on
limited data, especially at the lowest and highest flow rates, the
actual values should not be considered precise.
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TABLE 1 PREDICTED VALUES FOR LAGGING TIME
HEADWAY AT KINGERY SITE (sec)

Vehicle of Leading Level of Service
Interest Vehicle
Lane Type® Type? A B C
Right P P 3.89 2.62 1.99
T 4.10 2.76 2.10
T P 5.12 435 3.90
T 3.92 3.33 2.99
Center P P 3.80 2.34 1.71
T 3.67 226 1.65
T P 372 273 2.20
T 3.10 2.27 1.83
Median P P 2.54 1.73 131
T 3.02 2.05 1.55
T P 4.23 337 3.13
T 1.37 1.09 1.01

8p = passenger car and T = truck.

TABLE 2 PREDICTED VALUES FOR LAGGING TIME
HEADWAY AT LA PORTE SITE (sec)

Vehicle of Leading Level of Service
Interest Vehicle
Lane Type? Type? A B C
Right P P 3.65 291 2.48
T 4.13 3.29 2.81
T P 491 432 3.92
T 5.01 441 4.00
Center P P 3.24 237 1.92
T 3.51 2.56 2.08
T P 4.10 3.53 3.28
T 3.21 2.29 2.75
Median P P 2.76 1.97 1.54
T 3.21 2.29 1.79
T P 3.64 3.52 3.39
T 3.13 3.02 2.92

3p = passenger car and T = truck.

TABLE 3 ESTIMATES OF PCE VALUES FOR COMBINA-
TION TRUCKS ON LEVEL FREEWAY SEGMENTS

Level of Service

Lane A B (&
Kingery Site

Right 1.2 1.6 2.0
Center 0.9 1.1 1.2
Median 1.8 2.1 2.6
All 1.0 1.2 1.2
LaPorte Site

Right 1.5 1.6 1.7
Center 13 1.5 1.8
Median 1.5 1.9 2.3
All 1.4 1.6 1.8

Institute for Research Values

All 1.1 1.2 1.4
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However, three characteristics of the PCE values are inter-
esting to note. First, the values for the two sites differ. Second,
at a particular site, the values for each lane differ. Third, the
values increase from LOS A to LOS C. Unfortunately, the
statistical significance of these differences cannot be tested
because the complexity of the PCE formulation makes the
computation of confidence intervals intractable.

The difference between the PCE values for the two sites,
lower values at the Kingery site than at the La Porte site, may
reflect the differences in the percentages of trucks and in the
truck management strategies at the two sites. At the La Porte
site, the traffic stream included 10 percent trucks, whereas at
the Kingery site there were 28 percent trucks. At the La Porte
site, trucks were permitted in all lanes, whereas at the Kingery
site trucks were prohibited from using the median lane. The
truck management strategy at the Kingery site resulted in high
percentages of trucks in the center lane (approximately 47
percent).

The PCE values for the center lane of the Kingery site are
particularly interesting; these values are much lower than those
for the other lanes at either site.The value of 0.9 at LOS A in
the center lane of the Kingery site indicates that the mean
lagging time headways for vehicle pairs including trucks are
smaller than for pairs consisting of two passenger cars.
Because trucks are larger than passenger cars, the reason for the
smaller headways for trucks is that trucks maintained smaller
leading intervehicular spacings than passenger cars. The result-
ing PCE values, which are considerably smaller for the King-
ery site, overall and for the center lane in particular, suggest
that the truck management strategy may be an effective way to
minimize the adverse effect of trucks on freeway capacity.

The question of how PCE values vary with flow rate has
been the subject of debate. The approach that this research
recommends incorporates flow rate explicitly into the estima-
tion procedure by including flow rate as an independent vari-
able in the analysis of covariance model that estimates the
headway measurements used to compute PCEs.

The proposed formulation estimates PCE values that
increase with flow rate. IFR (13) and Cunagin and Messer (7)
also found that PCE values increase with flow rate on level
urban freeways and on level, four-lane rural highways, respec-
tively. Huber in his author’s closure states a preference for PCE
values that increase with flow rate because “as the flow rate
increases, the opportunity for interaction between basic vehi-
cles and trucks is increased with a subsequent increase in PCE
values” (17, p.69).

Both Roess and Messer (14) and St. John [in his discussion
of Huber (17, pp. 68—69)] advocate PCE values that do not
increase with flow rate because a constant value would simplify
calibration of the values as well as computations with the
values. St. John also observes that “constant PCE implies
fundamental relationships that do not change in form between
car-only and mixed flows” (I7, pp 68-69). He cites results
from a microscopic model of multilane flow, which imply that
PCE values “would be essentially constant” (29). Roess and
Messer (14) also refer to these and other related results: “none
of the studies looking at PCEs on specific grades showed
significant variation with volume.”

The responses to these arguments are as follows:
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1. The available evidence does not clearly indicate that
speed-flow relationships for car-only and mixed flows have the
same form—St. John states that “there is evidence both sup-
porting and conflicting with the idea that PCE is constant over
flow rate” (17, pp. 68—69).

2. The data bases that have been used to estimate PCEs
contained little or no data at high flow rates and, therefore, have
not provided reliable estimates of PCEs over the entire range of
flow rates.

3. The characteristics of PCE values for specific grades are
not necessarily the same as those for level terrain.

The last point reinforces the desirability of the proposed
theoretical basis for PCEs, which emphasizes that PCEs for a
particular roadway type should reflect the effects of trucks on
that roadway type and which provides a framework to account
for the differences between PCEs for each roadway type.
Although the current research suggests that PCEs increase with
flow rate, it does not represent the final answer. St. John’s
conclusion appears appropriate (I7, p. 69):

I suggest that more attention be directed to the fundamental
concepts of equivalence . . .. Also final decisions should be
based on extensive field data or results from comprehensive
models.

SUMMARY AND CONCLUSIONS

The needs for a commonly accepted definition of equivalence
and for a clearly defined theoretical basis on which the concept
of passenger car equivalency can be applied to any roadway
type were addressed in this paper. Two principles were defined
as components of the theoretical basis for estimating PCEs for
capacity analysis:

1. The basis for equivalence should be the parameters used
to define LOS for the roadway type in question.

2. The PCE formulation should be expressed in terms of
variables that reflect the relative importance of the three factors
that contribute to the effect of trucks on that roadway type.

Traditionally, the effect of trucks on highway capacity has
been attributed to two factors: (a) trucks are larger than pas-
senger cars, and (b) trucks have operating capabilities that are
inferior to those of cars.

However, a third factor should also be considered: trucks
have physical impacts on nearby vehicles and psychological
impacts on the drivers of those vehicles that also contribute to
reductions in capacity. It should be emphasized that research on
the significance of this third factor has considered only the
offect of leading and following tmcke on the in-lane hehavior
of vehicles; no research has been performed on the effect of
trucks on the lane-changing behavior of vehicles or on vehicles
in adjacent lanes.

Huber’s general equation for PCEs, which expresses the first
principle in mathematical form, was used as the starting point
for the derivation of a PCE formulation for level freeway
segments that was expressed in terms of headways. The PCE
value of 1.7, used in the 1985 HCM for trucks on level freeway
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segments (15), was influenced by estimates made by IFR,
which used a headway-based PCE formulation (13). The
assumptions inherent in IFR’s formulation were identified. A
more sophisticated formulation and estimation procedure was
also discussed.

This more sophisticated headway-based approach has three
advantages:

1. It accounts for the effect of leading trucks on the inter-
vehicular spacings maintained by a vehicle of interest.

2. The percentage of trucks in the traffic stream, which has
an important effect on PCE values, is included as a variable in
the model.

3. The estimation procedure allows PCE values to be esti-
mated for specific speeds and flow rates, enabling the effect of
these variables to be considered explicitly.
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Transitions in the Speed-Flow Relationship

MARGOT A. GUNTER AND FReD L. HALL

Transitions between regimes in the speed-flow relationship
were the topic of a recent paper by the authors (Transportation
Research Record 1005, 1985). Subsequently, the authors have
found that a different analytic technlque provides better
insights into this problem. This approach involves the use of
daily time-traced and overlaid time-traced plots. The result of
the re-analysis is that four previous conclusions are confirmed
and one Is not. Several questions that remained after the first
paper about the shape of the relationship and its transitions
are resolved, although why operation in shoulder lanes is dif-
ferent from that in the nonshoulder lanes is still unclear.

In this paper the focus is on the nature of transitions between
the congested and uncongested regimes in freeway traffic flow,
particularly in the speed-flow relationship. In a previous paper,
the authors used an event-based averaging procedure to gain
insights into the process involved in the breakdown and recov-
ery of traffic flow (). Since that time, the authors have identi-
fied a better means of analysis to resolve the problem. Applica-
tion of that technique has suggested that the event-based
averaging was somewhat misleading and that perhaps the tran-
sitions were being incorrectly defined. One of the conclusions
in the previous paper is therefore invalid, and several of the
questions raised in it can now be resolved.

The analytic technique consists of examining a time-con-
nected plot of speed and flow for each individual day. Prepara-
tion of such plots is not new. Ceder, for example, used them in
his dissertation (2). Using them to focus on transitions, as
demonstrated in the next section, is perhaps a bit novel. The
main discussion, contained in the third section, is based oa
overlaid time-connected plots for many days. The data vtilized
here are described by Allen et al. (1) and Hall et al. (3 ,andina
paper by Hall and Gunter elsewhere in this Record.

EXAMPLES OF ANALYSIS

The analytic technique can best be described by displaying
examples of the plots for a single lane at a specific location.
Details of decisions made to arrive at these particular plots are
discussed by Hall et al. (3) and in a paper by Hall and Gunter
elsewhere in this Record. These examples help to demonstrate
the variety of information that can he ohtained by 1‘l_gip_g thic
approach. Station 4, median lane is used because it (a) is
geometrically ideal, and (b) experiences a wide range of flows.
The station is about 4 km and three entrance ramps upstream of

M. A. Gunter, IBI Group, 240 Richmond St. West, Toronto, Ontario
M5V 1W1, Canada; formerly with McMaster University. E L. Hall,
Department of Civil Engineering, McMaster University, Hamilton,
Ontario L¥S, 4L7, Canada.

the primary bottleneck, and therefore regularly experiences
transitions between regimes.

The flow-occupancy trace was found to be useful in this
analysis because of the more easily identified critical operation
(e.g., Figure 1a compared with Figure 1b), and because some
5-min intervals are identified to be transitional only by examin-
ing occupancy (e.g., the point in the middle of the return to
uncongested flow in Figure 1b). From the trace of any individ-
ual day, it is possible to determine some information on the
nature of any transitions (speed of occurrence, change in flow).
Examination of the data is greatly aided by an overlaid time-
traced plot (Figure 2), which provides a framework for the
underlying relationship for all of the daily plots. Overall trends
in the transitions can also be observed from the overlaid plot,
such as the changes in flow that may be associated with the
jumps, and the flow ranges at which they occur.

DISCUSSION OF ANALYSIS

The new approach is substantially different from the event-
based averaging in the authors’ previous paper (I). Although
four of the earlier conclusions are supported, one is altered. The
five conclusions in the previous paper are summarized briefly
as follows:

1. Transitions toward both regimes occur fairly rapidly.

2. Recovery to the uncongested regime occurs at almost
constant volume.

3. Different locations along a highway require different
speed-flow relationships to describe their operation.

4. The reduction of flow and low starting speed associated
with the line representing transitions from upper to lower
branch operation are not easily explained.

5. Speed-flow relationships differ according to lane.

In addition, several questions were left unanswered, as fol-
lows:

1. The exact shape of the underlying rclationship ncar
capacity is not clear.

2. The values of parameters such as critical speed and
capacity flow were not ascertainable.

3. Operation in the shoulder lanes was very different from
that in the nonshoulder lanes, and could not be explained.

Conclusion 4 is altered by the re-analysis: the line represent-
ing transitions to the congested regime can now be explained.
The explanation is simply that the line shown to represent the
average of transitions was incorrect. The reason that it was
incorrect is that transitions from uncongested to congested
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FIGURE 1 Examples of daily speed-flow (a and c) and flow-occupancy (b and d) time-traced plots for two days.

operation (such as in Figure lc, with a large change in speed
and occupancy at about the same flow) were being averaged
with operation in the congested regime (Figure 1a) because the
criterion to identify a transition was a speed change of greater
than 15 km/hr. In other words, the daily time-traced plots
indicated that the speed-change criterion could be met within
the large fluctuations in the congested regime, such that events
were identified that were not transitions. The other problem in
the definition of events was that the equilibrium or nontransi-
tional relationship had not been identified.

The other four conclusions made in the previous paper are
supported by the current analysis. Rapid changes in speed and
occupancy are still observed during both the breakdown to the
congested regime and the recovery to the uncongested regime.

These generally occur within a 10-min period, but on a few
days take longer. Different speed-flow relationships are still
observed for different lanes, as subsequent analysis of Station 4
shoulder lane indicates. Finally, the transition from congested
to uncongested operation still appears to take place at approx-
imately constant volume, at least in the median and middle
lanes. This can be observed from both Figures 1 and 2, in which
slight variations of flow rate certainly occur, but the average
trend is a zero change. The slight variations can be easily
explained by changes in mainline or ramp demand over the
short transition period.

Two of the questions raised in the previous paper are
answered by the re-analysis because the transition from uncon-
gested to congested operation in a median or middle lane is
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characterized by a speed and occupancy change at almost
constant flow rate. Some confusion in the authors’ previous
discussion was caused because of the misleading averages,
primarily as to the implications for the shape of the underlying
relationship. It has now been determined that the speed at
which maximum flow is observed is between 85 and 90 km/hr
for the Station 4 median lane and above 80 km/hr for the other
six median and middle lanes examined. Because these speeds
occur at very high flow rates (2,350 pcu/hr for the Station 4
median lane), it can be assumed that operation is approaching
capacity and that the critical speed is only slightly lower. The
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FIGURE 2 Overlaid time-traced plot for the Station 4
median lane.

resultant critical speed will therefore be substantially higher
than the 50 km/hr suggested by the new Highway Capacity
Manual (HCM) (4).

One question remains unresolved: explanation of the opera-
tion in the shoulder lanes, which is obviously different from
that in the nonshoulder lanes and remains difficult to explain.
The major difference is in the shape of the observed relation-
ship. Even well upstream of any entrance ramp four differences
can be observed (Figure 3). First, uncongested speeds are much
lower. Second, speeds change more quickly with flow in the
uncongested regime than they do in other lanes. Third, max-
imum flows are much lower, and are observed in the congested
regime.

The fourth striking difference is that the transitions identified

~revmbnat e mnbnn

Recoveries tend to occur with a decrease of 200 to 400 pcu/hr
in flow, and if breakdowns occur they do so with a similar
increase in flow. Two possibilities exist for the change from
uncongested to congested flow: (a) transitions occur with an
increase of flow between regimes on an underlying relationship
similar to that in the nonshoulder lanes; or (b) operation moves
along a different equilibrium relationship [which resembles the
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FIGURE 3 Overlaid time-traced plot for the Station 4
shoulder lane.

curve in the 1965 HCM (5)]. If it is on an HCM-type curve,
then capacity would be 1,600 to 1,800 pcu/hr, depending on
proximity to entrance ramps.

Thus, the question of why operation on the shoulder lanes is
different from that in the nonshoulder lanes remains
unanswered. An alternative method for identifying equilibrium
and nonequilibrium flows is required [perhaps that used by
Payne (6)].

CONCLUSION

The primary conclusion of this paper is that the use of daily
time-traced and overlaid time-traced plots is the preferred
method when analyzing transitions in the speed-flow relation-
ship. Use of this analytic technique has demonstrated that the
event-based averaging used in a previous paper on the subject
could incorrectly identify the transitions. Re-analysis of the
authors’ data with the new technique changed one conclusion
of the original paper and answered several questions raised in
the original discussion.
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FREESIM: A Microscopic Simulation
Model of Freeway Lane Closures

Ajay K. RATHI AND ZOLTAN A. NEMETH

Development of a model to simulate traffic operations at free-
way lane closures is described. The model logic is based on a
rational description of the behavior of the drivers in a freeway
lane-closure situation. The simulation program is written in
SIMSCRIPT IL.5 programming language. An application of
the model is given with evaluation of potential safety impacts
of reduced speed zones in freeway lane closures at different
levels of assumed driver compliance.

With the Interstate system nearly complete, the emphasis has
now shifted toward continued maintenance of this freeway
network. Resurfacing, upgrading, and other corrective mea-
sures are required to maintain the original design standards and
to eliminate previously unrecognized safety hazards. Con-
struction and maintenance work activities requiring temporary
closure of a freeway lane represent a frequently encountered
and potentially hazardous situation. A study of road-under-
repair accidents in Virginia found, for example, that of 426
accidents (for which the information on traffic control charac-
teristics was available), 47.9 percent occurred at lane closures

(1).

A. K. Rathi, KLD Associates, Inc., 300 Bmad;vay, Huntington Station,
N.Y. 11746. Z. A. Nemeth, The Ohio State University, Columbus, Ohio
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Freeway lane closures require properly developed traffic
control plans to minimize the disturbance to the traffic flow and
provide for the safety of both drivers and the working crew.
Drivers approaching a work zone in the closed lane must
receive and understand the information that they need to
change lanes and merge into the traffic in the open lane.
Although this in itself does not appear to be an unusually
demanding driving task, problems still appear to develop,
resulting in rear-end collisions, sideswipes, and single-vehicle
fixed-object accidents (2).

Improving traffic control systems requires comprehensive
information on the relationship between control strategies and
the quality of traffic flow (e.g., delay, travel time). Computer
simulation provides an excellent basis for evaluating a wide
sprectrum of traffic management schemes within the frame-
work of controlled experiments. In this paper, development,
verification, validation, and application of a microscopic sim-
ulation model (FREESIM) of traffic operations at freeway lane
closures is described.

FREESIM SIMULATION MODEL

FREESIM is a microscopic, stochastic simulation model; vehi-
cles are represented individually and their detailed, time-vary-
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ing behavior is simulated. The model logic is based on a
rational description of the behavior of the drivers in a lane-
closure situation.

Vehicles are generated randomly from a shifted negative
exponential distribution of arrival time headways, and are
advanced in the system using a classical car-following
approach; that is, each vehicle attempts to advance at its
desired speed while maintaining a safe following distance from
the vehicle ahead.

The lane change from the closed lane is described by a
stimulus-response approach (3). The basic behavioral assump-
tion of the stimulus-response approach is that each traffic
control device (or the view of the lane closure itself) can be
considered as a stimulus and each will induce a different
proportion of drivers to change lanes.

The vehicles are processed through the conventional gap-
acceptance procedure to determine whether the lane change is
possible.

The stimulus-response probability distribution was cal-
ibrated based on a survey of 229 drivers conducted at several
freeway lane-closure sites (4). The information processing time
and the response initiation time for traffic control devices used
in freeway lane closures were calibrated by using data from
McGee et al. (5).

The representation of the traffic control devices in the sim-
ulation program includes the advance warning signs recom-
mended in the Manual on Uniform Traffic Control Devices
(MUTCD) and a flashing arrow board for single-lane closure in
multilane freeways (6). FREESIM, as an option, can simulate
the effect of a reduced-speed zoning by specifying the param-
eters (i.e., legibility, information processing time, and response
initiation time) for a speed-limit sign and the assumed propor-
tion of the drivers complying with it.

FREESIM can simulate single-lanie closure of a freeway
section with two or three unidirectional lanes of any reasonable
length. For each lane, up to five data collection points can be
simulated at user-specific locations to collect data on the ongo-
ing behavior of the vehicles in the system, namely, speed and
headway distributions. An additional data collection point is
provided (by default) at 500 ft upstream of the system exit
point.

SIMULATION INPUT

The input data (all free format) required for a simulation run
include four types:

1. Simulation run parameters: simulation fime, warm-up
time, time interval between vehicle trajectories data collection,
time interval between status listings, and random number
seeds;

2. Roadway parameters: length of freeway section, location
of the taper and of the headway, and spot speed data collection
points;

3. Traffic parameters: approach volume, proportion of
trucks, mean speed factors, and standard deviation of mean
speed;

4. Traffic control device parameters: preference, legibility
distance, type and speed limit; and
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5. Vehicle and driver characteristics: length and maximum
emergency deceleration rate of various vehicle types and mean
brake reaction time of the drivers.

OUTPUT DESCRIPTION

The standard output of the program includes a title page and a
list of all relevant input parameters. The simulation results are
printed in the following general classification:

1. Simulated data collection points information: distribu-
tions and summary statistics of spot speeds and time headways
at user-specified locations;

2. Summary statistics on measures of performance: travel
time, delay, and speed gradient;

3. Volume-throughput data: throughput, input, and output
volumes;

4. Lane-changing data: frequency distribution and statistics
of lane-change initiation points and gap acceptance; and

5. Deceleration: number of uncomfortable and emergency
decelerations.

PROGRAM DESCRIPTION

FREESIM was developed using SIMSCRIPT ILS program-
ming language, developed by CACI (7). SIMSCRIPT II.5 is a
powerful simulation programming language, both for discrete-
event and continuous simulation. The SIMSCRIPT programs
are composed of free-form, English-like statements; hence, the
SIMSCRIPT I1.5 source program becomes a useful part of the
model documentation.

FREESIM is implemented on an AMDAHL 470/V8 system,
which is an IBM-compatible computer. For a 6,000-ft freeway
section, the average ratio of real time to central-processing-unit
time varied from 70:1 to 40:1 as the two-lane approach volume
varied from 1,200 to 1,800 vehicles per hour.

VERIFICATION AND VALIDATION

Verification of the simulation program was performed by oper-
ational testing of the car-following and lane-changing
algorithms and sensitivity analysis of measures of effectiveness
to the exogeneous (input) variables.

In the operational testing of the car-following algorithm,
velocity responses of the vehicles to artificially induced speed
disturbances and a blockage were observed. The tests indicated
that the car-following algorithm shows all the desired charac-
teristics: realism, stability, and reasonable oscillatory following
behavior.

In the operational testing of the lane-changing component,
the lane-changing behavior was observed for a range of values
of traffic volumes in the closed lane of a two-lane freeway
section. This testing emphasized the

e Compatibility of the lane-changing algorithm with the car-
following algorithm, and



RATHI AND NEMETH

e Performance of the lane-changing algorithm at high levels
of traffic volume.

Sensitivity analysis indicated that the measures of effective-
ness (e.g., mean speeds and time headways at various locations
in the simulated freeway section, merging proportions) were
sensitive to the changes in input parameters for the lane mean
speeds and stimulus-response probability distribution. The
changes (up to 20 percent) in other input variables (e.g., infor-
mation processing time, proportion of trucks, mean brake reac-
tion time, and maximum emergency deceleration rate) did not
have any appreciable effect on the simulation output. The
implication of this analysis is that a strong data base is neces-
sary for the calibration of the lane mean speeds and the stim-
ulus-response probability distribution.

The simulation program was validated by comparing simu-
lated time headway, speed, and merging distributions with four
sets of actual observations obtained from three different rural
freeway lane-closure sites (4).

Compared with data from the field studies, the simulation
model reproduced headway and merging distance distributions
accurately. The comparison of simulated versus observed speed
distributions indicated reasonably good agreement.

Also, the simulation model outputs representing the mac-
roscopic traffic flow parameters (i.e., speed, flow, and
throughput) and lane-changing frequencies were compared
with some well-known empirical data from the literature. The
simulation output compared well with the data from the revised
Highway Capacity Manual (8) and Greenshield’s Model (9).
Similarly, the simulated lane-changing frequencies were com-
patible with the data from the Northwestern University lane-
changing study and INTRAS simulated observations (10).

MODEL APPLICATION

A practical application of the model is given with simulation
experiments to evaluate potential safety impacts of reduced
speed zones at freeway lane closures at different assumed
levels of compliance. The introduction of reduced speed zones
in freeway lane closures is a controversial and not well under-
stood aspect of traffic control (11). Although reduced speed
implies greater safety, at least intuitively, it introduces a distur-
bance in the traffic flow that may have negative impact—that
is, increased probability of shock-wave formation upstream of
the construction zone. The problem can be critical at high
approach volumes.

A fractional factorial design was developed for the analysis
of three independent variables: speed limit, compliance with
the speed limit, and two-lane approach volume. Compliance
levels of 0.33, 0.66, and 1.00 were used for each of the two
reduced speed limits implemented: 50 mph and 45 mph. Four
levels of two-lane approach volumes (vehicles per hour) were
used: 800, 1,200, 1,500, and 1,800.

Three safety-related measures of performance from FREE-
SIM output were selected as the dependent variables: number
of uncomfortable decelerations per hour, variance of speed, and
proportion of headways less than 2 sec in open lane at begin-
ning of transition zone. An uncomfortable deceleration is
defined as one that exceeds by more than 2 ft/sec/sec the
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deceleration rate normally considered comfortable at a given
speed. The variance of speed at the transition zone is generally
considered as the proxy variable for potential rear-end acci-
dents upstream. Similarly, the presence of short headways in a
transition zone can be considered as increasing the likelihood
of rear-end collisions in the approach area.

SIMULATION RESULTS

The results of simulation experiments for the approach volume
level of 1,800 vehicles per hour are given in Table 1. The results
presented in the table are based on the average of five replica-
tions. The simulation results for all volume levels are described
in detail elsewhere (12). These results are presented here for the
sole purpose of demonstrating the application of the model.

TABLE 1 SIMULATION RESULTS

Speed Limit Compliance

(mph) Level N 1% Pt

55 1,258.0 102.1 69.8
0.33 1,218.0 97.1 68.2

50 0.66 1,218.0 107.5 67.2
1.00 1,514.8 112.4 67.5
033 981.6 83.1 67.9

45 0.66 1,178.0 81.6 68.0
1.00 1,052.0 84.7 67.8

2N = uncomfortable deceleration/hr.
by - variance of speed (mph?).
P = proportion of headways less than 2 sec.

The introduction of the 45-mph speed zone reduced the
number of incidents of uncomfortable decelerations at all levels
of compliance. However, the 50-mph speed zone was ineffec-
tive. In summary, it required a 10-mph reduction in the desired
speed of the simulated group of complying drivers to produce
the desired impact on the traffic flow.

The results were similar with regard to the speed variance
measured at the beginning of the taper. The impact on headway
distribution, measured by the proportion of headways less than
2 sec, was small but consistent in all cases.

The impact of the introduction of speed zones at lane clo-
sures depends heavily on approach volumes. The data pre-
sented in Table 1 represent high-volume conditions. By gener-
ating speed data at the beginning of the taper area, it was
possible to demonstrate that approach speeds were constrained
by near-capacity conditions; consequently, the introduction of
speed zones had little potential to improve conditions. The
benefits were considerably different at lower volumes.

OTHER POTENTIAL APPLICATIONS

FREESIM can be used for a variety of practical applications, in
particular, evaluation of traffic performance in freeway lane
closures under different control schemes.

In the MUTCD (6) the recommended traffic control treat-
ment for typical freeway lane closures is described. However,
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accident experience at lane-closure locations indicates that the
minimum standards applicable for typical situations may not be
adequate for all situations, FREESIM can be conveniently used
to evaluate the impact of altemmative advance warning signs or
novel experimental signs on (raffic performance in freeway
lane closures. A before-and-after study could be conducted to
evaluate the changes in traffic performance resulting from
different control schemes. In the same format, FREESIM can
also be used to evaluate the effect of nonconformity to the
MUTCD standards such as sign misplacement or omission,
poor maintenance, and use of confusing message. In these
applications, the recalibration of the stimulus-response proba-
bility distribution would be required, particularly because the
output variables were found to be sensitive to changes in this
distribution.

An interesting application of the simulation model would be
to assess the influence of problem drivers—for example, inat-
tentive drivers or risk takers—on the behavior of the system.
The influence of target driver groups such as speeders and risk
takers can be included by appropriately modifying the simula-
tion input parameters of drivers’ performance characteristics,
for example, speed distribution and distribution of brake reac-
tion time.

The simulation program can also be used in optimization
applications, such as the determination of optimum length of a
single-lane zone for different approach volumes.
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Integrated Modeling of Freeway Flow and
Application to Microcomputers

PaNos G. MICHALOPOULOS AND JAWKUAN LIN

An interactive, menu-driven macroscopic freeway simulation
program with graphic capabilities is summarized in this paper.
In addition to the employment of personal computers, the
program has some attractive features that allow simulation at
various levels of complexity. Improved macroscopic modeling
specifically developed for the program is used to describe
complex phenomena, such as lane changing, merging, diverg-
ing, and weaving. The freeway is simulated in an integrated
fashion; this implies that the coupling effects of ramps are
considered in determining actual entering and exiting flows as
well as in following the simultaneous development of queues
and propagation of congestion on both the freeway and its
ramps. Input to the program is entered interactively and
includes conventional traffic parameters, freeway and ramp
characteristics (e.g., capacity, free flow speed, jam density),
demands (including percentage of exiting volumes at off
ramps), and geometric information. Output includes estima-
tion of delays, stops, energy consumption, pollution levels, and
other important measures of effectiveness. In addition, two-
and three-dimensional plots of speed flow and density are
produced for dynamlic description of these baslc variables in
time and space; additional graphics include visual review of
the freeway operation during the simulation as well as descrip-
tion of the geometrics, demand patterns, and other input infor-
mation.

Detailed and realistic analysis of freeway flow dynamics, even
in simple situations, can rarely be made analytically or with
other convenient tools such as nomographs or design curves.
Such analysis is needed in comparing alternative geometric
configurations, estimating the effects of improvements, deter-
mining the adequacy of traffic management schemes, assessing
the impact of control strategies, studying the formation and
dissipation of congestion on the freeway and its ramps, and so
forth. Although analytical and empirical approximations for
answering problems such as these could be made, at best only
crude estimates can be expected. More accurate results are
usually obtained through simulation. However, this option
implies accessibility to software and large computers that are
not always readily available to practicing engincers. Further-
more, complexities of software, hardware, or both, make
employment of simulation unattractive to the average user.

To make employment of simulation appealing and easily
accessible, an interactive, menu-driven microcomputer-based
freeway simulation program called KRONOS was recently
developed (). In addition to the employment of personal com-
puters, the attractiveness of the program lies in three areas: (a)
its simplicity both in terms of entering the input and interpret-
ing the output, (b) its flexibility in terms of desired accuracy

P. G. Michalopoulos and J. Lin, Department of Civil and Mineral
Engineering, University of Minnesota, Minneapolis, Minn. 55455.

and selecting modeling complexity, and (c) its completeness in
terms of graphic capabilities and estimation of the measures of
effectiveness. Despite these advantages, the program to this
point was available only in a prototype form, that is, it was
largely untested and had limitations that are typical of similar
experimental software. Since the inception of its initial version,
substantial modeling and programming modifications and
enhancements have been made. Such improvements include
modeling of the freeway and its ramps in an integrated fashion,
increased program capabilities, estimation of additional mea-
sures of effectiveness, and reduction of memory requirements
and execution times. Most importantly, testing against real and
simulated data was performed and adjustments were made
accordingly.

A major advantage of the program is that it takes into
account important traffic phenomena not previously considered
by earlier macroscopic programs. Such phenomena include
lane changing, merging, diverging, weaving, spillbalk, and
friction effects. This was made possible through extensive
macroscopic model development and experimentation. In this
modeling, the coupling effects of ramps are considered in
determining actual entering and exiting flows as well as in
following the simultaneous development of queues and propa-
gation of congestion on both the freeway and its ramps.

In the following sections, a brief discussion of the program’s
modeling and analysis methodology is presented along with its
capabilities; more details can be found elsewhere (2—4).

MODELING METHODOLOGY

As mentioned, a number of modeling adjustments were made
after testing the initial version of the program with actual and
simulated data. Space limitations do not allow detailed model
description; this is presented elsewhere (I—). Suffice it to say
that KRONOS IV employs simple continuum models that
assume an equilibrium speed-density (or flow-density) relation-
ship. Employment of high-order continuum models, initially
allowed in KRONOS I, did not prove to be more effective at
least in moderate to heavy flows and were therefore eliminated
in subsequent versions. Model implementation is made by
discretizing the time space domain in short increments, ¢ and x,
respectively, such that Ax/At > U where upis the free flow
speed. Space discretization of a section that includes the most
typical freeway components is shown in Figure 1. It should be
stressed that this discretization is only mathematical (i.e., it is
only done for computational purposes) and not physical.
Although distinct boundaries exist between the freeway
components, flow at these boundaries is determined during the
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FIGURE 1 Space discretization of a freeway section.

solution of the state equations. The only exception is at external
boundaries (such as the upstream and downstream ends of the
freeway, and the junctions of ramps with the adjacent surface
streets) or certain internal ones (such as the metering stop lines
and the beginning or ending nodes of deceleration and acceler-
ation lanes, respectively). Flow at these boundaries is specified
from the arrival and departure patterns, the metering rates, or
other physical considerations.

PROGRAM SUMMARY

The KRONOS IV program employs the previously sum-
marized modeling for dynamically calculating k, », and Q on
each node and segment x. From these basic flow parameters,
total travel (TT), total travel time (TTT) delay, the duration and
extent of congestion (including queue length ‘and size), and
energy consumption and pollution levels are derived. These
results are summarized by zone (defined as a section between
ramps or a merging diverging or weaving area) and by ramp. In
ramps the number of vehicles entering and leaving as well as
the average and maximum queue length and size are also
presented. Both intermediate and final results of the measures
of effectiveness are produced. Two and three dimensional plots
of k, u, and Q are also produced in order to show the dynamic
changes of these variables in space and therefore visualizing
the propagation and dissipation of shock waves and congestion
on both the freeway and its ramps. For a quicker and easier
presentation of the propagation of disturbances along the high-
way as well as for an easy review of its operation (perhaps after
an improvement), the discretized form of the freeway is pre-
sented on-the graphics screen and each segment is repainted
continuously (from blue to red) according to its density as the
simulation proceeds.

Additional graphic capabilities of the program are related to
the interactive preparation of the input in a fashion requiring
minimal reference to the manual. For instance, the geometrics
are entered by segmentation and selection of the configuration

of each segment from a number of alternatives presented on the
graphics screen. Following definition of the geometrics for
each segment, the entire freeway is shown for verification.

The remaining input requirements are entered interactively
through a series of questions and options as currently done in
most expert systems. These inputs are related to the freeway
and ramp demand patterns, traffic composition, exiting vol-
umes upstream of entrance ramps, and departure patterns at
exit points {(off ramps and the downstream end of the freeway).
Arrival and departure patterns are also plotted for verification,
and can be as complex as desired. The program allows employ-
ment of user-specified speed flow models, which are also
entered interactively; a default model can be used as an alterna-
tive. The u—k model determines capacity of each freeway zone;
ramp merging capacity is not needed because the actual num-
ber of automobiles entering the freeway is determined during
the simulation. Changes to input already entered can be made
at any stage during the data entry, and future modifications of a
coded facility can easily be accomplished by entering the
desired changes only. Finally, input to the program can be short
or extended, depending on the accuracy desired. In experimen-
tal runs, the time required to enter the necessary data for
simulating a three-lane section that is 2 mi long with two ramps
for 1 hr using 5-min time varying demands ranged from 10 to
25 min, depending on the user’s familiarity with the program.

CAPABILITIES, HARDWARE, AND SOFTWARE
REQUIREMENTS

Currently the program can simulate a freeway section up to six
lanes wide and approximately 10 miles long. The section can
contain up to 20 entrance and 20 exit ramps, while auxiliary
lanes between ramps are allowed. A complete list of the pro-
gram’s capabilities includes the following:

1. Reported after each time slice, NAt:
a. Total travel,
b. Torai travei time,
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c. Delay,

d. Total arrivals and departures,

e. Queue size and length on each ramp,

f. Energy consumption, and

g. Pollution levels.

2. Reported after simulation is complete:

a. Plot of speed, flow, or density as a function of distance,
time, or both, either two-dimensionally or three-
dimensionally;

b. Plot of congestion areas as a function of time;

. Summary of total arrivals and departures;
d. Number of vehicles in the system at the end of simula-
tion; and
e. A summary of the measures of effectiveness listed in
1

3. Color graphics display of density as a function of distance
during program execution.

4. Hard copics of all plots (including geometrics) can be
obtained through the printer while the input summary and the
results of calculations are routed either to the monitor or the
printer.

[¢]

In its current form, the program requires an IBM personal
computer with a minimum of 320 K of memory, keyboard, and
two floppy disk drives with a minimum storage capacity of 320
K bytes each. It also requires a monochrome monitor, an
adaptor, an 80-column printer with graphic capabilities, and a
color monitor and color display adaptor. The only software
required is the PC-DOS or MS-DOS operating system version
1.1 or higher. Simulation time can be substantially reduced if an
IBM-PC 8087 math co-processor board is added to the system.
Because the program is available in compiled form, only the
software just mentioned is needed. Recompilation of the source
code requires the MicroSoft Pascal compiler version 3.2 and
access to a disk drive with at least 400 K bytes of disk storage.
It is estimated that the total cost for obtaining the hardware just
mentioned including options is less than $4,000.

TESTING AND VALIDATION

The early versions of the program were implemented to a
number of exemplary situations that covered the entire range of
speed flow and density domain and included both entrance and
exit ramps as well as multiple lanes. Subsequently, the results
were compared with those obtained from microscopic simula-
tion using INTRAS, a recently developed and calibrated pro-
gram (5). Microscopic simulation during the initial develop-
ment stage was justified by the need to allow demands and
generation rates to fluctuate sufficiently in a controlled environ-
ment at relatively short time intervals. A second reason for
microscopic data-base generation was the need to impose tract-
able initial and boundary conditions in order to allow intuitive
inspection of the results. The objective of the initial testing was
to determine the most appropriate continuum model (among
three simple and high-order alternatives) and best numerical
algorithm (among a number of options) for use by subsequent
versions of the program. In addition, it was necessary to test
and adjust the modeling of multilane, merging diverging, and
weaving dynamics.
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Although the results of the initial tests were encouraging and
allowed adjustment of several model parameters, testing with
real data was also performed. Such tests required detailed
calculations and measurement of k, u, and Q at short time and
space increments as well as estimation of the measures of
effectiveness at the end of the test period.

Cost considerations did not allow extensive field data collec-
tion and analysis; thus, alternative data sources were sought.
After requests were made to several sources, the FHWA, U.S.
Department of Transportation, provided the most detailed data
that could be found at the time of the testing. These data were
collected in a recent project at a number of locations around the
United States and are microscopic in nature, that is, they
include the time individual vehicles cross speed traps placed at
strategic locations along selected sections of the freeway (6).
Because of the study limitations, the number of test locations
was restricted to four, representing typical freeway compo-
nents, namely, pipeline, merging, diverging, and weaving sec-
tions (4).

Comparisons with the field data led to similar conclusions
with the simulated data base. Interestingly, it was found that
discontinuous equilibrium #—k models generally increased
accuracy, and this was more pronounced in the diverging case.
However, because derivation of such relationship is rather
tedious for most practical applications, a generalized one was
derived from the available data in all sites. To demonstrate that
the program can realistically handle larger freeways, a real
freeway section approximately 10 miles long, containing 19
ramps and 3 basic lanes, was simulated for 90 min; the results
favorably compared with earlier data (4).

CLOSING REMARKS

The most interesting feature of the KRONOS IV program is its
ability to run on a microcomputer while its results are in
agreement with both real and simulated data. This was made
possible by the simplicity of the modeling and numerical meth-
odologies developed, which allow quick and accurate calcula-
tion of the basic flow variables in both time and space. Inciden-
tally, it is worth mentioning that three-dimensional models that
explicitly take street width into account (along with time and
length) were also developed (2), but were later excluded for
reducing the computational effort. Based on discussions and
comments received to this point, the authors feel compelled to
repeat that the proposed discretization is only mathematical,
not physical; this implies that both data and field measurements
should only be made in larger sections (zones), as in most
practical applications. Of equal importance is the integrated
treatment of ramps, acceleration and deceleration lanes, merg-
ing and diverging, and weaving areas, as well as the inclusion
of lane-changing effects. This is a feature that along with the
interactive graphics has been missing from earlier macroscopic
programs. ’
Despite the program’s advantages, which should encourage
employment of simulation by practicing engineers, certain
shortcomings should be recognized. The most important one is
related to execution time, which can be very long as the size
and complexity of the freeway increases. For instance, execu-
tion time for a three-lane, two-ramp section for 1 hr, including



28

detailed lane-by-lane analysis and all graphic options, is
approximately 18 to 19 hr, which can be considered long com-
pared with the much faster performance of large computers.

However, recent hardware advances (such as the introduc-
tion of the IBM-PC/AT) as well as new software development
(such as the new Turbo-Pascal) should reduce execution time
considerably. Additional enhancements that should make the
program more attractive are possible and some are planned.
Such improvements are related to inclusion of left-hand-side
ramps, collector distributor roads, incidents, high-occupancy-
vehicle—priority treatment, demand diversion, generation of
origin-destination patterns after implementation of a new man-
agement policy, estimation of optimal ramp metering lanes, and
so forth. Such improvements will allow treatment of most
freeway operational problems one is likely to encounter in
practice.
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Statistical Analysis of Output Ratios in

Traffic Simulation
A. V. GAFARIAN AND A. HALATI

Simulation models are increasingly becoming the most conven-
ient tool for traffic studies. Users of such models need valid
statistical methods to draw correct inferences. Presented in
this paper is one such method applicable to several important
traffic parameters. The motivation for this research arose from
a study sponsored by the FHWA, U. S. Department of Trans-
portation, to develop statistical guidelines for simulation
experiments with traffic models. NETSIM, widely used for
simulating vehicular traffic flow on urban streets, was used in
the study. The output of the NETSIM model includes estimates
of average speed, average delay per vehicle, and average travel
time per vehicle mile. Because NETSIM uses the ratio of
sample means to estimate these parameters, a situation exists
that involves the ratios of observations that are in fact autocor-
related and cross correlated. In this paper, the efficacy of the
ratio of sample means (used in NETSIM) as an estimator of the
ratio of steady state means is discussed. Monte Carlo experi-
ments have demonstrated that the user of the NETSIM model,
in estimating these parameters from the model output, must
apply statistical techniques based on ratio estimators. A tech-
nique that provides a measure of the accuracy of the estimate
with a confidence interval is developed and demonstrated. The
efficacy of the method is assessed through Monte Carlo experi-
ments. The method Is easy to use and can be applied just as
readily to field data. It can be extended to the comparison of
model outputs to field observations for simulation validation
studies.

NETSIM is a widely accepted simulation tool for simulating
traffic behavior on urban networks (I, 2). The basic input
requirements of the model are the network geometry, signaliza-
tion information, and traffic counts, which consist of both input
flow rates and turning movements. The standard output of the
NETSIM model includes estimates of important traffic param-
eters such as

Total vehicle minutes of travel time,
Number of vehicles discharged,

Total vehicle miles of travel distance,
Average travel time per vehicle
Average travel time per vehicle mile,
Average speed, and

Average delay time per vehicle.

The estimates of the traffic parameters are provided both on a
link-by-link basis (links represent a one-way direction of flow
on a street typically between two successive stop bars) and on a
network basis.

A. V. Gafarian, Department of Industrial and Systems Engineering,
University of Southern California, University Park, Los Angeles,
Calif. 90089. A. Halati, California State Polytechnic University at
Pomona, Calif. 91768.

It will be demonstrated that (a) each of the last four measures
of effectiveness (MOEs) is a parameter that is the ratio of
means of two random variables X and ¥ (X and Y are used
generically here), that is, the MOE itself is py/|ly, and (b) the
natural estimate NETSIM provides is the ratio of the sample
means of the X and Y random variables. This will be done in
some detail for two parameters: average speed and average
delay time per vehicle. The extension to two other parameters,
average travel time per vehicle and average travel time per
vehicle mile, will be obvious.

The discussion begins by noting that NETSIM is a stochastic
microscopic traffic simulation model with a basic sampling
interval of 1 second. Thus, the status of each individual vehicle
is sampled at the rate of once every second and all required
statistics are updated at the end of every second.

Example 1: Average Speed on a Link. In the simplest case,
after the initial warm-up period, NETSIM produces for each
1-sec At time period the following observations on the totality
of vehicles exiting the link during the time period under consid-
eration: (a) number of vehicle miles in the link (equal to link
length times the number exiting) and (b) vehicle minutes in the
link (amount of time spent by all vehicles traversing the link).
Running the model after warm-up for some integral multiple 7'
of At = 1 provides the following as an estimate of average
speed:

T

2. (vehicle miles in jth At time period) +
=l

T

Y. (vehicle minutes in jth Af time period)
7l

To understand why there is a ratio of two means X and Y
that are estimates of 1y and [y, more work needs to be done.
First, observe that as things stand now these observations, in
both the numerator and the denominator, are not identically
distributed. For example, because travel distance on a link in
NETSIM is proportional to the number of vehicles discharged,
during the red interval of the downstream signal the travel
distance on the link will be accumuiated at a low rate; during
the early portion of the green interval, the travel distance will
be accumulated at a large rate while the queue is dissipating.

Thus, there are observations on random variables that do not
even have the same mean let alone the same distribution.
Therefore, dividing the numerator and the denominator in the
above expression by T does not give an estimate of the mean of
any well-defined random variable.

It should be noted at the outset that it is important to deal
with identically distributed observations because the problem
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of making valid statistical statements becomes tractable. To
achieve identically distributed observations in both the numera-
tor and the denominator of the ratio just given (so that dividing
the numerator and the denominator by the number of observa-
tions gives estimates of the numerator and denominator means)
is easy. All the observations for each At = 1 during one cycle of
the link’s downstream signal are summed. Thus, if the cycle
length is 60 sec, then 60 sets of vehicle miles are added to
produce one observation of vehicle miles. Likewise, the same
is done with vehicle minutes in the denominator. A little reflec-
tion shows that these sums, from cycle to cycle, are certainly
identically distributed after the warm-up. The remaining MOEs
can be treated similarly.

Hereafter, it will be assumed that the collection interval will
equal the downstream cycle length of each link. If there are two
cycle lengths present in the network, for example, 60 and 90
sec, then running the model for (180)k seconds would provide
3k cycles’ worth of observations for 60-sec links and 2k cycles’
worth of observations for 90-sec cycle links.

To continue, take the above ratio, group the data as
described, and end up with the following ratio for the estimate
of average speed:

&+X+ .+ X)X+ Y+ o+
where
X; = accrued vehicle miles of vehicles departing
during ith cycle, i = 1,2, ..., n; and
Y; = accrued vehicle minutes in the link of vehicles

departing during ith cycle, i = 1,2, ..., n.

Because the X;’s and Y;’s are identically distributed, this may
be written
X+ X+ oo + X )M(Y+ Yo+ ... +Y)nl= X/ Y
As n — oo, the numerator and denominator converge to Ly
and Py, respectively, both with probability 1, where py is the
average vehicle miles per cycle and iy is the average vehicle
minutes per cycle. Thus, the problem of estimating link average
speed is the same as estimating [y/[ly, the ratio of two means.

Example 2: Average Delay on a Link. Here again the follow-
ing would be an estimate of average delay:

T

2. (accrued delay of vehicles departing the link during jth
/=1 At time period) +

T

2. (number of vehicles departing the link during jth At
J=1 time period)

As in Example 1, the same arguments could be used to get
X;’s and Y;’s each identically distributed where

X; = accrued delay of vehicles departing during the
ithcycle,i=12,... , n; and
Y; = N, =number of vehicles departing during the ith

cycle,i=12,... , n, (note that ¥; in this case
is an integer-valued random variable).
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and to produce an estimate of average delay X7; X,/30; N; =

X / N, which converges with probability 1 to [Ly/jly as n — oo
So again the ratio of two means is estimated. In this case, Wy is
the average delay per cycle and p is the average number of
vehicles discharged per cycle.

The principal objective of this paper is to develop a statis-
tically valid method for using X / ¥ as a point estimate for
Hy/My and to provide, with a confidence interval, a measure of
its accuracy. What X and Y are depends on the particular MOE
being estimated.

STATISTICAL PROPERTIES OF THE
OBSERVATIONS

In this section, some important statistical properties of the
observations will be described.

Observations Tend To Be Normal

This property follows from the fact they are sums of random
variables, obtained by adding up all the individual observations
for each At. Thus, the Central Limit Theorem, which holds for
fairly unrestrictive conditions (even when the variables being
added are not identically distributed or independent), comes
into play and it can be stated that asymptotic normality is
obtained. This includes integer-valued observations, such as
the number of vehicles discharged during a cycle length.

In this connection, it should be mentioned that the method
developed in the paper is based on the ¢-statistic and that this
statistic is robust with respect to normality; that is, inferences
using it are not seriously invalidated by the violation of the
normality assumption. This will be demonstrated in the Monte
Carlo experiment presented later in the paper.

Observations Are Not Independent

The observations of travel time and travel distance, for exam-
ple, are each autocorrelated. Figure 1 shows estimates of auto-
correlation for travel time on a link of a simple star network
consisting of essentially an isolated four-legged intersection
with pretimed signal control. The simulation run consisted of
130 cycles of a common signal cycle length of 80 sec (i.e.,
10,400 sec). Estimates of autocorrelation

rex(k) = cxx(K)exx(0) k=0,1, ..., n/10
were obtained by using
n-k
cxx(k) = (UMT (X; - X)X, = X) k=01, ..., n/10
i=1
where
rxx(k) = sample autocorrelation of the X series for
lag k,
cxx(k) = sample autocovariance of the X series for
lag k,

n = number of cycles that made up the

simulation run, in this case 130, and
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X. =

; observed value of total travel time during

cycle i.

The maximum lag was restricted to »n/10 to obtain accurate
estimates of the autocorrelations.

If it is assumed that travel time observations are indepen-
dently, identically, and normally distributed random variables,
the standard deviation of the autocorrelation estimates are
approximately equal to V1/n, (3, pp.34, 35). In this case, the
standard deviation would be approximately .0877. Because the
estimate of the first lag autocorrelation is .321, almost four
times the standard deviation, it can be concluded that the first
lag correlation is not zero. Moreover, there is strong indication
that there is autocorrelation up to lag 10. Thus, it is reasonable
to assume that successive travel times are autocorrelated.
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FIGURE 1 Estimates of autocorrelation for travel time on
a link of a simple star network.

Observations of Random Variables of the Numerator and
Denominator Are Cross Correlated

Figure 2, for example, shows the cross-correlation estimates
between the total travel time per cycle and the total travel
distance per cycle. Estimates of cross correlation

rxy(k) = exy(R)/cxx(0)cyy(0) k=0, 11, ... , H(n/10)

were obtained using

n-k
exrk) =) Y K- X)Y—Y) k=0, 1,...,n/10
i=1

ntk
=(Um Y K- XY~ k=-1, -2, ., n/10
i=1
where
rxy(k) = sample cross correlation of the X and ¥

series for lag k,
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cxy(k) = sample cross covariance of the X (travel
time) and Y (travel distance) series for lag k,
n = number of cycles that made up the
simulation run, in this case 130,
X, = travel time during cycle i, and
Y; = travel distance during cycle i.

Again the maximum lag was restricted to n/10 to obtain
accurate estimates of the cross correlations.

Note that the cross covariance has both positive lags (where
Y leads X) and negative lags (where X leads Y); and that, in
general, cyy(k) # cxy(—k). This is not the case for the auto-
covariance, where cyy(k) = cxy(—k) [or cyy(k) = cyy(—k)]. The
large cross-correlation estimate of lag 0 is expected because a
large observation for travel distance indicates that a large
number of vehicles have traversed the link and thus a large
value of travel time has been incurred. In addition, significant
cross correlation at larger lags is also observed.

PROBLEM DEFINITION

There are two common methods for performing simulation
experiments, and the problem will be defined for each of these
methods.

Method 1: A Single Long Run

The first method consists of running the simulation model for a
long duration and using the observations generated in this
single, continuous, long run to estimate the parameters of
interest and to obtain a measure of the accuracy of the estimate.

In the case of the NETSIM model, as it pertains to the traffic
parameters that are estimated as the ratio of two random vari-
ables (which in this case happens to be means), it was demon-
strated in the preceding section that successive observations
obtained on the random variables (at the end of each cycle) are
autocorrelated and cross correlated. In the presence of these
correlations, estimating the parameters from a single contin-
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FIGURE 2 Cross-correlation estimates between total
travel time per cycle and total travel distance per cycle.
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uous run of the NETSIM model may be defined as the follow-
ing statistical problem.

Let (X,Y) be a bivariate random variable and suppose a
sequence of identically distributed observations [(X,Y)),
XYy, ..., (X,,Y,)] has been obtained. The X,’s and Y;’s
correspond to the numerator and denominator observations,
respectively. Furthermore, assume the following:

E[X] = uy VarlX] = o}

E[Y] =py Vari¥]=c}

E[(X; - p)Xip— wl/ok #0  for all k
(observations are not independent);

E[(Y; — b)Y s — }ly)]/ozy #0 for all k
(observations are not independent);

E[(X; - p)(Yie— Kplfoxoy 20 k20

(observations of random variables of the numerator and
denominator are cross correlated);
E[(Xix— LY, — bploxoy 20 k<0

(observations of random variables of the numerator and
denominator are cross correlated).

The problem then becomes that of using this information to
estimate R = {,/|ly and of assessing the accuracy of the esti-
mate by constructing a confidence interval.

The two examples of this generic problem discussed in the
introduction were average link speed and mean delay:

1. Average link speed. Here the point estimate is X/7Y,
where X; is accrued vehicle miles of vehicles departing during
the ith cycle and Y; is accrued vehicle minutes in the link of
departing vehicles during the ith cycle, i =12, ..., n

2. Mean delay. Here the point estimate is X / N, where X;
is accrued delay of vehicles departing the link during the ith
cycle and N; is the number of vehicles departing during the ith
cycle,i=12,...,n

The problem of using the observations from a single run and
developing a confidence interval for py/py (average speed in
the first example) or pLy/py (mean delay in the second example)
is extremely complex and involves eslimaling aulocorrelations
of the two numerator and denominator variables and the cross
correlations of the numerator variables with the denominator
variables [see Halati (4, pp.65-69)]. This requires an
extremely long run to get reliable estimates of all the needed
correlations, as well as to reduce the inherent bias present in the
estimate X / Y [Halati (4, p.63)].

In addition, the use of the method is predicated on collecting
observations that are identically distributed. It was noted that
identically distributed observations may be obtained by sum-
ming the statistics, collected at the end of each 1-sec sampling
interval, over the period of one cycle length. This is obviously
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applicable if the network consists solely of pretimed controls.
When actuated controls are present, there is no immediate
alternative for producing identically distributed observations.

The method of independent replications, which will be dis-
cussed next, does not have this disadvantage. Each replication
will result in a single observation that is the sum of the statistics
over the duration of each run. The notion of the cycle will not
be needed.

Method 2: Several Independent Replications

The second method for conducting simulation experiments is to
perform independent replications. In this method, repeated runs
of the model are performed in such a way that the output of the
model in each run is independent of the others by using a
different random generator seed in each run.

In this method, the great difficulty of getting reliable esti-
mates of all the autocorrelations and cross correlation among
successive observations is circumvented. However, the method
has the disadvantage of requiring a warm-up time for each
replication during which no data may be collected.

In the case of the NETSIM model, and again as it pertains to
the analysis of those traffic parameters that are the ratio of two
random variables, the problem of estimating these parameters
and assessing the accuracy of the estimate may now be defined
statistically in the following way.

Suppose » independent replications of the NETSIM model
are performed and also assume that each run has a prescribed
duration of & cycles. In this case the observations, (X,, Y)), i =
1,2, ..., n, would be the cumulative values of the observed
statistics at the end of each run and

e X, i=12,...,n, would be a sequence of IID observa-
tions,

eY,i=12,...,n, would be a sequence of IID observa-
tions,

e E[X;] = kjiy and E[Y;] = kLy because now X; and Y, are the
cumulative values obtained by adding the statistics over &
cycles, and

e The only cross correlation present is between X; and Y,

The problem in this form is that of using the cumulative
statistics {(X,Y)), i =12, ..., n) to estimate R = py/lly and
assess the accuracy of the estimate.

Two points should be noted here. The first point is that
Yr X/>%, Y, is still an estimator of R even though the X;’s
and Y;’s are cumulative values when independent replications
are performed. This is because, with probability 1,

lim (Z X; /X Y,-> = kux/kuy = R

A—es i=1 i=1

The second point is that the normality assumption discussed in
the section on statistical properties of the observations becomes
better. This is because each X; and Y, is now the sum of a larger
number of observations.

Thus, in the first example above
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X; = accrued travel distance of vehicles departing the
link during the ith replication, i = 1,2, ..., n,
and

Y; = accrued vehicle minutes in the link of vehicles

departing the link during the ith replication, i =
1,2,...,n

and for an estimate of average speed for the link one would
take

-24 X,/Z Y"= X/Y

=1 i=1

In the second example,

X; = total accrued delay of the ith replication, { = 1,2,
., n,and
Y, = N, = total number of vehicles departing the link
during the ith replication, i = 1,2, ..., n, and
for an estimate of mean delay one would take
n n

Z X;/Z Ni’: i/ﬁ

i=1 i=1

To reiterate the important points with respect to independent
replications, there are no autocorrelations among the X;’s or the
Y;’s and there is only a cross correlation between X; and Y. It is
the problem in this form that will be studied in this paper.

PERFORMANCE DEGRADATION WHEN
OBSERVATIONS FROM INDEPENDENT
REPLICATIONS ARE NOT TREATED AS A
RATIO OF RANDOM VARIABLES

Before proceeding with the development of the procedure for
computing a confidence interval for p,/|ty by using the point
estimator 3%, X/3% Y, = X/ Y, consider an important
question of the degradation that occurs when the problem is not
treated as one in ratio estimation. The reason for doing this is
that one might easily be tempted to develop a confidence
interval for, say, mean speed from independent replications by
a method that goes as follows. Because each replication gives
an independent estimate of mean speed Z; = X,/Y,, i=12,.. .,
n, one would estimate mean speed as

Z = (1/n) £ Z;

i=1
and assess the accuracy of this estimate with a (1 — o) x 100
percent classical confidence interval

{ [ Z- temen]s'™ [ Z + o omyns) S/(")m}

where _(,py (n—1) is the upper o/2 point of the #-statistic with
n — 1 degrees of freedom and

n
S=[n-DT - 22
i=1
In effect, the observations from the model and field were
treated as just described in the validation studies performed on
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NETSIM (2, pp.147-248). The thing that is wrong with this
procedure is that one is really estimating (or doing hypothesis
testing) on E[X/Y] and not py/py. It is well known that in
general E[X/Y] # py/ily. To demonstrate that this approach to
the analysis of ratio estimators of the NETSIM model may
produce results that are greatly in error, a Monte Carlo study
was conducted. The study consisted of generating bivariate
normal random variables (X,,Y,) for selected sample sizes n
with the variance-covariance matrix

[1 0.5]

0.5 1

X; and Y, comrespond to the numerator and the denominator
observations respectively of the ith replication and n corre-
sponds to the number of replications. Ly was chosen as 100 and
Ry as 5. Thus, the known and true value of the ratio of means
was 20.

For each sample size n and using the above procedure, a 95
percent confidence interval was constructed. To assess the
goodness of the confidence interval, the experiment was
repeated 500 times for each sample size and the following four
measures of effectiveness on the behavior of the constructed
confidence intervals were computed:

1. Coverage probability. This measure of effectiveness is the
fraction of the confidence interval produced in the 500 repeti-
tions of the experiment that covered the true value of the ratio
of the means, which was 20. Closeness of this value to .95 is
obviously a desired property of the method.

2. Coefficient of variation of coverage probability. This sta-
tistic is the ratio of the standard deviation of the estimate of
coverage probability to the estimated coverage probability. It is
a measure of how good the estimate of coverage probability
is—the smaller the value the better the estimate. Thus, .010 for
n = 5 means that the standard deviation of the estimate is only 1
percent of the estimate,

3. Average confidence interval length. In each repetition of
the experiment, the length of the constructed confidence inter-
val was recorded. This statistic represents the average of the
recorded confidence interval lengths over the 500 repetitions.
Obviously, the smaller the length the better.

4, Coefficient of variation of expected confidence interval
length. This is the ratio of the standard deviation of the estimate
of the average confidence interval length to the average confi-
dence interval length. Again, it is a measure of how good the
estimate of average confidence interval length is. For n = 5,
.023 means that the standard deviation of the estimate is about
2.3 percent of the estimate.

The study was conducted for replication sizes of
5,6,7,8,9,10,20,50,100, and 200 observations per replication.
The results are given in Table 1.

To obtain a basis for comparison of the