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Foreword 

The papers in this Record all pertain to traffic safety, but each addresses the problem from a 
different perspective. The first eight papers deal with traffic accident analysis with emphasis on 
accident reconstruction. Gorski et al. illustrate one technique of accident reconstruction in which 
scale models of the involved vehicles are overlaid on a scale diagram of the collision scene. The 
reconstructed motion of the vehicles is then videotaped by using a cutout animation technique. 
Spring et al. report on efforts to develop computerized analysis of traffic accident data by using 
expert systems concepts. Fonda expands on previously developed equations for the popular 
CRASH digital computer program for accident reconstruction. Carsten and Campbell examine 
the effect of truck configuration on accident characteristics, and Zador and Stein analyze data on 
curvature and grade collected at the sites of fatal single-vehicle rollover crashes and at random 
comparison sites in New Mexico and Georgia. Weed and Barros use computer simulation to 
demonstrate regression analysis with error in the independent variable. Plass and Berg discuss 
the recent development of opportunity-based accident rate expressions as sensitive indicators for 
use in safety studies. Hanscom reports on developing a validated spot speed study procedure that 
does not rely on automated equipment. 

Four papers explore visibility factors for safe driving. Jung and Titishov report on the use of a 
visibility parameter beyond luminance to evaluate the quality of roadway lighting. Mandler and 
Thacker explain work to devise a method of determining the effective intensity of light flashes 
composed of multiple pulses of light. Upchurch reports on a study to identify a sign lighting 
system that has a lower electric power cost and reduced maintenance requirements and that 
provides adequately for the motorists' needs in terms of legibility and illumination level. 
Creasey et al. summarize the results of field studies involving the effectiveness of crash cushion 
delineation techniques at freeway gore areas. 

The last five papers discuss motorist information needs with some attention to modification of 
driver behavior. Henderson et al. report the results of a study on a special message information 
sign for vehicles such as tractor-semitrailers, single-unit trucks, motor homes, and vehicles 
pulling trailers. Zwahlen reports on a study to determine the effectiveness of advisory speed 
signs used in conjunction with curve warning signs in Ohio. Maroney and Dewar describe two 
experiments conducted to examine alternatives to enforcement as a means of reducing speeding 
behavior. King and Mast summarize a recent FHWA research project designed to develop 
estimates of the proportion of all highway travel that is excessive or "wasted" and an estimate 
of the economic costs generated by such excess travel. King and Rathi report on an experiment 
designed to assess the ability of subjects to plan long trips in unfamiliar areas using maps only. 
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Video Collision Reconstruction Using 
Physical Evidence 
ZYGMUNT M. GORSKI, ALAN GERMAN, AND EDWIN s. NOWAK 

The reconstruction of a motor vehicle collision is often 
achieved through investigation and interpretation of the physi­
cal evidence left in the aftermath of the collision. Such evidence 
can be in the form of tire marks and gouges at the collision 
scene, the structural damage to the vehicles, and occupant 
contacts with the vehicle interior. Collisions can be extremely 
complex and yet it is often necessary for investigators to 
explain the precise nature of the collision events to individuals 
who have little expertise In interpreting physical evidence. 
Historically reconstructions have been illustrated by means of 
schematic diagrams to provide a static representation of colli­
sion events. With the availability of reasonably priced vid­
eocassette recording equipment, It Is now possible for Inves­
tigators to readily adapt animation techniques normally used 
by film makers to the field of collision reconstruction. Scale 
diagrams of the involved vehicles are overlaid on a scale dia­
gram of the collision scene and the reconstructed motion of the 
vehicles Is videotaped by using a cutout animation technique. 
The resulting visual presentation provides an excellent means 
of communicating complex events to nonspecialists. The 
method Is demonstrated by the reconstruction of a multiple-
vehicle, multiple-impact collision. · 

The basis for producing a videotape of animated vehicle move­
ments is a detailed documentation of all the collision-related 
physical evidence. The investigator must inspect the vehicles 
involved and the collision scene as soon as possible, because 
some types of physical evidence disappear quite quickly. The 
precise locations of various portions of evidence should be 
documented extensively. The vehicles should be measured to 
determine their damaged profiles. Sample vehicles may be used 
to obtain the original dimensions. These points will be 
expanded later in the discussion. 

COLLISION RECONSTRUCTION 

Documenting the location of physical evidence found at the 
collision scene is relatively straightforward. Various techniques 
may be utilized to make the required measurements 
(1, pp. 451-462). The method favored by the authors is the use 
of a rectangular coordinate system, because simple measuring 
tools can be utilized very effectively (2, pp. 335-336). The 
process involves making a series of careful and detailed mea­
surements at the collision scene. Often, some measure of skill 
is involved in determining the scene evidence that is relevant to 
the collision being investigated. 

Multi-Disciplinary Accident Research Team, Faculty of Engineering 
Science, University of Western Ontario, London, Ontario N6A 5B9, 
Canada. 

Various factors make accurate measurements of the damaged 
vehicle difficult. The vehicle will normally be measured in the 
field, typically in a towing compound, where the terrain may 
not be level. The vehicle may be so deformed that none of the 
original contours remain intact. Also, damage profiles at dif­
ferent vertical levels may be of critical importance. 

A technique for obtaining measurements of the profile of a 
damaged area on a vehicle by using a contour gauge has been 
described by Tumbas (3). A variant of this method 
(4, pp. 352-368) is to place a reference rectangle around the 
entire vehicle. If practicable, the original length and width of 
the vehicle concerned should be used as the dimensions of the 
sides of the rectangle in order to provide a particularly useful 
reference frame. Measurements are taken from the sides of the 
rectangle to damaged areas of the vehicle at right angles in both 
the horizontal and vertical planes. Some adjustments to the 
vehicle or rectangle must be made where the ground or vehicle 
is not level or some compensation in the measurements must be 
made to avoid errors. 

The measurements required to produce a replica of a 
damaged vehicle for the purposes of video recording will 
depend somewhat on the type of collision involved. In any 
reconstruction, the investigator should take a number of mea­
surements to establish a good representation of the areas of 
direct damage. 

An area of direct damage is a region that was in direct 
contact with the vehicle or object struck in the collision. Within 
such a region, measurements should be taken to establish the 
precise location of points of mutual contact, which are specific 
locations on one vehicle for which contact evidence can be 
identified on specific locations of another vehicle or object. 
Typically, a crease, transfer, or imprint on a vehicle is identified 
as originating from contact by a bumper bolt, license plate, 
grille, roof pillar, and so on, of another vehicle. These points 
must be identified in their original positions on an undamaged 
vehicle as well as on the damaged vehicle being measured. 

Points of mutual contact that have been identified and so 
documented may be utilized in the animation of the collision 
events. The reason for moving the colliding vehicles from one 
position to the next during recording will be based on evidence 
from points of mutual contact in addition to scene evidence. 

Additional measurements should be taken to document the 
overall shape of the damaged vehicle. As a guide it is suggested 
that the following be measured as providing valuable informa­
tion relating to vehicle position, orientation, and motion: 

1. The amount of end-shifting of the vehicle's structure; 
2. The location of the corners of the hood, provided that the 

hood is not hanging loose; 
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3. The locations of the outboard surfaces of the wheel hubs; 
4. The positions of the roof pillars, measured at the top (at 

the junction with the roof) and at the level of the base of the 
window glass; and 

5. The locations of the ends of both front and rear bumpers. 

Once detailed measurements of the vehicles and collision scene 
have been obtained, the next step is to produce scale diagrams 
of each of these items. 

No ideal scale exists for all situations; it is based on the 
investigator's needs, which differ from case to case. When an 
animated videotape of collision events based on physical evi­
dence is produced, it is desirable to choose the largest scale 
possible without making the subjects so big that the investiga­
tor cannot move a_ronncl them. 

A suggested scale is 1:10, which will produce passenger car 
diagrams that are 50 to 55 cm (19 to 22 in.) long. Such a scale 
will produce large but manageable scene diagrams for the 
majority of collisions. The suggested scale is also useful in that 
most passenger car diagrams produced to this scale will fit on 
two sheets of 8.5 x 11-in. paper. 

With rudimentary drafting instruments (an engineer's scale, 
protractor, and straightedge) the investigator can construct a 
rectangle on the sheet of drawing paper in which he will 
reconstruct the dimensions of the damaged vehicle that had 
been measured previously. Initially, a pencil drawing of the 
vehicle in plan is produced. 

In a similar manner the investigator draws the original shape 
of the same vehicle. Original measurements of the case vehicle 
are readily obtained by visiting a large parking lot and taking 
the measurements directly from a parked vehicle of the same 
year and model. By matching the characteristics of the Vehicle 
Identification Number (VIN) of the damaged and sample vehi­
cles, the investigator can be assured that both have the same 
relevant body dimensions. 

Once the pencil drawings of the damaged and the original 
vehicles have been completed, the investigator will trace the 
drawings onto clear plastic sheets with a set of colored marking 
pens. The collision scene should be drawn on a large roll, or a 
large sheet, of thin white paper. If large sheets are not available, 
smaller sheets can be taped together with transparent tape, 
which is not visible on the videotape. The relevant roadway 
markings should be drawn in pencil on this large sheet of paper. 
Once the amount of detail in the drawing is satisfactory, the 
investigator can trace the pencil markings with a thick, black 
marker. 

Thus the scene outline and evidence will be black on a large 
white area of paper, and each of the vehicles will be drawn in a 
specific color on clear plastic sheets. The scene and vehicle 
diagrams are now ready for recording. 

VIDEOTAPE RECORDING EQUIPMENT 

In videotape recording, the audio and visual information is 
encoded onto magnetic tape. Broadcast-quality recording nor­
mally utilizes tape 1 or 2 in. wide on which separate tracks are 
provided for video, audio, and frame identification information. 
The equipment used in conjunction with this tape includes 
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high-resolution cameras, broadcast-standard videotape 
recorders, and computer-aided editing machines. 

Recent advances in technology have provided relatively 
inexpensive videotape recording equipment designed for ama­
teur use. Generally cameras and recorders in such systems use 
1/z-in. videotape. The narrower tape format provides for consid­
siderably less sophistication than is found in professional 
equipment; however, reasonably good quality can be achieved 
with these less expensive systems. 

Typically, animation effects are produced by using the video 
camera in a stop-start mode. A subject is recorded for a short 
period of time. Then it is moved slightly and an additional 
recording is made. The simple process of stringing together 
individual sequences of material is referred to as "assemble 
e-ditL"1g." This me~liod of recording usually produces inter-
ference in the picture during playback because there is no 
synchronization of the individual frames from the completion 
of one sequence to the beginning of the next. Such interference 
can be quite distracting to the viewer. 

A technique referred to as "insert editing" minimizes these 
effects. To accomplish this, it is necessary to produce a control 
track on the videotape to encode the video information during 
the actual recording session. The control track consists of a 
string of electronic pulses, usually located on one of the tape's 
audio tracks. These pulses identify each frame of the tape so 
that the video and audio material can be played back properly. 

The control track is readily produced by videotaping a black, 
nonshiny surface throughout the portion of tape that will be 
used for the reconstruction segment. Individual segments are 
now recorded onto the preprocessed tape by using the video­
dub feature of the videotape recorder. The dubbing process 
uses the line of control pulses on the tape to synchronize the 
individual frames in the recording, which results in a more 
stable picture. 

The investigator may be able to use the raw videotape 
produced by insert editing as described earlier. If still better 
quality is desired for the finished product, additional editing of 
the tape will be required. Such editing may involve the use of a 
controller unit governing the operation of two videotape 
recorders. At a minimum, editing may be performed between 
two separate videotape recorders. In the latter case it will not be 
possible to perform the editing at an exact frame and so some 
interference will still be present in the final picture. For a more 
complete discussion of editing techniques, the reader is 
referred to texts on this subject (5,6). 

The quality of the final recording will depend to a great 
extent on the sophistication of the equipment used and on the 
skill of the operator. The results that can be obtained using 
inexpensive recording equipment are quite reasonable. Further­
more, the recordings produced are vastly superior to static 
diagrams in their ability to display complex collision situations. 

ANIMATION AND RECONSTRUCTION TECHNIQUE 

Historically animation has primarily been associated with film 
making. Numerous techniques are used in film animation (7). 
The basis for all of these is that a motion picture camera is used 
to make single-frame exposures of a subject, which is moved 
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slightly between frames. The camera and the background 
remain static, and when the film is projected at normal speed, 
persistence of vision provides the illusion of fluid motion of the 
subject. This basic technique has been adapted for use with a 
video camera and videocassette recorder to provide a visual 
display of vehicle movements in a collision situation. 

The basic methodology is to overlay scale diagrams of the 
vehicles on a scene diagram drawn to the same scale. The 
vehicle diagrams are essentially transparent so that physical 
evidence on the scene, and even on the vehicles themselves, 
can be observed. This enables the viewer to identify locations 
at which portions of physical evidence match up. These can be 
the location of a vehicle's wheel on a tire mark in the roadway 
or the conjunction of points of mutual contact between two 
colliding vehicles. The scene generally is left stationary and the 
vehicle diagrams are moved in stages to produce the animation. 

Before the recording process begins, the movements of the 
vehicles must be established for each recorded segment. It may 
be necessary to calculate detailed position-time histories of the 
vehicles over the entire collision sequence in order to be able to 
produce animated vehicle motion in real time or in precise slow 
motion. Such data may be required if a knowledge of the 
relative locations of vehicles or objects, or both, is of primary 
interest in the reconstruction. This information may well be 
desired if the main question to be considered is one of driver's 
perception time, the location of a pedestrian with respect to the 
striking vehicle at some point before the impact, or some 
similar issue. 

In cases where there are no time-specific issues, trial-and­
error positioning of the vehicle diagrams on the collision scene 
may be used to reconstruct the sequence of vehicle motion. In 
such instances it may only be necessary to illustrate how the 
physical evidence with respect to vehicle damage and marks at 
the collision scene is to be interpreted. 

Specific positions for the vehicle diagrams should be marked 
on the collision scene for each segment being recorded. It is 
convenient to draw small pencil lines on the collision scene at 
the desired intervals. The investigator will advance his vehicle 
diagram from one interval to the next along this line of move­
ment intervals. The front edge of the plastic sheet containing 
the vehicle diagram might be used as the reference line that is 
placed at each pencil mark. 

For a two-vehicle collision, the investigator might begin 
videotaping the collision sequence at some point before the first 
impact. The vehicle diagrams will be moved toward each other 
at a rate based on an estimate of their velocities. If one vehicle 
is traveling faster than the other, it will have to be positioned 
farther away from the point of impact (POI) than the other if 
they are both to meet at the designated POI. 

It should be noted that as a vehicle makes contact at the POI, 
its speed will be reduced rapidly and the distance between the 
penciled movement intervals will become shorter as the vehicle 
decelerates. Also, this vehicle will likely begin to rotate and 
establish a new line of travel based on the forces acting on it. 
Thus a rotation rate will have to be marked through some 
curvilinear set of penciled intervals. If the case vehicle is to be 
involved in a secondary impact with a third vehicle, the rota­
tion rate will be governed by the interval rate that will bring the 
vehicle to the POI at the required time. 
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The desirability of large-scale diagrams now becomes appar­
ent. On such a large scale, small reference marks penciled in to 
identify specific vehicle positions are not visible on the vid­
eotape. In addition, when the vehicle diagrams are moved, it is 
difficult to keep them oriented in a straight line from one 
interval to the next. Slight deviations from the path of travel 
can be very noticeable when small-scale vehicle diagrams are 
used With large-scale diagrams these slight orientation errors 
become indistinguishable and the vehicle movement appears 
more fluid. 

When the vehicles strike each other at.the POI, some crush­
ing should be shown in the vehicle diagrams. This crushing can 
be imitated by substituting vehicle shapes with progressively 
greater crushing until the final one shown is the crushed shape 
that resulted from that particular impact. (This substitution 
technique is shown in Figure 2.) Usually the intermediate crush 
shapes are estimates of how the vehicle would be expected to 
crush in the real collision; however, the amount of crush should 
be accurate in positions where physical evidence is to be 
matched. 

Before recording, the investigator should choose a large 
enough work site. He will need to move around the scene 
diagram and will need room for the camera and lighting. If 
possible, the camera should be mounted on top of the collision 
scene, pointing straight down. In a film studio this is not a 
problem because there is usually a ceiling grid for the attach­
ment of lighting sources. In a regular office environment it may 
be possible to mount the camera on a large tripod and still shoot 
straight down at a collision scene that passes between the 
outstretched legs of the tripod. If the collision scene is too wide 
to be accommodated by this arrangement, the tripod may be 
placed on a large work table. 

Direct overhead lighting of the scene should be avoided 
because the transparent sheets containing the vehicle diagrams 
reflect light into the camera mounted above the scene. The 
intent is to produce an environment with little shadow and an 
even exposure around the entire surface being recorded. At a 
minimum, two floodlights placed on opposite sides of the video 
camera can provide a reasonable amount of balanced lighting. 

One difficulty with the use of a large scale is that for 
collision events taking place over a considerable length of 
roadway it will probably not be possible to place the entire 
collision scene in the view of the camera. Moving the camera 
to various locations along the scene diagram is awkward at 
best. Instead, the collision scene should be moved underneath 
the stationary camera, giving the illusion that the camera is 
being moved. The scene diagram should be moved at regular 
intervals. This can be accomplished by establishing a reference 
point on the floor next to the edge of the scene diagram. The 
scene diagram can be scrolled for an established distance inter­
val for each recorded segment relative to the reference line. 

CASE STUDY 

The animation technique will be illustrated by means of a case 
study of a real-world collision that was investigated and recon­
structed by the authors. It should be noted that this particular 
reconstruction is based solely on matching physical evidence 
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observed from the damage to the striking vehicles and that 
identified at the collision scene. The intent in producing a 
videotape of this particular collision was to show how the 
pieces of physical evidence fit together to support the recon­
structed vehicle movements in a complex series of events. 
Furthermore, the reconstruction is not meant to reproduce the 
collision events absolutely with respect to time (real or slow 
motion), but rather to show the contact between physical evi­
dence of damage and that at the scene in the correct sequence. 
The accuracy of the vehicle movements between the contacts is 
not important in this case. 

Figures 1 through 8 show vehicle movements during an 
example recording session. The example involves an offset 
head-on collision between two passenger cars, a 1978 Dodge 
Aspen and a 1978 Buick LeSabre. The Aspen entered a 
median-divided, limited-access highway, traveling the wrong 
way in thick fog. The two lanes shown are designated for travel 
in the same direction; the lanes for travel in the opposite 
direction are not shown in this study. The LeSabre rotated 
counterclockwise from this initiai impact and was srruck by a 
tractor-trailer. 

A detailed inspection of the collision scene and vehicles 
allowed for the documentation of a large number of individual 
pieces of physical evidence that enabled specific vehicle posi­
tions and contacts between the involved vehicles to be identi­
fied. 

Figure 1 shows the two passenger cars traveling toward each 
other just before the impact. The front portion of a tractor­
trailer may be seen in the lower right-hand comer. The general 
area of the first impact between the passenger cars contained a 

FIGURE 1 Freimpact vehicie iocations. 
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FIGURE 2 Frontal impact between Aspen 
and LeSabre. 

FIGURE 3 Conversion to sideswipe-type 
impact. 
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tire skid mark (long hatched lines) and gouges. A deep gouge 
in the center of the passing lane of the roadway could be traced 
to the driveshaft of the Aspen, which was found fractured 
during the vehicle inspection. In this way the physical evidence 
at the scene pointed to a specific location for the initial point of 
impact. 

The damage to the front ends of both vehicles was also 
closely scrutinized to establish the overlap between the vehi­
cles as they first made contact. The right edge of the direct 
damage could be easily identified on the front end of the 
LeSabre. Also, the LeSabre's front bumper was gouged deeply 
at its left comer. The location of the gouges along the bumper 
and their relative positions were measured accurately. Scale 
diagrams, which were drawn of both vehicles, allowed the 
gouges on the LeSabre's front bumper to be matched exactly 
with the end of a suspension bar on the front undercarriage of 
the Aspen. This suspension bar contained ridges in a pattern 
that exactly matched the set of gouges observed on the 
LeSabre's front bumper. 

Not only was it possible to match the front ends of the two 
passenger cars at the initial contact, but also when the vehicles 
were placed on the collision scene, the fractured portion of the 
Aspen's driveshaft matched the location of the deep gouge 
mentioned previously. In addition, the LeSabre's right front tire 
was located exactly on the skid mark that was also identified 
previously. Thus the vehicle damage evidence and the scene 
evidence complemented each other (Figure 2). 

FIGURE 4 Brushing contact of right side of 
LeSabre against truck-tractor's wheels and an 
impact of the trailer's landing gear with right 
rear end of car. 

FIGURE S Crush to the right rear end of 
LeSabre. 

FIGURE 6 Impact to left rear fender of 
LeSabre by rear wheels of trailer. 
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FIGURE 7 Crush to left rear fender of 
Le Sabre. 

FIGURE 8 LeSabre rotates strongly 
counterclockwise toward final position. 
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The rest of the physical evidence that led to the detailed 
reconstruction of this collision will not be described at length. 
All other vehicle movements were based on interpretations of 
physical evidence similar to that just described for the initial 
impact. 

After the initial frontal impact, the Aspen rotated coun­
terclockwise and contacted the left side of the LeSabre (Figure 
3) and the LeSabre rotated counterclockwise toward an adja­
cent lane containing the approaching tractor-trailer. The 
LeSabre sustained a brushing contact to its right side from the 
wheels of the truck-tractor, followed by a substantial impact to 
the right rear end by the trailer's left-side landing gear (Figures 
4 and 5). 

The LeSabre continued to rotate so that its rear end slid 
underneath the trailer, and the left rear wheels of the trailer 
struck the rear left side of the car (Figures 6 and 7). (Note that 
at this impact the collision scene had to be scrolled to keep the 
vehicles in view of the camera.) 

After this last impact, both vehicles followed paths along 
scene evidence to their final positions. The tractor-trailer's 
wheels were locked from braking and produced a set of skid 
marks at the collision scene, which allowed the determination 
of its final position. The LeSabre rotated strongly after the third 
impact, and this produced a set of curved tire scuff marks and 
fluid sprays on the scene, which allowed the car's precise 
location to be determined on its way to its final position (Figure 
8). 

CONCLUSIONS 

With the technological advances made in videotape recording 
equipment it is now possible for investigators to produce ani­
mations of collision events of reasonably good quality at mod­
erate cost. However, although the capital cost of the equipment 
is not great, there is a hidden cost in terms of the time that must 
be spent in recording and editing the reconstruction. 

The benefits of this type of videotaped animation can be 
substantial. Such graphical displays provide a useful medium 
for describing the importance of evidence from vehicle damage 
and the collision scene as these relate to situations involving 
quite complex vehicle dynamics. 

The use of computer programs for collision reconstruction 
has become quite common. Programs such as SMAC 
(8, pp. 155-173) rely heavily on matching the output of the 
collision algorithm to the physical evidence documented by the 
investigator. Reconstructing a collision using SMAC is an 
iterative process; the input conditions are modified in the light 
of the accumulated results from various runs. Because physical 
evidence is an exact indicator of position, a videotaped recon­
struction produced entirely from such evidence should give 
valuable information to the investigator who is about to input 
data into such a program. Conversely, the output of computer­
based reconstructions can be utilized as the base data for the 
vehicle movements in a collision animation. The videotaped 
reconstruction brings the computer output to life in a much 
more meaningful way than a static plot of the vehicle 
dynamics. Computer-generated graphics have been used 
directly for videotaped reconstructions of collision situations 
(9, 10). An extension of the two-dimensional method reported 
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in this paper has been the recording of reconstructed collision 
events with the use of three-dimensional models (11). 
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Analysis of High-Hazard Locations: Is an 
Expert Systems Approach Feasible? 
GARY s. SPRING, JOHN COLLURA, AND PAUL w. SHULDINER 

The focus of this paper is the detailed analysis of specific 
highway locations that have been Identified as hazardous in the 
framework of a state Highway Safety Improvement Program 
(HSIP). A methodology is proposed for Implementing a micro­
computer-based prototype expert system that would perform 
the location analyses described here. A prototype system would 
be used to assess the feasibility of building usable microcompu­
ter-based expert systems for this application and to make 
recommendations for the design and Implementation of such 
systems. By automating these activities with low-cost, easy-to­
use-computer technology, it is hoped that the effectiveness of 
state highway transportation agency operations will be 
enhanced and that the provision of consistent and comprehen-

Department of Civil Engineering, University of Massachusetts, 
Amherst, Mass. 01003. 

slve analysis procedures will Improve the overall safety and 
efficiency of the highway network. For automation to be feasi­
ble, certain minimum requirements must be met. With those In 
mind, a review of current state HSIPs was conducted. It was 
concluded that computerization of these analyses by using 
expert systems concepts on a microcomputer is technically 
feasible. A methodology to develop such a system for a state 
highway agency is proposed. 

Last year 43,607 people died in traffic accidents on the nation's 
highways (1). Traffic accidents are one of the major causes of 
death in the United States today and have been since the 
beginning of this century. However, it was not until the late 
1950s and beyond that the numbers began to grow to alarming 
proportions. The combined effects of the growing highway 
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system and the nation's growing affluence caused a tremendous 
increase in the number of people and cars on the road, increas­
ing chances for accidents to happen. 

developed programs such as motor vehicle inspection, highway 
design standards, and high-frequency accident location identi­
fication and correction. However, not all states were active in 
all areas. Federal efforts were equally fragmented. Although 
the Bureau of Public Roads had the main responsibility for 
highway safety, several other governmental agencies had pro­
grams that were concerned directly or indirectly with the sub­
ject. 

The provision of safe highways presents a challenge to 
today's highway professional. Essential to meeting that chal­
lenge is an organized approach to identifying and correcting 
highway safety problems. A chronology of the nation's safety 
efforts is given in Table 1 (2). Although there has always been a 
universal concern for highway safety, before the rnid-1960s 
there was no central coordination of efforts. Safety considera­
tions rested largely with the individual states (3). States 

Finally, in the mid-1960s coordination efforts began in ear­
nest. The 1966 Highway Safety Act authorized the federal 
government to provide financial assistance to states that 

TABLE 1 NATIONAL HIGHWAY 1RAFFIC SAFETY ADMINISTRATION HISTORICAL AND LEGISLATIVE BACKGROUND 

Year 

1924 
1937 
1946 
1954 
1956 
1958 

1959 

1960 
1961 

1962 
1965 

1966 

1967 

1968 

1970 

1972 

1973 
1974 
1975 

1976 

1977 
1978 

No. of 
Traffic 
Fatalities 

18,400 
37,819 
31,874 
33,890 
37,965 
35,331 

36,223 

36,399 
36,285 

38,980 
47,089 

50,894 

50,724 

52,725 

52,627 

54,589 

54,052 
45,196 
44,525 

45,523 

47,878 
50,331 

Significant Event 

National Conference on Street and l-lighway Safety (convened by SecretarJ of Corrunerce Herbert Hoover) 
Second National Conference on S1reet and Highway Safety; report: Guides lo Traffic Safety 
Third National Conference produced Action Program for Highway Safety 
President's Committee for Traffic Safety established and adopted Action Program 
First Congressional interest: Subcommittee on Health and Safety, House Committee on Interstate Commerce 
Secretary of Commerce authorized to assist in carrying out the President's Action Program and to cooperate with the 

states in furthering highway safety 
Interstate Compacts for Traffic Safety (Beamer Resolution) 
Report by the Secretary of Commerce to Congress on magnitude of traffic safety problems and the role the federal 

government should play in attacking them 
Requirements for passenger-carrying motor vehicles purchased for use by the federal government to meet certain safety 

standards 
Prohibition of use in commerce of any motor vehicle that discharges substances in amounts found by the Surgeon 

General to be injurious to human health 
Registration of automobile license revocations (National Driver Register) 
Requirements for passenger-carrying motor vehicles for use by the federal government to meet certain safety standards 
Hydraulic brake fluid specifications 
Standards for seat belts in automobiles sold or shipped in interstate commerce 
Amendment to the Federal-Aid Highway Act providing for voluntary state highway safety standards (Baldwin 

Amendment) 
National Traffic and Motor Vehicle Safety Act of 1966; established the National Traffic Safety Agency in the 

Department of Commerce 
Highway Safety Act of 1966; established the National Highway Safety Agency in the Department of Commerce 
Department of Transportation Act of 1966 
Executive Order 11357 combined the two foregoing agencies in the Department of Transportation as the National 

Highway Safety Bureau 
Report of the Secretary's Advisory Committee on Traffic Safety 
National Traffic and Motor Vehicle Safety Act of 1966, amendments 
National Traffic and Motor Vehicle Safety Act of 1966, amendments 
Federal-Aid Highway Act of 1970 
Report of the President's Task Force on Highway Safety: Mobility Without Mayhem 
Motor Vehicle Information and Cost Savings Act 
National Traffic and Motor Vehicle Safety Act, amendments 
Federal-Aid Highway Act of 1973 
Motor Vehicle and Schoolbus Safety Amendments of 1974 
Federal-Aid Highway Act of 1973, amendments 
Energy Policy and Conservation Act established the Automotive Fuel Economy Program by adding a new Title V to 

the Motor Vehicle Information and Cost Savings Act 
Federnl-Aid Highway Act of 1976 
National Traffic and Motor Vehicle Safety Act, amendment and authorization 
Motor Vehicle Information and Cost Savings Act, amendments 
Automobile Fuel Economy Program amendment, contained in the Department of Energy Organization Act 
Highway Safety Act of 1978 (included as Title II of the Surface Transportation Assistance Act of 1978); includes an 

amendment to section 158(b) of the National Traffic and Motor Vehicle Safety Act of 1966 
Automobile Fuel Economy Program amendments, contained in the National Energy Conservation Policy Act 

SoURCE: For 1924-1974, National Center for Health Statistics, Department of Health, Education, and Welfare, and state annual summaries (adjusted to 
30-day deaths). For 1975-1976, Fatal Accident Reporting System (FARS), NHTSA. 
NoTE: Federal government entities concerned with highway safety include the Department of Health and Human Services, Department of Commerce, 
Department of Defense, U.S. Postal Service, General Services Administration, Interstate Commerce Commission, Tnterclepartmental Highway Safety 
Board, and President's Committee for Highway Safety. 
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develop and maintain a safety program. The basic features of 
the act cast the mold for national highway safety policy (3). 
Imposing uniformity on state and local programs provided 
much-needed coordination of the nation's highway safety 
efforts. Subsequent highway safety acts have expanded the 
guidelines set forth in 1966. The U.S. Department of Transpor­
tation (Don developed the Highway Safety Program Manual 
(HSPM) in 1974 to guide state and local agencies in conform­
ing with the acts. The HSPM contains 18 safety standards. 
Standard 9 (4) 

requires the development of a program for identifying and 
maintaining surveillance of locations having high accident 
experience. After identifying hazardous locations, the state 
must take appropriate measures to reduce accidents and to 
evaluate the effectiveness of safety improvements at these loca­
tions. Also, a program must be developed to maintain sur­
veillance of the roadway network for potentially high accident 
locations and for correcting problems at these locations. Each 
state is required to periodically evaluate their program and 
provide the Federal Highway Administration (FHWA) with an 
evaluation summary. 

Efforts have paid off. The fatality rate in persons per million 
vehicle miles peaked in 1966 at around 5.5 and has since 
decreased to its present value of about 2.6 (J,2). 

To aid state and local agencies in the design and implementa­
tion of highway safety programs within the framework of 
HSPM Standard 9, FHWA formally defined a Highway Safety 
Improvement Program (HSIP) [Federal-Aid Highway Program 
Manual, Volume 8, Chapter 2, Section 3 (FHPM 8-2-3), March 
1979]. The HSIP consists of components for the planning, 
implementation, and evaluation of safety programs and proj­
ects. The three components consist of processes related to 

• Collecting and maintaining data, 
• Identifying hazardous locations, 

r·------ -, 
1 

I PLANNING 

I 

COLLECT AND 
MAINTAIN DATA .. 

IDENTIFY HAZARDOUS 
LOCATIONS AND ELEMENTS .. 

CONDUCT ENGINEERING 
STUDIES 

... 
ESTABLISH PROJECT 

PRIORITIES 

I 
I 
I 

L----t--J 
I IMPLEMEN- SCHEDULE AND IMPLEMENT I 

T ATIDN SAFETY IMPROVEMENT PROJECTS r----+--., 
I 

DETERMINE THE EFFECT I 
EVALUATION OF HIGHW'AY SAFETY 

IMPROVEMENTS 

L-- - --- ...J 
FIGURE 1 Highway safety improvement program at the 
process level. 
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• Analyzing those locations (diagnosing their problems and 
developing countermeasures to the problems), 

• Developing improvement projects, 
• Establishing project priorities, 
• Scheduling and implementing projects, and 
• Determining the effects of safety improvements. 

The arrows in Figure 1 indicate the flow of information in the 
HSIP at the process level (4). 

RATIONALE AND SIGNIFICANCE OF AUTOMATION 

In these days of fiscal austerity, it is essential that public 
agencies increase the efficiency and effectiveness of their oper­
ations. The location analyses (see Figure 2) (5) that are part of 
the HSIP are tedious and time consuming, making their com­
puterization very desirable to the analyst. However, these ana­
lyses are based primarily on experience and good engineering 
judgment, and so conventional computer programs do not quite 
fill the bill. A microcomputer-based expert system would com­
bine the best of both worlds. It would provide all the advan­
tages intrinsic to microcomputers in the workplace as well as 
allow much of the work to be done by technicians. 

IDENTIFY 
HAZARDOUS 
LOCATIONS 

1 
PERFORM ~CCIDENT 
STUDY PROCEDURES 

~ 
FIELD REVIEW' 

~ 
SELECT APPROPRIATE 

STUDY PROCEDURES 

~ 
SELECT TECHNIQUES 

! 
PERFORM PROCEDURE _ _ ____. 

i 
IDENTJFY SAFETY 

DEFICIENCY 

! 
DEVELOP FEASIBLE 
COUNTERMEASURES 

l 
PREDICT ACCIDENT REDUCTION 

DUE TD COUNTERMEASURES 

~ 
PERFORM ECONOMIC 

ANALYSIS 

! 
SELECT PROJECT 

ESTABLISH PRIORITIES 

FIGURE 2 Engineering investigation 
model. 
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Expert systems are computer programs that solve problems 
too complex for conventional software, in other words, prob­
lems that cannot be represented by a model and that are based 
on judgment. Perhaps the most useful characteristic of expert 
systems is that they allow much of the expert's work to be done 
by technicians, thus freeing professional staff for other duties. 
They expose the nonexpert to the reasoning processes of the 
expert and offer advice to improve the nonexpert's understand­
ing of the problem situation by proposing strategies for dealing 
with it. They never forget a rule or commit a simple oversight. 
They never go on vacation or get sick. They are easily 
reproduced, just by copying a few floppy disks, so that their 
expertise is readily available to anyone who needs it. 

hoped that the effectiveness of state highway transportation 
agency operations will be enhanced. Further, by providing 
consistent and comprehensive analysis procedures, it is hoped 
that the overall safety and efficiency of the highways will 
improve. 

The type of system considered here is for state-level high­
way safety programs. States are required to maintain the large 
accident data bases necessary to monitor their highway sys­
tems. Their safety programs are very large and therefore much 
more difficult to maintain than smaller-scale systems. 
However, they are plagued with the same money and staff 
shortages as are other public agencies. Consequently, it appears 
to these researchers that their need for an automated analysis 
procedure is even greater than it is at other levels of govern-The primary objective of this paper is to propose a methodol-

ogy for hnplementing a rr1icrocomputer-based prototype expert 
system that would perform the location analyses described 
here. Such a system would be used to assess the feasibility of 
building usable microcomputer-based expert systems for this 
application and to make recommendations for the design and 
implementation of such systems. By automating the location 
analyses on low-cost, easy-to-use computer technology, it is 

Dear sir: 

ment. 

IS AUTOMATION FEASIBLE? 

Before the feasibility of a system such as the one proposed here 
can be examined, it is necessary to define what is meant by 

We are presently reviewing and assessing the status of our nation's 
Accident Records Systems. Our area of interest pertains to the procedures cur­
rently being used to identify, analyze and improve high hazard locations on our 
highway network. We would appreciate any information about your system that you 
would be able to share with us. Items of specific interest are: 

What data files are used in your computerized ARS (e.g. Accident 
reports, traffic volumes, location file, geometric information)? 

What software is used to manipulate these files (e.g. canned statistical 
packages, data base managers, or in-house programs written in Fortran, 
Cobol or some other programming language)? 

How are highway locations specified in the location file (e.g. mile 
markers, or coordinates) and what increment is used (e.g. 0.01 miles)? 

How does your system identify high hazard locations? Is an established 
method such as Rate Quality Control used or do you specify criteria of 
your own? 

When an hazardous locations list has been generated, what analyses are 
performed for problem di agnsi s? 

How are appropriate improvements, which result from the diagnosis, iden­
tified and implemented? 

How are Before and After studies conducted? 

This and any other information you send us about your system will be a 
great help to us in conducting our researd1. Tl!te ulljtel!Live of Lhis r·esear·uh is 
to develop microcomputer based software (perhaps with the use of expert systems 
concepts) which will interface with mainframe computer accident data files and 
which will interactively perform identification and analysis procedures. By 
automating these procedures on low cost, easy to use computer technology, it is 
hoped that the effectiveness of State highway transportation agency operation 
would be enhanced. Further, by providing consistent and comprehensive analysis 
procedures, it is our intention to improve the overall safety and efficiency of 
our highway network. 

Thank you for your int er est. We 1 ook forward to hearing from you. 

FIGURE 3 Letter of Inquiry. 
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"feasible." A system that could and would be used by a 
majority of state highway agencies is a feasible one. The 
general process of automating location analysis on a micro­
computer will be examined first. The applicability of an expert 
systems approach will then be examined. 

For automation of these analyses on a microcomputer to be 
feasible, a majority of states must meet the following re.quire­
ments: 

• Data maintenance and identification of hazardous loca­
tions should be automated; 

• It should be possible to process a location's accident data 
automatically; 

TABLE 2 PROCESS ONE-PLANNING COMPONENT 

REFERENCE METHOD COMPUTER 

s M R L c L A T 
T I E I 0 0 c R 
A L F' N 0 R c A 
T E K R A I F' 
E p p N D N D F' 

T T 0 E I 
D c N c 
E T 

ALA X* x x x 
ALSK x x x 
ARIZ X* x x x x 
CAL p x x 
CONN P* x x 
DEL P* p x x 
FLA x x x x 
GA x x x 
IND x x 
KAN x x x 
KEN x x x 
LA p x x 
MASS x X* x x 
ME x x x 
MICH p x x 
MINN x x x 
MISS p p x x 
MO p x x 
MONT x x x 
NC p x x 
ND x x x x 
NEB x x x 
NEV X* x x F' 
NH x x x 
NJ X* x x x 
NY X* x x x 
OKLA X* x x x 
OREG p x x 
PENN x x x 
TEX x x x 
lJTAH X* x x x 
VA p F' x x 
VT x x x 
WASH+ X* x x 

* State Highway only 
P indicates document method 
F indicates future implementation 
M indicates manual procedure 

R 
D 

c 
L 
A 
s 
s 

x 
x 
x 
x 
x 
x 
x 
x 

x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
M 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 

F'ILES 

H G 
A E 
z 0 

M 
L E 
0 T 
c R 

y 

x 

x 
x 
p 

x 
x 

x 

x 

x 
x 

x 
F' F' 

x 
x 

F 

x x 
x 

x 

x 

x 

+ Data files are not linked automatically 

0 
T 
H 
E 
R 

x 
x 
x 

x 
x 

x 

x 

x 
x 
F' 

x 
x 

x 
x 
x 

x 
x 
x 
x 
x 
x 
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• Manual analysis procedures currently in use should, at 
least in part, use downloaded accident data and should have the 
same general form; and 

• Current automation efforts should not be duplicated. 

General Approach 

To determine whether these re.quirements are met, the safety 
improvement program of each state was reviewed. The letter 
shown in Figure 3 was sent to the 50 state departments of 
transportation (DOTs) across the country. The results of the 
survey are presented in Tables 2-5. The implementation com­
ponent of the HSIP is not included in the results because i.t is 
largely administrative rather than analytical in nature. Thirty­
three responses were received and supplemented with a review 

TABLE 3 PROCESS TWO-PLANNING 
COMPONENT 

IDE NT IF I CATION METHOD 

s F' R F R s H H 
T R A R E A A 
A E T ci Q v z z 
T Q E I E 
E R c R I F' 

A I N E 
T T D A 
E y T 

ALA x 
ALSK 
ARIZ x x 
CAL x 
CONN x 
DEL x 
F'LA x x 
GA x x 
IND x 
KAN x x 
KEN x 
LA x 
MASS X+ x 
ME x 
MICH x 
MINN x x x 
MISS x x 
MO x 
MONT x x 
NC 
ND x x 
NEB x 
NEV x 
NH x 
NJ x 
NY x 
OKLA x x 
OREG x 
PENN x 
TEX x 
lJTAH x x 
VA x 
VT x x 
WASH+ x 

0 
T 
H 
E 
R 

x 

x 

x 

x 
x 

x 
x 

x 

x 
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of safety literature. The results of this effort were used to 
answer the following four questions: 

1. What activities are currently on line and what types of 
data sorts are available from mainframe data bases? 

Clearly, data must be available for downloading to the micro­
computer in order for automation to be advantageous. 

2. Do these location analyses lend themselves well to auto­
mation? 

Not only must the data be available for downloading, but the 
analysis procedure must use those computerized data; other-
wise, autcmati."'lg it ·.vould not be ~Y¥ort...'l tJie effort. 
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3. What types of analyses are currently performed? 

An automated analysis procedure would probably not be 
acceptable to a majority of users if manual procedures currently 
used are not primarily based on downloaded data and are not 
fairly uniform. 

4. Are there any procedures that are automated now? 

It is also necessary to know what efforts, if any, have been 
made to do what is proposed here, so the work will not be 
duplicated, and to ensure that all efforts complement each other 

TABLE 4 PROCESS THREE-PLANNING COMPONENT 

COLLECT & DEVELOP CHOOSE IMPROVEMENT 
ANALYZE DATA COUNTERMEASURES ALTERNATIVE 

s A T E s A F' F' 0 c B R T N 0 
T c R N p c A I T 0 E A I E T 
A c A v E c u E H s N T M T H 
T F' I c L L E T I E E E 
E B F' R I p T D R c - - B R 

A 0 A A E 0 R R E 
s 0 N L T T F' s E E N 
E p s T R F T T T 

ALA x x x x 
ALSK x x 
ARIZ x x x x 
CAL x x x x x 
CONN x x x x x x x 
DEL x x x x x 
F'LA x x x x x x 
GA x x x x 
IND x x x x x x 
KAN x x x 
KEN x x x x 
LA x x x x 
MASS x x 
ME x x x x x x 
MI CH x x x x x x 
MINN x x x x 
MISS x x x x x x x 
MO x x x x x 
MONT x x x x 
NC x x x x 
ND x x x 
NEB x x x x x x 
NEV x x x x x x 
NH x x x x x x 
NJ x x x x 
NY x x x x x 
OKLA• 
OREG• x 
PENN x x x 
TEX x x x 
UTAH x x x x 
VA x x x x 
VT x x x x 
WASH x x 

• Automated analysis 
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TABLE 5 PROCESS FOUR-PLANNING COMPONENT; 
PROCESS ONE-EVALUATION COMPONENT 

PRIORITIZATION EVALUATION 

s p I D L 0 A N p A 0 
T R N '!. I T c 0 G D T 
A 0 c N N H c N M M H 
T J E E 
E B p p R B A E E R 

D c R R A c v v 
E 0 0 s c A A 
v G G E L L 

ALA x x 
ALSK x x 
ARIZ x x 
CAL x x 
CONN x x x 
DEL x x 
rLA x x x 
GA x x 
IND x x 
KAN x x 
KEN x 
LA x 
MASS 
ME x 
MICH x x 
MINN x x 
MISS x x x x x 
MO x x x 
MONT x x 
NC 
ND x x 
NEB x x 
NEV x x x 
NH x x 
NJ x 
NY. x x 
OKLA x x 
OREG 
PENN 
TEX 
UTAH x 
VA x x 
VT x 
WASH x 

Discussion 

Activities On Line and Data Sorts Available (Question 1) 

In order to perform any kind of location analysis, it is necessary 
that, at the very least, states have accident and highway classi­
fication data on line. Further, an essential element of a traffic 
records system is an accurate highway location reference sys­
tem. If an agency cannot pinpoint the location of accidents or 
other roadway data, problem locations cannot be accurately 
identified Consistency of the reference system between the 
files was stated to be a real problem by many states. However, 
all but one have these data on line. Of those, only one does not 
provide automatic linkage of the files. 

Some of the respondents have complex, state-of-the-art data 
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base management systems (DBMS) and many others plan to 
implement such systems in the future. A more complete discus­
sion of the establishment of comprehensive data systems may 
be found elsewhere (6,7). Those without a DBMS in place have 
programs wriuen in a programming language (FORTRAN or 
COBOL) that were developed in house to manipulate their data 
files. In any event, all can supply a wide range of data sorts to 
the user for analysis. Some also perform statistical analysis of 
data, for example, to identify accident types that are overrepre­
sented at a particular location. In addition, all the respondents 
except the two mentioned previously have automated the iden­
tification process and regularly generate listings of suspect 
locations. Most listings are made according to some criterion 
such as the ratio of accident rate to critical rate or by frequency. 
Those few that do not generate listings use interactive compu­
ter systems to perform cluster analysis or some other user­
specified type of analysis. 

Automation Possibility, Studies Now Performed, and Work 
Now Under Way (Questions 2-4) 

All respondents use accident-based data as input to the analysis 
process and accident pattern analysis as a major component of 
the process, and all analyses have basically the same form. 
Most states perform location analysis manually. Few have 
automated analyses. Alaska has an interactive system in place 
on their IBM XT/370 and Tektronix 4125 that allows the user to 
perform cluster analysis to identify specific problems at each 
location. Texas has contracted with the Texas Transportation 
Institute to develop microcomputer software that analyzes acci­
dent experience at high-hazard locations. The software identi­
fies factors overrepresented in accident occurrence at these 
locations relative to the average for similar highways in the 
area (8). 

Similarly, although most states rely on collision diagrams as 
part of their analysis, only three or four can generate them by 
computer. Most also perform one of the standard economic 
analyses to choose the desired improvement alternatives as 
well as to rank projects by priority. 

Current automation efforts use conventional software that 
either processes and selectively sorts data or performs some 
type of statistical analysis on the data. Although useful to the 
expert, the outputs are of limited use to the unskilled techni­
cian. 

Summary 

The feasibility of automating location analysis, as defined in 
the FHWA's HSIP, on a microcomputer was examined. Four 
questions were asked to determine that feasibility and a review 
of current state HSIP efforts was conducted to answer them. As 
a result of the review, the following observations may be 
drawn: 

• All but two respondents have essential accident and high­
way data on line, can provide a wide range of data sorts for any 
specified location, and have a computerized high-accident loca­
tion identification system. 
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• The location analysis performed by all respondents is, at 
least in part, accident based. This means that the most common 
procedure uses accident data that can be downloaded as input, 
which in turn means that data input can be automated. 

• Most respondents use accident patterns as input to a field 
review to diagnose problems and to develop countermeasures 
at suspect locations. This means that only one location analysis 
procedure need be automated for a majority of states to use it. 

• Very few states use automated location analysis pro­
cedures. Those few require an expert to run them and to 
interpret their output. Further, they are designed to be used with 
a specific system. 

In short, automation is feasible. The minimum requirements for 

Because all states perform the analyses but few have automated 
them, automation is desirable as well. 

IS AN EXPERT SYSTEMS APPROACH 
APPLICABLE? 

To deal with the question of applicability, it is necessary first to 
know about expert systems, namely, what they are, what they 
do, how they work, where they have been applied successfully, 
and, perhaps most important, for what types of problems they 
apply. Second, it is necessary to examine the location analysis 
problem and, finally, to compare problems handled by expert 
systems with the location analysis problem to determine 
whether expert systems are amenable to this type of problem. 

Expert Systems 

Artificial intelligence (An is that part of computer science 
concerned with designing "intelligent" computer systems. 
That is, Al systems exhibit the characteristics usually associ­
ated with intelligence in human behavior-understanding lan­
guage, learning, reasoning, solving problems, and so on. Expert 
systems are computer programs that apply AI problem-solving 
techniques to complex real-world problems normally done by 
experts. They attempt to use the knowledge of human experts 
to solve problems (9). Their use of domain-specific knowledge, 
in contrast to other AI applications that use more general 
reasoning methods, gives them an enormous amount of prob­
lem-solving power by greatly reducing the solution space that 
must be considered. 

Knowledge in any specialty is usually of two sorts: public 
and private. Public knowledge (also referred to as "deep" 
knowledge) includes published definitions, facts, and theories 
typically found in texts and references in the domain of study. 
Private knowledge ("surface" knowledge) is heuristic, experi­
ential knowledge that comes from successfully solving many 
problems in a specific domain, that is, doing things again and 
again, getting a feel for the problem, learning when to go by the 
book and when to break the rules. Heuristics enable the human 
expert to make educated guesses, to recognize promising 
approaches to problems, and to deal effectively with faulty or 
incomplete data. 

Expertise consists of knowledge about a particular domain, 
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an understanding of domain problems, and skill at solving 
them. An expert is distinguished not only by how much he 
knows about his domain, but also by how quickly he recog­
nizes patterns and brings rules to bear (2). So an expert system 
also requires a knowledge-processing component in order to 
perform expertly. This component is called the system's 
inference engine (sometimes called the system's interpreter). It 
is a computer program used for deriving conclusions about 
problem characteristics by using knowledge in the knowledge 
base. Finally, the system requires a user interface to enable the 
user to communicate with it. Hence, expert systems have three 
essential components: a user interface, a knowledge base, and 
an inference engine (3). 

The knowledge base consists of facts and rules representing 
t'ha. hc.n'"C1t;,.. \-nnn1la.AAllll llll'hnnt t'ha. "Yon.'hl,:io.....,, An.rnllll;n 'Dnla.1." nf't,:io.n ... w uw~•~••w ~•~n •w~0w .. ~ ...... w t,.~~•wu• ~~ ......... n .. •w~ ~••wu 

have the form IF (premise) THEN (conclusion), whereas facts 
are represented as assertions of the form (variable name) = 
(value). An example of this structure is Rule 31 taken from 
PUFF, a pulmonary function disorder diagnosis expert system 
(JO): 

IF: 
1) The severity of obstructive aiiways disease of the patient is 
greater than or equal to mild, and 
2) The degree of diffusion defect of the patient is greater than 
or equal to mild, and 
3) The tlc observed/predicted of the patient is greater than or 
equal to 110, and 
4) The observed-predicted difference in rv /tlc of the patient is 
greater than or equal to 10 

THEN: 
1) There is strongly suggestive evidence (.9) that the subtype of 
obstructive airways disease is emphysema, and 
2) It is definite (1.0) that "OAD, Diffusion Defect, elevated 
1LC, and elevated RV together indicate emphysema." is one of 
the findings. 

The inference engine employs search procedures to manipu­
late and use these rules. Two common strategies are backward 
chaining and forward chaining. Backward-chaining (or goal­
directed) strategies require selecting a goal and then scanning 
the rules to find those whose consequent actions will achieve 
that goal, trying to satisfy those rules from facts or from the 
conclusions of other rules, and so on until the goal is met or not 
met. In the forward-chaining (or data-driven) approach. the 
rules are searched to determine what conclusions can be drawn 
from information provided by the user, facts in the knowledge 
base, and previous conclusions. As conclusions are reached, 
the premises of other rules are satisfied, and the search process 
continues until no more conclusions can be made or until a goal 
is met, whichever comes first. As a simple example, if the 
PUFF system were provided a patient's signs and symptoms 
that matched the premises of the sample rule shown above, it 
would deduce that the patient is likely to have emphysema (i.e., 
it would use its knowledge about pulmonary disorders to inter­
pret the given problem attributes). 

A fundamental difference between this type of system and 
other types of computer systems lies in the nature of the 
problems that they solve. Conventional computer programs 
solve well-defined, well-understood problems. They use a 
small amount of knowledge (e.g., a mathematical model) and 
apply it over and over again in their solution of a problem. The 
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expert system is applied to ill-defined, poorly understood prob­
lems. It uses an heuristic knowledge base to narrow the number 
of alternative solutions to a set of the most likely ones. 

The Location Analysis Domain 

Location analysis problems are like Sherlock Holmes myste­
ries: all the pieces are there, but the expert-Sherlock-is 
required to put them together in a meaningful way so that he 
can figure out what is going on (i.e., solve the problem). The 
safety engineer solves location analysis problems in much the 
same way. He uses his knowledge about why accidents happen 
to figure out (or to deduce) what is wrong at a particular 
highway location. This suggests an expert systems approach. 

Another feature of the location analysis process that recom­
mends it to an expert systems approach is the availability of 
expert knowledge in the domain; it should be remembered that 
expert systems use large amounts of it. Several efforts have 
been made to write down common "rules of thumb" used in 
the location analysis process. One such effort was made by 
FHWA in its Highway Safety Engineering Studies Procedural 
Guide (5). It includes a review of general countermeasures for 
accident patterns and their probable causes. The items tabu­
lated are typical bits of knowledge long used by safety engi­
neers to solve the mystery of what is happening. Box, in his 
article in Traffic Engineering (11), also presents some insights 
into what to look for when analyzing a problem location. Much 
has been written on this subject (5J2), all very similar to the 
FHWA study and the Box article. A great deal of this work is 
based on good common sense and years of experience. 

Applications of Expert Systems 

Expert systems have been successfully applied in many dif­
ferent areas; the general types of systems to which they can be 
applied are listed in Table 6. The domains in which expert 
systems have been applied successfully include medical diag­
nosis, mineral exploration, natural language understanding, and 
many more. All deal with problems that are poorly defined, not 
well understood, and data poor. The fact that a great many 
transportation problems are of that sort suggests some very 
exciting possibilities for the future of expert systems applica­
tions in that domain. Takallou (13) points out in his review of 

TABLE 6 EXPERT SYSTEMS APPLICATIONS 

Category 

Interpretation 
Prediction 
Diagnosis 
Design 
Planning 
Monitoring 
Debugging 
Repair 
Instruction 
Control 

Problem Addressed 

Infening situation descriptions from sensor data 
Infening likely consequences of given situations 
Infening system malfunctions from observables 
Configuring objects under constraints 
Designing actions 
Comparing observations with plan vulnerabilities 
Prescribing remedies for malfunctions 
Executing a plan to administer a prescribed remedy 
Diagnosing and repairing student behavior 
Interpreting, predicting, repairing, and monitoring 

system behaviors 
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expert systems applications in civil engineering that there is a 
lack of ongoing research in the area of transportation engineer­
ing. In fact, no expert systems have been developed dealing 
with highway safety. 

Summary 

From the preceding discussion, an expert systems approach to 
performing location analyses makes sense. Not only have these 
location analysis problems been neglected but it appears that 
they are tailor made for an expert systems approach. In addi­
tion, there is a well-documented knowledge base from which to 
draw. 

METHODOLOGY 

In the previous two sections the feasibility and desirability of 
automating and the applicability of an expert systems approach 
to performing location analyses on a microcomputer have been 
examined. It was concluded that automation is feasible and 
desirable and that the expert systems approach does apply for 
this domain. 

The basic expert systems structure that could be used for a 
prototype system is shown in Figure 4. A detailed description 
of the major components follows. 

Knowledge Base 

Perhaps the most critical issues that must be addressed when 
building an expert system are knowledge acquisition and repre­
sentation. Knowledge acquisition [i.e., the process by which 
expert knowledge is captured for use in a knowledge-based 
expert system (KBES)] is not a simple linear process. One is 
not trying to capture fixed algorithmic approaches to problem 
solving. Rather, the knowledge to be acquired is heuristic, 
judgmental, subjective, and not necessarily organized Further, 
the organization of the knowledge for application is not always 
consciously understood by the expert himself. To facilitate the 

Knowledge 
Bo.se 

Do. -to. 
Bo.se 

In-terpre-ter 

User In-terfo.ce 
FIGURE 4 Basic structure of an 
expert system. 
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efficient and accurate acquisition of knowledge for this applica­
tion, the process is best defined in the following stages (14): 

• Identification, in which the important stages of the prob­
lem are characterized and goals for the entire project set; 

• Conceptualization, during which the key attributes of 
location analysis are made explicit (some initial thought could 
be given to knowledge representation issues at this point); and 

• Formulation, in which a formal model of the location 
analysis procedure and its key properties and relationships are 
mapped into a representation scheme. 

The production system representation (an example of which 
was presented earlier) has been used with great success in 
many of ihe experi sysii::rns i.hat have been buiit IO dare. The 
basic idea of this type of representation is that the data base 
consists of rules, called productions, in the form of condition­
action pairs. The utility of the formalism comes from several 
facts: first, the conditions under which each rule applies are 
made explicit; second, the system's chain of reasoning can 
easily be traced, which makes it fairly simple to include 
explanation facilities in the system (see the discussion of trans­
parency in the following section); and, finally, the knowledge is 
represented in a modular form, which facilitates system learn­
ing. For these reasons it is recommended that this system be 
designed, at least initially, by using the production formalism. 

For a prototype system, the expert knowledge used could 
simply be the rules of thumb developed by FHWA in their 
engineering guide mentioned previously (5). As the system 
developed, it would of course be necessary to augment those 
rules with interviews conducted with safety experts. 

The Inference Engine 

The inference engine manipulates the knowledge base for pre­
sentation to a nonexpert user. The choice of inference engine is 
strongly coupled to the nature of the task that the system is 
designed to perform. The system, especially for transportation 
applications in which problems are generally unstructured and 
therefore cannot be completely captured by a model, must 
exhibit the quality of transparency. That is, the user should be 
able to see the chain of reasoning that led to a given outcome or 
recommendation. Transparency will be considered essential in 
developing this system. 

The fact that the inference engine (the executive that runs the 
expert system) is separate from the knowledge base allows the 
use of "shells," which are general inference engines that can 
operate on different knowledge bases. A great number of shdls 
have been developed just in 1986 alone (15). They range in 
price from around $50 for McGraw-Hill's Microexpert to 
$5,000 for Teknowledge's M.1 (16). A recent issue of Com­
puterworld (16) includes a review of several of them and 
presents many of their essential characteristics. Whether to use 
any of these shells (and if so, which one) or to create the 
inference engine by using an appropriate programming lan­
guage such as LISP depends largely on the goals and resources 
of the system's developer. 
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System Design and Implementation 

To provide a system that can be used by any state that is 
interested, the system should be designed so that it can run in a 
wide variety of environments with its component hardware and 
software kept as inexpensive as possible. It should be designed 
and implemented for a pilot project in a specific state. The 
subject state in which to implement the system should have the 
following characteristics: 

• Has requisite data available on mainframe, 
• Has problems with HEP submissions because of staff 

shortages, 
• Has microcomputer technology available to use the sys­

tem, 
• Is easily accessible to the builder of the system, and 
• Has an interest in automating these analyses and in using 

its microcomputers. 

The problem of interfacing with the chosen state's main­
frame computer can be addressed at this point. First, a main­
frame computer program would need to be written that pre­
pares the accident information for downloading to a microcom­
puter. The communications format chosen depends on what 
type of link is available (i.e., hard-wired versus telephone line). 
The appropriate communications software can be chosen at this 
time. Once the microcomputer is linked to the mainframe, the 
file format must be ascertained so that data can be downloaded 
to the microcomputer. The uploading question, although poten­
tially useful, does not have to be addressed at this time (infor­
mation uploaded could be used to rank safety projects by 
priority statewide). 

Testing provides feedback for problem reformulation, 
redesign of knowledge representation, and other refinements to 
the system. Therefore, the prototype system should be 
exercised by using a library of already-solved problem loca­
tions. The conclusions of the expert system could then be 
evaluated by comparing them with the human expert's solu­
tions. 

CONCLUSIONS 

An expert systems approach to performing the location analysis 
portion of state IISIPs appears feasible. The true test, though, 
will come after a prototype system has been developed and 
implemented. Clearly, the benefits offered by expert systems 
are many. Nevertheless, there is more to developing them than 
simply buying a shi::ll, hiring an expert, and writing some rules. 

The tasks to which they are applied must be reasonably well 
defined and fairly narrow in scope. The chief reason for the 
success of expert systems lies in their specificity. If this is 
missing, this approach is not appropriate. 

In addition, expert systems are expensive in terms of both 
time and money. So even if it turns out that the tasks are 
appropriate, they must be performed fairly often to make the 
system cost-effective. Also, the rules used to represent the 
knowledge base must be generally accepted by experts in the 
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field. For such a large investment to be worthwhile, the results 
must be usable by more than just a handful of people. Most 
important, however, is that it must be possible to represent the 
knowledge by a set of rules. 

To conclude, then, the system described here is theoretically 
feasible. Whether it can be reasonably designed and imple­
mented is a question that must still be answered. It is hoped that 
the methodology presented here will be helpful in answering 
that question. 
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Safety Implications of Trucl< Configuration 
OLIVER CARSTEN 

The relative safety of single and double tractor-trailer com­
binations Is examined In the light of recent findings on the 
performance characteristics of the two classes of vehicle. In 
particular, the accident data are searched for evidence of a 
safety deficit for the doubles resulting from the phenomenon of 
rearward amplification. Although there Is no conclusive evi­
dence of an overall difference in fatal and injury accident 
involvement rates between singles and doubles, this is tem­
pered by the finding of a generally safer operating environ­
ment for the doubles. There are strong Indications that the 
doubles have a rollover problem in property-damage acci­
dents. The overall conclusion is that the handling characteris­
tics of large trucks are reflected in their accident experience. 

Transportation Research Institute, University of Michigan, Ann Arbor, 
Mich. 48100-2150. 

In the last 15 years a considerable body of literature has 
appeared on the dynamic performance of truck combinations. 
One major focus of this literature has been the phenomenon of 
rearward amplification for combinations with one or more 
trailers (J-3). Rearward amplification is defined as the tend­
ency in multitrailer combinations traveling at highway speeds 
for motions of the tractor to be exaggerated further in each 
successive trailer. The phenomenon is particularly severe in 
emergency maneuvers, when the motion of the tractor may be 
both abrupt and of large amplitude. But it may also occur in 
negotiating tight curves, such as those encountered on exit 
ramps, or even in regular highway driving if travel speed is 
sufficient. The major effect of the rearward amplification is to 
cause the second (or third) trailer to have a lower rollover 
threshold than the first trailer or, in tum, the tractor. 
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The advances in knowledge of the handling characteristics of 
combination vehicles have not been fully reflected in studies 
using accident data. In particular, there has been little success 
in exploring the issue of whether the theoretical dynamic hand­
ling problems for twin trailer trucks are reflected in the national 
safety experience of combination trucks. A number of recent 
studies comparing the accident experience of singles and dou­
bles exist, and most, if not all, of these have been evaluated in 
the recent Double Trailer Truck Monitoring Study by the 
Transportation Research Board (4). However, some of these 
prior studies had serious deficiencies (5), whereas others 
depended on data that did not have complete coverage or did 
not clearly distinguish singles from doubles (6). With the avail­
ability of new data from the University of Michigan Transpor­
tation Research Instirute (U1vITRi), il is possible to examine 
issues of vehicle configuration using an accurate, national acci­
dent database. UMTRI has for several years been conducting a 
large-truck research program, focused primarily on vehicle 
issues. This program is using survey research to enhance the 
data on large-truck involvements in fatal accidents and to 
collect exposure data on the use of large trucks. The aim of this 
program is to address the area of vehicle safety, while control­
ling for environment (e.g., road class) and for use (e.g., carrier 
type). Although the exposure data collection is not yet com­
plete, several years of accident data have been compiled and 
will be used here, along with other sources, to assess the safety 
experience of singles and doubles. 

DATA SOURCES AND DATA VALIDATION 

The first step in the analysis here was an attempt to corroborate 
and reconcile the accident databases. The recently developed 
UMTRI file of Trucks Involved in Fatal Accidents (TIFA) has 
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been used as a yardstick here. The TIFA database provides 
detailed descriptions of all medium and heavy trucks (greater 
than 10,000 lb gross vehicle weight rating) that were involved 
in a fatal accident in the continental United States, excluding 
Alaska. The file combines the coverage of the Fatal Accident 
Reporting System (FARS) with the descriptive detail of the 
Bureau of Motor Carrier Safety (BMCS) accident reports. The 
detailed vehicle and carrier descriptions are obtained either by 
matching a FARS case with the corresponding BMCS report or 
by conducting one or more telephone interviews. Extensive 
editing and consistency checking is performed on all informa­
tion obtained by interview. For example, vehicle identification 
numbers are decoded to confirm that the make and model 
information and the power unit description conform to pub-
lished model specifications. Overall, t..'1.e T!Fi~· ... files have a very 
low missing-data rate for the variables that document the truck 
configuration. In the 1980-1982 file, the vehicle combination 
type is unknown for only 1 percent of the cases. Given this low 
rate of missing data combined with the complete coverage of 
fatal involvements and the extensive checking performed for 
accuracy, there is every reason to believe that the TIFA data 
provide an accurate description of the relevant vehicles and 
accidents. 

In performing the analysis on singles or doubles, only those 
sources or reporting levels that could be reconciled to match 
TIFA have been regarded as appropriate for use in calculating 
numbers of accidents. In addition, the various data sources 
have been examined for internal consistency and reasonable­
ness. Sources or reporting levels that did not meet these 
requirements have been used for descriptive information where 
this was unlikely to be affected by bias from underreporting. 
The sources used in this assessment were the BMCS accident 
reports and data on large-truck involvements from the National 
Accident Sampling System (NASS). 

Tables 1 and 2 show the comparison between NASS and 

TABLE 1 TRACTOR-TRAILER ACCIDENT INVOLVEMENTS BY NUMBER OF 
TRAILERS: COMPARISON OF NASS AND TIFA 

Number of Trailers 
Data Source 

' Single Double 

NASS 1981-84a 
Property damage only 465,521 5,996 
Injury (excl. fatal) .. . 210,486 10,898 
Fatal ........... . 12,806 673 

TU'Ab .. . . . ....... 13, 103 627 

aThe cases in NASS where the vehicle had a tra"iler but the number of trailers 

was unknown were distributed proportionately to the cases with a known number of 

trailers within each accident severity level. 

bThe numbers in the TIFA file for 1981 through 1983 were inflated to four-

year estimates. 
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TABLE 2 ICC-AUTHORIZED TRACTOR-TRAILER ACCIDENT INVOLVEMENTS BY 
NUMBER OF TRAILERS: COMPARISON OF BMCS AND TIFA 

Data Source 

BMCS 1980-83 
Property damage only 
Injury (excl. fatal) .. . 
Fatal .... ... .... . 

TIFA 1980-83 . . . . .. 

BMCS on the one hand and TIFA on the other. They also show 
the number of involvements reported at different accident 
severities. Because of the small number of cases of large-truck 
involvement in any single year of NASS, a 4-year file of all the 
tractor-trailer involvements was created. The counts obtained 
are shown in Table 1 and the good correspondence on the fatal 
accidents between NASS and TIFA should be noted. This 
shows that, in spite of small sample size, the NASS estimates 
for tractor-trailer involvements at the fatal level, and by 
inference at the injury level, are reasonable. 

If the TIFA numbers for fatal involvements are combined 
with the NASS estimates of injury and property-damage 
involvement, one can calculate a ratio of property-damage to 
injury to fatal involvements for each class of vehicle. This 
works out to 36:16:1 for the singles and 10:17:1 for the doubles. 
If these numbers are to be believed, then for every fatal 
involvement of a single-trailer truck there are 16 injury involve­
ments and 36 property-damage involvements. For each double­
trailer truck fatal involvement, there are 17 injury involvements 
and IO property-damage involvements. The very large dif­
ference between the two classes of vehicle in the ratio of 
property-damage to fatal involvements does not appear cred­
ible. This difference is apparently an artifact of the data and can 
be attributed to doubleS units not being identified in NASS 
property-damage accidents. There is difficulty in identifying 
any kind of large truck in an accident for the NASS database 
because the vehicle has frequently left the area before the 
investigation begins. It appears reasonable that this problem 
would be more acute in the less severe accidents and that 
doubles, which are more likely to be on a long haul, would 
have a greater tendency than singles to have left the area. 
Therefore, the NASS estimates of property-damage accident 
involvement will be excluded as unreliable. 

In Table 2 BMCS counts of involvements for tractors with 
trailers are shown by accident severity and number of trailers. 
They can be compared with numh!rs obtained from the TIFA 
database. Accidents in Alaska and Hawaii were excluded from 
the BMCS data because they are not covered by TIFA. In 
addition, a recode was performed on the BMCS combination 
type field in the UMTRI file. Examination of the BMCS cases 
incorporated into the TIFA file indicated that all but a handful 
of the vehicles reported as tractors with full trailers and tractors 
with other trailers are in fact tractors with semitrailers. Sim­
ilarly, almost all of the tractors reported as pulling a semitrailer 

Number of Trailers 

Single Double 

39,673 1,968 
41,071 1,786 

5,106 241 

6,475 296 

and some trailer other than a full trailer were in fact pulling a 
semitrailer and a full trailer. Therefore the appropriate recode 
was performed and Table 2 reflects the result. Because of 
known underreporting of accidents to BMCS by nonauthorized 
carriers, the counts have been restricted to the carriers autho­
rized by the Interstate Commerce Commission (ICC). The 
TIFA numbers have been similarly restricted. 

Comparing the BMCS counts of fatal accident involvements 
with the numbers from TIFA, it is clear that even for fatal 
accidents there is a certain amount of underreporting. However, 
it is almost identical for singles and doubles: for the former it is 
21.1 percent and for the latter 18.6 percent. Thus any estimates 
of injury accident involvement rates derived from ·BMCS are 
not likely to suffer from differential reporting. There does, 
however, appear to be very substantial underreporting of prop­
erty-damage accidents to BMCS. Even given the reporting 
threshold of $2,000 of damage, the roughly equal numbers of 
injury and property-damage accidents do not appear credible. 
To validate the rejection of the BMCS property-damage counts, 
a comparison was made with Texas and Michigan state acci­
dent files. BMCS defines an injury accident as one that requires 
medical treatment away from the scene, but both state files use 
the police KABCO coding for severity in which a C-injury is 
defined as "possible injury." These injuries are unlikely to 
require treatment and, for the purpose of making the com­
parison, the C-level injury involvements in the state data were 
grouped with the property-damage-only involvements. In 1984 
Texas reported 4.5 times as many noninjury (property and 
C-injury) tractor combination involvements as injury involve­
ments (A- and B-injury); Michigan reported 6.6 times as many 
noninjury involvements as injury involvements. The BMCS 
property-damage threshold of $2,000 clearly has an impact in 
the ratio of noninjury to injury accidents, but hardly appears 
capable of reducing the ratio to 1:1. 

If the counts of BMCS-reported property-damage accidents 
are to be disregarded, this does not mean that all the informa­
tion on them provided by the file has no value. The descriptive 
information would only be questionable if one could hypothe­
size a bias effect from missing data, that is, a situation in which 
the unreported cases might change one's conclusions about, for 
example, the proportion of rollover accidents by number of 
trailers or the amount of property damage from rollover acci­
dents as compared with nomollover accidents. In many situa­
tions the effect of such bias is unlikely to be great and the data 
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TABLE 3 TRACTOR-TRAILER FATAL ACCIDENT INVOLVEMENT RATES BY DATA SOURCE AND NUMBER OF TRAILERS 

Number of Involvements Total VMT Involvement Rate 
Data Source in Millions 

a 
per 100 million VMT 

for Involvement Counts 
Single Double Single Double Single Double 

TIFA 1982 
All .. .. ... 3,139 13 1 45,817 1,968 6.9 6.7 
ICC only . . . 1,611 66 16,490 854 9.8 7.7 

TIFA 1980-82 
All ...... . 9,914 448 137,451 5,903 7.2 7.6 
ICC only .. . 4,808 221 49,470 2.563 9.7 8.6 

aFrom 1982 Truck Inventory and Use Survey. The mileages for 1980-82 are three times the 1982 mileages. 

from the BMCS property-damage accidents can be used for the 
description of accidents and their consequences. 

THE OVERALL SAFETY EXPERIENCE OF SINGLES 
AND DOUBLES 

With data from TIFA, NASS, and BMCS an overall com­
parison can be made between the safety experience of tractor 
and semitrailer combinations and of tractor and twin trailer 
combinations. Such a comparison will not, given existing use 
data, be able to take into account the operating environment in 
which the two classes of vehicles are used, but it will enable the 
observation of any differences in safety that are of sufficient 
magnitude to affect the overall picture. 

In Table 3 counts of tractor-trailer fatal accident involve­
ments from TIFA are combined with exposure estimates from 
the 1982 Truck Inventory and Use Survey (TIUS) to provide 
fatal accident involvement rates. With 1982 TIFA alone, the 
doubles units appear to have a slightly lower rate of fatal 
accident involvements, both overall and for the vehicles oper­
ated by the ICC-authorized carriers. However, if instead acci­
dent data from 3 years are used because of the relatively small 
number of doubles units involved in fatal accidents in a single 
year (130 in 1982), the doubles have a slightly higher rate 
overnll, but a somewhat lower rate for the ICC-authorized 

carriers. A reasonable conclusion would be one of no dif­
ference in fatal accident involvement rate between the singles 
and doubles. 

Table 4 provides rates of involvement in accidents that 
resulted in at least one injury. The two sources of the involve­
ment counts here are the 1981-1984 combined NASS file and 
the 1982 BMCS file limited to ICC-authorized carriers only. 
Because the definition of an injury accident varies between the 
two data sources (BMCS requires reporting of an injury acci­
dent involvement only if there is medical treatment away from 
the scene, whereas NASS uses the observation of the police 
officer), no comparisons should be made between the BMCS 
and NASS counts. According to both sources, the doubles have 
a slightly lower rate, but the difference is small enough and the 
data quality is uncertain enough to lead to a conclusion of no 
difference in injury accident involvement rates. Thus the over­
all assessment is one of no difference in either fatal or injury 
accident involvement rates between singles and doubles. 
However, these numbers do not take into account the operating 
environment in which the vehicles are used. If one class of 
vehicle was used more often in a safer operating environment, 
the overall accident involvement rates, which are roughly simi­
lar, would conceal a real difference in safety. 

Table 5 shows fatal accident involvement rates by operating 
environment for all combination trucks. The involvement 
counts are from TIFA, and the exposure figures are the esti-

TABLE 4 TRACTOR-TRAILER INJURY (including Fatal) ACCIDENT INVOLVEMENT RATES BY DATA SOlJRC.R AND NUMBER OF 
TRAILERS 

Number of Involvements Total VMT Involvement Rate 
Data Source in Millions a per 100 million VMT 

for Involvement Counts 
Single Double Single Double Single Double 

NASS 1981-84 (All) .. 225,769 9,094 183,268 7,870 123.2 115.5 
BMCS 1982 (ICC only) 11,881 527 16,490 854 72.0 61.7 

aFrom 1982 Truck Inventory and Use Survey. The mileages for 1980-84 are five times the 1982 mileages. 
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TABLE 5 COMBINATION-TRUCK FATAL ACCIDENT INVOLVEMENT RATE BY 
ROAD TYPE: TIFA, 1980-1982 

I Number of Total VMb Involvement Rate 
Road Type Involvements a in Millions per 100 million VMT 

Urban interstate .. . 917 25,551 3.6 
Urban non-interstate 1,979 27,164 7. 3 
Rural interstate .. .. 1, 750 60,554 2.9 
Rural non-interstate 5,678 66,078 8.6 
Unknown . .. . . . .. 276 - -
All ........ . .... 10,600 179,347 5.9 

aFrom TIFA. 

bFrom Federal Highway Administration Highway Statistics, 1980 and 1982. 

mates calculated by FHWA. Substantial differences in safety 
are revealed between operating environments, with the rural 
Interstates having the lowest fatal accident involvement rate. 
The involvement rate on rural Interstates is one-third that on 
rural non-Interstates. The rate on all Interstates is less than half 
that on all non-Interstates. If doubles log a greater share of their 
mileage on the relatively safe Interstates than did singles, one 
might conclude that the finding of no difference in overall 
accident involvement rates was unfavorable to the doubles. In 
the absence of true exposure data comparing the use of singles 
and doubles by operating environment, this cannot be tested 
directly. It is possible, however, to infer differences in use from 
the accident data. This procedure is by no means perfect, 
because it ignores the interactions of other factors beyond those 
being directly observed. But, if it does not permit an estimate of 
the size of differences in exposure, it does at least permit an 
estimate of the direction of differences. 

Table 6 shows the proportions of fatal accident involvements 
by road class for singles and doubles. (All the data presented in 
Tables 6 through 15 are from two censuses of accident involve­
ments and are therefore not subject to sampling variance. 
However, in order to establish that the dimensions shown in 
each of these tables were not independent of each other, the 
chi-square test was run for each table. For every table the chi­
square was significant at the .05 level or less.) Here a classifica-

tion into divided and undivided, which is not available in the 
FHWA exposure estimates, is used. This classification is more 
appealing from a safety viewpoint and is the only one common 
to both the TIFA fatal data and the BMCS accident data. 
According to Table 6, 48 percent of doubles fatal involvements 
occur on divided roads as opposed to 41 percent for singles. 
Table 7 shows the same comparison using all BMCS-reported 
involvements by ICC-authorized carriers. Here a remarkable 
70 percent of the doubles involvements are on divided roads as 
compared with 52 percent of the singles involvements. 

The distributions of involvements by road class point out the 
need for more detailed exposure data. But pending better data, 
it is still possible to test some hypotheses by using current data. 
One possible explanation for the very large concentration in 
Table 7 of doubles involvements on divided highways might be 
that rearward amplification is more of a problem on high-speed 
roads. However, if the ICC doubles involvements reported to 
BMCS are broken out by accident severity, the divided roads 
account for 60.5 percent of the fatal involvements, 72.5 percent 
of the injury involvements, and 68.8 percent of the property 
damage involvements. Rearward amplification, which may be a 
major causal factor in a few fatal accidents and perhaps in some 
injury accidents, cannot be expected to account for all of the 
observed distribution of accidents by road class. This distribu­
tion appears to be rather a reflection of use. 

TABLE 6 TRACTOR-TRAILER FATAL ACCIDENT INVOLVEMENTS BY ROAD 
CLASS AND NUMBER OF TRAILERS: TIFA, 1980-1982 

Number of Trailers 

Road Class Single Double 

N % N % 

Divided 4,057 40.9 215 48.0 
Undivided 5,783 58.3 231 51.6 
Unknown 74 0.7 2 0.4 

Total ... 9,914 100.0 448 100.0 
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TABLE 7 ALL ICC-AUTHORIZED TRACTOR-TRAILER ACCIDENT 
INVOLVEMENTS BY ROAD CLASS AND NUMBER OF TRAILERS: BMCS, 1984 

Road Class Single 

N 

Divided 13,029 
Undivided 10,383 
Unknown 1,819 

Total . . . 25,231 

From Table 5, it has been shown that travel on Interstates and 
presumably on divided highways is safer than on other kinds of 
roads. Because there is no evidence that the divided highways 
are any less safe for doubles than for singles, the differing split 
of accidents by road class between singles and doubles can 
only be explained by exposure. The data clearly imply that 
doubles log a greater share of their travel on divided roads than 
do singles. Hence one would expect doubles to have a lower 
overall accident involvement rate than singles. The fact that the 
rate is roughly equal to that of the singles is cause for concern. 
In mitigation, it should be noted that, according to Table 3, the 
doubles units operated by ICC carriers do have lower accident 
involvement rates than their singles counterparts. Hence, the 
expectation from the road class information of lower rates for 
doubles does appear to be met. 

ACCIDENT TYPE 

Although the analysis of accident involvement rates of single­
trailer and double-trailer vehicles cannot be carried any further 
pending the availability of more detailed exposure data, the 
accident data alone can be examined for indications of areas in 
which the safety performance of current doubles is deficient 
when compared with that of singles~ The focus here, as indi­
cated in the introduction, will be on handling-related factors. 

Tables 8 and 9 show the proportions of single- and multi-

Number of Trailers 

I Double 

% N % 

51.6 959 70.0 
41.2 364 26.6 

7.2 47 3.4 

100.0 1,370 100.0 

vehicle accident involvements for the two classes of vehicle. 
Here the hypothesis is that if the current doubles fleet has 
greater handling problems than the singles fleet, the doubles 
should be overrepresented in the single-vehicle accidents. This 
indeed appears to be the case. For both fatal accidents (Table 8) 
and overall accidents in ICC-authorized vehicles (Table 9), the 
data show an excess of doubles involvement in single-vehicle 
accidents. 

In the next two tables the distribution of the first harmful 
event and the most harmful event for fatal involvements is 
examined. In Table 10 (first harmful event) doubles are under­
represented in collisions with motor vehicles in transport, 
which follows from their overrepresentation in single-vehicle 
accidents. There is an excess of collisions with pedestrians and 
bicyclists, which may hint at some urban-related problems for 
doubles. As regards handling issues, the doubles are overrepre­
sented in collisions with fixed objects, which might result from 
loss of control, but there are proportionately fewer first-event 
rollovers for doubles than for singles. (A first-event rollover is 
the primary event in the accident, whereas a subsequent-event 
rollover occurs after some other primary event.) The picture is 
not very different in Table 11, which gives the distribution of 
the most harmful event. Once again doubles demonstrate an 
excess of fatal collisions with pedestrians and bicyclists and an 
excess of collisions with fixed objects. Now, however, doubles 
slightly exceed singles in the proportion of overturns. This 
suggests that doubles have a tendency to roll over once an 

TABLE 8 TRACTOR-TRAILER INVOLVEMENTS BY NUMBER OF VEHICLES INVOLVED 
AND NUMBER OF TRAILERS: TIFA, 1980-1982 

Number of Trailers 

Number of Vehicles Single Double 
Involved 

N % N % 

One vehicle ....... . 2,159 21.8 119 26.6 
More than one vehicle 7,753 78.2 329 73.4 
Unknown ........ . 2 0.0 0 0.0 

Tota! 0 0 0 0 0 0 0 I> o 0 0 
0 QlA 100.0 448 100.0 ... , .......... 



TABLE 9 ALL ICC-AUTHORIZED TRACTOR-TRAILER ACCIDENT 
INVOLVEMENTS BY NUMBER OF VEHICLES INVOLVED AND NUMBER OF 
TRAILERS: BMCS, 1984 

Number of Trailers 

Number of Vehicles Single Double 
Involved 

N % N % 

One vehicle . . . . . : . . 12,203 48.4 786 57.4 
More than one vehicle 13,028 51.6 584 42.6 

Total .... ........ 25,231 100.0 1,370 100.0 

TABLE 10 TRACTOR-TRAILER INVOLVEMENTS BY FIRST HARMFUL EVENT 
AND NUMBER OF TRAILERS: TIFA, 1980--1982 

Number of Traflers 

First Harmful Event Single Double 

N % N % 

Collision with: 
motor veh. in transport 7,245 73.1 301 67.2 
pedestrian ......... 682 6.9 44 9.8 
pedalcycle ......... 92 0.9 9 2.0 
parked motor veh ..... 131 1.3 9 2.0 
other non-fixed object 254 2.6 14 3.1 
fixed object . . . . . . . . . 845 8.5 43 9.6 

Overturn 0 o 0 0 0 0 0 0 0 0 0 I 603 6.1 25 5.6 
Other non-collision . . . .. 62 0.6 3 0.7 

Total ..... . ' .. .. .. .. 9,914 100.0 448 100.0 

TABLE 11 TRACTOR-TRAILER INVOLVEMENTS BY MOST HARMFUL EVENT 
AND NUMBER OF TRAILERS: TIFA, 1980--1982 

Number of Trailers 

Most Harmful Event Single Double 

N % N % 

Collision with: 
motor veh. in transport 6,775 68.3 295 65.8 
pedestrian ......... 722 7.3 47 10.5 
pedalcycle ......... 90 0.9 9 2.0 
parked motor veh ..... 79 0.8 3 0.7 
other non-fixed object 180 1.8 10 2.2 
fixed object . . . . . . . . . 423 4.3 24 5.4 

Overturn ............ 964 9.7 46 10.3 
Other non-collision ..... 287 2.9 14 3.1 

Unknown ............ 394 4.0 0 0.0 

Total 0 I 0 0 0 o o 0 I 0 0' 0 • 0 9,914 100.0 448 100.0 
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TABLE 12 TRACTOR-TRAILER INVOLVEMENTS BY ROLLOVER AND NUMBER 
OF TRAILERS: TIFA, 1980-1982 

Number of Trailers 

Rollover Single Double 

N 

None ......... 8,251 
First event .... 618 
Subsequent event 1,045 

Total . ..... . .. 9,914 

accident has begun and that these rollovers are associated with 
fatal injury. 

This conclusion is reinforced by the distribution of rollovers 
for fatal involvements (Table 12). Doubles have a somewhat 
lower probability of a first-event rollover but a considerably 
higher probability of a subsequent-event rollover. In Table 13 
another handling-related factor, jackknifing (which, as coded in 
FARS, includes trailer swings) is examined. Here doubles have 
an excessive number of first-event jackknifes but a slightly 
lower probability of a subsequent-event jackknife. Thus, from 
fatal accidents, at least, there is clear substantiation of hand­
ling-related problems for doubles. 

In Tables 14 and 15 data are presented to examine whether 
the indication of handling problems for doubles in the fatal data 
is borne out by information on all involvements reported by 
ICC-authorized carriers. Table 14 shows the distribution of 
noncollision accidents for the involvements reported to BMCS 
in 1984. Doubles have a smaller proportion of involvements in 
collision accidents. They are overrepresented in every major 
type of noncollision accident, particularly overturns. The prob­
ability of a rollover for a double is two-and-a-half times greater 
than the probability for a single. Table 15 makes the same 
comparison for property-damage-only accidents reported to 
BMCS by the ICC-authorized carriers. Here less than half the 
doubles involvements are in collision accidents, compared with 
almost three-fourths of the singles involvements. For these 
accidents, doubles have a probability of rollover that is more 
than four times greater than that for singles. 

% N % 

83.2 357 79.7 
6.2 23 5.1 

10.5 68 15.2 

100.0 448 100.0 

In the BMCS injury-level (not including fatal) involvements 
reported by the ICC-authorized carriers, doubles have about a 
25 percent higher probability of rollover. Because there is 
evidence (Table 11) that doubles rollovers are correlated with 
injury, one might expect doubles accidents to result in some­
what more serious injuries than singles accidents. An examina­
tion of the NASS data, shown in Table 16, tends to confirm this. 
Here the distribution of the maximum on the Abbreviated 
Injury Scale (AIS) for any injury incurred in the accident is 
shown. Injuries of unknown severity (AIS-7) have been added 
to the AIS-2 group. (Of the singles involvements 13.5 percent 
had MAIS-7; of the doubles involvements, none. Adding the 
13.5 percent to the MAIS-1 proportion for the singles would 
have resulted in concluding, purely on the basis of reallocating 
the MAIS-7 involvements, that there was a difference in the 
distribution of MAIS-1 and MAIS-2 involvements between the 
singles and the doubles and that this difference was unfavor­
able to doubles. It was believed that it was more conservative 
here to allocate the MAIS-7 involvements to the MAIS-2 
category, because it is improbable that any of the AIS-7 injuries 
are really AIS-3 or greater.) According to Table 16 doubles are 
involved in a lower proportion of MAIS-2 accidents but a 
higher proportion of MAIS-3 accidents. Thus the most severe 
injury incurred is likely to be more severe in an injury accident 
involving a double-trailer combination than in an injury acci­
dent involving a single-trailer combination. Whether this dif­
ference is entirely attributable to handling-related accidents or 
whether it is a by-product of road class cannot be concluded 

TABLE 13 TRACTOR-TRAILER INVOLVEMENTS BY JACKKNIFE AND NUMBER OF 
TRAILERS: TIFA, 1980-1982 

I Number of Trail ?rs 

Jackknife Single Double 

N % N o/c 

None ......... 8,966 90.4 384 85.7 
First event .... 719 7.3 56 12.5 
Subsequent event 229 2.3 8 1.8 

Total . . . . ..... 9,914 100.0 448 100.0 



TABLE 14 ALL ICC-AUTHORIZED TRACTOR-TRAILER ACCIDENT 
INVOLVEMENTS BY NONCOLLISION TYPE AND NUMBER OF TRAILERS: 
BMCS, 1984 

Number of Trailers 

Non-Collision Type Single Double 

N % N % 

Ran off road ..... . 1,616 6.4 117 8.5 
Jackknife ........ 1,749 6.9 138 10.1 
Overturn ....... .. 1,942 7.7 262 19.1 
Separation of units 130 0.5 16 1.2 
Fire ... . ... . .. .. 172 0.7 5 0.4 
Cargo loss or spillage 132 0.5 2 0.1 
Cargo shift ....... 97 0.4 2 0.1 
Other non-collision .. 47 0.2 1 0.1 

Collision ... . ..... 19,346 76.7 827 60.4 

Total ........... 25,231 100.0 1,370 100.0 

TABLE 15 ICC-AUTHORIZED TRACTOR-TRAILER PROPERTY-DAMAGE ACCIDENT 
INVOLVEMENTS BY NONCOLLISION TYPE AND NUMBER OF TRAILERS: BMCS, 1984 

I 
I 

I Number of Trailers 
I 

Non-Collision Type 
I 

Single Double 

N % N % 

Ran off road ...... 724 6.1 45 6.7 
Jackknife ....... . 1,177 9.9 79 11.8 
Overturn ........ . 813 6.8 191 28.5 
Separation of units 111 0.9 14 2.1 
Fire . . . . . . . . . . . ~ 159 1.3 3 0.4 
Cargo loss or spillage 102 0.9 1 0.1 
Cargo shift ....... 62 0.5 2 0.3 
Other non-collision . . 31 0.3 1 0.1 

Collision o 0 o I' 0 4 0 0 8,700 73.2 334 49.9 

Total . .......... 11,879 100.0 670 100.0 

TABLE 16 MAXIMUM AIS (MAIS) FOR INJURY-LEVEL TRACTOR­
TRAILER INVOLVEMENTS BY NUMBER OF TRAILERS: NASS, 1981-1984 

Number of Trailers 

Single Double 
MAIS 

Weighted Weighted 
N N % N N % 

MAIS-1 543 105,565 64.7 15 5,248 62.1 
MAIS-2 226 45,921 28.2 5 1,579 18. 7 
MAIS-3 65 9,628 5.9 5 1,566 18.5 
MAIS-4 10 1,401 0.9 1 55 0.6 
MAIS-5 6 614 0.4 0 0 0.0 

Total .. 850 163, 129 100.0 26 8,446 100.0 
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from the NASS data. Unfornmately, there are insufficient cases 
to examine any accident factors. 

Thus, although doubles have approximately the same overall 
accident involvement rate as singles, there are clear indications 
in the accident data that in certain areas of performance, con­
ventional double-trailer vehicles do not perform as well as 
singles. Rollovers, in particular, are more common for these 
vehicles than for the tractor-semitrailer combinations. There is 
some evidence that these rollovers are related to injury and they 
tend to be costly. According to the 1984 BMCS data, the ICC­
authorized carriers reported cargo spillage for 31 percent of 
their rollover involvements, but only for 4 percent of their 
nonrollover involvements. The same group of carriers reported 
a mean property damage of $12,846 for doubles involvements 
i.n which ihe primary event was other than a rollover and 
$15,540 for involvements in which the primary event was a 
rollover. 

CONCLUSIONS 

Research on the phy11ical handling of doubles combinations has 
indicated the potential for safety problems in the normal use of 
these vehicles. The findings from actual highway experience do 
not show a higher fatal or injury accident involvement rate for 
doubles. Nevertheless, this must be tempered by evidence that 
doubles are used more in safer operating environments. It must 
also be tempered by indications in the accident data of hand­
ling-related problems for doubles, and particularly by a finding 
of large overinvolvement in rollovers at the property damage 
level as compared with singles. 

The comparison of singles and doubles demonstrates the 
influence of vehicle characteristics on accident experience. One 
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might presume that drivers are able to compensate for dif­
ferences in vehicle handling. The fact that the objective perfor­
mance measures for doubles are reflected in the accident data 
indicates that drivers are unable to compensate fully. It seems 
likely, therefore, that improving the handling of double-trailer 
combinations will provide significant safety benefits. 
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Relatio·nships Between Vertical and 
Horizontal Roadway Alignments and the 
Incidence of Fatal Rollover Crashes in New 
Mexico and Georgia 
PAUL ZADOR, HOWARD STEIN, JEROME HALL, AND PAUL WRIGHT 

Survey data on curvature and grade collected at the sites of 
fatal single-vehicle rollover crashes and at random comparison 
sites tn New Mexico and Georgia were analyzed to determine 
the relationship of horizontal and vertical alignment to such 
crashes. The results showed that road sections with extreme 
horizontal and vertical alignments were as much as SO times 
more common at crash sites than at comparison sites. 
Although sharp left curves and steep downgrades were over­
represented in both states, the relative importance of down­
grades was greater in New Mexico than in Georgia. Because 
the relative importance of the two alignments can be expected 
to vary In other states as well, no overall set of priorities for 
hazard identification was developed. It ls recommended that 
each state develop its own priorities for hazard identification 
based on comparisons between the bivariate curve-grade dis­
tributions of fatal single-vehicle crash sites and those of a 
representative roadway sample. A method for setting such 
priorities that can be used by individual states is presented. 

In a recent review of the condition of highway systems in the 
United States (1) it was concluded that about two-thirds of all 
rural roadways were deficient in temlS of pavement condition. 
geometric design, cross section, or operational features. Some 
geometric design deficiencies were presen~ in about one-third 
of all rural roadways. Almost 90 percent of the deficient road 
sections were on rural collectors. In view of the substantial 
"substandard safety and geometric characteristics" found on 
segments of the rural collector system, it is not surprising that 
although rural collectors accounted for only less than 10 per­
cent of all vehicle miles traveled in 1981, their share in fatal 
crashes was more than 15 percent (2). This situation is unlikely 
to improve substantially in the foreseeable future; it has been 
estimated by the U.S. Department of Transportation that less 
than half of the annual expenditure of $3.8 billion needed to 
eliminate all deficiencies will be available over the next 20 
years (1). There is no evidence that safety-related projects will 
be funded above average levels; thus it is of paramount impor­
tance that available funds be allocated in the most effective 
manner. A critical step in the cost-effective allocation of the 
available funds for the improvement of the geometrical design 
of the highway system is the identification of hazardous sites. 

Most methods for identifying hazardous sites rely on past 

P. Zador and H. Stein, Insurance Institute for Highway Safety, Water­
gate 600, Washington, D.C. 20037. J. Hall, Bureau of Engineering 
Research, University of New Mexico, Albuquerque, N. Mex. 87106. P. 
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Atlanta, Ga. 30332. 

crash experience or on inventories of roadway and roadside 
features. The methods based on crash rates or crash counts 
assign a high priority to upgrading sites that had more crashes 
than was typical of other roadways with similar characteristics 
(3-5). Such sites with high crash rates are often referred to as 
"black spots." However, most short roadway sections rarely 
have more than one or at most two crashes in a given period, 
regardless of how hazardous they may be. Moreover, some 
sections that are not particularly hazardous could also have one 
or more crashes due to driver error, weather conditions, or a 
combination of very unusual circumstances. Because of such 
random fluctuations, crash rates for short sections based on 
short time periods are not effective measures of hazardous 
operational features such as adverse road geometry. Aggregat­
ing crashes over longer sections and longer time periods, or 
both, would reduce the fluctuations but only at a cost. Because 
roadway geometry typically varies substantially along most 
roads, aggregation over long stretches of roadways would 
dilute the effect of severely adverse geometrical hazards and 
therefore make it impossible to set optimally cost-effective 
priorities for their reduction. Waiting for crash data to accumu­
late before a hazardous site is corrected is rarely cost-effective 
or even tolerable. In any case, as Hauer and Persaud have 
shown (6) in their study of the regression-to-the-mean phe­
nomenon, the severe selection bias that arises in studies of 
black spots persists even if the crash histories extend over 
many years. 

Inventory-based models typically involve developing indices 
to rank the severity of specific roadside hazards and their 
potential for involvement in a collision (7-11). In these models 
it is recognized that the probability that any specific roadway 
section will be the site of a crash is low. The crash event is 
thought of as a chain of minor events with low individual 
probabilities. These probabilities are estimated and multiplied, 
and their products are summed to obtain the overall probability 
of the crash. For example, in the Glennon model (7, 8) an 
injury-producing roadside fixed-object crash is defined as the 
sequence of four conditional events: 

1. The vehicle is within the incremental part of the roadway 
where collisions with roadside objects are possible, 

2. There is an encroachment onto the roadside, 
3. The lateral displacement of the vehicle is sufficiently 

large to permit a collision with the object, and 
4. The collision is of sufficient magnitude to produce an 

injury. 
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This type of model is difficult to validate, because the inci­
dence and severity of injuries depend on many factors such as 
occupant age, restraint use, and vehicle design and because 
implementing such models requires collectfug vast amounts of 
data. These include measures for estimating the potential for 
roadside encroachments, complete inventory (e.g., type and 
location) of all roadside features and fixed objects, the injury­
reducing potential of improvements, and the costs associated 
with each candidate roadside improvement scenario. 

In 1974, Wright and Robertson (11) compared the roadway 
alignments found at the sites of fatal fixed-object crashes with 
the alignments at comparison sites chosen 1.6 km (1 mi) away 
from these crash sites. In subsequent studies with similar 
designs, the alignments at fatal rollover crash sites were 
assessed by Wright and Zador (12) and Hall and Zador (13). AH 
three studies reported that the two most important features that 
distinguish crash sites from comparison sites are horizontal and 
vertical roadway alignment. Specifically, sharp curves (5 to 6 
degrees or greater) and steep grades (3 percent or greater) are 
significantly associated with crash sites. 

In other research. the influence of geometric design on crash 
rates has been analyzed in terms of single factors without 
detailed analysis into the combined effects of grade and curva­
tun;. Most crashes occur on straight and level sections of t.lie 
roadway; however, curved sections with steep grades generally 
have higher crash rates. Several studies have computed the 
crash rates of roadway sections by curvature and have reported 
that higher crash rates are associated with sharper curves, more 
frequent curves, and isolated sharp curves (14). It was also 
found that crashes on curves tend to be more severe than 
crashes on tangent sections (3). Studies of vertical alignment 
have found that roads with steep grades, particularly in com­
bination with sharp curves, have higher crash rates (14). 
However, crash rates of tangent sections were reported to be 
not significantly influenced by grade. Despite the vast body of 
evidence that poor geometric features are associated with crash 
sites, only a few of the hazard location models explicitly 
consider them (9, 11). A survey of state highway departments 
found that although most employ formal guidelines for selec­
tion of sites for implementation of low-cost countermeasures, 
few consider roadway geometry as a factor (15). The most 
common factors were crash history and traffic volume. 

In this paper detailed comparisons between fatal rollover 
crash sites and comparison sites are presented in terms of both 
vertical and horizontal alignments. A procedure for incorporat­
ing results of this type in an effective strategy for reducing the 
frequency of fatal single-vehicle crashes is also outlined. 

METHODS 

Data Collection 

The data for these analyses are from four independent sources: 
studies of fatal single-vehicle rollover crashes in Georgia (12) 
and New Mexico (13) and surveys of randomly selected sites in 
these states. Engineering surveys were conducted, usually by 
three-person teams, at the locations of fatal rollover crashes 
and at the comparison locations. The surveys were confined to 
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a 0.3-km (0.2-mi) section at each of the locations. The mea­
surements at the crash location were referenced to the point 
along the roadway edge at which the rollover of the vehicle 
commenced, which is termed the crash reference point. As 
shown in Figure 1, a point 1.6 km before the crash reference 
point was designated as the comparison site. In the location of 
comparison sites, tum choices at T- or Y-intersections were 
made at random (by flipping a coin). 

Measurements of curvature were made beginning 15 m (50 
ft) from the crash and comparison sites and at 30-m (100-ft) 
intervals for 137 m (450 ft) both upstream (before the site in the 
direction from which the vehicle approached) and downstream 
(beyond the site in the direction in which the vehicle was 
traveling) from these sites. The gradient was measured every 
30 m for i52 m (500 ft) both upstream and downstream from 
the sites. Thus, 10 curvature and 11 gradient measurements 
were obtained for each crash site and its comparison site. 

A 30-m cloth tape was used for measuring distances. Hori­
zontal curvature was measured by the middle ordinate method 
The curve measurements were usually taken on the edge of the 
roadway. The middle ordinates were converted to degrees of 
curvature of the centerline of the roadway. Gradients were 
measured at the center of the lane used by the driver approach­
ing the crash location. Measurem .nt were made with a spe­
cially designed instrument consisting of a 1.2-m (4-ft) carpen­
ter's level with an adjustable calibrated leg. On Interstate 
highways, curvature and gradient data were taken from plan 
and profile sheets. 

Rollover crash and comparison data provide insight about 
the role of various geometrical and roadway features relevant 
to crashes, but they do not necessarily provide a representative 
sample of roadways in either state. Typically, the comparison 
was on the same road as the crash site and thus many features 
were similar. For example, roadway characteristics such as 
pavement width and shoulder width and delineation were typ­
ically the same in both the crash and comparison sites. Features 
such as roadside object density and characteristics were also 
similar. More important, the influence of the terrain on horizon­
tal and vertical alignment was similar. Although previous ana­
lyses had found that the crash sites had more severe alignments 
than the comparison sites (12, 13), these differences may have 
been underestimated because of the proximity of the com­
parison sites to the crash sites. 

To address these issues, random sample surveys of the rural 
road systems were performed at 300 sites in each state. A two­
way classification of rural roadways by average daily traffic 
and roadway function was obtained for Georgia and New 
Mexico. One-half of the survey sites were assigned in propor­
tion to roadway mileage alone; lhe other half were selected in 
proportion to estimated miles traveled. After the number of 
sections was computed, specific sections were identified by 
randomly selecting milepost locations from computerized road­
way files maintained by the states. The geometric data col­
lected at the random sites also included the middle ordinate 
(curvature) and the gradient 15 m (50 ft) before and after the 
random site. The distribution of all the sites included in this 
analysis (i.e., crash, comparison, and random survey) by road­
way functional class and average daily traffic is shown in 
Tables 1 and 2, which also include the distribution of rural 
system miles in each state. 
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FIGURE 1 Hypothetical fatal crash and comparison sites. 

Analysis 

As Figure 1 shows, curvature and grade were measured at 
alternate intervals 15 m apart. For the purpose of the present 
analyses, the curvature for left-turning roads and the grade for 
downhill roads were assigned minus signs. The 10 curvature 
measurements were taken in consecutive pairs and the paired 
curvature measurements at the beginning and end of the nine 
50-m-long sections were averaged. The corresponding 
(weighted) average grade was calculated as one-fourth times 
the grade of the preceding section plus one-half times the grade 
for the section and one-fourth times the grade for the following 
section. These averages were used to represent the sections' 
curvature and grade. 

·within each state, the sections surveyed at crash sites were 
grouped in terms of their position with reference to the actual 
crash reference point, marked X on Figure 1, where the vehicle 
left the road. Three of the sections immediately upstream from 
position X on Figure 1 were classified as the crash sections, and 
the last four, which were among those occupying the potential 
recovery area in Figure l, were classified as the downstream 
sections. Sections surveyed 1.6 km upstream from the crash 
sites are termed comparison sections and sections chosen for 
the random survey are termed random sections. Thus, four 
section types were defined in each of the two states. 

The analysis consisted of three main steps: determination of 
curvature and grade percentile distributions, summation of 
weighted sections, and comparison of the joint distributions of 

crash and comparison sections. As the first step in the analysis, 
selected percentiles of the curvature and grade distributions 
were determined separately for each of the section types in both 
states. (There is no prior reason for the frequency of sections 
with right turns or upward slopes to exceed the frequency of 
sections with left turns or downward slopes at random survey 
sites. The symmetry of these alignment distributions was 
achieved by including each random site twice in the analyses, 
once with the sign as measured for the alignments and once 
with the opposite sign.) For the random sections, the percen­
tiles were determined by using two different methods for 
assigning section weights. With one method the sections were 
weighted in proportion to the total road length they repre­
sented. With the other method the section weights were propor­
tional to the aggregate miles traveled on the part of the road 
system that the section represented. 

As the second step, the weights of all sections with curva­
tures and grades subject to selected constraints were summed 
by section type. However, regardless of the section type, the 
constraints were defined in terms of the grade and curvature 
distributions of the segments from crash sites so that the result­
ing sums could be compared among the section types. Because 
extreme curvature and grade values are of primary interest in 
setting priority rules for hazard location, combined weights 
were computed for sections with both grade and curvature 
below or above selected extreme percentiles. 

Table 3 shows the method of presentation for the cumulative 
distributions of road sections given in Tables 4-8. Entries are 
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arranged in four quadrants (shaded) corresponding to the four 
combinations of the lower and upper tails of the grade and 
curvature distributions; the unshaded areas represent less 
extreme combinations of curvature and grade_. The percentages 
shown in the upper-left quadrant correspond to the lower tails 
of both curvature and grade distribution; those in the upper 
right correspond to the upper tail for curvature and lower tail 
for grade; the lower-left quadrant corresponds to the lower tail 
for curvature and upper tail for grade; and the lower-right 
quadrant corresponds to the upper tail for both curvature and 
grade. 

Each quadrant representing the extreme combinations of 
grade and curvature in Table 3 has 25 cells. There are 11 cells 
on the border of each quadrant representing the corresponding 
less exiteme combinations of grade and cu.n•ature. Each cell 
contains the percentage of the grade and curvature distribution 
that would fall within the range of values specified for that cell. 

The variability of cell estimates depends on sample size. For 
counted data that can be expected to follow the Poisson dis­
tribution, the ratio for the estimates of the standard deviation 
and the mean is approximately equal to the reciprocal of the 
square root of the sample size (n), so that for n:: 10 this ratio is 
about 1/3. For n's much below 10, cell estimates can be quite 
variable; however, the proposed standard table format with 144 
cells need not be changed even for small data sets. This is 
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because cells closer to the center of the table include all the 
data from the cells farther away from its center. For example, 
the data in the 100 cells not on the boundary of the table 
represent the data set as collapsed into its 10-by-10 subtable. 

Examples of cell types are given in the following for grade 
and curvature values that are below the median; examples for 
the other sections are provided in the notes to Table 3. The 25 
cells of the upper-left shaded section represent the extreme 
combinations of values for both curvature and grade. For 
example, Cell A is the (weighted) percentage of sections with 
curvature at or below the fifth percentile and grade at or below 
the first percentile. Cell D at the border of the ·lower-right 
comer is the percentage of sections with both curvature and 
grade between the 10th percentile and the median. The other 
five border cells in the saiue row as Cell D (e.g., Cell B) 
represent the percentage of sections with grade between the 
10th percentile and the median and with curvature correspond­
ing to the percentage given in the column heading. The five 
other border cells in the same column as Cell D (e.g., Cell C) 
represent the percentage of sections with curvature between the 
10th percentile and the median and with grade corresponding to 
the row heading for that cell. The bottom row is the marginal 
distribution of curvatures and the right-hand column is the 
marginal distribution for grades. 

As the third step in the analysis, the joint distribution of 

TABLE 1 DISTRIBUTION OF NEW MEXICO RURAL ROAD SYSTEM AND SURVEY 
STUDY SITES 

Rural Roadway 0-
Classification 999 

Interstate 

State Miles 0 
Crash Sites 0 
Comparison Sites 0 
Random Sample Sites 0 

Principal Arterials 

State Miles 519 
Crash Sites 7 
Comparison Sites 7 
Random Sample Sites 12 

Minor Arterial 

State MilH 
CrHh SitH 
Comparison SitH 
Random Sample Sites 

Collector 

State Miles 
Crash Sites 
Comparison Sites 
Random Sample Sites 

1,258 
7 
7 

28 

5,263 
18 
18 
67 

Average Dail~ Traffic 

l,000-
1.999 

3 
0 
0 
0 

717 
14 
14 
23 

382 
6 
6 

12 

348 
6 
6 

11 

2,000 
-3,999 

299 
13 
13 
14 

684 
12 
12 
32 

90 
1 
l 
4 

166 
2 
2 
7 

4,000 
-7,999 

365 
13 
13 
28 

154 
2 
2 

12 

31 
2 
2 
3 

54 
1 
l 
4 

8,000 
-16,000 

220 
14 
14 
30 

76 
3 
3 

11 

3 
1 
1 
2 

1 
0 
0 
0 

Total 

887 
40 
40 
72 

2,150 
38 
38 
90 

1,764 
17 
17 
49 

5,832 
27 
27 
89 



TABLE 2 DISTRIBUTION OF GEORGIA RURAL ROAD SYSTEM AND SURVEY STUDY 
SITES 

Average Daily Traffic 

0- 10,000- 20.000- 30,000- 40.000-
Interstate 9,999 19.999 29,999 39,999 60,000 ~otal 

State Miles 226 292 205 142 22 887 
Crash Sites l 7 7 3 7 25 
Comparison Sites 1 7 7 3 7 25 
Random Sample Sites 4 13 15 14 3 49 

Principal 0- 5.000- 10,000- 15,000- 20,000-
Arterials 4,999 9,999 14,999 19,999 29.999 Total 

State Miles 2.176 416 78 13 9 2,692 
Crash Sites 31 4 0 0 2 37 
Comparison Sites 31 4 0 0 2 37 
Random Sample Sites 28 11 3 1 l 44 

0- l,000- 2,000- 3,000- 5,000- 10,000-
Minor Arterials 999 l,999 2,999 4,999 9,999 39,999 Total 

State Miles 1,199 2,355 1.224 893 473 115 6.259 
Crash Sites 11 32 5 11 5 2 66 
Comparison Sites 11 32 5 11 5 2 66 
Random Sample Sites 8 24 15 15 12 6 80 

0- 1,000- 2.000- 3,000- 5,000- 10,000-
Major Collectors 999 1,999 2,999 4,999 9,999 19,999 Total 

State Miles 10.932 2,019 602 370 282 59 14 , 264 
Crash Sites 22 4 5 0 l 0 32 
Comparison Sites 22 4 5 0 l 0 32 
RandOlll Sample Sites 82 21 8 6. 7 3 127 

TABLE 3 BIVARIATE CUMULATIVE DISTRIBUTION OF SECTIONS BY CURVATURE AND GRADE 
PERCENTAGES 

Curvature Percentages 

Lower Tail Median Upper Tail 
0.0 0.5 1.0 2.5 5.0 10.0 50 . 0 10. 0 5.0 2. 5 1.0 0.5 0 .0 1111 

0.5 

1.0 A 

Lower 2.5 
Tail 

5.0 c 
Grade 
?ercentages 10.0 

Median (50.0) B D 

10.0 F 

5.0 lil l 

2.5 

Upper 1.0 
Tail 

0.5 

0.0 G 

All 1:1 
In this table, roadway sections are accwnulated from low to high values below median (lower tail) and 
from high to low above median (upper tail). Entries are percentages of all sections with both curvature 
and grade bracketed by the corresponding lower tail (e.g .• P0.5) or upper tail (e.g., UP0.5) percentiles. 
for example: 

A (Curvature< P5.0, Grade< Pl.0), 
B (Curvature ( Pl.O, PlO.O ( Grade< Median), 
c (PlO.O < Curvature < Median, Grade < P5.0), 
D (PlO.O <Curvature~ Median, PlO.O (Grade~ Median), 

E (Curvature< P0.5. UPlO.O { Graoel. 
F (Median< Curvature< UPlO.O, Median< Curvature< UPl0.0), 
G (Pl0.0 <Curvature <- Median, UP0.5 <Grade), -
H (UPlO.O < Curvature). 
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crash sections by curvature and grade was compared with the 
joint distribution of random comparison sections. (Com­
parisons with downstream sections and comparison sections 
were also made but are not discussed here.) This was done by 
taking the base 2 logarithms of the ratios of summed weights in 
corresponding cells. (Use of base 2 logarithms allows quick 
calculation of ratios to within a factor of 2 for order-of-magni­
tude comparisons.) Large (positive) values in the resulting ratio 
table (see Tables 7 and 8) are indicative of more crashes than 
would have been expected on the basis of proportionality to the 
weights in the "denominator" table that correspond to the 
random sections. Large negative values indicate fewer than the 
expected number of crashes. Zero indicates precisely the 
expected number of crashes. In the log ratio tables the cells that 

are marked by a period. The cells in which there were no crash 
sites are marked with a minus sign, and cells in which there 
were no random survey sites are marked with a plus sign. The 
minus sign in the tables is a reminder of an extreme deficiency 
in crash sites and the plus sign is a reminder of an extreme 
excess of crash sites compared with comparison sites. 

Thus, entries in the ratio tables based on travel volume make 
it possible to compare crash rate estimates for travel over roads 
with differing geometries. For example, if a and <p, say, are two 
entries in the same ratio table, then 2b-a is an estimate for the 
ratio of the crash rate per volume of travel corresponding to the 
cell containing <p divided by the crash rate corresponding to the 
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cell containing a. Similar calculations using the ratio table 
based on road miles allow comparisons of crash rates per road 
mile. It should be noted that straight and flat sections tend to be 
underinvolved in crashes. Here both underinvolvement and 
overinvolvement refer to the average, and therefore the overin­
volvement of sections with adverse geometry compared with 
flat and straight sections would be even higher than the numeri­
cal values in the table indicate. 

RESULTS 

The curvature and grade distributions are plotted in Figures 
2-5 on normal probability paper. The estimated percentiles are 
shown on the vertical a.~es a.Tld t..'1e c.orrespondL11g pe.rcenta.ge-s 
are plotted on the horizontal axes. In these figures, the horizon­
tal axes are scaled so that normally distributed data would give 
rise to straight lines. The figures point to marked departures 
from normal distributions, especially for curvature. In inter­
preting these figures, it should be kept in mind that the middle 
positions of the distributions between the 10th and 90th percen­
tile are represented by the 50th percentile only. Because this 
investigation was concerned with the identification of geo­
metrical hazards, the details of the distributions for the normal 
ranges of curvature and grade were not explored. 

Figure 2 presents the curvature distributions for crash sec­
tions, comparison sections, and random sections weighted by 
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FIGURE 2 Probability distribution of curvature values in New Mexico by section type. 
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both road miles and travel volume in New Mexico. The com­
parable distributions for Georgia are given in Figure 3. The 
most remarkable feature of both figures is the evidence for very 
long left tails corresponding to left curves of the crash site 
curvature distributions. For example, for both states none of the 
comparison sites included left curves of lS degrees or sharper 
but about 2 percent of the crash sites did. The differences 
between the right tails of the distributions corresponding to 
right curves are less pronounced, although this effect is still 
clear for the Georgia data. 

Figures 4 and S present the grade distributions for New 
Mexico and Georgia, respectively. As these figures show, sharp 
downgrades were considerably more common at crash sites 
than at any of the other site types in both states, except in 
Georgia where the upstream sites and the crash sites had nearly 
identical grade distributions. 

The joint curvature and grade distributions for crash sites are 
given in Table 4 for both states. Cell percentages based on at 
least 10 sections are marked with an asterisk and have expected 
standard errors less than or equal to about 30 percent of the 
estimate. The joint curvatures and grade distributions for the 
New Mexico random survey sites are given in Table 5 using 
both travel volume and road miles as the weights. These dis­
tributions are presented for Georgia in Table 6. Because the 
cumulative distributions presented in Tables 4-6 are accumu­
lated from the most extreme to the least extreme cases, they can 
be used conveniently for setting priorities for roadside hazards. 
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Tables 7 and S present comparisons between the crash and 
the random survey data. The logarithms of the ratios of the 
corresponding percentages in Table 4a divided by those in 
Tables Sa and Sb are given for New Mexico in Tables 7a and 
7b, respectively; the corresponding log ratios for Goorgia are 
given in Tables Sa and Sb. As in Table 4, cells based on 10 or 
more sections are marked with an asterisk. 

HOW TO SET IMPROVEMENT PRIORITIES 

Tables 4-S and Figures 2-S can be used to assess the impor­
tance of improving road sections that have particular combina­
tions of geometric hazards by using the following four-step 
procedure. (These tables, however, are not intended for direct 
use in states other than Georgia and Nt>w Mexico.) 

1. The rate of overinvolvement of sections with a selected 
combination of curvature and grade is read from Tables 7 and 
s. 

2. The estimated percentage of travel and road miles corre­
sponding to this level of hazard is determined by reference to 
Tables S and 6. 

3. The curvature and grade percentiles are determined from 
Figures 2 through 5. 

4. Table 4 is used to estimate the percentage of fatal rollover 
crashes that would be reduced by correcting the designated 
geometric hazards. 
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FIGURE 4 Probability distribution of gradient values in New Mexico by section type. 

This four-step procedure was applied to New Mexico data 
for sections with curvature and grade at or below the lower tail 
10th-percentile cutoff as follows: 

1. The value of the logarithm (base 2) in Table 7 is 3.9; 
therefore, the overinvolvement is 23.9 = 14.9. This means that 
such sections have fatal rollover crashes about 15 times as 
frequently per volume of travel as do the a'verage road sections. 
The corresponding overinvolvement per mile of roadway is by 
the factor of 4.6 = 22.2. 

2. Table 5 shows that 0.24 percent of the travel volume and 
0.76 percent of the roadway miles are subject to this level of 
extreme geometry. 

3. Figures 2 and 4 show that the 10th percentiles of curva­
ture and grade are about -5 degrees and -4 percent. 

4. Table 4 shows that overall about 3.5 percent of all fatal 
rollover crashes in New Mexico occurred at crash sites of 
similar extreme curvature and grade. 

Applying the foregoing procedure for Georgia did not pro­
duce similarly dramatic results. The overinvolvement rates 
could not be explicitly estimated because there were in fact no 
such extreme sections found among the comparison sites in a 
random sample of 300 sections. However, about 0.4 percent of 
the crash sections did have curvatures sharper than the 10th 
percentile for the curvature distribution (6A degrees left) and 

grades steeper than the 10th percentile for the grade distribution 
(3.3 percent downgr.ade). Thus, eliminating this small number 
of geometrical hazards could be expected to reduce fatal 
rollover crashes by about one-half of 1 percent. 

Roadway sections in Georgia with extreme left curves with 
slight downgrades are of more concern. 

1. Sections with curvature below the 10th percentile and 
grade over the 10th percentile but below the median were 
overrepresented by a factor of 18.4 = 24.2 in terms of travel 
volume (Table 8a) and by a factor of 55.7 = 2,5.8 in terms of 
road miles (Table 8b). 

2. Only about 0.25 percent of all travel on only about 0.08 
percent of all roads occurred at these extremely hazardous sites 
(Table 6). 

3. The 10th percentile of the curvature distribution was -6.4 
in Georgia (Figure 3). The 10th and 50th percentiles of the 
grade distributions were -3.3 and -0.5 percent (Figure 5). 

4. These sections accounted for about 4.6 percent of all fatal 
rollover crashes (Table 4). 

As these comparisons between sets of data on fatal rollover 
crashes in New Mexico and in Georgia show, severe curvature 
and severe grade may have substantially different relative 
effects on these events in different states. Part of the New 
MeJCico road system is at very li..igh e-levations and severe 
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FIGURE 5 Probabillty distribution of gradient values in Georgia by section type. 

grades appear to be a significant factor in many of the fatal 
rollover crashes there. Georgia is generally of lower elevation 
and severe grades tend to be less important than severe curves. 
It is probable that each state or geographical region in the 
United States has its own unique distribution of curvature and 
grade problems related to fatal rollover or, more generally, fatal 
single-vehicle crashes. The procedure for setting priorities out­
lined below is based on the assumption that data bases similar 
to those assembled in Georgia and New Mexico can be 
developed for analyses. In the absence of such a data base, 
some weighted combination of the data from New Mexico and 
Georgia could be selected to describe the situation in other 
regions. 

This procedure was designed to be both practical and rela­
tively cost-effective. To be practical a procedure must generate 
candidate sites for improvement in sufficient numbers to allow 
allocation of available funds. However, it is not necessary to 
assign priorities to all parts of the roadway all at once. Sys­
tematic surveys of all geometric features throughout the state 
may result in a wasteful allocation of resources because such 
surveys can be costly even when they identify the right kind of 
candidate sites. 

For the procedure to be cost effective, only candidate sites 
with very high rates of overinvolvement should be included in 
the list of proposed improvements and only limited funds and 
effort should be spent on sites with less than extreme rates of 

overinvolvement. However, in most states the variation in crash 
involvement rates due to curvature and gradient is not known. 
Therefore, the definition of what constitutes overinvolvement 
in a given state and the selection of sites for proposed improve­
ment need to be carried out at the same time, at least at the 
outset. Thus the basic steps toward a cost-effective allocation 
of roadway improvement, described below, will need to be 
performed repeatedly. Although the preparation of an opera­
tional plan is beyond the scope of this paper, a description of 
the basic steps needed for a cost~effective allocation of road­
way improvement funds is provided. 

In this paper, overinvolvement rates were compared in terms 
of miles traveled and in terms of road miles. Although dif­
ferences between the two measures may exist, they tend to be 
more of degree than of kind In any case, the final choice of 
improvement projects cannot be made without reference to 
their estimated reduction in risk. Consideration of these factors 
was, however, outside the scope of this study. 

A cost-effective allocation of roadway improvement funds 
should involve the following steps. 

• Collect a geometric inventory of short roadway sections 
that includes potential candidates for improvement. Only sec­
tions with very adverse geometry (e.g., curvature and grade 
above some locally chosen thresholds) need to be included in 
the inventory. 



TABLE 4 BIVARIATE CUMULATIVE DISTRIBUTION OF CRASH SECTIONS BY CURVATURE AND GRADE 
PERCENTAGES: NEW MEXICO VERSUS GEORGIA 

0.0 

0.5 

Lower 1.0 
Tail 

2.5 

Grade 5.0 
!'ercentages 

10.0 

Median (50.0) 

10.0 

5.0 

2.5 
Upper 

1.0 Tail 

0.5 

0.0 
All 

0.0 

0.5 

1.0 
Lower 
Tail 2.5 

5.0 
Grade 
P!!'C~!l_!!9!1!! 10.0 

Median (50.0) 

10.0 

5.0 

2.5 

~ 1.0 
Tail 

0.5 

0.0 
ALL 

Curvature Percentages 

Lower Tail Median 
0.5 1 0 2.5 5.0 10.0 50 . 0 10.0 

o.oo o.oo o.oo o.oo o.oo 0.00 o:oo 

o.oo 0.27 0.27 O.Z7 0.27 0.00 o.oo 

0.27 0.82 0.82 O.Bl o.e2 0.55 o.oo 

0.27 0.82 0.82 0.8Z 1.37 1.91 0.27 

o.i; u.a• u.02 3.~~· ., .::.::• ~ cc 

""·~· 
~.-....., U•..J.J 

0.00 0.00 1.09 3.01 4.92• 15.57. 15.30* 

0.00 o·.oo 0.55 0.55 1.37 16.39. 20.49* 

o.oo o.oo o.oo o.oo · 0.00 4.64. 3.83* 

o.oo o.oo 0.00 o.oo o.oo 2.73 l. 37 

o.oo 0.00 o.oo o.oo o.oo 1.37 0.27 

0.00 0.00· o.oo 0.00 o.oo 0.00 o.oo 

o.oo 0.00 O.OQ o.oo o.oo 0.00 o.oo 

0.27 0.82 2.46 4.92• 9.84• 40.16* 40.16* 

See text and Table 3 for interpretation of this table. 

*Percentage based on ten or more crash sections. 

Q_,_ __ Geocc ia 

Curvature Percentagee 

Lower Tail Median 

Upper Tail 
5.0 2.5 1..D . 

0.27 0.27 0.27 

0.5!1 0.55 0.55 

l.09 0.82 0.55 

' l.37 1.09 0.82 

~.19 l.6~ o.e2 
4.37* l.37 0.27 

1.91 1.09 0.55 

1.37 0.82 O.Bl 

0.82 0.82 0.82 

0.82 0.82 0,82 

0;82 0.82 ' 0.82 

u.z7 0.27 ii.27 

9.84* 4. 92 * 2.46 

Upper Tail 
0 5 l 0 2 5 5 0 10 0 50 0 10 0 5 0 2 5 l 0 

o.oo o.oo o.oo o.oo o.oo 0.00 0.21 o.u 
o.oo o.oo 0.00 o.oo . o.oo 0.21 0.42 o.u 

o.oo 0.00 o.oo o.oo o.oo 0.63 1.47 o.u 

0.00 o.oo o.oo o.oo o.oo 1.68 2.52• 0.63 

o.oo . o.,oo o."oo o.oo o.u 4. 40* 3.56• 1.47 

0.21 0.63 1.05 2.10* 4.61* 6. 77• 14.88• 3.98• 

0.00 0.00 0.63 1.68 3.35* 4.88* 18 . 56'' 3 .14. -· 0.21 0.21 0.63 l.05 l.'7 . 3.98* 3.14. l,H 

0.21 o.:n 0.63 1.05 1:47 1.05 1.05 1.2fl 

o.oo o.oo 0.21 o.u ~ o.u 0.63 0.63 0.21 

o.oo 0.00 o.oo o.oo o.oo 0.63 0.21 o.oo 

o.oo 0.00 o.oo 0.00 o.oo 0.42 0 . 00 o.oo 
0.42 0.84 2.3.l' 4.82* 9.85• 40. 04• 40.25• 9.85* 

1See text and Table 3 for interpretation of this table. 

*Percentage based on ten or more crash sections. 

0,21 o.oo 
0.21 o.oo 
0.21 0.00 

o.u o.oo 
o.u 0.21 

2.31 1.26 

). 05 0.63 

O.H 0.21 

0.84 0.21 

o.oo o.oo 
o.oo o.oo 

o.oo o.oo 
4.82• 2.31• 

0.11 n D All 

0.27 0.00 0.27 

o.;n 0.00 0.82 

b.27 o.oo 2.46 

0.27 . o.oo 4.92* 

0.21 o.oo 9.!!4* 

o.oo 0.00 40 .16* 

0.00 0.00 40.16* 

0.55 0.27 9.84* 

0.55 0.27 4.92* 

O.!l!I 0.27 2.46 

0.55 0.27 0.82 

o.oo ii.OD 0.27 

0.82 0.27 100.00 

0 5 0 0 All 

o.oo 0.00 0.42 

o.oo o.oo 0.84 

o.oo o.oo 2.31* 

o.oo o.oo 4.82* 

0.21 0.21 9.85* 

0.42 0.00 40. 25. 

0.21 0.21 40. 04. 

o.oo . o.oo. 9. 85. 

o.oo o.oo 4. 82. 

o.oo o.oo 2 .31. 

o.oo o.oo O.R4 

o.oo o.oo 0.42 

0.84 0.42 100.00 



TABLE 5 BIVARIATE CUMULATIVE DISTRIBUTION OF RANDOM SURVEY DATA IN NEW MEXICO BY 
CURVATURE AND GRADE PERCENTAGES: NEW MEXICO VERSUS GEORGIA 

a. Tra•1el Volwne 

Curvature Percentages 

Lower Tail Median Upper Tail 
o.o 0 5 l 0 2 5 5 0 10 0 50 0 10 0 5 o 2 5 i a 0 5 0 0 All 

0.00 o.oo 0,00 o.oo o,oo 0.00 0.00 o.oo o.oo o.oo o.oo o.oo 0.00 
0.5 

o.oo o.oo o.oo o.oo o.oo 0.00 0.00 o.oo o.oo o.oo o.oo o.oo 0.00 
1.0 

o.oo o.oo o.oo OiOO o.oil 0.00 0.00 o.oo o.oo o.oo o.oo o.oo 0.00 
Lower 2.5 
Tail o.oo o.oo O.QO o.u o.u 0.74 0.00 o.~• 0.34 0,00 o.oo o.oo 1.20 

5.0 
<,;rade o.oo o,oo o.oo 0,12 ' 0.24 1.25 0.07 o. 711 0.66 0.33 O.H O.H 2.34 
Percenta es 10.0 

0.00 0.00 0.00 0.00 0.50 18.31 7.06 1.82 0.82 0.51 0.26 0.26 27.69 
Median (50.0) 

o.oo 0.00 0.00 0.24 0.36 34.90 16.49 1.69 1.01 0.38 0.00 0.00 53.44 
10.0 

0,00 o.oo o.oo 0.47 O.H 10.06 4.31 1.91 Q,85 o.n o.u 0.12 16.54 
5.0 

o.oo o.oo o.oo 0;311 ·o.n 5.76 2.40 l•H 0,711 o.n o.u o.u 9.89 
2.5 . 

0.00 o.oo o.oo o,u o.u 2.28 1.26 0.111 0.!14 o.u o.u 0.12 4.64 
l!E.12!! 1.0 
Tail o.oo o.oo o.oo 11.n 0.33 1.12 0.65 0.12 o.u 0.12 o.u 0.12 2.22 

0.5 
o.oo o.oo 0.00 o.oo o.oo 0.82 0.26 o.u 0.12 o.u 0.12 o.u 1.20 

o.o 
ALL 0.00 0.00 0.00 0.83 1.68 64.52 27.93 5.87 3.33 1.68 0.52 0.52 100.00 

See text and Table 3 for interpretation of this table . 

b. Road Miles 

Curvature Percentages 

Lower Tail Median Upper Tail 
o.o 0 5 l 0 2 5 5 0 10 0 50 0 10 0 5 a 2 5 l o a 5 0 0 1111 

0.5 
0.00 0.00 o.oo o.oo 0,00 0.00 0.00 o.oo 0.0'0 o.oo 0.00 "' o.oo 0.00 

o.oo 
1.0 

o.oo o.oo 0.00 o.oo 0.00 0.00 o.oo o.oo o.oo o.oo o.oo 0.00 

Lower 0.00 
Tail 2.5 

o.oo o.oo o.oo o.oo 0.00 0.00 0.00 o.oo o.oo o.oo o.oo o.oo 

5.0 
0,00 o.oo o.oo 0.38 0,38 0.53 0.08 0.26 0.26 o.oo 0.00 0.00 1.25 

Grade 
!'ercentages 10.0 

o.oo o.oo o.oo 0.38 0.76 1.03 0.30 1.33 0.96 0.70 0.10 0.10 3.42 

Median (50.0) 
o.oo 0.00 9.00 0.00 1.24 17 .97 7.90 2.76 0.88 0.60 0.53 0.53 29.88 

0.00 0.00 0.00 0.07 0.44 30.22 12.41 2.96 1. 83 0.86 0.00 0.00 46.02 
10.0 

5.0 
0.00 o.oo o.oo Q.85 1.23 11.59 5.60 :a.26 2.16 1.U 0.38 0.38 20.68 

0.00 o.oo o.oo 
2.5 

o.i1 0.8!5 6.76 2.39 a.oa 1.94 1.51 0.38 0.38 12.02 

0.00 o.oo o.oo 0.32 0,70 3.74 1.27 1.2!1 1.18 0.76 0.38 0.38 6.96 
~ 1.0 
Tail o.oo o.oo 

0.5 
o.oo o.u o. 70 . l. 48 0.48 0.38 0.38 0.38 0.38 0.38 3.04 

0.00 o.oo o.oo o.oo 0.00 0.87 0.00 0.38 0.38 0.38 0,38 0.38 1.25 
0.0 
ALL 0.00 0.00 0.00 l.30 3.67 60.81 26 . 20 9.31 5 . 82 3. 67 1.01 l. 01 100.00 

See text and Table 3 for interpretation of this table. 



TABLE 6 BIVARIATE CUMULATIVE DISTRIBUTION OF RANDOM SURVEY DATA IN GEORGIA BY 
CURVATURE AND GRADE PERCENTAGES: TRAVEL VOLUME VERSUS ROAD MILES 

a. Travel Volume 

Curvature Percentages 

Lower Tail Median Upper Tail 
o.o a 5 l 0 2 5 5 0 10 0 50 0 10 0 50 25 10 a s 0 0 All 

0.00 o.oo o.oo o.oo o.oo 0.00 a.ao o.oo 0.00 0.00 o.oo o.oo a.ao 
0.5 

o.oo 11.00 o.oo o.oo o.oo 0.00 0.00 0,06 0.06 0.06 o.oo o.oo 0.06 
l.O 

Lower o.oo o.oo o.oo D.00 o.oo 0.11 0.27 0.06 0.06 0.06 o.oo 0.00 a.44 
Tail 2.5 

o.oo o.oo o.oo 0.00 .o.oo 1.22 0.58 0.08 0.06 0.06 o.oo o.oo l.86 
5.0 

Grade 
Pereentages la.a 

o.oo o.oo o.oo o.oo o.oo 3.15 1.22 0.22 0.22 0.06 o.oo 0.00 4.59 

0.00 0.00 0.00 0.00 0.25 21. 94 10.33 0.67 0.30 0.17 0.06 0.00 33.20 
Median (50.0) 

o.ao o.oa o.ao 0.06 0.24 33.70 16.98 0.73 0.00 o.oa 0.00 0.00 51.65 
10.0 

o.oo 0.00 o.oo 0.11 0.26 6. 71 3.04 0.53 0.25 o.oo o.oo o.oo 10.57 
5.0 

o.oo o.oo o.oo 0,06 0.22 2.94 1. 21 0.22 o.oo o.oo o.oo o.oo 4.59 
2.5 

o.oo o:oo o.oo 0.06 0.06 1. 98 0.34 o,n o.oo o.oo o.oo 0.00 2.54 
Upper 1.0 
Tail o.oo o.oo o.oo 0.06 0.06 0.11 0.00 o.oo o.oo o.oo o.oo b.oo 0.17 

0.5 
0.00 o.oo o.oo 0.00 o.oo a.aa a.oa o.oo 0.00 o.oo 0.00 0.00 o.oa 

a.a 
ALL a.aa a.ao o.aa 0.17 a.77 65.51 31.57 2.15 0. 77 a.23 0.06 o.ao 100.aa 

See text and Table 3 for interpretation of this table. 

b. Road Miles 

Curvature Percentages 

Lower Tail Median Upper Tail 
a.a 0 5 l 0 2 5 s a 10 a so a io a 5a 25 1.0 0 5 0 0 All 

0.5 
0.00 o.oo o.oo o.oo o.oo o.aa 0.00 o.oo 0.00 o.oo o.oo o.oo a.ao 

o.oo 
1.0 

o.oo o • .oo 0,00 0.00 o.aa o.ao 0.28 0.28 0.28 o.oo 0.00 a.28 

Lower 
Tail 2.5 

o.oo 0.00 o.oo o.oo o.oo a.55 a.40 0.28 0.28 0.28 o.oo o.oo 1.23 

5.0 
o.qo o.oo o.oo o.oQ o.oG 1.12 1.38 0.28 0.28 0.28 o.oo 0.00 2. 77 

Grade 
Percentages la.a 

o.oo o.oo o.oo o.oo o.oo 3.21 2.66 o.u o.n 0.28 o.oo 0.00 6.30 

a.oo 0.00 0.00 0.00 0.08 17.99 11.13 1. 31 l.03 0.83 0.28 0.00 30.51 
Median (5a.a) 

a.oa o.aa o.oa 0.28 0.75 32.30 16.26 1.23 0.00 a.oo o.ao o.ao 50.55 
10.a 

~ 

5.a 
o.oo Q.00 0.00 O.H o. 71 7.29 3.85 0.80 0.08 0.00 o.oo c.oo 12.64 

o.oo o.oo o.oo 0.28 o.u 3.54 1.89 0,44 0.00 0.00 0.00 o.oo 6.30 
2.5 

~ 1.0 
o.oo 0.00 0.00 o,28 0.28 2.46 0.84 0.16 o.oo a.OD o.oo o.oo 3.74 

Tail o.oo 0.00 o.oo 0.28 0.28 0.55 0.00 o.oo o.oo o.oo o.oo 0.00 0.83 
0.5 

o.oo 0.00 o.oo 
a.a 

o.oo Q.00 0.00 a.oo 0.00 o.oo o.oo o.oo o.oo o.oa 

ALL a.ao a.oo 0.00 0.83 l.54 6a.79 33.89 3. 77 l.54 1.11 0.28 a.oo 100.0a 

See text and Table 3 for interpretation of this table. 



TABLE 7 LOGARITHM OF TIIE RATIO OF THE BIVARIATE DISTRIBUTIONS OF CRASH AND RANDOM 
SEGMENTS IN NEW MEXICO BY CURVATURE AND GRADE PERCENTAGES: TRAVEL VOLUME VERSUS 
ROAD MILES 

o.o 

0.5 

1.0 
Lower 
Tail 2.5 

5.0 
Grade 
Percentages 10.0 

Median (50.0) 

10.0 

5.0 

2.5 

Upper l.O 
Tail 

0.5 

0.0 
ALL 

o.o 

0.5 

1.0 
Lower 
Tail 2.5 

5.0 
Grade 
P8rCiintages 10.0 

Median (50.0) 

10.0 

5.0 

2.5 

~ 1.0 
Tail 

0.5 

0.0 
ALL 

a. Travel Volume 

Curvature Percentaqee 

Lower Tail Median Upper Tail 
0 5 l 0 2 5 5 0 10 0 50 0 10.0 5 0 2 5 1 0 0 5 0 0 All 

. + + + + + 
-· 

+ + + + . + + + + . 
+ + + + + + + + + + + 

-
+ + + 1.1 3.!I l.4 + 1.0 1.7 t + j 2.0 * 

+ + + J,11 •••• l.5* 3.0 1.9 i.1 i.1 l.Q - 2.1 * 

+ + 3.3 * -0.2* 1.1* l.3* 0.7 -0.9 - - 0.5 * 

+ 1.2 1. 9 -1.l* 0.3* 0.2 0.1 0.5 -0.4 * 

- - -l.l* -0.2* .., .. -o.o 0.1 J.2 1.2 -0. 7 * 

- - -l. l* -0.8 -0.6 0.1 o.e 2.2 l.a -1.0 * 

- .- -0 . 7 -2.2 0,1 0.6 11.1 2.:1 1.2 -0.9 

- - - - 2.1 . a.a z.e 2.2 1.2 -l.4 

- - 1,2 1.2 1.2 - - -2.l 

+ +· + 2.6 2.5 -0.7 0.5 0.7 0.6 0.5 0.7 -0.9 0.0 

Table a (b) is based on Table 4.a and Table 5.a (5.b). 
See Text and Table 3 for the interpretation of this Table. 
Entry in Tables is "." if both numerator and denominator were 0, entry is "+" if denominator was zero 
and it is 11

-
11 if numerator was zero. 

*Percentage based on ten or more crash sections. 

b . Road Miles 

Curvature Percentages 

Lower Tail Median Upper Tail 
0 5 l 0 2 5 5 0 10 0 50 0 10 0 5 0 2.5 1.0 0 5 0 0 All 

. . + + + + + 

+ + ... + + + ... + + 

+ + ... + + + + + + + + 

+ + + 1.1 1.9· 1 . 8 l. 7 2.t 2.1 + + 2.0* 

+ + + 1, t a.a• l.5. 1.9 0.7 0.1 o.a 1,t - 1.5* 

+ + 2 .o* -0 . 3 * 1.0 * o. 7 * 0.6 -l.l - - 0.4* 

+ 3.1 l.6 -0. 9 * 0. 7* -0.6 -0.7 -0.7 -0.2* 

- - -l.O * -l.O * -0.7 -l.t -0.t O.!I -0.!I -1. l * 

.. - - -l.2 * -l. l -1.3 -1.J -o.t O.!I -0.!i -1.3* 

- - -1.8 -1.2 -0.1 -0,!I 0.1 0,11 -0.!i -1.5 

- ..., - ,,. 1.1 1.1 1.1 0,!I -0.!I -l.9 

- -0.5 -0.5 -0.!I - - -2.2 

+ + + l. 9* 1.4* -0 . 6 * 0.6 * 0.1 * -0.2 * -0 . 6 -0.3 -i.9 0.0 

Table a (b) is based on Table 4.a and Table 5.a (5,b). 
See Text and Table 3 for the interpretation of this Table. 

39 

Entry in Tables is "." if both numerator and denominator were 0, entry is "+" if denominator was zero 
and it is 11

-
11 if nwnerator was zero. 

*Percentage based on ten or more crash sections. 



TABLE 8 LOGARmIM OF THE RATIO OF THE BIVARIATE DISTRIBUTIONS OF CRASH AND RANDOM 
SEGMENTS IN GEORGIA BY CURVATURE AND GRADE PERCENTAGES: TRAVEL VOLUME VERSUS ROAD 
MILES 

o.a 

0.5 

1.0 
Lower 
Tail 2.5 

5.0 
Grade 
0.-. ............... ~ ... ,..IOIO 10.0 ·~~· ...... '::!! ...... 

Median (50.0) 

10.0 

5.0 

2.5 

1}1>£!! 1.0 
Tail 

2.5 

0.0 
l\LL 

0.0 

0.5 

1.0 
Lower 
Tail 2.5 

5.0 
Gra!!£ 
Percen"'~ 10 . 0 

Median (50.0) 

10.0 

5.a 

2.5 

~!: I.a 
Tail 

0.5 

a.a 

l\LL 

+ 

+ 

+ 

+ 

a. Travel Volwne 

Curvature Percentages 

Lower Tail Median Upper Tail 
0 5 l 0 2 5 5 0 10 0 50 0 10 0 5 0 2 5 l 0 0 5 o.o 1\11 

. . + + + + 

+ ·+ 1.1 l.11 - 3 . 9 

. . 2.5 2.4 1.1 1.11 - 2.4 * 

0.5 2.1* J;!I 2,11 - 1.4. 

•• . + 0.5. 1.5* 2,7 l.!I 1.11 + + i.1 * 

+ + + • 4.2 • -0.4 * 0.5* 2.6* 3.0 2.9 2.9 0.3· 

+ 4.9 3.8. -1.2. 0.1* 2.1• + + + + -0.4 * 

+ + 3.2 2.4 -o.8* o.o* i.a 1.7 + -0.1 * 

+ + 4.2 2.7 .. l.5 -a.2 2,!I + + . 0.1 * 

* + 2.'11 3.9 -l. 7 0.9 0.3 -0.l 

- - 2.5 + 2.3 

+ 99.9 

+ + * 4.8* 3. 7 * -0.7 * 0.4 * 2.2 * 2. 7 * 3.3 * 3.9 * + 0.0 

Table a (b) is based on Table 4.b and Table 6.a (6.b). 
See Text and Table 3 for the interpretation of this Table. 
Entry in Tables is "." if both nwnerator and denominator were a, entry is "+" if den9minator was zer• 
and it is 11

-
11 if nWTlerator was zero. 

*Percentag~ based on ten or more crash sections. 

+ 

+ 

+ 

+ 

b. Road Miles 

Curvature Percentages 

Lower Tail Median Upper Tail 
0 5 1 0 2 5 5 0 10 0 50 0 10 0 5 0 2 5 1 0 0 5 0 0 1\11 

+ + + + 

+ -0.4 -0.4 - 1.6 

0.2 l. 9 -0.4 -0.4 - 0.9 * 

0.9 0.6* 1.2 0.6 - 0.8. 

+ o. 7 * 0.1• 1.8 0.5 -0.4 + + 0.6. 

+ + + * 5 . 8 * -0. l * 0.4 * 1.6• 1.2 0.6 O.b 0.4. 

+ 2.6 2.2 -1.l. 0.2 * l.4• + + + + -0.3. 

+ + 0.9 1.0 -1.0 * -0.1 * 0.7 3.4 + -0.4. 

+ + l.9 l.8 -1.5 -1.2 1.5 + + -0.4. 

+ 0.6 1.6 -1.6 -1.0 0.4 -0. 7 * 

- - 0.6 0.0 

+ + 

+ + * 2.s• 2. 7 * -0.6 * 0.2 * 1.4 * 1.6 * l.l * 1.6 * + o. o 

Table a (b) is based on Table 4.b and Table 6.a (6.b). 
See T~xt and Table 3 for the interpretation of this Table. 
Entry in Tables is "." if both nwnerator and denominator were 0, entry is "+" if denominator was zero 
and it is 11

-
11 if nWTierator was zero. 

xpercentage is based on ten or more crash ~ectlun~. 
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• Collect geometric data on crashes that have occurred at 
sites with adverse geometry. Prepare the local version of the 
ratio tables (cf. Tables 7 and 8) for estimating overinvolvement. 

• Define types of candidate sites in terms of the extent of 
overinvolvement. These should include all sites with extremely 
adverse geometries such as those marked with a positive sign 
(+) in the ratio tables. It is probable that most states will have 
large numbers of sites with estimated overinvolvement rates in 
excess of 10 or more or even 50 or more. 

• Identify individual candidate sites for improvement. This 
master list could include sites of single-vehicle crashes, not 
necessarily fatal ones only, with sufficiently adverse geometry 
as well as sites with adverse geometry but no crashes. 

SUMMARY AND RECOMMENDATIONS 

Survey data on curvature and grade collected at crash and 
comparison sites in the states of New Mexico and Georgia were 
analyzed. The results showed that road sections with extreme 
geometry were far more common at the locations of fatal 
rollover crashes than at comparison sites. Numerical values for 
the extent of crash overinvolvement for sections with the most 
extremely adverse geometries could not be assigned because 
such sections were simply not found in the randomly chosen 
comparison samples, although 300 comparison sites had been 
surveyed in both states. However, such sites were overinvolved 
by a factor of 50 for some of the most extreme combinations of 
curvature and grade values in both states. The results also 
showed that the relative roles of extreme curvature and grade in 
causing fatal rollover crashes could vary between states, possi­
bly because of differences in terrain or other factors. Specifi­
cally, although sharp left curves and steep downgrades were 
found to be more common at crash than at comparison sites in 
both states, the prevalence of steep downgrades at crash sites 
was greater in New Mexico than in Georgia. Because such 
differences in the relative roles of these factors are likely to be 
found in other states as well, no attempt was made to define an 
absolute priority scheme for hazard identification. Each state or 
geographic region should develop its own cost-effective set of 
priorities for hazard identification following the procedure out­
lined earlier. 

Data for comparisons of bivariate curve-grade distributions 
at crash sites and at representative comparison sites may be 
available from construction plans or photologging surveys or 
could be routinely collected as part of existing state highway 
programs (e.g., maintenance or planning) that involve person­
nel already out in the field. The curvature and grade charac­
teristics should be collected for known crash sites as well as for 
randomly selected sites representative of the state road system. 
Roadway sections included in the Highway Performance 
Monitoring System (HPMS) might be used to generate the 
bivariate distributions for representing the state's roadway sys­
tem (16). However, because current data requirements for these 
sample sections do not allow for direct association of curve and 
grade on a specific roadway, the geometric data would have to 
be reanalyzed to construct the actual curve-grade bivariate 
distribution. 

In addition to adverse vertical and horizontal alignments, 
inadequate superelevation was also shown to be associated 
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with the incidence of fatal rollover crashes (17). This suggests 
that the bivariate curve-grade distribution recommended in the 
present paper for the identification of geometric hazards could 
be further improved by the incorporation of measures of super­
elevation deficiency. However, road sections with ~e most 
adverse vertical and horizontal alignments are extremely over­
involved in fatal rollover crashes and rate already high pri­
orities for improvements regardless of their superelevation. In 
any case, the currently recommended design limits for super­
elevation rates preclude the adequate banking of curves 10 
degrees or sharper for typical travel speeds (17). In states with 
primarily level terrain, very sharp curves are likely to be 
infrequent and, correspondingly, the role of superelevation is 
likely to be greater in causing fatal rollover crashes. Such states 
should appropriately modify the procedure recommended for 
hazard identification in this paper to include superelevation in 
their priority scheme from the outset. It is also recommended 
that all states collect data on superelevation deficiencies at the 
sites where curvature and grade are surveyed so that the current 
recommendations could be further refined in the future. 

The present study has shown that extreme roadway geometry 
can raise the likelihood of fatal rollover crashes, and probably 
of all fatal single-vehicle crashes, by up to a factor of 50 or 
higher. Although the identification of specific measures for 
reducing the hazards at such sites was beyond the scope of this 
work, it is clear that improvements should be targeted to sites 
with such extreme risks. 
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Evaluation of Opportunity-Based Accident 
Rate Expressions 
MARK PLASS AND WILLIAM D. BERG 

Recent development of opportunity-based accident rate 
expressions provides a potentially more sensitive set of Indica­
tors for use In safety studies. A compa:rtson and evaluation of 
conventional versus opportunity-based accident rate expres­
sions was undertaken for a set of SO case study signalized 
Intersections in Broward County, Florida. The effect of level of 
aggregation of the exposure data was examined, as well as 
differences In the rating of intersections by degree of hazard. It 
was found that hourly traffic volume counts may be necessary 
for reliable estimation of opportunity-based exposure levels 
and that the use of opportunity-based accident rate measures 
will yield significantly different hazard rankings compared 
with conventional accident rate expressions. I.ssut!s rt!laling lu 
exposure-based versus conflict-based opportunity expressions 
are also discussed. 

The use of accident rates is a commonplace but not necessarily 
unbiased method of analyzing hazardous roadway locations. 
Typically, an accident rate is defined as either the total number 

M. Plass, City of Green Bay, City Hall, 100 N. Jefferson Street, Green 
Bay, Wis. 54301. W. D. Berg, Department of Civil and Environmental 
Engineering, 2206 Engineering Building, University of Wisconsin, 
Madison, Wis. 53706. 

of accidents per million vehicle miles or the total number of 
accidents per million entering vehicles. The first measure 
would apply to roadway segments, whereas the second is used 
at specific locations such as intersections. 

Although these rate expressions are easily calculated, 
because of aggregation effects, it is not clear that they accu­
rately reflect the true degree of hazard. In both formulations, 
number of accidents is expressed as the sum of all accidents 
that have occurred at a given location over a specified time 
period. Locations such as intersections often have predominat­
ing types of accidents, the existence of which is not apparent 
because of this aggregation. In addition, the rate formula for 
intersections uses total entering vehicles and thus does not 
account for possible correlation between specific accident types 
and certain combinations of vehicular movements. Reality is 
therefore lost by the implied assumption that all entering vehi­
cles have an equal probability of being involved in any type of 
accident. 

Recent work by Council et al. (1) has resulted in the specifi­
cation of a set of opportunity-based accident rate expressions 
that account for the correlation between accident type and 
vehicle movement. The opportunity-based accident rate differs 
from the conventional rate in that the number of opportunities 
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for a given type of accident to occur is used as the exposure 
measure rather than total number of entering vehicles. An 
opportunity consists of the presence of certain prerequisite 
conditions related to vehicle speeds and relative positions. 
Without these conditions, the opportunity and therefore the 
likelihood of a given type of accident do not exist. 

Although the work by Council et al. produced a complete 
specification of opportunity-based accident rate expressions, no 
evaluation was made of the impact of their application to 
hazardous location identification, countermeasure develop­
ment, or before-and-after studies. The research reported here 
was undertaken with the objective of performing such an eval­
uation (2). In addition, a second objective was to assess the 
impact of the level of aggregation used in the calculation of the 
traffic flow parameters. This is an important issue in terms of 
the amount of data that is necessary to reliably estimate the 
exposure levels. The scope of the study was limited to sig­
nalized intersections. 

REVIEW OF OPPORTUNITY-BASED ACCIDENT 
RATE EXPRESSIONS 

The opportunity-based accident rate expressions (1) are derived 
using an assumed four-leg intersection (Figure 1). For each of 
four approaches (i =A, B, C, and D), an entering fl.ow rate <Ji) 
and an approach speed (vi) are specified. Also recorded are the 
respective approach widths, Wac and W bd (opposite approaches 
are assumed lo have equal widths so that wa =WC and wb = 
W tJ), and the overall area of influence of the intersection (L). 

FIGURE 1 Schematic layout of Intersection 
referred to by opportunity equations. 

Single-Vehicle Accident Opportunities 

A single-vehicle accident is one in which a vehicle runs off the 
road or strikes a fixed object, or both. The condition that 
constitutes the opportunity for this type of accident to occur is 
the presence of a single vehicle within the defined limits (L) of 
the intersection. The number of opportunities (0 .rv> at a four-leg 
intersection during a period of time T is equal to the total 
number of vehicles entering the intersection. The opportunity 
equation takes the form 

(1) 

where Tis the time period and Ji is the total entering fl.ow rate 
on approach i. 
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Rear-End Accident Opportunities 

A rear-end accident occurs when a moving vehicle strikes a 
stopped or slowed vehicle from behind. The opportunity for 
this type of accident consists of two conditions: two vehicles 
traveling in the same direction and both vehicles simul­
taneously within the limits of the intersection. The opportunity 
equation predicts the number of such pairs of vehicles during a 
given time period T through the use of a probability distribution 
function. The distribution function determines the proportion 
of vehicle headways less than the limits of the intersection L. 
The number of opportunities during time period T on approach 
i is equal to 

Ok = Tl( 1 - exp [-(f JV';)L]} (2) 

where vi = VjL/(L + "t-9 and di is the delay experienced by 
vehicles on approach i because of the signal. 

Head-On Accident Opportunities 

A head-on accident is one in which a vehicle strikes a stopped 
or moving vehicle that is traveling in the opposite direction, 
including left-turning vehicles. The opportunity for this type of 
accident consists of two conditions: two vehicles traveling in 
opposite directions and both vehicles simultaneously within the 
limits of the intersection. The opportunity equation predicts the 
number of vehicles traveling in the opposite direction met by 
an average vehicle on a given approach during both the red and 
green portions of the cycle for that approach. Opportunity 
equations are developed for both pairs of approaches (AC and 
BD as shown in Figure 1). The equation for the pair of 
approaches AC is 

On= (Tlaf J7200fto1) ifbd [(2clbJl101)l 

+ (h + Wb..P [(v: + va)lvav:] + [(2h + Wb..Plval 

+lac [c(fbd/1101)] + 3[(2h + Wbd)/v]} (3) 

where 

ftot = fa + db +le + fd, 
lac= fa+ le• 
fbd =lb+ fd, v: = average velocity of a vehicle that has accelerated 

from zero at the stop bar, 
c = cycle length, and 
h = length of intersection approach. 

The opportunity equation for the pair of approaches BD has the 
same form as that for approaches AC. The total number of 
opportunities for the intersection is obtained by adding the 
equations for each pair of approaches. 

Angle Accident Opportunities 

Angle accidents involve vehicles traveling at right angles to 
one another that collide within that part of the intersection 
bounded by the stoplines of each approach. In this case there 
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are two conditions that make up the opportunity: two vehicles 
traveling at right angles to one another, and both vehicles 
simultaneously within the area bounded by the stoplines of 
each approach. Flow products corresponding to perpendicular 
approaches <f Jb• fife• etc.) are used as an estimate of the 
number of pairs of vehicles that could be involved in an angle 
collision. The sum of these products, representing an estimate 
for the entire intersection, is multiplied by an estimate of the 
percentage of vehicles on each approach that simultaneously 
pass through the intersection on either a green or red light. This 
product is then multiplied by an estimate of how long vehicles 
remain within the area of the intersection. This estimate uses 
average vehicle speeds to account for those vehicles passing 
through the intersection on a green or yellow light and those 
accelerating from a stop. The longer a vehicle takes to pass 
through the area of angle accident opportunities, the longer it 
has the opportunity to be involved in an angle accident. The 
opportunity equation is 

OA = T/5280{[(WaJvt) 

+ (Wbd/v:)](JJb + fi/c)(Pg/rb+ PrPg)J (4) 

where v~ = [vJa + 0.83(WiJb)li2]/(fa + fb) and vb= [vifb + 
0.83(W Ja)l/2]/(fa + fb). Pg. and Pr . are the decimal percent­
ages of vchfoles on approach i entedng the intersection during 
the green and red intervals, respectively. 

Sideswipe Accident Opportunities 

Jn a sideswipe accident one of two vehicles traveling in the 
same direction in adjacent lanes encroaches on the other vehi­
cle's lane, which leads to a collision. The conditions of oppor­
tunity for a sideswipe accident are two vehicles in adjacent 
lanes simultaneously within the intersection as defined by L 
and portions of the vehicles being side by side. An estimate for 
each approach of such pairs moving through the intersection 
during the green phase is made, and the number of pairs that 
form during the red phase at each approach is then added to it. 

TABLE 1 INTERSECTION CHARACTERlSTICS 

No. of No. of 
Characteristic Intersections Characteristic Intersections 

Geometry 
Four legs 45 
Three legs 5 

Signal control 
Two phase 6 
Three phase 11 
Four phase 8 
Five phase 1 
Six phase 5 
Seven phase 1 
Eight phase 18 

Average daily 
traffic 

Major street 
0-10,000 
10,000-20,000 
20,000-30,000 
30,000-40,000 
40,000-50,000 
>50,000 

Minor street 
0-5,000 
5,000-10,000 
10,000-15,000 
15,000-20,000 
20,000-25,000 
>25,000 

0 
3 
8 

17 
12 
10 

13 
12 
7 
5 
4 
9 
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The opportunity equation for a given approach is the sum of the 
opportunities occurring during the green and red phases: 

(5) 

where 

O}s,g = rtJ,.Tf .j2(v1 - vi)L/5280v1v2] 

O}s,r = 'ac(TJ/2) 
r ac = <f b + fc)iftot 
rbd = <fa + fc>iftot 

if L(v1 - v2)/v2 > 40 ft 

The total number of opportunities: for the intersection is 
obtained by adding the opportunities for tlhe individual 
approaches. 

Accident Rate Equations 

Using the opportunity equations just described, two types of 
accident rates may be calculated. The first is the rate for a 
specific type of accident and has the form 

r· = a/O· I I (6) 

where ai is the number of accidents of type i, and 0 i is the 
number of opportunities for accident type i. 

The second type of rate is the total, or aggregate, rate for a 
given intersection. The total rate may be expressed in two 
ways: 

k. k. 

Ri = ~ a/ ~ oj (7) 
i·l i•l 

k. 

R1 = ~ r· I (8) 
i=l 

The R2 measure only includes the opportunities for the accident 
types that have actually occurred. Before the accident rates are 
calculated, a decision must be made regarding an appropriate 
time period (7) during which flow rates and signal timing will 
be assumed to remain constant. 

DATABASE 

The evaluation of the opportunity-based accident rate expres­
sions was limited to 50 signalized intersections in Broward 
County, Florida. The basic characteristics of these intersections 
are summarized in Table 1. Accident data were obtained for 
each intersection from the Florida Department of Transporta­
tion for the year 1982. From these data the total number of 
vehicle-related accidents at each intersection was determined 
as well as the number of accidents by type. Conventional 
accident rates were also calculated for each of the intersections. 

The number of opportunities per day at each intersection for 
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TABLE 2 RESULTS OFF-RATIO TEST FOR SIGNIFICANCE OF LEVEL OF AGGREGATION (a= 0.05) 

Average Day Versus Hourly Peak/Off-Peak Versus Hourly 

Accident Rate 
No. of 
Intersections pb 

c Significant pb 
c Significant 

R1 so 
50 
39 
29 

28.91 
1.04 
3.36 

4.08 Yes 16.89 4.08 Yes 
Rz 4.08 No 1.02 4.08 No 
Angle 
Single-vehicle 
Head-on 
Rear-end 
Sideswipe 

4.17 No 4.59 4.17 Yes 
Rate Values Identical Over Level of Aggregation 

7 
41 
37 

0.30 
119.58 
36.12 

5.99 No 0.008 5.99 No 
4.08 Yes 119.31 4.08 Yes 
4.17 Yes 50.48 4.17 Yes 

°Calcula.ted F-ratio. 
bcritical F-ratio. 

each accident type was computed for three levels of aggrega­
tion: 

1. Average day: Accident opportunities are calculated by 
using average hourly flow rates for the 16-hr period from 6:00 
a.m. to 10:00 p.m. 

2. Peak/off-peak: Accident opportunities are calculated by 
using average hourly flow rates for the peak (7:00-9:00 a.m. 
and 4:00-6:00 p.m.) and off-peak (6:00-7:00 a.m., 9:00 
a.m.-4:00 p.m., 6:00-10:00 p.m.) periods, and then the results 
for the two periods are weighted and summed 

3. Hourly: Accident opportunities are calculated for each of 
the 16 hr from 6:00 a.m. to 10:00 p.m., and then the results for 
the 16 periods are summed. 

Opportunity-based accident rates were then calculated for 
each level of aggregation at each intersection. Each rate was 
calculated as the total number of accidents occurring during the 
study year divided by the annual number of opportunities (365 
times the number of opportunities during the average day). 

FINDINGS 

Effect of Level of Aggregation 

The level of aggregation used in calculating the number of 
opportunities for a given type of accident has the potential to 
significantly influence the value of the resulting accident rates. 
This can subsequently introduce uncertainty into the ranking of 
intersections on the basis of relative hazard, as well as into the 
evaluation of countermeasure effectiveness. 

An evaluation of these impacts was made by comparing the 
R1, R2, and individual opporturrity-based accident rates calcu­
lated at each of the levels of aggregation identified earlier. For 
each accident rate type (R1, R2, angle, single-vehicle, head-on, 
rear-end, and sideswipe), an m x 3 matrix of accident rates was 
prepared. The number of rows (m) corresponded to the number 
of intersections that experienced that accident type, each row 
representing a specific intersection. Each of the three columns 
corresponded to one of the three levels of aggregation. Using 
the hourly level as the base, a set of F-ratio tests 
(3, pp. 383-384) was performed to determine whether accident 
rates calculated using a higher level of aggregation are signifi-

cantly different at the 95 percent level of confidence. As sum­
marized in Table 2, there were statistically significant dif­
ferences between accident rate values calculated at a low level 
of aggregation (hourly) and those calculated at higher levels 
(average day, peak/off-peak) for the R1 total rate and the rear­
end and sideswipe individual rates. This implies that level of 
aggregation does have an important effect and that the oppor­
tunity expressions may need to be calculated at the hourly level 
to assure the most reasonable and reliable safety evaluations. 

Sensitivity of Hazard Rankings to Exposure Measures 

Rankings of the 10 most hazardous study intersections on the 
basis of accident rate were made by using both conventional 
(accidents per million vehicles) and opportunity-based (acci­
dents per million opporturrities) rate measures as summarized 
in Tables 3 and 4. The opportunity-based measures were calcu­
lated at the hourly level of aggregation. This level was selected 
on the basis that it would provide the most accurate estimate of 
the opportunities for the occurrence of accidents and, as 
revealed by the F-ratio tests, some accident rates calculated at 
this level are significantly different from those calculated at a 
higher level of aggregation. 

As shown in Table 3, the R1 and R2 rankings differ from the 

TABLE 3 HAZARD RANKING OF CASE STIJDY 
INTERSECTIONS BY OVERALL ACCIDENT RATE 

Conventional R1 Rz 

Inter- Inter- Inter-
section Rate a section Rateb section Rateb 

49 3.64 15 0.171 36 5.847 
15 2.79 49 0.118 47 0.679 
5 2.72 42 0.082 31 0.196 

42 2.64 7 0.079 15 0.171 
40 2.61 29 O.Q78 49 0.122 
24 2.52 40 0.064 12 0.089 
34 2.40 39 0.056 42 0.086 
22 2.19 5 0.054 27 0.085 

7 2.()<) 34 0.051 29 0.082 
21 2.02 1 0.049 7 0.079 

a Accidents per million vehicles. 
b Accidents per million opportunities. 
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TABLE 4 HAZARD RANKING OF CASE STUDY INTERSECTIONS BY INDIVIDUAL ACCIDENT TYPES 

R1 Angle Single-Vehicle 

Inter- Inter- Inter-
section Rate section Rate section Rate 

15 0.171 15 4598.2 49 0.552 
49 0.118 49 111.3 42 0.329 
42 0.082 29 64.2 34 0.286 

7 0.079 37 39.7 22 0.233 
29 0.078 48 37.0 32 0.195 
40 0.064 31 21.7 29 0.180 
39 0.056 30 17.0 8 0.164 

5 0.054 40 16.5 43 0.154 
34 0.051 46 10.7 44 0.137 

1 0.049 39 10.0 23 0.094 

conventional at each position within the ranking. In addition, of 
the 10 most hazardous intersections according to the conven­
tional accident rate, only 7 appear in the R1 list and 4 in the R2 
list. This is significant only from the standpoint that it reflects 
the difference in what is being measured (i.e., accidents per 
entering vehicles as opposed to accidents per opportunities). 
Because different things are being measured, it would be 
expected that the rankings would also differ. If the rankings 
obtained through the opportunity-based R 1 and R2 measures did 
not significantly differ from the conventional ranking, the 
higher level of sensitivity to hazard implied by the opportunity­
based measure would be in doubt. 

The differences between the R1 and R2 rankings is a reflec­
tion of the varying sensitivity to hazard found within the 
opportunity-based measures. This sensitivity is related to the 
level of aggregation used in establishing the total accident 
opportunities. In the case of the R1 measure, the level of 
aggregation is high, because all possible opportunities are used 
in the denominator of the rate expression. In effect, the R 1 rate 
measure provides an indication of the overall "level of ser­
vice" offered by an intersection. The inclusion of opportunities 
for occurring accident types gives an indication of relative 
hazard, whereas the additional use of opportunities for nonoc­
curring types allows for a reflection of the relative safety at the 
intersection. 

The R2 measure, on the other hand, uses only opportunities 
for accident types that actually occurred In instances where 
only one type of accident has occurred, the R 2 measure 
becomes, in essence, an individual rate measure and is there­
fore more sensitive to the specific hazard than the R1 measure. 
In cases where more than one accident type has occurred, the 
R2 measure tends to mask specific hazards, as does the R 1 
measure because of the increased aggregation of opportunities. 
However, the R2 measure also fails to completely account for 
the level of safety implied by the lack of certain types of 
accidents. In addition, it has the potential to be biased in cases 
where the occurrence of a given accident type at an intersection 
is reduced to zero from a given year to the next. Because the R2 
rate expression uses only opportunities corresponding to occur­
ring accident types in its denominator, a reduction to zero for a 
given accident type can result in a significant change in the 
value of the denominator, and therefore in the rate value (and 
implied hazard) assigned to the intersection. In the following 
hypothetical example, the total number of accidents at one of 

Head-On Rear-End Sideswipe 

Inter- Inter- Inter-
section Rate section Rate section Rate 

15 0.375 34 1.13 15 0.0400 
7 0.327 42 1.11 49 0.0205 

29 0.169 6 1.08 42 0.0220 
9 0.119 11 1.06 7 0.0150 
1 0.115 5 0.96 39 0.0140 
5 0.106 24 0.96 28 0.0130 

18 0.079 15 0.92 8 O.ol 16 
8 0.079 8 0.85 s O.ol 14 

10 0.065 23 0.83 22 O.oll2 
19 0.050 22 0.82 23 0.0108 

the study intersections has been reduced by 33 percent, result­
ing in an increase of approximately 11,000 percent in the R2 
rate measure (expressed as accidents per million opportunities): 

1982 1983 (hypothetical) 

No. of R2 No.of R2 
Accidents Raie Accidents Raie 

Angle 4 4 
Sideswipe 2 0 
Total 6 0.196 4 21.713 

The data in Table 4 can also be used to examine the relation­
ship between overall accident rate and individual accident 
types. Using the ranking of the 10 most hazardous intersections 
based on the R1 rate, only 3 of these appear on the lists of the 10 
intersections with the highest angle and head-on accidents, 
only 4 appear on the single-vehicle list, and only 6 appear on 
the rear-end and sides'Yipe lists. This demonstrates that overall 
accident rates are not necessarily good indicators of the exis­
tence of special types of hazardous conditions that may merit 
additional attention. This should not be unexpected given that 
collision diagrams generally reveal an accident pattern in 
which some, but not all, accident types dominate. This further­
more suggests that some treatable intersection problems may 
escape notice if overall accident rates are the only indicators 
used to identify hazardous locations. Upon implementation of a 
countermeasure to address a specific problem. a before-and­
after comparison using the associated rate for that accident type 
and adjusted for regression to the mean would clearly be the 
most sensitive indicator of countermeasure effectiveness. 

CONCLUSIONS 

The level of aggregation used in calculating the opportunity 
expressions has a significant impact on the value of the R 1 total 
rate and the rear-end and sideswipe individual rates. This sug­
gests that the use of hourly traffic count data for the calculation 
of the opportunity expressions will reduce the likelihood of 
creating bias in hazard rankings or error in before-and-after 
comparisons. 

On the basis of the case study comparisons, it is clear that the 
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conventional accident.rate does not provide the same indication 
of hazard as the opportunity-based measures. The conventional 
measure is considered to be a less sensitive indicator because it 
assumes that all vehicles entering an intersection are equally 
likely to be involved in any type of accident. In addition. the 
predominance of certain accident types cannot be made appar­
ent by the rate values because of the aggregation of all occur­
ring accidents in the rate expression. 

In comparing the R1 and R2 opportunity-based measures, the 
criteria for using a total accident rate measure and the degree to 
which each measure meets the criteria must be considered. The 
reason for using a total rate is simply to provide a basis for 
comparison of relative overall intersection hazard. The R1 
measure achieves this in its use of both opportunities corre­
sponding to occurring accidents, which denotes relative hazard, 
and opportunities corresponding to accident types that did not 
occur, which denotes relative level of safety. The R2 measure is 
sensitive to specific hazard in instances where only one type of 
accident has occurred, in which case it effectively becomes an 
individual rate. Whenever more than one type of accident 
occurs, the R2 measure becomes similar to the R1 from the 
standpoint that specific problems are masked. However, 
because opportunities for accident types that did not occur are 
not included in the R2 rate expression, the relative safety of an 
intersection is not reflected in the rate value. Because neither 
measure is strictly able to identify specific hazards, the R1 
measure, which offers the most balanced appraisal of overall 
relative hazard, is considered the most appropriate for use as a 
means of overall comparison. 

In considering the applicability of the various accident rate 
measures to the identification of hazardous locations, the 
development of countermeasures, and the performance of 
before-and-after studies, several recommendations are offered. 
First, the identification of hazardous locations is obviously 
critical and is achieved to some degree by the conventional and 
the R1 and R2 measures. Although each of these is capable of 
illustrating relative hazard among a group of intersections by 
the assignment of aggregate rate values, none is able to address 
the specific hazards. As discussed previously, the aggregation 
present in each of their measurements causes the "true" hazard 
at a given location either to be masked or, in the case of the R2 
measure, to be represented in a biased manner. 

The use of individual opportunity-based accident rates 
would be the most effective means of identifying specific 
hazards. Rather than a single ranking of hazardous intersec­
tions whose true hazards would not be apparent if total accident 
rates were used, individual rankings by accident type would be 
more appropriate. The use of individual rate measures would 
not only provide an efficient and effective means of hazard 
identification, but would also facilitate the development of 
countermeasures because the hazards they are designed to 
alleviate would be made apparent. 

For before-and-after studies, both conventional and total 
opportunity-based measures lack sensitivity because of the 
aggregation of accident types present in their rate expressions. 
The effect of a countermeasure will not always be apparent 
from these measures because it is not possible to determine 
whether the accident type related to the countermeasure has 
been reduced. Individual rates, on the other hand, address 
specific accident types and therefore offer the best appraisal of 
the effect a countermeasure has had. 
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FUTURE RESEARCH 

The opportunity-based accident rate expressions examined in 
this research are now undergoing further refinement by Council 
and his colleagues at the University of North Carolina. Nev­
ertheless, the general observations noted regarding the effect of 
the level of aggregation used in calculating opportunities and 
the sensitivity of various accident rate formulations to specific 
types of hazard are likely to remain relevant. One issue that 
merits additional research is the relationship between the speci­
fication of the opportunity-based accident rates and their sen­
sitivity to changes in intersection geometry and signal timing. 
At the heart of this matter is the fundamental question of 
whether these opportunity expressions are measuring exposure 
to accidents or traffic conflicts that may result in an accident. 
An excellent discussion of this definitional problem can be 
found in a paper by Hauer ( 4). 

If the opportunity expressions are specified to measure 
exposure to various accident types, then their numerical value 
for any given intersection should be independent of geometrics 
and signal timing (except where certain movements become 
prohibited) and should only be a function of the exposed traffic 
flows. The safety effectiveness of common geometric and sig­
nal timing improvements will then be measurable by using 
accident rates formulated with exposure-based opportunities. 
This is an important capability because safety is fundamentally 
achieved by separating traffic flows either spatially or tem­
porally. Accordingly, safety measures of effectiveness should 
be sensitive to these types of countermeasures. 

On the other hand, if opportunity expressions are specified to 
measure expected number of vehicle conflicts of various types, 
then their numerical value will be dependent on the geometrics 
and signal timing at the intersection. This means that accident 
rates calculated by using conflict-based opportunities will be 
relatively insensitive to the geometric and signal timing charac­
teristics of the site because the effect of these elements will 
have already been accounted for in the denominator of the 
accident rate expression. However, such accident rates would 
presumably remain sensitive to the effects of human factors, 
environmental conditions, and information system design at the 
intersection. 

The implication of these comments is that if one can predict 
conflicts, a certain fraction of which result in accidents, then 
the expected number of conflicts becomes a surrogate measure 
for the expected accident rate. This is analogous to the premise 
underlying the traffic conflicts technique (5). Expressions for 
estimating the expected number of conflicts as a function of 
traffic flows, intersection geometry, and signal timing would 
become useful planning and design tools for the engineer. They 
would effectively complement the delay-based evaluation tech­
niques found in the Highway Capacity Manual (6). 

Where accident data rather than conflict data are to be used 
in evaluating relative safety, the denominator of the accident 
rate expression should reflect exposure to accidents. With a 
reasonable formulation of exposure, it should be possible to 
have an indicator that can be used to evaluate the safety 
effectiveness of a variety of countermeasures aimed at achiev­
ing higher levels of flow separation. These would include 
various forms of channelization and signal timing (especially 
left-tum phasing alternatives). 

The opportunity expressions examined in this research 
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include several that fall in the category of a conflict measure 
rather than an exposure measure. It is recommended that future 
research closely examine the exposure versus conflict issue as 
well as the sensitivity of the resulting accident rate expressions 
to typical countermeasures. 
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Demonstration of Regression Analysis with 
Error in the Independent Variable 
RICHARD M. WEED AND RICARDO T. BARROS 

Regression analysis ls rrequently used in the engineering field 
to develop mathematical models ror a wide variety of applica­
tions. or the several assumptions upon which regression theory 
Is based, one of the most fundamental Is that the X-values are 
known exactly and that any error Is associated only with the 
Y-measurements. Because this Is not the case for many engi­
neering applications, a study was conducted (a) to determine 
the magnitude of this problem and (b) to develop and test a 
software package that Incorporates a theoretical solution 
found In the literature. Computer simulation Is used to demon­
strate both the seriousness of the problem and the efrectlveness 
or the solution. An example hased on early-strength tests of 
concrete Is presented. 

Many engineering applications require the development of a 
mathematical model (equation) to characterize some physical 
relationship. Examples include those shown in Table 1. 

In the first example, the objective is a reliable early predictor 
of the 28-day strength of concrete, a measure upon which many 
acceptance procedures are based. The objective of the second 
example is to replace a costly and time-consuming subjective 
rating procedure with a simple mechanical device. In the third 
example, a relationship is sought that will become an integral 
part of a pavement management system. 

New Jersey Department uf Transportation, 1035 Parkway Avenue, 
Trenton, N.J. 08625. 

The variable to be predicted or estimated is placed on the 
Y-axis and an equation of the form y = f(x) is desired. The 
equation may be linear, quadratic, exponential, or any other 
appropriate form. The analyst, from his understanding of the 
physical process, will often know the correct form in advance. 
In other cases, it may be necessary to let the data dictate the 
form. 

The desired relationship is often derived empirically from a 
set of X,Y-data values by using the technique of least squares 
(1) as shown in Figure 1. The procedure, invisible to the analyst 
when executed by a computer program, consists of solving for 

TABLE 1 PHYSICAL RELATIONSHIPS CHARACTERIZED BY 
MATHEMATICAL MODELS 

Characteristic of 
Interest 

X-Data (Independent 
Variable) 

Y-Data (Dependent 
Variable) 

Compressive strength Seven-day test results Twenty-eight-day test 
of concrete results 

Rating of highway Output of mechanical Average rating of a 
pavement roughness- team of panelists 
serviceability measuring device 

Rating of highway Cumulative axle 
pavement loads 
serviceability 

Current rating of 
serviceability 
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DATA VALUES 

~ 
• 
1 

y • 

BEST FIT LINE 

t-- RESIDUALS 

e (SUM OF SQUARED RESIDUALS IS MINIMIZED) 

x 
FIGURE 1 Concept of the ordinary least-squares technique. 

the line that best fits the data. When ordinary least squares is 
used, the best fit is defined as that line of the chosen form that 
minimizes the sum of the squared residuals in a direction 
parallel to the Y-axis. 

In carrying out this procedure, the user makes several the­
oretical assumptions, one of the most fundamental of which is 
that the X-values are known exactly and that any error of 
measurement is associated only with the Y-values. Because it is 
often impossible or impractical to achieve this idealized condi­
tion in practice, a study (2) was undertaken (a) to investigate 
the effect of failing to satisfy this assumption and (b) to 
develop and test a software package that incorporates a the­
oretical procedure for dealing with X-error (3). Linear models 
arc addressed because only the linear solution of the X-error 
problem has been published to date. 

USE OF COMPUTER SIMULATION 

In order to demonstrate the extent of the X-error problem and 
the effectiveness of the solution, a method was required to 
observe and quantify the accuracy and precision of the regres­
sion estimates. This can readily be accomplished with compu­
ter simulation by performing the following steps: 

1. Randomly generate a bivariate normal X,Y-data set with 
known regression (population) parameters: 
(a) intercept (~0), 
(b) slope (~1), and 
(c) residual error (<'JY"). 

2. Include a fixed amount of X-error, either in absolute terms 
or as a percentage of <'Jyx· 

3. Use the randomly generated data to estimate the regres­
sion parameters: 
(a) intercept (B0), 

(b) slope (B1), and 
(c) residual error (SY"). 

4. Repeat the entire process many times in order to compare 
the distributions of the regression estimates with the 
known parameters. Ideally, the sampling distributions of 
the estimates should be centered on the true population 
parameters and have relatively narrow dispersions. 

This technique can be used to provide a very dramatic 
demonstration of the bias introduced by error in the X-variable 
and the conditions that accentuate it. It will also be used to 
demonstrate the effectiveness of the procedure developed to 
overcome this problem. 
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TABLE 2 EXAMPLES OF BIAS INTRODUCED BY THE PRES­
ENCE OF X-ERROR 

Regression Estimates Obtained by 
Ordinary Least Squares for Selected 

True 
Levels of X-Error" 

Parameter Value 0 25 50 75 100 

Intercept 100 100.14 108.11 129.25 160.81 200.23 
Slope 10 10.00 9.84 9.41 8.78 8.00 
Residual error 5 4.93 13.21 24.62 35.08 44.79 

NoTE: Results obtained by computer simulation with 1,000 replications 
of 30 data points spannin& the ranae between approximately X = 30 and X 
=70. 
0X-error is measured as the ratio cr,,,Jcr:P.' e;ii.pressed as a percentage, in 
which cr.a represents the error in individual X-measurcments. 

DEMONSTRATION OF THE PROBLEM 

Table 2 has been prepared with dimensionless data to demon­
strate the detrimental effect that even a moderate amount of 
X-error can have under certain conditions. It may be observed 
that when there is noX-error, the estimated values (averages for 
1,000 replications) of all three regression parameters are 
extremely close to the true population values. When the 
amount of X-error is as little as 25 percent of the Y-error (<ryx), 
it may be seen that a substantial amount of bias has been 
introduced in the estimates of both the intercept and the 
residual error. As the degree of X-error increases, all three 

INCREASE 

IN APPARENT 

Y ERROR 
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TABLE 3 EFFECT OF SLOPE ON THE DEGREE OF BIAS · 
INTRODUCED 

Regression Estimates Obtaine.d by 
Ordinary Least Squares for Fixed 

True 
X-Error"and Selected Levels of Slope 

Parameter Value 0.0 0.5 1.0 5.0 10.0 

Intercept 100 99.94 105.14 109.95 150.26 200.23 
Slope _b 0.00 0.40 0.80 3.99 8.00 
Residual error 5 4.95 5.44 6.69 22.58 44.79 

NoTB: Results obtained by computer simulation with 1,000 replications 
of 30 data points spanning the ranae between approximately X = 30 and X 
= 70. 

aThe level of X-error is fixed al 100 percent (cr"" = cr,.., in which cr_.. 
represents the error in individual X-measurements). 

bvariable (values given in column heading~). 

regression parameters begin to show considerable bias. When 
the X-error and the Y-error are approximately equal-a fairly 
common situation in actual practice-the regression estimates 
differ substantially from the true population parameters. 

It should be noted that this example was chosen to dramatize 
the potentially serious nature of the X-error problem. Although 
the three population parameters (~0 = 100, ~1 = 10, <ryx = 5) are 
not extreme in any sense, the effect is pronounced because the 
slope is fairly steep. Figure 2 presents a conceptual illustration 
of the effect of the slope in translating X-error into apparent 
Y-error, error that the ordinary least-squares procedure 
attributes solely to the Y-variable. The examples in Table 3 

STEEPER SLOPE 

X ERROR 

FIGURE 2 Effect of slope on the translation of X-error into apparent 
Y·error. 
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funher demonstrate this effect. Viewed collectively, the exam­
ples in Tables 2 and 3 provide an empirical indication of the 
conditions that tend to influence the magnitude of the X-error 
problem: the ratio of X-error to Y-error and the slope of the 
regression line. 

MANDEL'S SOLUTION 

A theoretically derived procedure for avoiding the bias in the 
regression estimates due to X-error has been published by 
Mandel (3). Use of the procedure requires one additional bit of 
information that is usually readily available or readily obtain­
able: the ratio of the variances associated with the X- and 
Y-measurements. Although the mathematical procedure is 
somewhat involved, the concept is easy to visualize. Ordinary 
least squares minimizes the sum of the squared residuals in a 
direction parallel to the Y-axis. In the presence of X-error, the 
minimization process is performed by Mandel's procedure in a 
direction oblique to the X- and Y-axes, the exact angle being 
determined primarily by the relative magnitude of the X- and 
Y-error. 

In order to test the effectiveness of Mandel's method, it was 
applied to the same data sets used to develop Table 2. The 
results are reported in Table 4 and the values from Table 2 are 
repeated for ease of comparison. It can be seen from Table 4 
that Mandel's method is extremely effective in removing the 
bias that exists when an application with X-error is analyzed by 
ordinary least squares. Its only discernible weakness in this 
example is a possible small downward bias of the estimate of 
the intercept when the X-error is quite large. 

To judge whether this apparent bias was real, the simulation 
program was modified to print out a histogram and elementary 
statistics for 1,000 intercept estimates. The X-error was held 
constant at 100 percent of oyx· Although not strictly applicable 
because the distribution of intercept estimates was somewhat 
skewed, a t-test indicated that the average intercept of 93.06 
was highly significantly different (a < 0.001) from the true 
value of 100.0. Although it is not obvious from the results in 
Table 4, a similar test suggests that the slope estimates may also 
be biased to a very small degree. Consequently, although Man-
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del's method appears to be very effective and is far superior to 
ordinary least squares, it must be concluded that it is not totally 
unbiased in all cases. 

Figure 3 shows in a graphical way the effects that have been 
observed in Table 4. The distributions shown were drawn from 
histograms generated by the same simulation programs used to 
develop Tables 2-4. Mandel's method can be seen to be essen­
tially unbiased in that the means of the distributions generated 
by that method are very close Lo the true population parameters. 
In marked contrast, the distributions produced by ordinary least 
squares are shifted substantially away from the true parameters. 
Another important observation in Figure 3 is that the distribu­
tions for the intercept and the slope obtained with Mandel's 
method are only slightly more dispersed than those obtained by 
ordinary least squares. This indicates that a substantial gain in 
accuracy has been achieved with only a slight loss of precision. 
For the residual error, Mandel's method is both more accurate 
and more precise. 

An interesting feature of Mandel's method is that, unlike the 
least-squares technique, the same regression line will be 
obtained regardless of which variable is considered to be inde­
pendent (X) and which is dependent (Y). Furthermore, the 
degree of uncenainty associated with predictions made by this 
method is the ~ame for either choice of variables (3, p.9). This 
property conveniently avoids a controversial aspect of the cal­
ibration application, the need to work backward through the 
regression procedure to estimate what value of X gave rise lo an 
observed value of Y. 

Another series of computer simulation tests was performed 
by using the appropriate procedures for computing interval 
estimates for the intercept, slope, and Oyx· A level of confidence 
of 1 - a = 0.95 was selected and the number of times that the 
interval estimate actually contained the true population param­
eter was counted. For 1,000 replications, the empirically 
observed results should fall within the range of approximately 
0.95 ± 2(((0.95)(0.05))/1,000)112:: 0.95 ± 0.014 when the 
interval estimation process is working properly. It can be seen 
from the results in Table 5 that, even for small amounts of 
X-error, the interval estimates computed by ordinary least 
squares contain the population parameters substantially less 
often than desired In contrast, all of the interval estimates 
computed by Mandel's method are satisfactory. 

TABLE 4 COMPARISON OF MANDEL'S METIIOD WITH ORDINARY LEAST 
SQUARES 

Regression Estimates Obtained for Selected Levels 

True of X-Error° 

Parameter Value Method 0 25 50 75 100 

Intercept 100 Mandel 100.18 100.19 98.34 96.69 93.06 
OLS 100.14 108 11 129.25 160.81 200.23 

Slope 10 Mandel 10.00 9.99 10.03 10.06 10.14 
OLS 10.00 9.84 9.41 8.78 8.00 

Residual error 5 Mandel 4.93 4.94 4.97 4.94 4.97 
OLS 4.93 13.21 24.62 35.08 44.79 

Norn: Results obtained by computer simulation with 1,000 replications of 30 dat11 points spanning the 
range between approximately X = 30 and X = 70. OLS = ordinary least squares. 

ax.error is measured as the ratio axJayx• expressed as a percentage, in which CJ.a represents the error in 
individual X-measuremcnts. 
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FIGURE 3 Comparison of distributions of regression estimates. 

TABLE 5 EFFECT OF X-ERROR ON INTERVAL ESTIMATES 

Desired Empirically Observed Confidence Levels 

Confidence at Selected Levels of X-Brror'1 

Parameter Level Method 0 25 50 75 

lnterc'!pt 0.95 Mandel 0.950 0.938 0.954 0.939 
<Po== 100) OLS 0.951 0.898 0.768 0.548 

Slope 0.95 Mandel 0.948 0.941 0.956 0.948 
<P1 = 10) OLS 0.946 0.889 0.155 0.534 

Residual error 0.95 Mandel 0.955 0.956 0.963 0.947 
(O")l.l = 5) OLS 0.955 0.0 0.0 0.0 

400 

15 

70 

100 

0.953 
0.321 
0.952 
0.301 
0.959 
0.0 

NoTB: Results obtained by computer simulation with 1,000 replications of 30 data points spanning the range 
between approximately X = 30 and X = 70. OLS = ordinary least squares. 

ax-error is measured as the ratio O"x;)O"yx• expressed as a percentage, in which cr"" represents the error in 
indivi<iual X ·measurements. 
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FIGURE 4 Typical regression results with concrete strength data. 

EXAMPLE BASED ON CONCRETE STRENGTH DATA 

The following example is based on concrete strength data 
collected from a conslruction project in New Jersey. It is a 
contrived example in that the data set that is used was randomly 
generated from a population having the same statistical param­
eters as those observed in the field. This approach provides a 
known control against which the results obtained by the two 
methods may be compared. Otherwise, it could only be 
observed that the results obtained by the two methods were 
distinctly different and it would not be known how close either 
one came to estimating the true population parameters. 

In order to use Mandel's procedure, the ratio of the X- and 
Y-error variances must be known or assumed. Because both the 
7-day and 28-day strengths are at relatively high levels, it has 
been assumed that the measurement error is the same for both 
sets of data. Therefore, the variance ratio to be entered into the 
Mandel procedure is 1.0. 

The data points and regression results are shown in Figure 4. 
These results are typical in that they are examples of central 
values of the distributions shown in Figure 3. Like the dimen­
sionless examples in Table 4, ordinary least squares has pro­
duced a considerably biased estimate, whereas Mandel's 
method has produced an estimate very close to the !rue location 
of the line. 

SUMMARY AND CONCLUSIONS 

Regression analysis is frequently used in the engineering pro­
fession to develop mathematical models for many different 
applications. In regression theory the X-values are assumed to 
be known without error, a requirement that often cannot be 
met. Computer simulation was used to demonstrate that under 
certain relatively common conditions, regression estimates 
obtained by ordinary least squares can be seriously in error. 
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Conditions that appear to warrant concern are (a) X-error 
approaching the level of Y-error combined with moderate 
degrees of slope or (b) lesser degrees of X-error combined with 
greater degrees of slope. 

It was also demonstrated by computer simulation that Man­
del's method. which might be tenned "oblique least squares" 
because of the manner in which it minimizes the sum of 
squared residuals, is extremely effective at removing most of 
the bias introduced by error in the X-variable. Figure 3 and 
Tables 4 and 5 clearly show that, in general, Mandel's method 
provides substantially more accurate results than ordinary least 
squares and Figure 4 illustrates this fact with a specific example 
based on concrete strength tests. The complete theoretical 
development, along with a more quantitative guideline to deter­
mine when it is advisable to use it, is contained in the original 
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source document (3). The FORTRAN coding necessary to 
apply the procedure is contained in the project report (2). 
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Validation of a Nonautomated Speed Data 
Collection Methodology 
FRED R~ HANSCOM 

The objective of this research was to develop a vaUdated spot 
speed study procedure that does not rely on automated equip­
ment. The field study procedure applied a varlety of speed 
collection techniques and compared results against baseline 
speeds obtained with reliable pavement -lnstrumentatJon. A 
recommended manual-timing technlque was based on 
observed accuracies with various vehicle-selection strategies, 
site conditions, sample sizes, observation period lengths, and 
observer characteristics. 

The conduct of spot speed studies with nonautomated equip­
ment involves a variety of methodological considerations (J). 
Although such studies have long been used in traffic engineer­
ing, a number of factors have hampered their valid application 
(2). Among these factors are observer vehicle-selection bias 
(e.g., the human ability to select a truly random sample), 
impact of vantage point (e.g., cosine error associated with radar 
measurement), technique reliability (e.g., stopwatch timing 

Transportation Research CoipOration, 2710 Ridge Road, Haymarket, 
Va. 22069. 

measurement error), and observer human factors (e.g., experi­
ence, fatigue) . 

The objective of this research was to address the effects of 
the foregoing factors in order to develop a spot speed data 
collection procedure that does not rely on automated equip­
ment. The field study procedure involved applying a variety of 
speed collection techniques and comparing results against 
baseline speeds obtained with reliable pavement instrumenta­
tion. A recommended manual timing technique was based on 
achieved accuracies with various vehicle-selection strategies, 
site conditions, sample sizes, observation period lengths, and 
observer characteristics. 

VEHICLE-SELECTION STRATEGIES 

Basic Application 

Specific techniques were evaluated that controlled observer 
bias in selecting vehicles for speed measurement. Thus, two 
speed collection methods (radar and manual timing) were 
applied by using the following vehicle-selection strategies: 
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1. Subjective random (all vehicles): The obseIVer designates 
vehicles that appear to be traveling at a speed representative of 
overall traffic characteristics. ObseJVer instructions are merely 
to collect a "random, representative" sample of vehicle speeds. 

2. Subjective random (free-flow vehicles): The obseJVer des­
ignates vehicles that appear to be traveling at a speed represen­
tative of overall traffic characteristics and that appear suffi­
ciently isolated in the traffic stream that drivers can select their 
desired speeds. ObseJVer instructions are to designate "vehi­
cles in which drivers can select their own speeds, unimpeded 
by other vehicles." 

3. Systematic (Nth vehicle): The obseJVer designates vehicle 
arrivals at some predetermined inteJVal. Example observer 
instructions are to collect speeds "on every tenth vehicle." 

4. Randomized (vehicle arrival time): The obseIVer uses a 
scientific random time generator to designate times at which 
the next vehicle arrival will be selected for speed measurement 
The applied technique was to program a hand-held computer to 
wait a random time (e.g., ranging from 5 to 15 sec) and then to 
instruct the observer to measure the speed of the next vehicle 
arrival. 

5. Randomized (designated vehicle): The obseIVer uses a 
scientific random procedure (e.g., modified random number 
table) to designate vehicle arrival. The applied technique was 
to program a hand-held computer to randomly select a vehicle 
(e.g., ranging from the first to the fifth vehicle arrival) for speed 
measurement. 

6. Subjective platoon weighting: The observer measures 
speed for the lead vehicle in a platoon and weights this speed 
by the total number of platooned vehicles. When radar is 
applied, this method is known as the radar-platoon technique 
(3). 

Speed measurement was conducted with the foregoing sam­
pling techniques on roadway sections instrumented with the 
Traffic Evaluator System (TES) as a source of baseline data 
against which to establish the reliability of each technique. 
[TES is a large-scale data acquisition system developed by 
FHWA. It consists of electronic roadway sensors and recording 
apparatus designed to retain information on all passing vehi­
cles. Its accuracy has been established in previous research 
(4).] Sufficient samples were obtained to establish statistical 
confidence of 1 mph or better: sample sizes were appr.oximately 
250 vehicles over a period of 2 hr. Both experienced and 
inexperienced obseIVers applied the techniques. 

Average measurement error (i.e., the difference between 
TES baseline and sample speeds) for each tested vehicle­
selection technique is shown in Table 1. The baseline is taken to 
be the all-vehicle population at the site during each data collec­
tion period. (An exception is made for free-flow sampling; the 
baseline free-flow population in this case comprises only vehi­
cles with headways of 9 sec or greater.) 

Close agreement is shown between the traffic baseline 
speeds and those gathered by each selection technique. No 
statistical differences were noted for mean, 15th-, or 85th­
percentile speeds gathered either by radar or by manual timing. 
Little difference in accuracy was noted between radar and 
manual timing. Average all-vehicle error in miles per hour for 
these two methods for each speed parameter is as follows: 

Radar 
Manual timing 

Mean 15th 
Speed Percentile 

0.4 
0.4 

0.7 
0.5 

85th 
Percentile 

0.1 
0.4 
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The vehicle-selection strategy for free-flow vehicles proved 
to be well suited for that specific application. Both manual 
timing and radar demonstrated very good ability to match all­
vehicle free-flow samples, with the following accuracies: 

Radar 
Manual timing 

Mean 15th 
Speed Percentile 

0.4 
0.1 

0.4 
0.3 

85th 
Percentile 

0.1 
0.2 

The remaining five strategies were designated to estimate 
speeds for the all-vehicle population. In order to distinguish 
among these strategies in terms of accuracy, accuracies are 
ranked as follows (1 = most accurate to 5 = least accurate): 

Strategy 

Subjective 
mndom 

Systematic (Nth 
vehicle) 

Randomized 
(vehicle arrival 
time) 

Randomized 
(designated 
vehicle) 

Subjective 
platoon 
weighting 

Manual Timing 

Mean 85th 
Speed Percentile 

3 

5 4 

4 2 

1 

3 s 

Radar 

Mean 85th 
Speed Percentile 

4 4 

5 5 

2 

2 1 

The rankings indicate consistent superiority of the randomized 
(designated vehicle) strategy, which ranked first (although 
twice tying with others) as the most accurate to measure both 
mean and 85th-percentile speeds by using either radar or man­
ual timing. Furthermore, measurement error (average of mean 
and 85th-percentile measurement differences for both radar and 
manual timing) indicated the following relative accuracy asso­
ciated with each technique: 

Strategy 

Randomized (designated vehicle) 
Randomized (vehicle arrival time) 
Subjective random 
Subjective platoon weighting 
Systematic (Nth vehicle) 

Avg Error 
(mph) 

0.2 
0.3 
0.4 
0.6 
0.8 

Again, the randomized (designated vehicle) strategy is seen to 
be slightly superior. 

The data conclusively demonstrate that although all tested 
vehicle-selection strategies produce acceptable (e.g., not statis­
tically different) agreement with baseline traffic speeds, the 
randomized (designated vehicle) strategy is preferable. The 
desirability of its use with either radar or manual timing will be 
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TABLE 1 SPEED MEASUREMENT ERROR ASSOCIATED WITH VARIOUS SAMPLING 
STRATEGIES, RURAL FREEWAY 

Manual Timing Radar0 

Mean 15th 85th Mean 15th 85th 
Strategy Speed Percentile Percentile Speed Percentile Percentile 

Subjective random (all vehicles) --0.2 --0.5 
Subjective random (free-flow vehicles) +0.1 
Systematic (Nth vehicle) --0.7 
Randomized (vehicle arrival time) --0.6 
Randomized (designated vehicle) --0.2 
Subjective platoon weighting --0.5 

NoTE: Measurement error is in miles per hour. 

aCorrected for cosine error. 

addressed in a subsequent section dealing with applied vehicle­
selection strategies in varied highway settings. 

Lane Specificity 

One variation to the applied vehicle-selection strategies just 
discussed was to designate vehicles by lane for speed measure­
ment. The underlying rationale for this procedure was an 
attempt to account for the fact that vehicles in the right-hand 
lane tend to travel more slowly than do vehicles in the left lane. 
The applied procedure involved making a lane-specific volume 
count immediately before commencing speed observation. 
Thus, a hand-held computer was programmed to randomly 
select vehicles by lane: the proportion of selected vehicles in 
each lane was based on observed lane occupancy. This lane 
specificity selection option was applied to both randomized 
(vehicle arrival time) and randomized (designated vehicle) 
strategies. A comparison of measurement error (baseline all­
vehicle versus selected sample) is as follows: 

Lane Specific Not Lane Specific 

Mean 85th Mean 85th 
Strategy Speed Percentile Speed Percentile 

Vehicle arrival 
time -0.3 0.3 --0.6 +0.3 

Designated 
vehicle --0.4 0 --0.2 --0.2 

A slight overall improvement in accuracy was found with 
lane-specific vehicle selection for both tested strategies. Aver­
age 85th-percentile speed error was 0.15 mph (versus 0.25 
mph) and average mean speed error was 0.35 mph (versus 0.40 
mph) when the lane specificity option was applied. However, 
this improvement is so slight (and not statistically significant) 
that it, in and of itself, cannot constitute a basis for using lane­
specific vehicle selection on an operational basis. 

+0.3 
--0.7 
-1.1 
+0.2 
--0.4 

A recommendation regarding lane-specific vehicle selection 
(as opposed to random arrivals regardless of lane presence) 
must consider the operational application of this procedure and 
its trade-offs against the potential gain in accuracy. For this 
reason, application of lane-specific selection cannot be justified 
in view of the insignificant demonstrated increase in accuracy. 
The following operational considerations provide the basis for 
this recommendation. 

--0.5 --0.6 -1.1 --0.4 
--0.2 --0.4 --0.4 --0.1 
-1.1 --0.7 --0.4 --0.9 
+0.3 --0.2 +0.8 --0.2 
--0.2 --0.1 -1.0 --0.2 
-1.3 +0.2 --0.3 --0.2 

First, the lane-specific vehicle-selection procedure is time 
consuming and cumbersome to initiate in the field. A volume 
count must first be gathered and entered into the hand-held 
computer. Further, operation of the hand-held computer would 
be encumbered by the more complex procedure and program­
ming required to accommodate situations of varied lane num­
ber. Second, and more important, data collection with the lane­
specific selection option is much more time consuming and 
thus reduces the overall data collection efficiency. This is 
especially true under low to moderate volume conditions where 
long intervals exist between vehicle arrivals in the left lane. 
Greater statistical accuracy can be expected because of the 
larger sample obtained, within a given time frame, when a 
straightforward random arrival selection technique is applied. 

VARIED SITE CONDITIONS 

Limited validation of speed collection techniques was con­
ducted across a variety of site conditions. The purpose of this 
activity was to examine the possible efft:et of differing highway 
conditions (e.g., available vantage point) on speed observation 
results. Speeds were collected by using radar and manual 
timing at four site types: urban four lane, urban two lane, rural 
Interstate, and rural two lane. The vehicle-selection strategy 
applied at each site was subjective platoon weighting. 

Measurement error (difference between platoon-weighted 
sample and all-vehicle population and difference between lead 
vehicle sample and free-flow vehicle population) obtained at 
each site type with both radar and manual timing is shown in 
Table 2. (Recall that subjective platoon weighting involves 
measuring lead vehicle speed and weighting this value by the 
number of vehicles in the platoon.) 

Results shown in Table 2 indicate reasonably small measure­
ment error for all-vehicle speed estimation when the platoon­
weighting technique is applied with radar as the speed collec­
tion method. This average error, across sites, is 0.5 mph for 
mean speed and 0.7 mph for 85th-percentile speed: a statistical 
match with baseline speed was achieved under all site condi­
tions. Another tested application of speed collection techniques 
across sites was to estimate free-flow speed parameters based 
on the lead vehicle sample used for platoon weighting. Again, 
when radar was applied as the speed collection method, the 
technique was seen to work fairly well. (Across sites, average 
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TABLE 2 SPEED MEASUREMENT ERROR ASSOCIATED WITII SUBJECTIVE PLATOON WEIGHTING 
AT FOUR SITE TYPES 

Urban, Four Lanes Urban, Two Lanes Rural Interstate Rural, Two Lanes 

Mean 85th Mean 
Sample Speed Percentile Speed 

Platoon weighted 
Radar --0.9 -1.0 --0.7 
Manual timing -2.5" -2.9" --0.8 

Lead vehicle 
Radar --0.5 -1.4 0.3 
Manual timing -1.9" -2.9" --0.6 

Norn: Measurement error is in miles per hour. 
0s iatistically 1ignmcanl (a. = .05). 

errors were 0.3 mph for mean speed and 1.3 mph for 85th­
percentile speed.) A statistically different 85th-percentile speed 
(1.7 mph error) at the urban two-lane site was likely due to 
small sample size (e.g., 137 lead vehicles). 

Manual timing as a speed collection method was not shown 
to be reliable under all tested conditions. Statistical differences 
were evident at three of the four sites that did not have elevated 
observer vantage points. However, somewhat promising results 
(e.g., mean speed error of 0.7 mph) were found at the urban 
two-lane site, where the observer was standing at street level. 
As noted earlier, the significant (1.9 mph) error in 85th-percen­
tile speed may be due to sampling conditions. A detailed 
evaluation (i.e., a vehicle-by-vehicle error determination) was 
not possible to fully assess the maintenance of manual timing 
speed measurement accuracy under this condition. 

In summary, radar and manual speed timing methods using 
the platoon-weighting technique were applied at four site types: 
urban two- and four-lane highways, rural Interstate, and rural 
two-lane highways. Radar platoon weighting demonstrated 
good results across site conditions. All-vehicle population 
speeds were estimated by using this technique with the follow­
ing average accuracies: mean speed, 0.5 mph; 85th-percentile 
speed, 0.7 mph. Radar sampling of lead vehicles was shown to 
estimate mean free-flow speeds with an accuracy of 0.3 mph. 
Manual timing was not shown to be reliable at sites without 
elevated observer vantage points. 

RELIABILITY OF MANUAL SPEED TIMING 

Stopwatch timing is a frequently applied manual method of 
speed measurement. In order to examine the accuracy of this 
technique, the following studies were conducted: (a) vehicle­
by-vehicle comparison of manually timed speeds with those 
obtained from a commercial speed-monitoring device, (b) 

85th Mean 85th Mean 85th 
Percentile Speed Percentile Speed Percentile 

-1.1 +0.2 --0.2 +0.2 --0.6 
-1.7" --0.5 -1.3 -3.8" -4.0" 

-1.7" -0.4 --0.9 0 -1.3 
-1.9" -1.1 -1.4 -3.8" -4.9" 

intercoder reliability study comparing between-observer 
results, and (c) minimum required observation period. 

Vehicle-by-Vehicle Comparisons 

Manually timed speeds from two coders were compared on a 
vehicle-specific basis with results obtained from a commercial 
automated speed-monitoring device. The applied manual tech­
nique used a hand-held computer configured as an electronic 
stopwatch to time vehicles between two pavement markers 
spaced 300 ft apart. One coder was relatively inexperienced 
(but highly motivated), with approximately 2 days of previous 
speed data collection experience; the second was the project 
principal investigator, who had considerable speed data collec­
tion experience. 

The following speed parameters were compared on a vehi­
cle-by-vehicle basis for the automated device (pavement loop) 
and manual collection (stopwatch timing): mean speed, 15th 
percentile, and 85th percentile. Average difference (i.e., error 
between techniques) for each observer is shown (in miles per 
hour) in Table 3. A minus sign indicates that speed obtained 
manually was slower than that obtained with the automated 
device. Sufficient sample sizes were obtained in each trial to 
establish mean speed confidence (at the 0.01 level) within 1.0 
mph. Sample sizes ranged from 215 to 241 vehicles per trial. 

Error associated with individual vehicle speed measurements 
was also examined. Results obtained for each observer are 
summarized in Table 4. Although individual vehicle measure­
ment errors were shown to be surprisingly large (e.g., approx­
imately 40 percent exceeded 1 mph), the errors were shown to 
be largely compensating in nature as evident from correspond­
ing mean speed differences between techniques, which ranged 
from 0.1 to 0.9 mph. The resulting assessment of the manual 
speed-timing procedure is that the method produced mean data 

TABLE 3 AVERAGE DIFFERENCE BETWEEN SPEEDS TIMED 
MANUALLY AND BY AUTOMATED DEVICE 

Mean Speed 15th Percentile 85th Percentile 

Trial 1 Trial 2 Trial 1 Trial 2 Trial 1 Trial 2 

Inexperienced --0.1 
Experienced --0.9 

+0.1 
--0.3 

+0.6 
-1.2 

+0.1 
+0.3 

-1.0 --0.1 
--0.5 --0.2 
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TABLE 4 ERROR BY EXPERIBNCE OF CODER 

Maximum 
Avg Error" Error 

Inexperienced 1.1 ± 0.14 11.4 
Experienced 1.4 ± 0.22 12.8 

ao.05 confidence interval. 

statistically equivalent to speeds gathered with the automated 
speed-monitoring device. However, as noted in the previous 
section, manual speed timing can be considered reliable only in 
those highway settings that provide an elevated vantage point. 

Intercoder Reliability 

To determine intercoder reliability, two observers manually 
timed speeds for specifically selected vehicles. Matched vehi­
cle-by-vehicle speed data were then analyzed to examine 
agreement between coders. The operational application of the 
intercoder reliability study is its use as a training aid 

In this experiment, two intercoder reliability studies were 
undertaken. The first, conducted by the research team, consis­
ted of a traffic engineer with considerable speed collection 
experience and an assistant with only one day of previous 
experience. The second study involved two FHWA employees, 
both of whom were familiar with speed collection procedures. 
In each study differences (in miles per hour) between observers 
were found not to be significant (Table 5). Error between 
coders in each of the studies is shown in Table 6. 

Despite the relatively large magnitude of individual mea­
surement differences, results indicate close overall between­
coder agreement (approximately 0.5 mph mean speed dif­
ference in both tests). The larger sample obtained in the TRC 
study resulted in additional opportunity for larger individual 
speed measurement differences (thus explaining the maximum 

TABLES MEASUREMENT DIFFERENCE BY CODING TEAM 

Snmpie Mean Standard 85th 
Observer Si:ze Speed Deviation Percentile 

TRC 1 200 57.5 4.80 61.9 
2 200 57.0 4.49 61.3 

FHWA 1 40 58.6 3.76 62.7 
2 40 59.1 3.53 63.0 

NoTB: TRC = Transportation Research Corporation. 

TABLE 6 ERROR BY CODING TEAM 

Percent Error by 

Maximum 
Speed (mph) 

Avg Errora Error >5 >1 

TRC 0.49 ± 18.3 28 66 
0.78 

FHWA 0.54 ± 6.5 20 68 
0.64 

ao.05 confidence interval. 

Percent Error by Speed (mph) 

>5 >4 >3 >2 >1 

1.6 2.6 9.3 19.5 46.9 
1.1 1.7 6.6 11.8 37.9 

measurement error of 18.3 mph). However, as shown in the 
previous section, manual timing speed errors were seen to be 
compensating (i.e., approximately equal in both p<>sitive and 
negative directions). This is further substantiated by the fact 
that two-thirds of between-coder speed measurements differed 
by more than 1.0 mph, yet averaged speeds differed by only 0.5 
mph. 

These tests provide results of a procedure to assess speed 
measurement ability between observers of varying skill levels. 
Two precautions must be noted. First, observers are aware that 
results are being monitored and may therefore perform with 
more vigilance. Second, manual speed timing must be con­
ducted from an elevated vantage point. Nevertheless, these 
intercoder reliability studies demonstrate comparable between­
observer results for manual speed timing. 

Observation Period 

In order to assess the suitability of manual timing to estimate 
speeds in a one-time study, comparisons were made between 
sampled speeds and the all-vehicle population for a variety of 
observation conditions (e.g., length of observation period, time 
of day, and previous experience). Period durations (10, 20, and 
45 min) were randomly ordered throughout each of the two 
data collection days. In addition, systematic scheduling ensured 
that both long peri~ ( 45 min) and short periods occurred both 
early and late on different days as a check on coder fatigue. 
Ten-minute rest breaks were taken between each data collec­
tion period, and a 1-hr lunch break was taken at midday. Two 
observers, one experienced and one inexperienced, participated 
in this experiment. 

Speed measurement accuracy was determined by com­
parison of manually timed speeds for each observer with an all­
vehicle baseline consisting of TES data for each collection 
period. Summary results contrasting mean speed error (dif­
ference in miles per hour between TES data and manual timing 
speeds) for the experienced and inexperienced observers are as 
follows: 

Observation 
Observer 

Period (min) Experienced Inexperienced 

10 0.5 2.6 
20 0.9 1.3 
45 0.4 0.7 

Data collected by the inexperienced coder (who regrettably 
exhibited a lackluster motivation) demonstrated a distinct error 
effect associated with period duration. The results from the 10-
min observation period for the experienced coder indicated 
surprisingly close agreement between manually coded and TES 
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TABLE 7 RESULTS FROM 45-MIN OBSERVATION PERIOD 

Trial No. 
and Data Sample Mean 15th 85th 95th Period of 
Source Size Speed SD Percentile Percentile Percentile Day Result 

1 
Coder 94 57.4 4.0 54 61 
TES 171 58.0 4.3 54 62 

2 
Coder 81 57.9 5.5 52 63 
TES 144 59.4 4.8 54 64 

3 
Coder 112 58.8 6.2 54 63 
TES 208 58.8 4.5 55 63 

4 
Coder 103 57.7 4.4 53 62 
TES 166 57.5 4.5 53 62 

5 
Coder 88 56.3 5.3 53 61 
TES 168 57.0 4.9 51 62 

6 
Coder 91 56.7 6.3 52 62 
TES 179 56 7 5.7 52 62 

7 
Coder 144 58.1 4.7 54 62 
TES 440 58.1 4.1 54 62 

8 
Coder 115 57.7 5.4 53 62 
TES 323 57.7 4.2 53 61 

(all-vehicle) speeds. During each 10-min period, the coder 
measured speeds on samples ranging in size from 20 to 37 
vehicles. This sample represented between 38 and 69 percent 
of the total vehicle population measured by TES data. Subse­
quent 20- and 45-min periods resulted in similar sampling 
percentages. The 20-min period data resulted in a lesser degree 
of mean speed accuracy. However, the results from the 20-min 
period showed improved agreement in measured speed vari­
ance (no statistical difference). 

As expected, closer overall agreement was obtained between 
TES and coder speeds (both means and all selected percentiles) 
during the 45-min observation periods. Examination of results 
from eight individual periods (Table 7) indicates that although 
statistical differences were found during three trials, a minimal 
effect was realized in terms of measurement error magnitude. 
The single incidence of significantly different mean speed was 
1.5 mph. The average mean speed error was 0.36 mph. An 
examination of the raw data indicated that the mean 85th­
percentile speed was in error by only 0.45 mph. 

The impact of observer fatigue was approached by using 
observation period duration as a surrogate. The appropriateness 
of this surrogate lies in the fact that tested conditions represent 
time requirements to gather statistically suitable samples. With 
this approach, the effect of fatigue was examined by two 
procedures. First, within-period fatigue was examined for the 
data from the 45-min period; yet no degradation in accuracy 
was found for speed measurements obtained late in any specific 
period. Second, mean speed error (all-vehicle versus sample 
difference) demonstrated a trend for less error lo occur later in 
the day. Ranked period-specific mean measurement .errors 
associated with time of day are as follows (Period 1 begins at 
9:00 a.m.; Period 10 ends at 5:00 p.m.): 

63 
64 

65 
66 

67 
66 

65 
65 

63 
63 

65 
64 

64 
64 

66 
65 

Error (mph) 

0 
0.1 
0.3 
0.4 
0.8 
0.8 
0.9 
1.1 
1.3 

2 

4 

5 

5 

8 

8 

10 

No statistical differences 

Coder mean speed low 
by 1.5 mph 

Coder variance high 

Amazing 

No statistical differences 

No statistical differences 

No statistical differences 

Coder variance high 

Period 

8 
9 
6 
10, 1 
5 
3 
7 
4 
2 

Results of this experiment indicated that although 45 min is 
the minimum acceptable period duration, specifying period 
duration alone does not ensure an adequate sampling require­
ment. Both observation duration and sample size must be 
specified. Therefore, sample-size effects were studied next. 

DETERMINATION OF MINIMUM SAMPLE SIZE 

In this experiment the suitability of small spot speed samples to 
estimate all-vehicle speed populations was investigated. The 
objective was to determine minimum sample requirements in 
order to optimize manpower and financial resources without 
sacrificing statistical integrity of the study. 

The applied procedure involved comparing results obtained 
with varied sample sizes versus results from the all-vehicle 
population. Two days of speed observation were applied at a 
rural Interstate site during hours of uniform traffic flow. Sub­
samples consisting of 10, 20, 50, 100, and 200 vehicles were 
randomly selected from the all-vehicle population. Five itera­
tions (random selections) were conducted in each sample size 
category. Samples were extracted from specific durations (e.g., 
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TABLE 8 AVERAGE AND MAXIMUM SPEED 
MEASUREMENT ERROR FOR VARYING SAMPLE 
SIZES 

Sample Mean Speed 85th Percentile 

Size Day 1 Day 2 Day 1 Day 2 

Average Error 

10 0.8 0.5 1.0 0.8 
20 0.2 0.3 0.4 0.6 

100 0.1 0.1 0.1 0.2 
200 0.1 0.1 0.1 0.2 

Worst-Case Error 

10 3.0 2.8 5.1 5.4 
20 1.3 3.1 3.0 2.9 
50 0.9 1.1 1.3 2.3 

100 0.8 0.7 0.6 0.7 
200 0.5 0.6 1.0 0.9 

NoTB: N = 50 observation periods for each sample size. 

a half-hour) in the database so as to represent operational data­
gathering periods. A total of 50 observation trials were made 
for each tested sample size. 

No statistical differences (a. = .05) were found between 
samples and populalion mean speeds. In certain instances, 
standard deviations differed for samples of 10, 20, and 50 
vehicles. Speed measurement error (i.e., all-vehicle populations 
versus sample groups) is summarized in Table 8. Average mean 
and 85th-pcrcentile speed differences are shown in lhe top 
portion of the table. These averages represent magnimde of 
error without regard to direction (i.e. , a +l.0-mph error and a 
-1.0-mph error would average to 1.0 mph). The results in the 
upper portion of the table imply that very good results were 
obtained with relatively small sample sizes. That is, average 
precision of better than 1.0 mph was achieved with sample 
sizes as small as 20 vehicles. 

However, in order to examine the maximum sampling error 
likely to be associated with each sample size, the worst-case 
difference from all 50 trials within each size category is shown 
in the lower portion of the table. These results indicate that 
sample sizes of 10 to 50 vehicles can result in mean or 851h­
percentile speed sampling errors ranging from 0.9 to 5.4 mph. 
However, a sharp reduction in error was noted for 85th-percen­
tile speeds as sample size increased from 50 to 100 vehicles. A 
further increase to 200 vehicles did not yield any reaJ benefit. 
Thus, maximum expected measurement error associated with a 
random sample of 100 vehicles was shown to be 0.75 mph for 
mean speed and 0.65 mph for 851h-percentile speed. Results 
indicate that under uniform flow conditions (e.g., during non­
rush periods), mean and 85th-percentile speeds can be mea­
sured with an accuracy of better than 1.0 mph if two sampling 
minimums are met: a 45-min observation period (as seen from 
the previous section) and a sample of 100 vehicles. 

EFFECT OF OBSERVER EXPERIENCE 

Emphasis in this research was placed on the relative accuracy 
achieved with tested techniques used by experienced versus 
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inexperienced observers. Each of the foregoing vehicle-selec­
tion strategies was applied by both an experienced observer 
(i.e., a traffic engineer with 14 years' experience) and an inex­
perienced observer (i.e., part-time personnel with short training 
session) using both radar and manual timing techniques. Four 
inexperienced observers were used; the same experienced 
observer conducted data collection for each tested technique as 
a basis for comparison. 

No significant effect in radar application was noted as a 
function of observer experience. Table 9 gives the manual 

TABLE 9 COMPARATIVE MANUAL-TIMING SPEED 
MEASUREMENT ACCURACIES FOR INEXPERIENCED 
OBSERVERS 

Inexperienced 
Coder Versus Experienced Versus 
Actual Inexperienced Coder 

Mean 85th Mean 85th 
Coder and Age Speed Percentile Speed Percentile 

Eleanor, 25 2.0 1.5 1.4 1.0 
Barbara, 27 1.5 1.9 0.9 0.5 
Dave, 35 0.1 0.6 -0.5a 0.3 
Carol, 39 0.3 0.5 0 0.4 

aMinus sign indicates superior performance by comparison with experi­
enced coder. 

speed timing accuracies associated with the inexperienced 
observers. Two speed measurement criteria were applied: (a) 
difference between speed results coded by inexperienced 
observers and actual speeds of the vehicle population, and (b) 
difference between results of the experienced versus the inex­
perienced coders. Relative error is shown for each inex­
perienced coder, averaged across all trials. Three women and 
one man were used as the inexperienced observers; ages ranged 
from 25 to 39. Measurement differences for each observer are 
ranked in the table according to age. Results generally indicate 
that improved accuracy is associated with greater motivation, 
as was shown by the results for the two older obsetvers. Mean 
speed measurement errors recorded by the inexperienced 
coders ranged from 0.1 to 2.0 mph; differences between the 
experienced and inexperienced observers ranged from 0 (exact 
agreement) to 1.4 mph. In one case, however, the inexperienced 
coder produced more accurate results than did the experienced 
coder. 

The interpretation of these results leads to the followiilg 
conclusion regarding observer experience and its effect on 
manual speed timing accuracy. Although generally improved 
results were associated with age (i.e., observers in their thirties 
demonstrated improved results in comparison with those in 
their twenties), no consistent difference was noted between 
male and female coders. The field experience during this 
research demonstrated two important factors. First, motivation 
is more significant than specific observer characteristics in 
determining suitability for this task. Those personnel who dem­
onstrated a serious attitude and who appeared to genuinely 
want to do the work proved to be more accurate in their results. 
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Second, intercoder reliability trials (i.e., vehicle-by-vehicle 
data comparisons between observers) are essential in order to 
predetermine the suitability of any employee to conduct man­
ual speed timing. In the case of a motivated observer, one 2-hr 
training session is likely to be sufficient to provide needed 
experience. A second training session, conducted on a different 
day, is recommended to control for within-observer perfor­
mance variation. 

SUMMARY OF RESULTS 

A field evaluation of speed data collection techniques was 
conducted by comparing actual traffic speed characteristics 
with those measured with the following procedural variations. 
Six vehicle-selection strategies were tested in order to elimi­
nate observer bias. These strategies included subjective, sys­
tematic, and random vehicle-selection procedures. Lane-spe­
cific vehicle selection was also tesred. The reliability of two 
methods (radar and manual timing) using the platoon-weight­
ing technique was assessed on four highway types: rural Inter­
state, rural two lane, urban four lane, and urban two lane. The 
effect of observer experience (age and practice) was examined 
Relative precision for spot speed measurement was determined 
for a variety of observation period effects (e.g., duration, time 
of day, and within-period observer fatigue). Spot speed 
sampling accuracies were determined for minimum cost-effec­
tive sample sizes. 

Results of the series of field studies are as follows: 

I. Six vehicle-selection strategies were tested in order to 
eliminate observer bias: subjective, systematic, computer­
assisted random, and platoon-weighted procedures using both 
radar and manual timing methods. Lane-specific vehicle selec­
tion was also tested but was determined not to be beneficial. All 
the tested strategies yielded results that were statistically equiv­
alent to real traffic speeds. However, the randomized (desig­
nated vehicle, not lane specific) strategy consistently proved 
best and resulted in mean and 85th-percentile speed error of 0.2 
mph or less. 

2. The reliability of two methods (radar and manual timing) 
using the platoon-weighting technique was assessed on four 
highway types: rural Interstate, rural two lane, urban four lane, 
and urban two lane. Radar produced the following accuracies: 
mean speed, 0.5 mph, and 85th-percentile speed, 0.7 mph. 
However, manual timing was not shown to be reliable in 
highway settings that do not afford an elevated vantage point. 

3. The accuracy of manually timed speed observation was 
determined from vehicle-by-vehicle comparisons with an auto­
mated speed collection device. Despite considerable vehicle­
specific error (i.e., approximately 40 percent of the measure­
ments were in error by 1.0 mph or more), these errors were 
largely compensating in nature. Averaged trials for two 
observers resulted in sample means and 85th-percentile speeds 
within 0.5 mph accuracy. 

4. Relative precision for spot speed measurement was deter­
mined for a variety of observation period effects (e.g., duration, 
time of day, and within-period observer fatigue). Results 
showed that a minimum 45-min observation period is required 
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but that no accuracy degradation due to fatigue during this time 
is expected. Rest periods throughout the day resulted in no 
manual speed timing accuracy reduction at the end of an 8-hr 
day. 

5. Spot speed sampling accuracies were determined for min­
imum cost-effective sample sizes. A minimum of 100 vehicles 
is required for mean speed accuracy of 0.5 mph and 85th­
percentile speed accuracy of 1.0 mph. 

The product of this series of field studies is a recommended 
manual technique for speed determination. Manual observation 
is suggested for applications such as assessment of traffic 
control device effectiveness and other uses where continuous 
speed monitoring with automated equipment is not feasible. 
Application of manual procedures developed in this series of 
field experiments was determined to yield mean speedS accu­
rate to 0.5 mph at the 0.01 confidence level. 

The recommended manual speed collection method consists 
of the following procedure: 

I. Speed-timing personnel should be trained with at least 
two intercoder reliability trials (on separate days), requiring 
mean agreement between coders of 0.5 sec or better for indi­
vidual speed measurements. 

2. Speeds should be clocked by using an electronic stop­
watch capable of measuring and displaying time to an accuracy 
of 0.01 sec. 

3. Overhead observation points, such as overpasses, should 
be used. 

4. Speed-timing markings should be painted on the pave­
ment at a minimum spacing of 270 ft. 

5. A minimum observation period of 45 min and total sam­
ple size of 100 vehicles should be used 

6. Observations should be conducted at times of day 
exhibiting stable speed conditions (e.g., only rush or only 
nonrush conditions). 
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Standard Target Contrast: A Visibility 
Parameter Beyond Luminance To Evaluate 
the Quality of Roadway Lighting 
F. w. JUNG AND A. TITISHOV 

An addltlonal yardstick to evaluate the quality of fixed hJgh­
way Ughtlng Is proposed, specifically, the contrast of a crltkal­
sJze standard target object, such as a 20 x 20-cm (8 x 8-ln.) 
square middle-gray card placed vertically on the road surface 
perpendicular to the road axis. The proposed measure of stan­
dard target contrast would be used ln conjunction with other 
currently used yardsticks, such as luminance and glare. The 
concept of a standard target contrast Is demonstrated with 
reference to a test section of conventionally designed lumJ­
nalres. Although luminance levels meet the standards for uni­
formity, spots of unsafe low contrast are clearly revealed by the 
new yardstick. Contrast bas been defined Jn such a way that 
values for sllbouette vlsJon range from no contrast at zero to a 
maximum contrast of -1, representJng a comfortable range for 
all practicable evaluation work. The prospect of more effective 
nonsymmetrlcal lumlnalres for one-way traffic Is also investi­
gated. It Is shown that about half the JJght output must be 
widely and uniformly distributed to meet luminance require­
ments and that the remaJnJng light can be effectively dJrected 
toward the driver for enhancing contrast values. Conventional 
symmetrical lumlnalres need a distinct overlap of maln beams 
to provide sufficient contrast for silhouette vision at all points 
along the road. 

In the field of roadway and expressway lighting, considerable 
research has resulted in the adoption of luminance (reflected 
light) as a design standard for fixed lighting systems. Before 
this, the methods and standards of design were based on inci­
dent light (illuminance) only. Design and evaluation of lighting 
systems with road surface luminance as an additional standard 
is just one small forward step toward a true visibility criterion. 
Performance evaluation of fixe.d highwa.y lighting is still inade­
quate, as will be shown in this paper. 

At present, research efforts are directed toward finding a 
visibility index. However, there are difficulties with such an 
index, because it contains too many transient quantities that are 
difficult to tum into standard values. In the case of luminance, 
there were only a few values, such as the viewing angle a., that 
could still be standardized (although not easily). The visibility 
index, as it is being discussed now, is apt to be loaded with 
physical and human factors, and thus it becomes much more 
difficult to agree on representative or standard values for sys­
tem parameters. 

Research and Development Branch, Ontario Ministry of Transporta­
tion and Communications, 1201 Wilson Avenue, Downsview, Ontario 
M3M 118, Canada. 

PROPOSED YARDSTICK 

The solution proposed here is not to try a perfect modeling or 
definition of such an index but rather to concentrate on a less 
sophisticated parameter that can easily be computed at each 
location on the roadway surface by using only the physical 
dimensions and properties of the lighting system. Such a 
parameter C\Ul be used in the same way as glare, illuininance, or 
luminance, namely, as a system evaluation yardstick revealing 
weaknesses of the system much more clearly than any other 
design parameter. 

The parameter suggested for use is the contrast of a critical­
size standard target object on the road surface perpendicular to 
the line of sight or road axis. Only two quantities of such a 
target must be defined: 

• Reflectance properties (such as middle gray, 20 percent 
reflectance, and nonspecular perfectly diffusing surface), and 

• Height above ground (such as 20 cm), which appears to be 
less important. 

Note that it is possible to use several standard values of reflec­
tivity (say, 20 percent, 50 percent, etc.). 

UNDERSTANDING AND INTERPRETING TARGET 
CONTRAST 

To understand the concept of standard target contrast, imagine 
a square 20 x 20 cm (8 x 8 in.) cut from a Kodak middle-gray 
card (which has a diffuse surface of 18 percent reflectance). 
This card is positioned vertically on the pavement surface 
perpendicular to the road axis and in chis position can be moved 
along the surface forward and sideways. In each position, the 
contrast of the target object against the background of the 
pavement surface at a normal driver viewing angle can be 
determined. The target surface can be specified as a perfect 
diffuser with a uniform reflectance such as 20 percent or 
another chosen value. Further, imagine a driver who is 80 to 
100 m (about 300 ft) away from the gray card, approaching it as 
a "critical-size" object situated in his driving path. "Critical 
size" means that the driver is sufficiently motivated to take 
evasive action when detecting such an object. Note that the 
capability of the driver to detect this card in time for evasive 
action is proportional primarily to the contrast between the card 
surface and the pavement background Only secondarily does 
this capability depend on the level of luminance on the road 
surface. 
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In this context, contrast is defined as the difference between 
the object and background luminance divided by the back­
ground luminance, that is, (L0 - Lb)/Lb. In this way, a powerful 
and well-understood additional criterion can be established to 
measure the quality of roadway lighting. Defined in this way, 
the contrast can be calculated or measured for each grid point 
on the road surface in terms of a definite number. The meaning 
of such a number should be immediately clear. For instance, 

• A contrast close to -1 means a strong silhouette effect. 
This is favorable for detecting objects but not necessarily for 
recognizing what they are, which fortunately is less important. 

• A contrast close to zero means that the target almost 
disappears, which can be an unsafe condition. 

• A large positive number means that the gray card appears 
bright against a darker background. 

It should be noted that the visibility of such targets under fixed 
roadway lighting is determined predominantly by negative con­
trast or silhouette effect against the brighter background lumi­
nance of the roadway surface. 

IMPLEMENTATION 

With relatively little effort, the target contrast parameter can be 
incorporated into existing computer programs for illumination 
design so that values of contrast (C) can be calculated in the 
same manner as that currently used for illuminance, luminance, 
and disability veiling glare. 

It is also possible to subscript the contrast parameter C (for 
example, C10 or C20) to denote the percentage of reflectivity of 
the target object (10 percent, 20 percent, etc.). Further, it is 
possible to add a term to the vertical target illuminance to take 
into account the additional illumination of the target object by 
vehicle headlights. However, headlights are not very effective 
at 90 m viewing distance and beyond. 

According to current knowledge, major highways need an 
average luminance of 0.5 to 1.2 cd/rr.2. It is conceivable that the 
higher value is needed for situations of poor contrast, whereas 
the low values of luminance could be adequate in cases of good 
contrast over the whole surface. 

Finally, introducing standards of contrast would promote 
innovation toward new luminaires that yield more visibility for 
each unit of consumed energy. This point needs further com­
ment. Fixed lighting with improved visibility on high-speed 
expressways can be achieved economically by nonsymmetrical 
luminaires with main beams turned toward the driver and with 
good cutoff characteristics. Besides a cutoff in the driver's 
direction between 80 and 85 degrees to minimize glare, there 
should be little light in the direction of travel, opposite to the 
driver's view, just enough to provide a minimum level of 
luminance on the road surface (say, 0.5 cd/m2>, which is impor­
tant to maximize (negative) contrast. Luminaires with such 
characteristics are not yet on the market but could well be 
developed after contrast standards have been introduced. 

The current design standards of illuminance and luminance 
are blocking such development because they are unable to 
reveal the spots of bad visibility (i.e., of low contrast), as will 
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be shown in the next section. On the other hand, an innovative 
luminaire as just described would probably violate present 
uniformity standards, which have little to do with visibility. 
Thus, introducing a standard of contrast would greatly promote 
the state of the art of lighting systems design. 

A CASE OF CONTRAST DISTRIBUTION 
MEASUREMENT 

Measurements of illuminance, luminance, and contrast of a 
standard target object were carried out at a test in Ontario with 
luminaires of adjustable output (1). The pole distance was 59.5 
m (200 ft) and the mounting height 15 m (50 ft), using two 400-
W high-pressure sodium (HPS) Type ID luminaires per pole 
with 1-m (3.3-ft) overhang. The road width was 10.5 m (34 ft); 
that is, there were three lanes running east to west. The installa­
tion consisted of six poles in one row, with two luminaires 
installed at each pole and bracket arm (to maximize the range 
of lighting levels). 

The measurement field was chosen in the center, between the 
third and fourth poles. The results of the measurements, carried 
out in the center of each lane, are plotted in Figures 1 and 2. 
Luminance and contrast distributions are shown for a driver 
who is looking from the right, that is, approaching from the 
right side of the figures. Figure 1 shows distributions for full 
illumination and Figure 2 for an illumination output reduced to 
14 percent. 

The standard target was a 20 x 20-cm middle-gray card of 
about 20 percent reflectance in a vertical position and perpen­
dicular to the road axis. The contrast values, C20 (20 stands for 
20 percent), in Figures le and 2c have been calculated from 
luminance measurements of the target object (L

0
) and the road 

surface background (Lb) using the formula 
C20 = (L0 - Lb)/Lb. Each figure contains three lines or curves, 
one for each of the three lanes. 

The results shown in Figures 1 and 2 are interpreted as 
follows: 

1. The distribution of luminance in each lane is relatively 
uniform. This means that the luminance yardstick cannot be 
used to discover a deficiency in contrast; that is, no weakness in 
the system can be determined 

2. The standard target contrast is basically all negative, 
which means that there is silhouette vision almost all along the 
road section. The object appears dark against a brighter back­
ground. 

3. There are contrast values that are close to zero some­
where between the entrance point (the fourth pole) and the 
center (i.e., toward the approaching traffic), which means that 
'CJ'itical-size objects may almost disappear at certain spots. 
Thus, contrast measurements reveal a weakness in the system. 

If the evaluation of this fixed lighting system were based on 
illuminance and luminance only, it would have to be judged 
satisfactory or fair. Note that the luminance distribution is very 
uniform. However, contrast values close to zero mean that 
critical-size objects in the driving path (mufflers, rocks, etc.) 
may disappear or almost disappear for a short period of time 
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while one is driving along. Thus, it is important to look also at 
the standard target contrast distribution, which should be intro­
duced as another important yardstick for the quality of fixed 
highway lighting, together with the currently used yardstick of 
luminance. 

Negative contrast means that the target object is darker (has 
lower luminance) than the road surface in the background. Car 
headlights, which are effective at distances of less than 90 m 
(300 ft), increase the luminance on the target object, and thus 
may reduce the negative contrast. However, this requires fur­
ther investigation; it is conceivable that headlights may worsen 
the situation. 

Only the contrast diagrams in Figures 1 and 2 show the 
deficiency of the lighting system: between 30 and 45 m, that is, 
beyond the center of the section and toward the right in the 

direction of the approaching driver, contrast values are at or 
close to the zero line. The illuminance and luminance diagrams 
do not reveal any deficiency. 

PILOT COMPUTATION AND ILLUSTRATION 

System Parameters 

Illumination systems for highways usually consist of rows of 
luminaires on poles. The relationship of each pole and lumi­
naire with regard to the point P on the road surface as seen by 
an approaching driver is shown in Figure 3. Computer pro­
grams are available to calculate illurninance and luminance at 
predetermined grid points (P) for a standard viewing angle of 
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an approaching driver (ex.= 1 degree). Such programs can be 
extended easily to include the contrast of a standard critical­
size object, a middle-gray perfect diffuser with a 20 x 20-cm 
surface perpendicular to the road axis. The strengths of such a 
new parameter can be evaluated by the following pilot study. 

modating either one-directional traffic from left to right or two­
way traffic. 

For illustration, the system is simplified to two dimensions 
longitudinally along the axis of a straight horizontal road of a 
few lanes. One row of luminaires is arranged in the center 
position at a mounting height (II) above the road surface. This 
system is shown in Figure 4 and may be understood as accom-

Te~ used in this discussion denote the following variables: 

H = mounting height (m); 
S = spacing of luminaires (m); 
A. = S!H = ratio of spacing to mounting height; 
1; = fraction of distance between point P and the pole at 

i = -1 in terms of pole spacing; 
i = index of location of light poles; 
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L = p 

I= 

luminance at point P (cd/m2), added contribution 
from many luminaires; 
luminous intensity function (lumens per space an­
gle); 

'Y = angle of light incidence or vertical angle of the in­
tensity function /; 

Z= size of target object above ground (m); 

cl>= angle of azimuth (i.e., horizontal angle of the inten­
sity function /; see Figure 3); 

R= reduced luminance coefficient; and 

P= angle between the direction of I and the road axis. 

For simplicity of demonstration, the luminous intensity func­
tion (/) is assumed to be independent of the horizontal angle $. 
Further, the angle p is assumed to be between zero and 10 
degrees, so that a simplified assumption can be made for the 
reduced luminance coefficient (R). These two simplifications 
mean that variations perpendicular to the road axis are ne­
glected. With cl> and P being zero, the equation to calculate the 
luminaires' contributions at point P is 

L = I ('Y) * R ('Y) 
P H2 

(1) 

where 

tan y = (1 - ~) A. + (i * A.) (2) 

Reduced Reflectance Coefficient R(y) 

The aforementioned assumption for the reflectance coefficient 
is shown in Figure 5. The curve shown is represented by the 
equation 

R = 0.0305 [cosy+ 0.37 cos (2y)] x o.6~o (3) 

where q0 is the brightness parameter (2-5). This curve is 
assumed to sufficiently approximate the function R for small 
angles of p derived from the standard reflectance table (R3). 
Note that there are variations in age and location of the reflec­
tance parameter along any type of pavement, so approxima­
tions of this kind are appropriate. 

Luminous Intensity Function /(y) 

In the two-dimensional simplified system hete, luminous inten­
sity functions for luminaires vary with the vertical angle only. 
For example, if a cutoff point is assumed at some angle be­
tween 80 and 90 degrees, the functions could be expressed a.S a 
function of "( by a polynomial such as the following: 

I = f(d + ay + mf - rf) >0 (4) 

If uneven exponents are chosen, such as u = 3 and v = 5 or 7, 
the intensity distribution would be nonsymmetrical. Such non­
symmetrical functions may also be expressed by two poly­
nomials, different for positive or negative values of y, and so 
forth. 

.03 

a: 
....-

" w 
u 
u. .02 
u. 
w 
0 
u 

R 

A( cos1 + B cos 21 I 

A= 0.0305 
B = 0.37 

67 

·60 ·50 -40 •30 ·20 · 10 10 20 30 40 so 60 70 80 90 

ANGLE OF INCIDENCE, 1 

FIGURE 5 Reduced reftectance coefficient R for two-di­
mensional system. 

A nonsymmetrical luminaire could be described as shining 
mainly backward, toward the driver. This type of luminaire 
would be most economical and should therefore be included in 
the investigations. 

It should be understood that Equation 4 represents the­
oretically assumed intensity distributions, disregarding whether 
a luminaire can be built according to this or similar specifica­
tions. 

At present, the luminaires of street lighting systems are 
symmetrical, with main beams reaching far in both directions, 
because this is perceived to be an economical feature. The 
luminous intensity function of a symmetrical luminaire can be 
simulated by the following function, with even values of u and 
v, setting a = 0 and d = 1: 

I = 1,000 * (1 + mf - rf) >0 (4a) 

Modeling of Contrast C 20 

The area of the standard target object should generally be 
defined as a perfect diffuser, so that deviations from a perpen­
dicular viewing angle or variations in the angle of light inci­
dence have no influence on the contrast calculations. 

The luminance of the target surface must have sufficient 
contrast against the background luminance of the road surface 
behind the target. Details of the target geometry may be seen in 
Figure 6. With respect to target contrast, the vertical illumi-
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FIGURE 6 Details or crlttcal-slze target geometry (two-dimensional). 

nance must be calculated at point C, the front center point of 
the target. The corresponding background luminance must be 
in the driver's line of sight. 

In expressway driving, it is necessary to perceive a critical 
object at a distance of about 90 m. Car headlights are not very 
effective at that distance. Under these conditions, therefore, 
objects are seen predominantly by silhouette vision, that is, by 
the negative contrast generated by fixed roadway lighting. 

Adopting a standard using the visibility of a critical object in 
the calculation or measurement of contrast would permit a true 
comparison of lighting systems based on the quality of night 
visibility that they provide. 

As shown in Figure 4, there are three different angles of y 
involved: 

tan y = (1 - ~) • A. + (i • A.) (2) 

tan y' = [(1 - ~) * A.+ (i * A.)] * {H/f.H - (Z/2)]} (5) 

tan y" = [(1 - ~) * A. + (i * A.)] * {Z/[2 * H * sin (a)]} (6) 

The vertical illuminance at point C is calculated as follows, 
adding up contributions from luminaires in front of the target 
only: 

E = /('() cos2 (y') sin (- y') > 0 
vc [H - (Z/2))2 

(7) 

The horizontal luminance at point B is calculated by using 
Equation 1, except for the larger angle y": 

L = /(y") R(y") 
b H2 

(8) 

The contrast C of the target object at point P can then be 
computed: 

(9) 

In an actual lighting program, Equations 7 and 8 are more 

complex, containing expressions of the angles ~ and $ (Figure 
3), whereas Equation 9 remains the same. 

As shown in Figure 4, contributions from all luminaires must 
be added. Because the target surface is defined as a perfect 
diffuser, the luminance coefficient is independent from the 
viewing angle of the driver and from the angle of incidence; for 
20 percent reflectivity, it is simply 0.20/7t. 

Contrast Calculations of Two Types of Lumlnalres 

In accordance with Figure 4, contrary to the results of measure­
ments in the last section, the traffic is assumed to be moving 
from left to right. 

Symmetrical Luminaires 

The following example has been calculated for various sym­
metrical luminaires: 

Mounting height: H = 12.5 m, 
Pole spacing: S = 4 * H = 50.0 m, A. = 4. 

The results of the contrast calculations are plotted in Figure 7. 
There is predominantly negative contrast; that is, the back­
ground luminance is higher than the target luminance. The 
symmetrical luminaire always throws some light on the target, 
although very little at zero and between 30 and 50 m near the 
end. At the quarter point of the distance beyond a pole, the 
target is relatively bright, and the contrast may be close to zero 
if the main beams of the luminaires do not overlap sufficiently. 
It should be noted that the luminance distribution of symmetri­
cal luminaires was found to be relatively uniform for all cases 
(1, 2, and 3). 

Thus, for conventional luminaires with symmetrical light 
distribution, an important design principle has been confirmed 
by introducing contrast as a quality measure: 

The quality of fixed highway lighting using symmetrical 
luminaires depends on the degree of overlap of the main 
beams, provided that glare can be held to a minimum accept­
able value. 
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Nonsymmetrical Luminaires 
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Introducing contrast as a criterion for the quality of fixed 
highway lighting (together with luminance) would mean that 
new luminaire types could be developed. For separated 
expressways or roads with one-way traffic, it is possible to 
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maximize the negative contrast by directing the main beam 
toward the driver, that is, in the direction opposite that of the 
traffic. However, at the same time, the (longitudinal) luminance 
distribution should remain fairly uniform. This is ~ifficult to 
achieve with large pole distances if no light is directed away 
from the driver, that is, in the direction of the traffic. In other 
words, some light is needed in all directions. Numerous cal­
culations of systems were carried out in order to find criteria for 
such an innovative luminaire, at least for the simplified system 
of two dimensions. 

Using the same example as that used for symmetrical lumi­
naires, the luminance intensity distributions are listed and plot­
ted in Figure 8. The assumed cutoff angles are ±81 degrees. 
Between these cutoff points, there is a block of constant light 
output of 1,000 lumens, and for y > 0 there is additional output 
directed toward the driver of approximately the same order of 
magnitude. 

The luminance and contrast distributions are plotted in Fig­
ures 9 and 10, respectively. Both parameters have large enough 
values and reasonable uniformity for all three distributions of 
intensity: 1, relatively narrow; 2, medium; and 3, wide. Narrow 
and medium distributions such as those labeled 1 and 2 appear 
feasible. The following observation can be made: 

Innovative nonsymmetrical luminaires for unidirectional 
traffic should have about half their output evenly distributed 
and the other half directed toward the driver. 

This is a tentative conclusion that must be investigated further. 

CONCLUSION 

The contrast of a standard critical-size target object with 20 
percent diffused reflectivity has been studied and may be re­
garded as a powerful criterion for evaluating the quality of 
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fixed lighting systems. Various reflectivity percentages may be 
chosen in a future system of standards. 

This concept of contrast has been applied in a simplified 
systems calculation together with the usual illuminance and 
luminance distributions to find some basic criteria for the 
quality of roadway lighting with respect to night visibility and 
to evaluate the concept of standard target contrast. 

In currently used systems with symmetrical luminaires, the 
overlapping of the main beams is important to avoid spots with 
low or zero contrast. Increased negative contrast can be 
achieved with nonsymmetrical luminaires directed toward the 
driver without having the main beams touch or overlap and 

with good distribution of luminance. Cutoff properties appear 
to be more critical in such innovative cases. 

When this contrast concept is used (together with luminance 
and glare) to evaluate fixed roadway lighting systems, illumi­
nance standards should be discarded. 

These preliminary findings, once recognized, could lead to 
new and improved lighting standards and to an innovative 
development of new types of luminaires that are more energy 
efficient. 

Without the introduction of additional standards of target 
contrast, manufacturers will have no incentive to develop inno­
vative or improved conventional luminaire designs because the 
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FIGURE 10 Contrast distribution for nonsymmetrical 
luminaires. 
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present standards of uniformity and level of illurninance and 
luminance in fixed highway lighting cannot reveal a system's 
weakness. 
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A Method of Calculating the Effective 
Intensity of Multiple-Flick Flashtube 
Signals 
MARC B. MANDLER AND JOHN R. THACKER 

A method of determining the effective intensity of light flashes 
composed of multiple pulses (flicks) of light was devised. Detec­
tion thresholds were measured for such flashes when the flick 
frequency and flash duration were varied. Thresholds de­
creased with increasing flick frequency and flash duration. At 
each flick frequency the relationship between threshold and 
flash duration was well characterized by the Blondel-Rey rela­
tion (a = 0.2), provided a multiplicative frequency-dependent 
fitting parameter was chosen. The fitting parameter, ~. in­
creased linearly with frequency between 5 and 20 Hz. A 
method of determining effective intensity was described that 
uses the flick frequency, number of flicks, and the calculated 
effective Intensity of a single flick to arrive at the solution. It 
was concluded that this method should be used for all multiple­
flick signals, provided the single-flick duration is Jess than 0.01 
sec and the frequency is between 5 and 20 Hz. The method of 
Allard should not be used, because it consistently overesti­
mates effective intensity. 

U.S. Coast Guard Research and Development Center, Avery Point, 
Groton, Conn. 06340-6096. 

A flashtube is a capacitive discharge device capable of emitting 
brilliant flashes of light in extremely brief time periods (on the 
order of microseconds). The highly intense flashtube burst can 
be detected at great distances and has been noted as a conspic­
uous signal in a typical aid-to-navigation system (1). Moreover, 
the efficiency of converting input energy to visible output is 
greater than that of an incandescent light (2). These factors 
make the flashtube attractive as an aid to navigation. 

There are three major disadvantages associated with the use 
of flashtubes. The intense nature of the flick tends to momen­
tarily blind the close observer (3). Also, the duration of the 
single flick is so brief that mariners have difficulty fixing the 
exact location in the visual field (3 ). Finally, mariners report 
difficulty judging the distance to the flashing source (3 ). The 
latter two difficulties can be ameliorated by presenting several 
flicks in rapid succession so that the appearance is not one of 
individual flicks, but of a longer-duration flash. Previous stud­
ies have shown that individuals can take line-of-sight bearings 
with greater speed and accuracy when the flash duration is 
increased in this way (4). 

The detection distance of a lighted aid to navigation is 
valuable information because it not only allows one to calculate 
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the range at which a light will become visible, but it is also one 
measure of the signal effectiveness of the aid. A typical aid-to­
navigation system is composed of both steady a.'l.d flashing 
lights. The detection distance of a steady light, where intensity 
does not vary with time, can be calculated from the familiar 
Allard's law (5, p. 62): 

where 

E illuminance threshold of the eye [typically 0.67 sea-
mile candle (6)], 

I intensity of the light, 
T transmissivity of the atmosphere, and 
D distance at which the light is visible. 

As the intensity of a flashing light source is a function of time, 
the detection distance can be calculated by using Allard's law 
provided that a steady-light-equivalent intensity, termed the 
effective intensity of the light, can be determined. Effective 
intensity is defined as follows (7) : 

If a flash is found to be just seen in conditions in which a steady 
light of intensity le is also just seen at the same distance and in 
the same atmospheric conditions, the flash is said to have an 
effective intensity le. 

The three generally accepted methods of calculating the effec­
tive intensity of a single flash are the methods of Allard (5) (not 
to be confused with Allard's law discussed previously), 
Schmidt-Clausen (8, 9), and Blondel-Rey-Douglas (10, 11). All 
these methods are condensed and described by the futemational 
Association of Lighthouse Authorities (IALA) (7). 

As noted earlier, the increased duration of the multiple-flick 
flash is desirable, but to incorporate these multiple-flick flash­
tube devices in an aid-to-navigation system requires a method 
of specifying its detection range. The IALA formally recog­
nized that of the three single-flash methods of calculating 
effective intensity, only the Allard method is appropriate for 
calculating the effective intensity of multiple-flick flashes (12): 

The reason for recommending ... the method of Allard for 
trains of rapidly repeated flashes was that this method would 
yield an effective intensity that increased with increasing num­
ber of flashes in the train and approached asymptotically a 
steady-state response that for very rapid rates was identical with 
Talbot's Law. The other two methods could not yield any 
satisfactory effective intensity for trains of flashes. It cannot, 
however, be said that there is any direct experimental confirma­
tion of the effective intensity obtained by the Allard method for 
repeated flashes. 

The Allard method involves lengthy computer calculations of 
the explicit solution of a differential equation (7). The primary 
purpose of this work was to find a simple, accurate method of 
determining the effective intensity of multiple-flick signals 
based on the characteristics of the signal. A secondary goal of 
this work was to provide the missing experimental confirma­
tion of the Allard method. 
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DEFINITIONS 

A single light pulse from a flashtube is called a flick. When 
several flicks are presented in rapid succession so that dark 
periods are not distinguished between the individual flicks, this 
is referred to as a multiple-flick flash. The rate at which the 
flicks are delivered in a multiple-flick flash is termed the flick 
frequency. The flash duration or flash length is the time be­
tween onset of the first flick and the cessation of the last flick 
and is a function of the flick frequency and the number of 
flicks. Figure 1 provides two examples of multiple-flick signals . 
The bottom portion of Figure 1 shows relative intensity as a 
function of time for a 20-Hz, 13-flick signal. The time between 
each flick is 1 per flick frequency, which in this case is 0.05 sec. 
The flash duration is 0.6 sec. ill the upper portion of the figure, 
a 5-Hz, 4-flick signal is shown. Each flick is delivered every 
0.2 sec. As with the 20-Ilz signal, the flash duration is 0.6 sec, 
though the number of flicks and total integrated light intensities 
of the two signals are different. 

• .? 
i 
'ii a: 
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20 Hz 

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 

Time (seconds) 

FIGURE 1 Plot of intensity versus time of 
multiple-flick flashes. 

APPARATUS 

Figure 2 shows a schematic of the apparatus used for data 
collection. A flashtube (Automatic Power, Inc., Part 
9001-0295) was installed inside an integrating sphere. A 0.025-
in. aperture was attached to the output of the integrating sphere 
and defined the source size. A variable neutral-density wedge 
provided computer control of illuminance of the signal. The 
signal was reflected off a mirror and superimposed on a low­
luminance (0.0045-ft-lambert) background provided by a 
Kodak slide projector. 

The signal appeared as a point source (actual angular diame­
ter of 0.0003 mrad) when viewed from 83.25 in. The back­
ground subtended approximately 1.0 rad by 1.0 rad. To mini­
mize the observer's uncertainty of the position of the signal, 
four small low-intensity fixation points were provided, each 
17.5 mrad from the signal location. 

The fiashtube circuitry was modified so that it could be 
triggered by a computer pulse. A single output flick was pre­
sented for each input trigger with the maximum rate being 50 
flicks per second 
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FIGURE 2 Schematic of laboratory apparatus. 

CALIIlRATION 

Figure 3 is a plot of the intensity as a function of time for a 
single near-threshold flick. To obtain this curve, an EG&G 
photomultiplier tube (PMT) with photometric filter was posi­
tioned in the apparatus where the observer's eye was typically 
positioned. The PMT, which had a rise time of less than IO 
nsec, was calibrated against an EG&G Model 555 photometer 
system using a steady light, so that the relationship between 
illuminance and output voltage from the PMT was known. 
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Figure 3 shows that the peak output occurs about 20 µsec 
after flick onset and the intensity decays to 10 percent of peak 
after 55 µsec, with negligible low-level output for as long as 
about 85 µsec after onset. 

PROCEDURE 

Detection thresholds were obtained for a total of 34 separate 
signals. Table 1 shows the six flick frequencies that were used, 
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FIGURE 3 Intensity profile of a single flick. 
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TABLE 1 TEST SIGNALS 

Flick 
Frequency 

TRANSPORTATION RESEARCH RECORD llll 

(Hz) No. of Flicks Flash Duration (sec) 

5 1,2,3,4 0.000,0.200,0.400,0.600 
8 1,2,4,6 

11 1,3,5,7,9 
14 1,3,5,7,9,11 
17 1,3,5,7,9,11,13 
20 1,3,5,7,9,ll,13,15 

0.000,0.125,0.375,0.625 
0.000,0.182,0.363,0.546,0. 727 
0.000,0.143,0.286,0.429,0.572,0. 714 
0.000,0.118,0.235,0.353,0.471,0.588,0.706 
o.ooo,o.100,o.200,o.300,o.400,0.500,0.600,0. 100 

the number of flicks provided at each frequency, and the corre­
sponding flash duration (see Equation 4). 

A "staircase" procedure was used to measure thresholds 
simultaneously for all the signals of a parlicular frequency. On 
a given trial, one of the 34 signals was presented and the 
observers responded as to whether or not the signal was de­
tected by pressing one of two computer-readable switches. If 
the signal was not detected, the illuminance was raised by 0.1 
log unit (25.9 percent). When the signal was detected three 
consecutive times, the illuminance was decreased by 0.1 log 
unit. This illuminance staircase continued until the illuminance 
had reversed direction eight times. Threshold was taken to be 
the mean of the peak illuminances where the staircase reversed 
direction. This procedure yields a threshold that corresponds to 
approximately a 79 percent probability of detection (13 ). 

Four observers with 20/20 vision or better wearing spectacles 
participated in this experiment. Observers dark adapted for at 
least 20 min before data collection began. All viewing was 
done monocularly (with one eye), primarily because of appa­
ratus limitations. 

The test signals were always provided in the center of the 
four-light fixation target (see Figure 2) and observers were 
required to fixate at this point throughout the experiment. 
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RESULTS 

Figure 4 shows one observer's thresholds as a function of flash 
duration for six flick frequencies. Flash duration is defined to 
be the time from the start of the first flick to the end of the last 
flick. Threshold is defined as the illuminance of the signal that 
could be detected 79 percent of the time. Because the illumi­
nance of each flick varies with time, the peak illuminance is 
used as the measure of threshold. 

For all frequencies, as flash duration increased, lower peak 
illuminance was required to detect the light, and thus the 
threshold is considered to have decreased. Moreover, as fre­
quency increased, and thus the number of flicks per flash 
increased, thresholds also decreased. 

As in any study of visual sensitivity, observers have different 
thresholds (14). In this experiment, the thresholds of the most 
sensitive and least sensitive observers differed by more than a 
factor of 2. Because concern here is not with an absolute 
measure of threshold, but rather a relative measure of how 
threshold changed with flash duration and frequency, all ob­
server one-flick thresholds (flash duration = 80 µsec) were 
normalized to 1.0. This means that thresholds at all other flash 
durations were proportionately less than 1.0, revealing the ex-
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500 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
.1 .4 .5 .6 . 7 .B 9 
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FIGURE 4 Observer thresholds as a function of flash duration. 



Mandler and Thacker 

tent to which the illuminance of these other signals could be 
reduced, relative to ·the one-flick threshold, to bring it to the 
threshold criterion. Moreover, because the authors' interest was 
with effective intensity and not threshold, the data were con­
verted from a threshold ordinate to an effective intensity ordi­
nate. Because two signals at threshold have identical effective 
intensities, the data of Figure 4 represent the peak illuminances 
of various test signals of equal effective intensities. The thresh­
old ordinate of Figure 4 can be converted to an effective 
intensity ordinate by taking the reciprocal of threshold. That is, 
if one signal has a threshold that is 0.5 times that of another 
signal, then it has twice the effective intensity. 

Figure 5 shows the relative effective intensity functions of 
the six test frequencies. The squares represent the mean of the 
four observers, and the vertical bars are ±1.0 standard error of 
the mean. The solid curve through the data is a theoretical 
function fit to the data and will be discussed in detail later. The 
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circles show the predictions of the Allard integral, the preferred 
method of calculating effective intensity of multiple-flick sig­
nals (7). 

It is clear that the Allard method overestimates the effective 
intensity of the multiple-flick signals. The amount by which 
effective intensity is overestimated increases with frequency 
and flash duration. For example, at 20 Hz the Allard method 
overestimates effective intensity by as much as 22 percent. 

The solid curves through the data are best fits of the function 

le = 1.0 + p * [t/(a + t)] 

where 

P = fitting parameter, 
flash duration, and 

a constant of 0.2. 
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FIGURE 5 Relative effective intensity functions. 
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o Observer data 

o Allard predictions 
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FIGURE 6 Best-fitting ~.a = 0.20. 

This is essentially the Blondcl-Rey relation (JO). The constant 
1.0 was added in keeping with the normalization performed on 
the data. By optimizing ~. it was possible to fit the group data at 
each frequency with this function, as shown by the solid curves 
of Figure 5. 

The 13 providing the best fit at each frequency is shown in 
Figure 6. The observer data are shown as squares and the 
Allard calculation as circles. The lines are least-squares fits to 
the data. 

As frequency increases, the fitted 13 increases. Again, as 
noted earlier, the fits for the Allard predictions are greater than 
those for the observer data. The 13 fits for the Allard predictions 
fall along a straight line with slope of 0.243 and intercept of 
-0.488. The observer data can be reasonably approximated by 
a straight line with slope of 0.203 and intercept of -0.577. 

DISCUSSION OF RESULTS 

The purpose of this experiment was to establish a method of 
specifying the effective intensity of multiple-flick flashes. It 
has been shown that for each flick frequency, observer data can 
be fit with a Blondel-Rey equivalent function (Figure 5) having 
a frequency-dependent fitting parameter, 13 (Figure 6). Had the 
thresholds been independent of frequency, the ratio of the 
effective intensities at a particular flash duration would have 
been the same as the ratio of the total energy in the flashes 
regardless of frequency. This is not the case, as can be seen in 
Figure 5. A 13-flick 20-Hz signal and a 4-flick 5-Hz signal both 
have flash durations of 0.600 sec. The ratio of the total energies 
of these two signals is 3.25, yet the ratio of the effective 
intensities is 2.30. Consequently, a frequency-dependent rela­
tionship is required, as shown in Figure 6. 

Proposed Method of Calculating Effective Intensity 

For any multiple-flick signal the effective intensity can be 
determined by using Figure 5 as a nomograrn and finding, 
along the ordinate, the value of the relative effective intensity 
for the appropriate frequency and flash duration. This value, 
when multiplied by the calculated effective intensity of a single 
flick, yields the effective intensity of the signal. 

An alternative, but equivalent, approach is to derive the 
equations that can be used to calculate the effective intensity. 
Equation 1, which was used to fit the observer data of Figure 5, 
provides the relative effective intensity of any signal provided 
the fitting parameter, 13, is known. The effective intensity (/ e) of 
a multiple-flick flash can be determined from 

le = Ie1 * 1.0 + f3 [t/(a + t)] (2) 

/el is the effective intensity of a single flick. To calculate this 
single-flick effective intensity, any of the three methods pro­
posed by IALA is sufficient (7). In these calculations the three 
methods yielded nearly identical results for the flick shown in 
Figure 3. The calculated effective intensities from these three 
methods are as follows: 

Method 

Schmidt -Clausen 
Blondel-Rey-Douglas 
Allard 

Effective lnlem·ity 

4.6189 x 10·1 

4.6170 x 10-1 

4.6800 x 10"7 

The value 13 can be found from the least-squares fit in Figure 6, 
given the flick frequency. It can be calculated by 

13 = (0.203 * f) - 0.577 (3) 
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TABLE 2 RELATIVE EFFECTIVE INTENSITIES OF COMMON FLASHTUBE SIGNALS 

Flick 
No. of Flicks per Flash Frequency 

(Hz) 2 3 4 5 6 7 8 9 10 

5 1.219 1.292 1.329 1.350 
6 1.291 1.401 1.458 1.493 1.517 
7 1.352 1.497 1.575 1.625 1.659 1.684 
8 1.403 1.582 1.683 1.748 1.793 1.827 1.852 
9 1.447 1.658 1.781 1.862 1.919 1.961 1.994 2.020 

10 1.485 1.727 1.872 1.969 2.038 2.090 2.130 2.162 2.189 
11 1.518 1.789 1.956 2.068 2.150 2.212 2.260 2.299 2.331 
12 1.547 1.845 2.033 2.162 2.256 2.327 2.384 2.430 2.468 
13 1.573 1.897 2.105 2.250 2.357 2.437 2.504 2556 2.600 
14 l.597 1.944 2.172 2.333 2.452 2544 2.618 2.679 2.728 
15 1.612 1.989 2.234 2.411 2.543 2.645 2.728 2.795 2.851 
16 1.637 2.028 2.293 2.484 2.629 2.742 2.833 2.908 2.971 
17 1.654 2.065 2.348 2.554 2.711 2.835 2.935 3.017 3.086 
18 l .670 2.100 2.399 2.620 2.789 2.923 3.032 3.122 3.198 
19 1.684 2.132 2.448 2.682 2.864 3.008 3.126 3.224 3.306 

where f is frequency in hertz. Flash duration (t) is calculated by 

t = (l/J) * (n - 1) + d 

where 

f = frequency (Hz), 
n = number of flicks in the flash, and 
d = duration of a single flick. 

(4) 

This equation simply calculates the time between the start of 
the first flick and the end of the last flick. 

Table 2 provides the solution of the foregoing equations for 
flick frequencies between 5 and 20 Hz and various numbers of 
flicks. The effective intensity can be determined by multiplying 
the appropriate tabulated value in Table 2 by the effective 
intensity of a single flick. 

Flick Duration 

The method proposed here is based on threshold measurements 
for signals with the 80-µsec flick profile of Figure 3. Not all 
flicks or light pulses have the same temporal profile, and thus 
the generality of this method for other flick profiles must be 
addressed. It is well established that the shape of a light pulse 
does not affect threshold or effective intensity if its duration is 
less than the critical duration (i.e., Bloch's law is obeyed) 
(10, 15). Within certain time intervals, the eye acts as a perfect 
integrator, and thus pulse shape is irrelevant. Although the time 
period over which Bloch's law is obeyed varies with many 
stimulus conditions (16, p. 154), it can conservatively be esti­
mated at 0.01 sec. It appears that as long as the flick duration is 
less than 0.01 sec, this method can be used. Although this has 
not been verified empirically in this work, two considerations 
support this conclusion. First, the effective intensity, as calcu­
lated by any of the three methods of IALA (7), is independent 
of pulse shape for pulses between 0.0 and 0.01 sec. Second, the 
amount by which Allard's method overestimates effective in­
tensity is constant provided the flick duration is less than 0.01 
sec. It is concluded that this method of calculating effective 

11 12 13 14 15 16 17 18 19 20 

2.357 
2.499 2.526 
2.637 2.668 2.695 
2.770 2.805 2.837 2.864 
2.899 2.939 2.974 3.005 3.033 
3.024 3.069 3.109 3.143 3.174 3.201 
3.145 3.195 3.240 3.278 3.312 3.342 3.370 
3.262 3.318 3.367 3.410 3.448 3.482 3.512 3.539 
3.377 3.438 3.491 3.538 3.580 3.617 3.651 3.681 3.708 

intensity can be used for any multiple-pulse light flash as long 
as each pulse is less than 0.01 sec. 

Visual Time Constant (a) 

It has been internationally agreed (7) that for nighttime obser­
vation the visual time constant, a, used for calculations of 
effective intensity, should be equal to 0.2. Nighttime observa~ 
tion is assumed to be at a background luminance less than 0.1 
cd/m2 (7). The background used in this experiment was a.ors 
cd/m2, considerably Jess than the maximum penniucd. For the 
curve fitting performed on the data of Figure 5, a was assumed 
to be 0.2. It can be seen that the theoretical curve does an 
adequate job of fitting the observer data. It was disturbing, 
though, that the Allard method overpredicted le. As an ex­
ercise, the analysis was repeated using different values of a in 
search of an a that would bring the observer data and the Allard 
calculation into agreement. The observer data were refitted 
with different values of a and the Allard calculation was per­
formed with these same values and the results were compared. 
Figure 7 shows the best-fitting ~ for the observer data and the 
Allard calculation assuming an a of 0.155. The least-squares fit 
to the observer data yields a slope of 0.189 and an intercept of 
-0.540, whereas the slope and intercept for the Allard calcula­
tions are 0.183 and -0.445, respectively. 

Areas of Further Investigation 

In this experiment only a single background luminance was 
used. It is of interest to determine whether the slope of the 
curve in Figure 6 varies with background luminance so that the 
generality of this approach can be assessed. Further, it was 
argued that the proposed method can be used with many dif­
ferent flick profiles and durations. This argument should be 
empirically verified. 

Another area-in which much work is needed is in determin­
ing the optimum flick frequency and flash duration. Such an 
approach not only must take into account the effective intensity 
of the signal, but also must be concerned with the speed and 
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o Observer data 

o Allard predictions 
4 
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FIGURE 7 Best-fitting ~. a = 0.155. 

accuracy with which a bearing can be taken and must perform a 
comparative analysis of battery power requirements for such 
signals. Thacker (4) showed that as flash duration increases, 
speed and accuracy in taking a bearing improve. Montonye and 
Clark (2) performed a partial analysis of flashtube battery 
power requirements. Edgerton (17) has measured the relation­
ships between the size of the flashtube storage capacitor, initial 
capacitor charging voltage, the peak output intensity, the elec­
trical input to visual output efficiency, and the flick duration. 
Before flashtubes are widely deployed in the field, all these 
approaches to flashtube optimization must be fully analyzed in 
conjunction with one another. 

CONCLUSIONS 

TI1e following conclusions are based on the resuits reported 
here. 

1. The proposed method of calculating effective intensity 
(le) should be used for any multiple-flick signal regardless of 
the single-flick time-intensity profile, provided the single-flick 
duration is less than 0.01 sec and the flick frequency is between 
5 and 20 Hz. The effecti;ve intensity can be calculated from 
Equations 2, 3, and 4 found in the discussion section. 

2. The Allard method should not be used for calculating the 
effective intensity of multiple-flick flashes because it consis­
tently overestimates the effective intensity. The greater the flick 
frequency, the greater the error. 

RECOMMENDATIONS 

The purpose of this effort was to determine a means of calculat­
ing the effective intensity of a multiple-flick signal. The results 

reported here do not fully address the issue of the optimum 
flashtube signal to incorporate into field-deployable hardware. 
There remain several issues that must be resolved before the 
optimum signal is chosen. Accordingly, the following recom­
mendations are made: 

1. Research should be conducted to specify the flashtube 
energy consumption as a function of number of flicks em­
ployed in a flash and the circuitry of the system. This analysis 
would compare and contrast the results obtained from standard 
incandescent sources. This work will reveal how signals are 
limited by energy consumption. Work should also be done to 
optimize the flashtube circuitry for Coast Guard applications. 

2. Research should be sponsored that addresses issues of 
human performance with respect to flashtube signals. Specifi­
cally, problems of depth perception and difficulty in obtaining a 
fix on the iight should be studied more carefuliy. 

3. Once the foregoing data have been collected, an optimum 
range of flashtube signals should be selected based on perfor­
mance measures, calculated effective intensity, and energy c6n­
sumption considerations. 
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Evaluation of Alternative Sign-Lighting 
Systems To Reduce Operating and 
Maintenance Costs 
JONATHAN E. UPCHURCH AND JEFFREY T. BORDIN 

The study objective was to identify a sign-lighting system that 
has a lower electric power cost and reduced maintenance 
requirements and that provides adequately for the motorists' 
needs in terms of legibility and illumination level. Twenty-five 
candidate lighting systems were identified through a review of 
technical data and specifications for lamps and fixtures by an 
independent lighting expert. Photometric tests and computer 
analyses of sign illumination levels reduced the number of 
candidates to 10 alternative systems, which were then field 
tested. Each alternative lighting system was field tested for 10 
to 14 months. Sign luminance was measured with a tele­
photometer. Power consumption was monitored. Maintenance 
requirements and lamp life were noted. A human factors study 
determined legibility distance and rated viewing comfort, 
lighting uniformity, and color rendition. An economic analysis 
was performed in which the initial cost of acquiring and in­
stalling the lighting systems and annual costs for electric 
power, washing, relamping, and ballast replacement were con­
sidered. A lighting system using the high-pressure sodium light 
source was recommended. Compared with the existing com-

Department of Civil Engineering, Arizona State University, Tempe, 
Ariz. 85287. 

monly used fluorescent system, it uses one-third as much elec­
tric power and has about one-third of the annual owning and 
operating costs. The recommended system has a satisfactory 
illumination level and provides the best legibility distance of 
the 10 systems tested. 

During the past 5 years interest has been increasing nationwide 
in overhead guide-sign lighting because of the increasing cost 
of the energy to provide illumination. In California, for exam­
ple, the armual cost of electric power to illuminate overhead 
signs on the freeway system increased from $993,000 in FY 
1977-1978 to $2,200,000 in FY 1982-1983 (W.A.J. Hoverstern, 
California Department of Transportation, unpublished data, 
June 1985). The nationwide cost of power for overhead sign 
lighting (for all overhead signs on all roadway systetns) was 
estimated to be about $20 million armually in 1986. 

In addition to the cost of electric power, highway agencies 
are also concerned about the maintenance costs and labor 
requirements for sign-lighting systems. California's annual 
maintenance cost for its overhead signs is $800,000 per year 
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(WA.I. Hoverstern, California Department of Transportation, 
unpublished data, June 1985). Resources are scarce and the 
monies and manpower available to highway agencies have 
been declining in real terms. Thus, with increasing operating 
and maintenance costs and limited resources there is a need to 
stretch dollars further and reduce manpower needs. 

Although cost reduction is important, overhead sign-lighting 
systems must also serve the needs of the motorist. Signing must 
be sufficiently visible and allow the driver adequate time to 
respond. These factors led the Arizona Department of Trans­
portation (ADOT) to initiate a research project designed to 
identify lighting systems that would be more power efficient, 
require less maintenance, and, at the same time, satisfy the 
needs of the motorist. 

RESEARCH APPROACH 

Introduction 

The whole issue of overhead guide-sign visibility at night is 
quite complex. There are a tremendous number of variables 
that affect what the motorist sees: 

The Sign 
• Type of sign materials used for the legend and background 

and their luminance or reflectivity 
• Contrast between the legend and the background 
• Color of sign background 
• Age of sign material (sign material deterioration) 
• Dirt, dust, and road film accumulated on the sign 
• Presence of rainwater, dew, or frost on the sign 
• Size of letters in legend 

Illumination 
• Illuminated versus nonilluminated 
• Type of light source 
• Illuminance level 
• Color rendition 
• Presence of ambient lighting (surround luminance) 
• Presence of glare sources behind sign or other competitive 

background lighting 
Environmental Factors 

• Snow, rain, fog, haze, blowing dust 
The Vehicle 

• Headlight characteristics (e.g., photometry, aim, clean or 
dirty, wet with rainwater) 

• Windshield characteristics (e.g., tinted glass, clean or 
dirty, wet with rainwater) 
Roadway Geometry 

• Sign orientation (Perpendicular to road? Does road have 
horizontally or vertically curved alignment?) 
The Motorist 

• Observer visual characteristics (e.g., night vision, which is 
a function of age) 
Other Factors 

• Use of high-beam or low-beam headlamps 
• Traffic volume (heavy stream of traffic provides more 

headlight illumination than a single vehicle) 
• Vehicle position (lane position and distance from sign) 
• Blockage of view by other vehicles (e.g., trucks) 
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There are additional factors that affect sign legibility require­
ments: 

• Time required for the driver to recognize a sign, read it, 
and react to it; 

• Length or complexity of the message on the sign; 
• Vehicle speed (determines viewing time available); and 
• Kind of response required of the motorist (immediate 

response or delayed reaction?). 

These variables greatly complicate the task of quantifying the 
motorists' needs and complicate the development of a research 
approach to solve the sign-lighting problem. 

To simplify the research problem and make the research 
project more manageable, two basic tenets were accepted: 

1. The requirement in Lhe Manual un Unifurm Traffic Con­
trol Devices (MUTCD) (1) that overhead signs on freeways be 
illuminated or have a refiectorized background was accepted. 
The study was limited to illuminated signs. 

2. Existing sign-lighting standards published by the Il­
luminating Engineering Society (IES) (2) and AASHTO (3) 
were accepted. A decision was made to develop lighting sys­
tems that met these standards. 

An additional issue was color rendition. The MUTCD (1) 
requires that regulatory and warning signs show the same color 
by day and by night when illuminated. It does not require that 
guide signs have good color rendition. AASHTO's guide (3) 
states that "the light source ... r should) ... preserve the col­
ors on the sign." Unlike the MUTCD, the AASHTO guide is 
only advisory; it is not a legal requirement. 

The issue of color rendition is important because some light 
sources (high-pressure sodium, low-pressure sodium) do not 
provide good color rendition. Assessment of the need to see 
green at night is highly subjective and there is a great diversity 
of opinion. A decision was made to include light sources (high­
pressure sodium and low-pressure sodium) that provide poor 
color rendition in the alternative lighting systems considered. 

Study Objectives 

The principal objective of the study was to identify a lighting 
system that has a lower power cost and reduced maintenance 
requirements compared with those of currently used lighting 
sources and that provides adequately for the motorists' needs in 
terms of color rendition and illuminance level. 

Each of the light sources or lighting systems was evaluated 
on the following bases: 

1. Illuminance level: compared with AASHTO and IES 
guides; 

2. Economics: costs of lamps, fixtures, installation, electric 
power, and maintenance; 

3. Maintenance required: person hours for installation, 
washing, cleaning, lamp replacement, and other maintenance; 

4. Lamp life; 
5. Legibility: the distance from which a sign is legible when 

illuminated; 
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6. Color rendition: a subjective assessment; 
7. Light uniformity (whether the sign is uniformly lit): an 

assessment (a) in comparison with AASHTO and IES guides 
and (b) subjectively by human observers; 

8. Viewing comfort: an assessment of glare or harshness due 
to brightness of a sign in a dark environment. 

It was recognized at the beginning of the study that, poten­
tially, there are a very large number of alternative sign-lighting 
systems. A system is composed of a light source, a lamp of a 
given size, a fixture, the ballast, and a specific number of lamps 
and fixtures. With approximately six principal light sources, 
roughly five lamp sizes for each source, several different fix­
tures on the market, and various numbers of lamps and fixtures 
that could be used to light one sign, the potential number of 
lighting systems available could easily be more than 100. A 
summary of the choices available follows. 

Light Source 
• Fluorescent (the standard light source now used by 

ADOT) 
• Mercury vapor (available in a "clear" and a "deluxe" 

version) 
• Metal halide (available in a "clear" and a "color-im­

proved" version) 
• High-pressure sodium (available in a "clear" and a 

"color-improved" version) 
• Low-pressure sodium 

Lamp Size 
• Each light source is available in several sizes (wattages) 

and lamp configurations 
Fixture 

• Various manufacturers market a variety of fixtures. Design 
of the fixtures varies considerably. Design of the reflector 
(behind the lamp) and the refractor (the glass cover or lens in 
front of the lamp) can have a dramatic effect on the ability of 
the fixture to distribute light over a sign panel. One type of 
fixture is used for the long, narrow fluorescent lamp. A second 
type generally can be used for most high-intensity discharge 
(mercury vapor, metal halide, high-pressure sodium) lamps. 
Ballast · 

• A variety of ballasts are available on the market for use 
with specific light sources and lamp sizes. The ballasts vary in 
efficiency. 
Number of Lamps and Fixtures 

• A given size of sign panel can be illuminated by using 
one, two, three, or more lamps and fixtures. The choice of 
number of lamps and fixtures affects the level of illuminance 
(footcandles), light uniformity, and economics of installation 
and operation. 

The performance of an individual sign-lighting system is 
dependent on the choices made in the foregoing list. There 
were a very large number of possible combinations of light 
source, lamp size, fixture, ballast, and number of lamps and 
fixtures that could potentially serve in a sign-lighting system. 

The challenge of the study was to weed out the lesser 
systems and identify the best one. This was done through a 
three-step process. Each succeeding step was more detailed and 
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rigorous than the previous step. The three steps were a pre­
liminary evaluation, a laboratory evaluation, and field testing. 

TESTING OF ALTERNATIVE LIGHTING SYSTEMS 

Preliminary Evaluation 

As noted, a large number of lighting systems were potentially 
available on the market. As a preliminary evaluation the whole 
range of alternatives was evaluated in terms of their ability to 
meet IES recommended illuminance levels for typical sign 
sizes, their ability to be competitive from the standpoint of 
power use, and their ability to be competitive from an overall 
economic standpoint. This evaluation was conducted by re­
viewing the technical data and specifications available for 
lamps and fixtures and through a subjective review. Contenders 
that did not meet the evaluation criteria were eliminated. This 
preliminary evaluation reduced the number of alternatives to 
25. 

Laboratory Evaluation 

As a second step, each of the 25 systems underwent a labora­
tory evaluation. Photometric tests quantified the illuminance 
levels. Computer analysis of the photometric test results, using 
a program named SITELITE, predicted the illumination level 
that each alternative would provide on a typical sign face 
having dimensions of 8 ft high by 21 ft wide. 

A review of the SITELITE computer analyses allowed a 
further reduction in alternatives. Alternatives were rejected if 
they did not provide illuminance levels as recommended by the 
IES, if they provided uneven light distribution, or if adequate 
illumination could be provided by a smaller-wattage lamp. The 
IES standards state that signs located in "medium" ambient 
light locations should have an average of 20 to 40 footcandles 
of illumination maintained. Alternatives were rejected if they 
did not provide an average of 20 footcandles of illumination 
maintained. In some instances it was apparent that a smaller­
wattage lamp would provide adequate illumination. In these 
cases the smaller-wattage lamp was used in subsequent field 
testing. 

As a result of the foregoing analysis, the number of alterna­
tives for field testing was reduced to 10 (including the standard 
ADOT fluorescent lighting system). These 10 remaining alter­
natives were then subjected to field testing. A list of the 10 
systems selected for field testing is given in Table 1. 

Another element of the preliminary evaluation was an inven­
tory of sign panel sizes. Sign panel dimensions are important in 
determining the performance of a sign-lighting system. A sys­
tem that performs well on a small sign may perform poorly on a 
large sign. Conversely, a sign-lighting system that performs 
well on a large sign may provide illumination "overkill" and 
waste electric power on a small sign. For these reasons an 
inventory of existing sign panel sizes on the ADOT roadway 
network was compiled early in the study. 

Great variability was discovered regarding sign dimensions. 
No standardization of sign panel sizes was discovered. In fact, 
the 355 sign panels measured represented 117 different sign 
panel sizes. The significant findings are as follows: 
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• Lengths varied from 6 to 28 ft, 
• Heights varied from 5 to 14 ft, 
• Length of 90 percent of all signs was between 8 and 21 ft, 

and 
• Height of 94 percent of all signs was between 6 and 12 ft. 

FIELD TESTING 

Ten sites were selected for field testing on an 11-mile-long 
freeway segment in the Phoenix urban area. The sign sizes at 
each test site were representative of the total sign population 
and each was approximately 8 ft high and 20 ft wide. With one 
exception, all sites had porcelain enamel backgrounds [the 
tenth site (System 2) had a high-intensity reflective sheeting 
background]. The legends were all white porcelain enamel with 
reflector buttons. With one exception all signs were interchange 
sequence signs having three lines of legend. The lighting sys­
tems to be tested were installed, and wiring modifications were 
made to allow power consumption to be monitored during field 
testing. Following installation, each lighting system was field 
tested for a period of 10 to 14 months. 

Sign Luminance 

One aspect of field testing was the measurement of sign lumi­
nance. Photometric tests and the SITELITE computer program 
described previously were employed to predict sign illumi­
nance (the amount of light shining onto the sign face). Sign 
luminance is the amount of light coming from the sign face. In 
general, luminance is related to illuminance but is also affected 
by the amount of light reflected by the sign material (dependent 
on color and surface characteristics), the angle of incidence of 
the illuminance on the sign face, and the position of the ob­
server or measuring instrument with respect to the sign. 

TRANSPORTATION RESEARCH RECORD 1111 

Sign luminance data were obtained for three purposes: to 
compare actual field performance with IES recommended lu­
minance levels, to compare the actual performance of individ­
ual lighting systems with one another, and to compare actual 
performance (based on luminance) with predicted performance 
(based on illuminance) by the SUELITE program. 

Luminance was measured by using a Spectra Pritchard pho­
tometer, Model 1980. The IES Guide for Photometric Measure­
ments of Roadway Sign Installations (4) was followed Mea­
surements were recorded every 2 ft across the horizontal axis of 
the sign face, and every 1 ft on the vertical axis. Data were 
recorded on a segmented chart representing the sign face (see 
Table 3) for both the white legend and the green background. 

Telephotometer readings were compared with IES standards. 
Each of the 10 lighting systems was designed, on the basis of 
SITELITE program evaluations, to provide an average of at 
least 20 footcandles of illuminance on an 8-ft-high by 20-ft­
wide sign panel. The 20-footcandle value meets the IES stan­
dard for medium ambient lighting conditions. The IES standard 
also prescribes required luminance (reflected illumination) lev­
els for the white legend. This value is 14 footlamberts and it 
assumes that white sign letters will reflect 70 percent of the 
illuminance. Therefore, field performance (telephotometer 
readings) was compared with the IES standard of 14 footlam­
berts. 

Data on measured luminance for each of the 10 lighting 
systems are presented in Table 2. The values are estimates of 
the average luminance over the entire sign face based on 
telephotometer measurements of the legend. Measured lumi­
nance ranged from 10.6 footlamberts on System 5 to 20.9 
footlamberts on System 7. If the IES luminance standard of 
14.0 footlamberts is applied rigorously, three lighting systems 
fail to meet that standard. It is the opinion of the principal 
investigator that the IES standard is a broad guideline to be 
followed and that small deviations from that guideline have 
insignificant effects on visibility. As described later, two of the 

TABLE 1 ALTERNATIVE SYSTEMS SELECTED FOR FIELD TESTING 

Predicted 
System Lamp Fixture Number of Average • Predicted 11 
.ll.lun.b.1u- Ligh t Sourcf! Slze !Ma nufact urer and Model l Flxturgs Footcandles Uo1fgrm1ty 

l Fluorescent 800 m1l l 1 amp Nu-Art NAFL 3 fixtures 20.l 4.1:1 
6 lamps 

2 Cl ear Metal Hal 1de 175 watt Hol ophaoe Expressl 1te 2 28 .1 6.5:1 

4 Clear High Pressure Sodium 70 watt Guth Slgnllter 2 33 .7 7 .3: l 

5 Clear Metal Hal 1de 175 watt Guth Signl iter 2 47.6 7.5:1 

6 Clear High Pressure Sodium 7 0 watt General Electric Versaflood II 2 26.4 7.5:1 

7 Cl ear Metal Hal !de 175 watt General Electric Versaflood II 2 47 .3 6 .1: l 

8 Low Pressure Sodium 35 watt Hol oph ane Expressl ite 3 27 .2 3.8:1 

10 Clear High Pressure Sodium 150 watt Hol oph ane Panel-Vue 23 .3 5.9: l 

11 Cl ear Metal Hal !de 175 watt Hol ophane Panel-Vue 22.1 

12 Clear Mercury Vapor 250 watt Hol oph ane Panel-Vue 22.3 

*The values given are the overall average footcandles of Illumination and the uniformity ratio predicted by the SITELITE 
program for an 8 foot high by 20 foot wide sign. Uniformity ratio fs based on the maximum and minimum foot-candle 
values for l foot squares. 
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TABLE2 FIELD PERFORMANCE: LUMINANCE AND 
UNIFORMITY RATIO 

Predl cte.d Measured 
Lighting Li.ninance Luminance Uni fonnity 

Sit5tllll
1 m11it-l illlbact~l 2 !Ecct-1 illllba ct5l3 Batlc4 

14.0 16.6 3 .3: l 

2 19.7 approx. 12. 5 .5: l 

4 23.6 approx. 17.5 6.0: l 

5 33.3 10.6 6 .4: l 

6 18.5 approx. 20. 3 .4: l 

7 33.l 20.9 5 .9: l 

B 20.5 20.6 6 .0: l 

10 16.3 11.9 3 .3: l 

11 15.5 14.0 5.0:1 

12 15.6 16.7 4 .3: l 

1see Table l for a description of each l ightlng system. 

2Predlcted Luminance Is the predicted overall luminance for 
a wh1te legend. It is based on the predicted overall 
1lluminance level fran the SITELITE program multiplied by 
o. 7. 

3 Estimated overall luminance based on telephotometer 
measurements of the legend. 

4
Uniformlty Ratio Is based on telephotometer readings. 
These are estimates only. 

systems that had measured luminance of less than 14 footlam­
berts (Systems 2 and 10) had the best legibility distances in the 
observer study. 

Luminance measurements were also used to determine the 
uniformity ratio for each sign-lighting system. The uniformity 
ratio is the ratio of the brightest luminance to the darkest 
luminance on the sign face. The IES standard states that this 
ratio should not exceed 6:1. In Table 2 estimated uniformity 
ratios based on telephotometer readings are presented. The best 
uniformity ratio was 3.3:1, and the worst was 8.0:1. Two light­
ing systems exceeded the 6:1 standard. 

A comparison of actual performance in the field (based on 
luminance) to predicted performance (based on illuminance) by 
the SITELITE program shows mixed results. Comparisons 
were made of average luminance levels as shown in Table 2 
and for individual points on the sign face as shown in Table 3. 
Some lighting systems showed good agreement between field 
performance and predicted performance. Lighting Systems 8, 
11, and 12 are good examples. Other lighting systems showed 
poor agreement, notably Systems 2, 5, and 7. 

Poor agreement could result from several factors: a higher­
than-expected degradation in lamp light output, a greater-than­
expected accumulation of dust and dirt on the fixtures, the 
possibility that lamps used in the laboratory photometric tests 
were not ordinary lamps, instrumentation errors, sign legend 
materials that reflect more than or less than 70 percent of the 
incident illuminance, the angle of incidence of the illuminance, 
and others. Although any of these factors could have resulted in 
poor agreement, none was identified as being a definite contrib­
utor. 

Table 3 shows a comparison of the field performance and 
predicted performance for individual points on a sign face. The 
data presented are for System 1. 

Telephotometer readings were used to determine one other 
parameter-the contrast between the white legend and the 
green background. Luminance of the white legend was gener­
ally 10 times the luminance of the green background. 

Observer Studies 

An important element of field testing was the evaluation of 
legibility distance, viewing comfort, lighting uniformity, and 
color rendition provided by each sign-lighting system. These 
four characteristics are defined as follows: 

1. Legibility distance: the distance from which the sign can 
be read. 

2. Viewing comfort: effect of brightness of the light source; 
discomfort in viewing may occur as the motorist approaches 
the sign, because of the bright light, or just after he has passed 
the sign, because of the sudden change from a brightly lit to a 
dark environment. An analogy would be the discomfort experi­
enced when one drives out of a dark tunnel into bright sunlight 
or when one drives from bright sunlight into a dark tunnel. 

3. Lighting uniformity: the range between bright spots and 
dark spots on the sign. 

4. Color rendition: the presence or absence of color distor­
tion. With certain light sources, notably, high-pressure sodium 
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TABLE 3 COMPARISON OF LUMINANCE MEASUREMENTS IN FIELD WITH SITELITE PREDICTION 

COLUlotl 

l 2 3 5 6 8 9 10 

10 .3 14.0 16.0 17 .5 19.7 16.4 13.l 
2 

7.4 9.2 10.4 11. l l l.S 9 . 2 7 .4 

3 

13 .1 16.7 19.7 23 .o 25.0 27 .o 27 .o 26 .0 25 .o 12.3 
4 

11.6 14.8 16.5 17.4 17 .9 17.9 17.4 16.5 14.8 11.6 

5 

6 

11.5 15. 7 17 .4 21.0 23 .o 23 .o 16,5 
7 

12.6 16 .8 17.9 18.3 19.0 16 .8 12.6 

8 

Notes: The above matrix represents an 8 foot high by 20 foot wide sign 

Each row Is 1 foot high; each column Is 2 feet wide. 

Data are presented for Lighting System 1. 

The value In the upper left of each cell Is the luminance (In foot-lamberts) measured In the f1eld for the wh1te 
legend. 
The value In the lower right of each cell Is the predicted l um1nance (In foot-lamberts) for a white legend. 
It Is based on the predicted Illumination level fran the SITELITE program multiplied by 0.7. 

and low-pressure sodium, the sign colors appear much different 
in the nighttime than they do in the daytime. 

Two different groups of observers were used. The first group 
was composed of hired observers, subdivided into two age 
groups-a group of yow1g adults ranging in age from 18 to 33 
and a group of senior citizens ranging in age from 61 to 86. The 
second group was composed of transportation professionals. 
Forty-three observers participated. 

The foregoing characteristics were evaluated with an observer 
study. Details of the methodology used in the observer study 
are not presented in this paper, for the purpose of brevity. The 
details are documented in the project final report (5). The major 
findings of the observer study are noted as follows. 

The average legibility distance for all hired observers for the 
10 sign-lighting systems was 862 ft. The average legibility 

TABLE 4 LEGIBILI'IY DISTANCE 

Young Adult Senior Citizen 
Group GrQUP 

L1ght1ng Standard Standard 

Sy stem 1 Mean Dey I atl.on Mean Dey I atl Qn 

899 214 802 148 

2 924 215 897 231 

4 873 188 794 257 

850 250 839 200 

6 912 252 811 199 

7 842 214 861 178 

8 820 228 856 193 

10 952 251 912 261 

11 * 83 2 194 

12 837 234 835 203 

* Sy stem not operatl onal durl ng test Ing of th 1 s group 

1see Table l for a description of l lght1ng systems l, 2, 4, 5, 6, 
7, 8, 10, 11 and 12. 

NOTE: Four different tests for statistical significance shCJ<I 
that there Is no statistically significant difference In 
leglb11 lty distance bet.sen any t.o l ightlng systems (953 
level of co nf I de nee). 
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LIGHTING SYSTEMS ARE SHOWN IN RANK ORDER FROM LEFT TO RIGHT 

FIGURE 1 Legibility distances of lighting systems by group. 

distance for the senior citizens was 844 ft; for the young adults 
it was 879 ft. In comparing the various lighting systems, the 
legibility distance ranged from a low of 794 ft for the senior 
citizens on System 4 to a high of 952 ft for the young adults on 
System 10 (see Table 4). The legibility distance of a specific 
lighting system generally tended to fluctuate greatly from ob­
server to observer, as shown by the standard deviation. 

As indicated in Figure 1, legibility distance varies little 
between lighting systems. Tests for statistical significance show 
that there is no statistically significant difference in legibility 
distance between any two lighting systems (95 percent level of 
confidence). The time span between the greatest and the short­
est legibility distance is only 1.96 sec. Noteworthy, however, is 
that both Systems 10 and 2 consistently had noticeably greater 
legibility distances than the other lighting systems tested (1.03 
sec and 0.61 sec, respectively) when compared with the stan­
dard fluorescent lighting system (System 1). System 10 had the 
greatest legibility distance, with an average of 932 ft. 

All 10 lighting systems provided luminance levels within a 
relatively narrow range. Luminance levels generally meet the 
IES guidelines for medium ambient light conditions. Two sys­
tems with lower luminance levels were found to have the best 
legibility distance in the observer study. On the basis of these 
results, all 10 lighting systems provide satisfactory luminance 
levels. 

For the characteristics of viewing comfort, lighting unifor­
mity, and color rendition the observers rated individual signs as 
excellent, good, marginal, poor, and abysmal. These ratings 
were converted to a numerical scale (excellent= 5, abysmal= 
1) so that a quantitative average score could be determined for 
each characteristic. Significant differences between lighting 
systems were found as shown in Figure 2. 

Lamp Life 

Lamp life is important because it determines how often mainte­
nance is required. The costs of manpower and equipment 

(trucks) to perform maintenance is significant; the longer the 
time interval between routine maintenance visits, the less the 
maintenance costs will be. 

The 1-year field test period used in this study was not long 
enough to make conclusions about lamp life, because the life of 
all lamps tested exceeded 1 year. As a result, comparisons of 
lamp life can be based only on manufacturer claims. The values 
for lamps tested in this study are as follows: 

Lamp Size Life (hr) 

Fluorescent 800 mAmp 18,000 
Clear mercury vapor 250 w -28,000 
Clear metal halide 175 w 10,000 
Clear high-pressure sodium 70, 150 w -28,000 
Low-pressure sodium 35 w 18,000 

The lamp-life values represent the average life for a random 
sample of lamps. Fifty percent will fail in less than the lamp­
life values given. 

ADOT's practice is to use a group replacement program with 
a replacement period short enough so that nearly all lamps are 
replaced before they fail. Sign-lighting lamps are lit for about 
4,000 hr a year. ADOT uses a 2-year replacement period for 
fluorescent lamps, which results in an age of about 8,000 hr 
when lamps are replaced (compared with an 18,000-hr average 
life). 

On the basis of the manufacturer claims of lamp life, the 
following intervals between group relamping were established 
for use in an economic analysis of each lighting system: 

Lamp 

Fluorescent 
Clear mercury vapor 
Clear metal halide 
Clear high-pressure sodium 
Low-pressure sodium 

Interval 
(years) 

2 
3 
1 
3 
2 
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SYSTEM NUMIER 

12 2 5 11 10 6 8 4 

Young Adult Group 

Senior Citizen Group 

ProfH11 onal Group 

00000·0000 
0000000000 
0000000000 

VIEWING COMFORT 

Young Adult Group 

Sen1 or Cl tlzen Group 

ProfHslonal Group 

00000·0000 
0000000000 

000000000 
COLOR RENDITION 

Young Adult Group 

Senior Citizen Group 

Profe11lonal Group 

00000·0000 
oogooooooo o oooooeo 

OYERN..L RATDIG 

H1 Nd ObH1'Yer1 

Profas11 onal Group 

KEY 

4.5 - 5.0 Excellent 

0 3.5 - 4.4 Good 

0 2.5 - 3.4 Marginal 

0 l.5 - 2.4 Foor 

• < l.5 Aby••l 

• Syst• not oper1tlonal during testing by this group 

FIGURE 2 Observer ratings of lighting uniformity, viewing 
comfort, and color rendition. 

Maintenance 

During field testing ADOT's personnel kept detailed reeords of 
any maintenance required at the 10 field test sites. Maintenance 
was required at some test sites, but a careful review showed 
that, in each case, it was required by a maifunction external to 
the lighting system. All 10 systems performed equally well in 
that they did not require maintenance. 

Power Consumption 

During field testing, power consumption for each of the light­
ing systems was monitored monthly by using a wattmeter. The 
levels of energy consumption by the various lighting systems 
demonstrated little fluctuation over time. Although low-pres­
sure sodium lamps are characterized by a gradual increase in 
power consumption over time, no trend was shown by the data. 

Table 5 and Figure 3 present data on the power consumption 
by each lighting system. The current ADOT lighting system, 
which uses a fluorescent lamp, is represented as System 1. It 
had the highest level of energy consumption with an overall 
average of 531 W. This is in sharp contrast with the three most 
energy-efficient lighting systems (System 4, 183 W; System 10, 

158 W; and System 6, 148 W). Each of these systems used a 
high-pressure sodium lamp. 

ECONOMIC ANALYSIS 

An economic analysis was performed to compare the 10 sign­
lighting systems; The initial costs for fixtures and lamps and 
the labor and equipment for installation as well as the annual 
operating costs for electricity, washing, relamping, and ballast 
replacement were considered. The cost information used in the 
economic analysis is given in Table 6. The following points 
describe various inputs to the economic analysis. 

• Prices for fixtures, lamps, and ballast replacement were 
obtained from local suppliers for purchases in both large and 
small quantities. (The values in Table 6 are for large quantities.) 

• Installation cost was based on an ADOT estimate of the 
amount of time required to install fixtures. An ADOT labor rate 
of $17.86/hr and an equipment rate (for a truck) of $10.50/hr 
were used to calculate cost. 

• A 10 percent interest rate was used. 
• On the basis of ADOT experience with fluorescent light­

ing systems, all lighting systems were estimated to have a 
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TABLE 6 COST INFORMATION USED IN ECONOMIC ANALYSIS 

System Number 10 12 11 

Number of F1 xtures 

Cost per F1 xture 
(includes ballast) ( $) 17 s. 00 175 .00 17 s .00 

Installation Cost 
per F1xture ($) 46.22 46.22 46.22 

Number of Lamps 
per F1 xture 

Total Number 
of Lamps 

Cost per Lamp ($) 33.SS 20.79 27 .23 

Interest Rate (l!) 10. 10. 10. 

System L1fe (Years) 20 20 20 

Salvage Value (l! of 
In1t1al Cost) o . o. o . 

Power Consumpt1on 
(Watts per Fixture) 158 . 282 . 262 . 

Annual Operating 
Hours 4,000 4,000 4,000 

Power Price per 
Kilowatt-Hour (t) 6.5 8.5 8.5 

Energy Cost Escalator 
(percent per year) 0 . o. 0. 

Maintenance Labor 
Rate ($ per Hour) 17 .66 17.66 17.86 

Time Requl red to 
Wash Lamp and Fixture 
or to Replace Lamp • and Wash Fixture (Hours/Fixture) 0.8 O.B O.B 

Equl pment Rate 
(Truck for Crew)($ per Hour) 10.50 10.50 10.50 

T1 me Bet.een Wash I ngs (Years) 1.5 1.5 1.0 

Time Bet.een Group 
Relamping (Years) 3.0 3.0 1.0 

Number of Ballasts per Fixture 

Estimated Ballast L 1fe (Years) 12 12 12 

Ba11 ast Matar1 a1 
Replacement Cost ($) 76.00 72.00 73.00 

Time Required to • Replace Bal last (Hours/Fixture) 0.8 0.8 0.8 

• 2 person cra1 for washing and relamping 
1 person crat for ballast replacement 

useful life of 20 years. The salvage value was assumed to be 
nil. 

• Power conswnption was based on actual experience dur­
ing field testing. Annual operating time was 4,000 hr. 

• ADOT currently purchases electric power at a weighted 
average cost of 8.5 cents/kW-hr. 

• It was assumed that the cost of electric power would 
escalate no faster than the cost of labor and replacement parts. 

• Current ADOT labor and equipment rates were also used 
for washing, relamping, and ballast replacement functions. 

6 6 s 2 7 

2 2 2 2 2 3 

233 .33 165 .00 150.00 175.00 150.00 206.67 330.00 

46.22 46 .22 46.22 46.22 46.22 46.22 46.22 

2 

2 2 3 2 2 2 6 

31.06 31.08 10.60 27 .23 27 .23 27 .23 s .06 

10. 10. 10. 10. 10. 10. 10. 

20 20 20 20 20 20 20 

0 . 0 . o. o . 0. 0. o. 

74 . 92 . 96. 168. 193. 216. 177. 

4,000 4.000 4.000 4.000 4.000 4.000 4,000 

8.5 6.5 6.5 6.5 8.5 6.5 8.5 

0. 0 . o . o. o . 0. o. 

17 .66 17 .86 17 .86 17.66 17 .66 17 .86 17 .66 

0.6 0.6 0.8 0.8 0.6 0.8 0.8 

10.50 10.50 10.50 10.50 10.so 10.50 10.50 

1.5 1.5 1.0 1.0 1.0 1.0 1.0 

3.0 3.0 2.0 1.0 1.0 1.0 2.0 

2 

12 12 12 12 12 12 12 

30.75 50.00 62.96 so .oo 80.00 39.09 45.00 

0.8 0.8 C.6 0.8 0.8 0.8 0.6 

• The time required to wash fixtures and to relamp was 
estimated on the basis of ADOT's experience with fluorescent 
lighting systems. 

• On the basis of ADOT's past practice of group relamping, 
this same practice was applied to all 10 lighting systems. The 
frequency of relamping was based on lamp lifo. 

• The frequency of washing was based on the frequency of 
relamping and ADOT's past experience with dirt accumulation 
and washing needs. 

• Based on manufacturer claims, a 12-year ballast life was 
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established for all systems. The time for ballast replacement 
was based on an ADOT estimate. 

The computer program COSTLITE was used to calculate 
annual costs. The results for each of the 10 lighting systems are 
given in Table 7. COSTLITE calculates costs as follows: 

Initial cost: Costs for a system's fixtures and lamps and their 
installation are determined. 

Annual owning cost: A capital recovery factor for a 10 
percent interest rate and a 20-year lifetime is applied to the 
initial cost. 

Annual power cost: Power cost is based on consumption, 
hours of operation, and power price. 

Annual washing cost: Washing cost is the time required 
multiplied by the labor and equipment rates and divided by the 
washing frequency. 

Annual lamp replacement cost: Lamp replacement is lamp 
cost divided by the replacement period. Labor and equipment 
costs for lamp replacement are included in washing cost. 

Annual ballast replacement cost: Ballast replacement is the 
time required multiplied by the labor and equipment rates. 
Ballast material replacement cost is added. The total is divided 
by the estimated ballast life. 

Annual operating cost: Annual operating cost is the sum of 
the four preceding items. For none of these four items are 
increases in costs of labor, equipment, lamps, and ballast in 
future years considered. All annual costs are based on current 
prices. 

Total annual owning and operating cost is the sum of annual 
owning cost and annual operating cost. 

89 

Review of Table 7 shows great differences in the annual 
costs of the 10 lighting systems (they are ranked in order of 
total annual costs). Total annual costs range from $115 per year 
to $423 per year. The following observations explain some of 
the dramatic differences in annual cost: 

• Systems 10, 11, and 12 use only one fixture to illuminate a 
sign 8 ft high by 20 ft wide. Initial cost is considerably less than 
that for other systems. Conversely, System 1 requires three 
lighting fixtures and has a high initial cost. 

• Systems 8, 5, 2, 7, and 1 have much higher annual operat­
ing costs. Four factors contribute to this: (a) these systems have 
higher power consumption, (b) they all require annual washing, 
(c) they have shorter lamp life than most of the other systems, 
and (d) the annual ballast replacement cost tends to be higher 
than that of the other systems. 

It is emphasized that the cost information presented in Table 
7 is for lighting a sign 20 ft wide. Systems 6, 4, 8, 5, 2, and 7 
use two fixtures to light a sign of this width. For narrow signs 
these systems would be adequate with one fixture, and annual 
cost would be cut in half. For Systems 6 and 4 this would mean 
that the annual cost (approximately $90) would be even less 
than that of System 10. 

The discussion thus far has compared the annual cost of 10 
different lighting systems for new installations. The existing 
fluorescent system is inferior to all of the other nine alterna­
tives, but it is also important to evaluate the economics of 
allowing the existing fluorescent lighting systems to remain in 
place versus replacing them with a different system. The last 
column in Table 7 shows the annual cost of operating an 

TABLE7 INITIAL COST, ANNUAL OWNING COST, AND ANNUAL OPERATING COST FOR EACH LIGHTING 
SYSTEM 

System Number 10 12 11 6 4 B s 2 7 •• 

Initial Cost S2S4. 77 $242 .01 S24B.4S $621.26 SS24 .60 S621.06 S496.90 S446 .90 SS60.24 Sl1S9.02 so.co 

Annual 
Owning Cost 29.93 28.43 . 29.18 72.97 61.62 72.9S SB.37 S2.49 65.81 136 .14 0.00 

Annual 
Power Cost SO.S6 90.24 83 .84 47 .36 SB.BB 92.16 120 .32 123 .S2 13B.24 169.92 169.92 

Annual 
Washing Cost lS.13 lS . 13 22.69 30.2S 30.2S 68.06 4S .3B 4S.38 4S .38 6B.06 68.06 

Annual Lamp 
Replacement Cost 11.lB 6.93 27 .23 20.72 20.72 16.20 54.46 54.46 54.46 15 .18 15.lB 

Annual Bal 1 ast 
Replacement Cost 8.22 7.B9 7.97 8.91 12.11 26 .41 12.11 17 .11 10.30 33 .84 40.61 

Annual 
Operat1 ng Cost BS .09 120.19 141. 73 107 .24 121.97 202.84 232.27 240.47 248.37 2(!] .01 293 .78 

Total Annual 
Owning and 
Operating Cost $115 .02 Sl48.61 $170.91 $180 .21 $183 .SB $275.79 $290 .64 $292.96 $314.18 $423. lS $293 .78 

The costs shown are those for illuminating an B foot high by 20 foot wide sign. Systems are ranked in order of Total 
Annual Owning and Operating Cost • 

•• See Text 
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existing fluorescent system. It treats the initial cost of the 
system as a sunk cost that has already been expended and for 
which there is no annual owning cost. On the basis of informa­
tion provided by ADOT, an average age of 10 years and a 
remaining useful life of 10 years is assumed. An annual operat­
ing cost of $294 is shown, a value nearly three times as large as 
the annual owning and operating cost of the most cost-effective 
system. 

SF.LF.CTION OF A RECOMMENDED SIGN­
LIGHTING SYSTEM 

The rationale used to select a recommended sign-lighting sys­
tem for use by ADOT is described The various factors consid­
ered in the selection process are summarized in Table 8. 

Many factors were evaluated in this study and considered in 
selecting a recommended system. Color rendition, lighting uni­
formity, and viewing comfort were evaluated by two observer 
groups. As shown in Table 8, three systems received overall 
ratings of marginal to poor by both the hired observers and the 
professional group. All other systems received an overall rating 
of either good or excellent from one or both of the two groups. 

An important decision in the selection process is whether the 
high-pressure sodium light source has acceptable color rendi­
tion. In the observer study, a low relative importance was 
placed on color rendition. On the basis of the finding that lack 
of evidence that color rendition is important for overhead guide 
signs and the significant economic savings that can be achieved 
with high-pressure sodium, it was decided that this system does 
have acceptable color rendition. The research team also noted 
that four other states- Nebraska, Tennessee, Utah, and Vir­
ginia-are using high-pressure sodium for sign lighting. 

All 10 lighting systems were about equal in legibility dis­
tance. Systems 2 and 10 had a slightly greater legibility dis­
tance. All 10 systems had satisfactory luminance levels. 

TABLE 8 EVALUATION OF LIGHTING SYSTEMS 

Syst.,, Number 

Overol l Rat1 ng by 
Observer Groups 

l 12 7 2 5 

H1 red Observers 0 0 0 0 0 
Profess1 onol Group 

Leg1 b1 l 1ty 

Jll..,,1nat1on L9Vel 

Total Annual 0Wn1 nQ 
•nd Operat1 ng Cost 

• 

0 
0 ·O 

0 0 

~lU,603 •• 

0 0 0 
0 0 

0 0 0 
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Lamp life and maintenance requirements were considered as 
part of the economic analysis. 

From an economic standpoint, it appeared that five systems 
should be considered-Systems 10, 12, 11, 6, and 4. 

Considering all of the factors described earlier and sum­
marized in Table 8, the following observations led to the 
selection of a recommended system: 

• Systems 11 and 12 were very comparable in terms of 
observer group rating, legibility, and illumination level. System 
12 was preferred due to its lower cost. 

• Systems 4, 6, and 10 all use a high-pressure sodium lamp. 
Systems 4 and 6 have significantly higher annual costs than 
does System 10. They also received poorer ratings from the 
observer groups. Therefore, System 10 was preferred. 

• A comparison of the two remaining systems showed that 
System 12 provided better color rendition and System 10 of­
fered slightly more legibility distance. In view of the substan­
tially lower annual cost, System 10 was selected as the pre­
ferred system. 

Therefore, System 10 is recommended as the best overall light­
ing system. 

ESTIMATED SAVINGS IN ARIZONA 

It is estimated that the 699 existing illuminated signs (virtually 
all using fluorescent lighting) use 1,546 fluorescent fixtures. 
The annual operating cost for these 1,546 fixtures is $151,400. 
If they were converted to the recommended lighting system, 
the annual owning and operating cost would be $86,380. In 
addition to a lower annual cost, ADOT would have a lighting 
system in place with a 20-year life as compared with a remain­
ing life of approximately 10 years for the fixtures now in place. 

The initial investment for a conversion would be significant 
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••system 12, as tield tested, used a 250 wan lamp. For the 699 illuminated ADOT signs it was found that use of a 175 wan lamp would be more economical . This size 

lamp would still provide adequate sign luminance . For definitions of the symbols used in Table 8, see Figure 2. 
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but would result in a relatively short payback period. Initial 
cost for fixtures, lamps, and installation for 699 signs would be 
$191,332. The annual savings in operating costs would be 
$87,497. Thus, the investment would pay for itself in less than 
21/2 years. 

CONCLUSIONS 

The study conclusions are as follows: 

• ADTO spends annually about $87,500 in electric power 
costs, $106,000 for washing, and $23,500 for lamps for il­
luminating 699 overhead guide signs on freeways. 

• There is no standard sign size on the Arizona freeway 
system. The great variety in sizes is a challenge in selecting the 
best sign-lighting system. 

• All 10 sign-lighting systems tested provided satisfactory 
luminance. Only one of the systems had unsatisfactory lighting 
uniformity. All 10 systems had about the same legibility dis­
tance. 

• Power consumption can be greatly reduced by using high­
pressure sodium as a light source. 

• All nine of the alternative lighting systems tested have 
substantially lower owning and operating costs than the stan­
dard fluorescent system. 

• Conversion of existing sign-lighting systems from fluores­
cent lighting to System 10 would reduce annual operating cost 
from $151,400 to $63,903. The initial investment to conduct the 
conversion would be $191,332. 

• Use of the recommended lighting system on future in­
stallations would save an average of $189 per sign in annual 
owning and operating costs for the state of Arizona. 

• It should be noted that the results of this sign-lighting 
research were influenced by the needs and requirements of the 
state of Arizona and the particular methodology and techniques 
of this research. Other states and operating agencies may find 
different results if other requirements and research meth­
odologies are selected. 
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An integral part of the evaluation of lighting systems in this study was 
the assessment of lighting fixtures produced by various manufacturers. 
The results of this research would not be meaningful withouJ reference 
lo the manufacturer's name and the nwdel of the flXlures evaluated. 
The trade names and manufacturer names herein are cited only be­
cause they are considered essential to the objectives of the paper. The 
U.S. government, the state of Arizona, Arizona State University, and 
the Transportation Research Board do not endorse products or man­
ufacturers. 

The contenls of this paper reflect the views of the authors, who are 
responsible for the facts. and the accuracy of the daJa presented here. 
The contents do not necessarily reflect the official views or policies of 
the Arizona Department of Transportation or Ff/WA. This paper does 
not constitute a standard, specification, or regu/aJion. 

Publication of this paper sponsored by Committee on Visibility. 

DISCUSSION 

MICHAEL s. JANOFF 

JMJ Research, P.O. Box 144, Newtown, Pa.18940. 

This is a very interesting paper that combines a somewhat 
novel experimental test method with an economic analysis 
based on field data to determine a preferred lighting system for 
highway signs. 

However, the results stated by the authors concerning their 
choice of "best" lighting system and their recommendations 
for its proposed use by Arizona and other states are, I believe, 
based on both insufficient evidence and potential problems in 
the experimental research. 

My comments are primarily addressed to two aspects of the 
paper: (a) the economic analysis and (b) the field experiment. 

The economic analysis, which is used to support the far­
ranging recommendations, is based on test data from only one 
lighting system of each type, and fu~thermore, such lighting 
systems were only evaluated for one size sign. 

The authors' measurements of power consumption differ 
from manufacturer's published specifications for many of the 
studied lamps. Are we to believe that one field measurement is 
more valid than extensive laboratory testing? Clearly, more 
field testing was required. 

The number of lamps in each lighting system is the single 
most influential factor in defining the initial operating and 
maintenance costs of each system, but the number is dependent 
on the size of sign selected for study. 

If a sign of a different size were studied, the costs would 
change radically. For example, a slightly larger sign would 
require two 150-W high-pressure sodium (RPS) lamps in the 
"best" lighting system, significantly increasing the costs of this 
system but having only a marginal effect on the costs of the 
system employing 35-W low-pressure sodium (LPS) lamps. 
Similarly, a smaller sign would still require one 150-W HPS 
lamp but fewer 35-W LPS lamps. Such changes would dras­
tically alter the economic results and hence the choice of 
"best" system. To suggest that the 150-W RPS system is 
preferred for all applications is thus unsupported by the re­
search, especially because the range of sign sizes in Arizona, 
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and most states, is quite large, and not limited to the size of sign 
selected for study. 

The experimental design includes a number of facets that are 
either invalid or at least unexplained in both the paper and the 
referenced final report. 

The 10 sign locations were not described, other than their 
location on the freeway. If the backgrounds against which the 
signs were viewed by the test subjects differed in visual com­
plexity, the experimental results could have been confounded 
by these differences and this would invalidate the selection of 
"best" lighting system. The lack of significant differences in 
legibility distances reported by the authors could have resulted 
from this problem (and the.ones discussed subsequently). If, for 
example, the LPS system-a poor performer-was viewed 
against a complex background and the 150-W HPS system­
the "best"-was viewed against a simple background, the 
background itself could have dominated the subjective ratings 
of legibility. 

The authors state that all lighting was evaluated in the 
preliminary studies against a "medium" ambient light back­
ground but were all field locations carefully checked for sim­
ilarity? Can the authors support the necessary similarity of 
backgrounds in any objective manner? 

The subjective, and subject-controlled, method of measuring 
legibility distances that the authors employed is somewhat 
novel and may have induced potential problems related to the 
accuracy and repeatability of the legibility distances. Classic 
sign legibility research by Forbes and others employed test 
methods that were quite different than the one reported here. 
Did the authors investigate alternative methods or attempt to 
test their methodology to determine its repeatability, accuracy, 
and validity? What led the authors to select such a method? 

The test subjects all viewed the 10 signs in the same order of 
presentation, which could have resulted in a learning curve that 
biased the results. Counterbalancing the order of presentation 
would have been preferred. 

The rating scale resulted in a narrow range of subjective 
ratings (e.g., as low as 2.8 to 4.4), indicating possible central 
tendency effects that might have been eliminated by better 
instructions (which were not described), a better rating scale, 
and other, better psychophysical testing procedures. No statis­
tics are presented to support conclusions or indicate the signifi­
cance of the differences in lighting system performance. 

The authors state that field experiments began about 1/2 hr 
after sunset and continued thereafter. It is my experience-and 
published sky luminance values support it-that the sky on a 
clear day has considerable brightness at 1/2 hr after sunset, not 
reaching full darkness until at least 1 hr after sunset. Such sky 
luminance differences could have influenced the results. 

Other comments include the lack of any descriptive material 
supporting the reduction in number from 100 to 25 lighting 
systems in the preliminary analysis; the lack of information 
describing Lewin's analysis methodology or the SITELITE 
results; the choice of only one ambient lighting background 
(medium) rather than many; the choice of only one sign size, 
resulting in the bias described previously; and the use of a 
lighting fixture not designed for the LPS lamp in a sign-lighting 
application. 

In conclusion, it is my belief that the potential problems just 
described may have invalidated the results of this research, and 
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that the recommendation that Arizona and other states use such 
a sign-lighting system is unsupported. 

Either the present paper should be rewritten to limit the 
results to those obtained under the exact study conditions 
(which still need better explanation) and should exclude the 
far-ranging recommendation for use of such a lighting system 
for all highway signs, or my comments should be included with 
the published paper to provide the prospective user of these 
results with a very different interpretation of the research and 
its implications. 

AUTHORS' CLOSURE 

The comments by Michael Janoff are greatly appreciated. His 
comments stimulate discussion on this important topic and 
offer the opportunity to present additional information on this 
research project. 

Janoff notes that in the economic analysis, the cost data 
presented are based on only one lighting system of each type 
and implies that a larger sample size should have been used for 
determining system cost. Table 6 presents all the cost factors 
that went into the economic analysis. Of those several factors, 
the only one that would change if a larger number of lighting 
systems of a given type were evaluated is power consumption. 

Janoff states that the measured power consumption differs 
from manufacturer's published specifications. There are dif­
ferences between the measured power consumption and the 
rated lamp wattage. Considering ballast losses, however, only 
one system is substantially different. The power consumption 
for System 8 (low-pressure sodium) is much greater than ex­
pected and this discrepancy cannot be explained. 

A sensitivity analysis shows that major changes in power 
consumption would be required to change the rank order of the 
10 systems in the overall economic analysis. If the power 
consumption of the low-pressure sodium system is, in fact, 
about 135 W (approximately the expected value based on rated 
wattage), there would still be five other systems that had lower 
annual owning and operating costs. 

We agree with Janoff's statement that there is great variety in 
sign sizes and this is supported by an inventory of sign sizes 
conducted in the study. As a part of the economic analysis, we 
did consider the fact that the lighting system that is most 
economical for a sign 20 ft wide would not necessarily be most 
economical for a different size of sign. Systems 4 and 6 would 
be more economical for a sign less than 10 ft wide because only 
one fixture would be required. The Arizona Department of 
Transportation preferred to use one lighting system for all signs 
to simplify parts inventory and maintenance. Based upon the 
mixture of sign sizes in Arizona, System 10 provided the lowest 
overall cost. 

Janoff notes that differences in background complexity at the 
10 test sites could have affected the evaluation of the systems 
by the observers. Every possible attempt was made in this 
study to have the 10 test sites identical in terms of approach 
geometry, mounting height, size of sign, amount of legend, and 
ambient illumination. We believed that the most important 
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characteristic was the size of the sign face. All other factors 
being equal, a change in the size of the sign face can result in 
significant changes in overall lwninance levels and in lighting 
unifonnity. We believed that it was desirable to have 10 test 
sites where the signs were close to the same size, where all 
signs had three lines of legend, where signs were mounted 
individually (rather than in pairs), and where test site locations 
were relatively close together for convenience in observer 
studies. Ambient illumination levels were comparable at all 
locations. Although it cannot be proven on an objective basis, 
backgrounds were similar at the 10 test sites. 

The method of measuring legibility distances was selected 
for simplicity. The test method employed by Forbes (sign-
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reading errors) may be more rigorous. One advantage of the 
method employed in this project is that the observers were 
approaching the signs at highway speed-a more realistic con­
dition. The stopwatch method used in this study has also been 
used in similar signing studies conducted by the Texas.Depart­
ment of Highways and Public Transportation. 

We agree that counterbalancing the order of presentation of 
the 10 test sites would have been a more rigorous approach. 

It is our opinion that twilight sky lwninance had no impact 
on the observer studies. All observations at actual test sites 
were made more than 1 hr after sunset. In the urban area test 
site environment skyglow caused by urban lighting over­
powered any twilight sky luminance at 1 hr after sunset. 

Evaluation of the Effectiveness of Crash 
Cushion Delineation 

F. THOMAS CREASEY, CONRAD L. DUDEK, AND R. DALE HUCHINGSON 

The objective of this study was to evaluate the effectiveness of a 
limited number of crash cushion delineation techniques In the 
field. Three candidate treatments were selected' for field test­
ing: (a) a yellow diamond-shaped object marker, (b) a yellow­
and-black chevron-patterned nose panel, and (c) yellow-and­
black chevron-patterned nose and back panels. Because acci­
dents involving crash cushions are relatively rare events, it is 
difficult to make statistically valid comparisons. In this study 
vehicle encroachments into the gore area were considered to be 
Indicators of the potential for accidents with crash cushions. 
Studies were conducted at three sites In El Paso, Texas. A low­
light-level camera and time-lapse video recorder were used to 
collect continuous encroachment and traffic volume data at the 
sites. Three candidate delineation treatments and the existing 
delineation treatment were tested at each of the study sites. A 
classification system was developed to differentiate among the 
gore sites on the basis of the geometrics of the gore approach. 
Data were collected over a 3-day period for each of the candi­
date treatments and for the existing treatment at the three 
sites. Crossover rates were used to compare the effectiveness of 
the delineation treatments. Analysis of the data indicated no 
difference in crossover rates among the treatments. The re­
sults, based on a limited sample, suggest that added delineation 
did not reduce crossover rates at locations where sight distance 

F. T. Creasey and C. L. Dudek, Texas Transportation Institute, Texas 
A&M University, College Station, Tex. 77843. R. D. Huchingson, 
Department of Industrial Engineering, Texas A&M University, Col­
lege Station, Tex. 77843. 

was not a critical factor and that accident problems at these 
sites may not be related to poor consplcuity alone, but Instead 
may have also been influenced by informational deficiencies In 
signing and markings. 

The use of crash cushions (impact attenuators) to protect vehi­
cles from crashes with fixed objects in freeway gore areas has 
become a widespread practice. Use of crash cushions has been 
shown to reduce impact severity (1). However, crash cushions 
increase the frequency of accidents. This increase may result 
from reducing the area of the recovery zone, reducing decision 
or reaction time or both, or simply adding another fixed object 
in the roadway environment for vehicles to strike. Although 
crash cushions reduce fatalities and injury severity, collisions 
with crash cushions may lead to serious secondary accidents or 
disruptions in traffic flow. There is also a risk to maintenance 
personnel who are exposed to traffic during repair operations. 
Thus, the safety benefits derived from crash cushion use are 
offset to some degree by increased maintenance, labor, and 
operational costs. 

A possible reason that some impact attenuators are more 
frequently struck· than others may be a lack of conspicuity in 
gore areas. Drivers having to simultaneously process complex 
information inputs from geometric features, signing, and mark­
ings and from other vehicles in the traffic stream may fail to 
distinguish a gore area or crash cushion embedded in the visual 
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field and may strike the cushion while entering, ex1tmg, or 
making evasive maneuvers. Thus, improving crash cushion 
conspicuity in gore areas by providing effective delineation 
may be helpful in reducing certain accidents in which drivers 
fail to perceive the presence of the crash cushion. 

OBJECTIVE 

The objective of the field studies was to evaluate the effective­
ness of a limited number of crash cushion delineation tech­
niques. The purpose of the field evaluation was not to deter­
mine the best treatment, but rather to determine those 
treatments resulting from the laboratory studies (2) that are 
effective in the field. Thus; it was not necessary to test dif­
ferences between treatments, but rather to test operational dif­
ferences resulting from a candidate delineation treatment. 
Three candidate delineation treatments-a yellow diamond­
shaped object marker, a yellow-and-black nose panel, and 
yellow-and-black nose and back panels-were selected for 
field testing. 

Both short- and long-term analyses were to be conducted. 
The short-term analysis included a study of driver perfor­
mance. The long-term analysis involved visual field inspec­
tions of the delineation treatments after 4 to 6 months. Limited 
funding prevented traffic stream measurements during the 
, ___ ... ______ , ___ .! __ _ 
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DATA COLLECTION 

Selection and Classification of Study Sites 

El Paso, Texas, was selected as the location for the study. The 
El Paso District Office of the Texas State Department of High­
ways and Public Transportation (SDHPT) identified three sites 
for the study as the most frequently hit crash cushions. All 
three sites were located within the Interstate 10-US-54 inter­
change near downtown El Paso. The study sites and existing 
delineation treatments before the installation of the test treat­
ments are described in the following para~raphs. 

Site 1: l-10 Westbound at US-54 

This location, referred to as Interchange Ramp A, is the exit 
ramp for all US-54 traffic from westbound 1-10. The existing 
delineation treatment consisted of a black-and-white chevron­
pattemed wraparound nose panel and a Type 1 diamond-shaped 
object marker as specified by the Manual on Uniform Traffic 
Control Devices (MUTCD) (3) (Figure 1). There were three 
crashes involving repairs at this location between May 1983 
and July 1985. 

Site 2: 1-10 Westbound at US-54 East-West Split 

Referred to as Interchange Ramp A-F, this site is located at the 
split of US-54 immediately downstream from Site 1 (Inter­
change Ramp A), with the eastbound (right-hand) split heading 
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FIGURE 1 Existing delineation treatment at Site 1 
(Interchange Ramp A). 

toward New Mexico and the westbound (left-hand) split head­
ing toward Juarez, Mexico. The existing delineation treatment 
consisted of a black-and-while chevron-patterned wraparound 
nose panel, an MUTCD Type 1 object marker in the front, and 
two MUTCD Type 2 object markers, one vertical and one 
horizontal, in the rear (Figure 2). The crash cushion installation 
at this site was struck twice in 1985 (records of repairs that may 
have been 1nade before then were not available). 

Site 3: 1-10 Eastbound Entrance Ramp (Gateway Boulevard 
East) at Copia Street 

This location, referred to as the Copia Street Ramp site, is a 
left-hand entrance ramp from the frontage road onto 1-10 east­
bound. The existing delineation consisted of a black-and-white 
chevron-patterned wraparound nose panel, an MUTCD Type 1 
diamond-shaped object marker, and two rows of small rec­
tangular yellow reflective-tape sections arranged in a checker­
board pattern (Figure 3). The crash barrels at this site were 
repaired five times between July 1982 and July 1985. 

Delineation Treatments 

Four crash cushion delineation treatments were studied at each 
site: 

• 

FIGURE 2 Existing delineation treatment at Site 2 
(Interchange Ramp A-F). 
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FIGURE 3 Existing delineation treatment at Site 3 
(Copia Street). 

1. Existing, 
2. Object marker, 
3. Nose panel, and 
4. Nose panel and back panel. 

The first test treatment was the existing treatment previously 
discussed. The second test treatment consisted only of an all­
yellow, diamond-shaped 18- x 18-in. MUTCD Type 1 object 
marker. The marker was mounted on a small sign post with its 
bottom tip located at the top surface of the front crash barrels 
(Figure 4). 

The third test treatment was a 2- x 3-ft yellow-and-black 
chevron nose panel (Figure 5). High-intensity reflective sheet­
ing was used for the yellow portions of the panel. 

The fourth experimental treatment combined the nose panel 
mentioned earlier with an 8- x 8-ft yellow-and-black chevron­
pattemed back panel (Figure 6). The back panel also utilized 
high-intensity reflective sheeting and was mounted behind the 
back barrels of the crash cushion with its bottom edge flush 
with the top of the barrels. 

Measures of Effectiveness (MOEs) 

The effects of the delineation treatments should be evaluated 
either directly in terms of accident reduction or indirectly 
through surrogate measures. From a literature review to exam-

FIGURE 4 Object marker delineation treatment. 

FIGURE S Nose panel delineation treatment. 

~\ 
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ine MOEs used in past gore area studies to quantify driver 
behavior and traffic performance, the following four MOEs 
were identified: 

1. Accidents, 
2. Repair history, 
3. Erratic maneuvers, and 
4. Gore intrusions (encroachments). 

The most direct MOE is the number of vehicles colliding 
with the crash cushion during a specified period. However, 
there were some practical limitations to using accidents as an 
MOE in this study. First of all, the number of vehicular colli­
sions with a crash cushion at a given gore area within the 4- to 
6-month field test period available in this study was expected to 
be too small for statistical testing. Second, gore area accident 
records are not always available. Although the literature did not 
provide any definitive answers as to the most effective MOE, 
crash cushion repair history and gore intrusions (encroach­
ments) were initially selected as the MOEs in this study be­
cause they appeared to be the most promising alternatives. 

Encroachments were classified as either crossover or side­
swipe. Four types of crossovers and two types of sideswipe 
encroachments considered in this study are shown in Figures 7 
and 8. 

FIGURE 6 Nose and back panel delineation treatment. 
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Experimental Design 

The willingness of the El Paso District to instaliinore than one 
treatment at each site, with certain restrictions, prompted an 
experimental design that allowed each delineation treatment to 
be studied at each of three different sites. A major restriction 
was that the District was not receptive to leaving the object 
marker treatment at any of the gore areas for prolonged time 
periods (more than one week) because of a concern for safety. 
In addition, the District did not want the object marker installed 
after either of the two experimental treatments. It was the 
opinion of District engineers that the object marker treatment 
was a step down from the existing treatments. 

The experimental design is shown in Table 1. The fourth 
(last) treatment for each site was scheduled to remain at the site 
for approximately 4 to 6 months in order to conduct long-term 
visual evaluations. The insistence by the District that the object 
marker not remain at a site longer than one week or that the 
object marker not be installed after either of the other two 
experimental treatments required another revision to the ex -
perimental design. Note in Table 1 that only the nose panel 
alone and nose panel plus back panel were varied in order from 
site to site. 

TABLE 1 EXPERIMENTAL DESIGN 

Treatment Order by Site 

Site 1 Site 2 
(Ramp A) (Ramp A-F) 

1 Existing Existing 
2 Object marker Object marker 
3 Nose panel Nose and back 

panel 
4 Nose and back Nose panel 

panel 

Data Collection 

Equipment and Installation 

Site 3 (Copia 
St. Ramp) 

Existing 
Object marker 
Nose and back 

panel 
Nose panel 

A low-light-level video camera and time-lapse recorder were 
used to collect the data. The only available camera mounting 
location for the Ramp A and A-F studies was on a traffic light 
mast-arm at an intersection southeast of the ramps. Unfor­
tunately, this location was to the side of the gore areas and, as 
discussed later, this presented some problems with respect to 
determining sideswipe encroachments. 

Scheduling 

At each study site, data were collected for four delineation 
treatments: existing, object marker, nose panel, and nose and 
back panel. It was desirable to collect data on nights with the 
highest traffic volumes (to obtain the largest possible sample 
size). Thus, data were collected on from Wednesday through 
Friday each week, beginning at approximately 9:00 a.m. on 
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Wednesday morning and continuing until approximately 9:00 
a.m. on Saturday morning. 

Due to project time constraints, only one full week was 
devoted to data collection for each candidate treatment at each 
site. Approximately 72 hr of continuous time-lapse data were 
collected for each treatment at each site. 

CLASSIFICATION OF GORE AREAS 

Before the research conducted in El Paso, the Texas Transpor­
tation Institute (TTI) completed studies in Houston and Fort 
Worth (4, 5) in which the short-term effects of alternative 
delineation treatments were evaluated. These studies produced 
inconsistent results, which prompted TTI to evaluate other 
factors that might in some way have affected the consistency of 
the results. It was hypothesized that two major factors could be 
influential: 

1. Total driver information, and 
2. Geometrics of approach to the gore area. 

Drivers are guided in large part by the formal information 
(i.e., information provided by signs and markings and by the 
location and positioning of signs and markings) provided on a 
highway. Poor information or poorly placed information can 
have a detrimental effect on driver behavior and could lead to 
erratic behavior (encroachments) at gore areas. Adequate delin­
eation of gore areas may not be able to offset the erratic 
behavior caused by insufficient advance information. Study of 
the total driver information system is outside the scope of the 
research reported here. 

Geometrics also play an important role in driver behavior 
and, alone or in combination with inadequate driver informa­
tion, can lead to erratic driving behavior at gore areas. In 
further analyzing the results of the Houston and Fort Worth 
gore area studies, it became apparent that delineation require­
ments may not be the same at all gore areas. Because of 
geometrics and inadequate sight distances, certain types of gore 
areas may require extensive delineation, whereas locations 
with adequate sight distance may require lowedevels of delin­
eation. This hypothesis prompted TTI to develop a classifica­
tion system for gore areas. The classification for right-hand 
exits is shown in Figure 9. A similar classification could be 
developed for left-hand exits. 

Type I gore area represents a typical gore location with 
tangent alignment of the main roadway and a well-designed 
exit ramp. There are no unusual geometric features (e.g., lane 
drops) and sight distance to the gore area is 1,500 ft or greater. 
Sight distances of 1,500 ft have been found to provide adequate 
response time on high-speed facilities (6, 7). Sight distances 
less than 1,500 ft could result in operational problems. 

Type II gore area represents similar conditions to Type I with 
the exception that sight distance is restricted (e.g., by an over­
pass). Type Ila represents gore areas in which the sight distance 
is between 800 and 1,500 ft. Type Ilb gore areas have sight 
distances less than 800 ft. Type II gore areas are more critical 
than Type I because of the more restricted sight distances. It is 
likely that Type II gore areas will require more extensive 
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I I 

No Sight Distance Restrictions 

TYP( I Sight Di stance > 1500' 

I I 

I I 
I I 
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Sight Distance Restrictions 

TYPE Ila 600' ' Siyht Distance < i500' 
TYPE lib Sight Distance< 800' 

I I 

Horizontal Alinement Perspective Problem 

TYPE Illa 800' < Sight Distance < 1500' 
TYPE I l lb Siqht Di stance < 800' 

FIGURE 9 Gore area classification system. 

delineation treatments than Type I. For example, a delineated 
back panel may be required to increase the effective sight 
distance to the gore area for Type II, whereas sight distance is 
not a problem for Type I and therefore a back.panel may not be 
necessary. 

Type III gore areas introduce another geometric feature--­
curvature---which, in combination with lane drops, lane addi­
tions, and so on, results in a visual perspective that may be 
confusing to the driver. Although Type I and Type II direct the 
driver past the gore area (either to the left or the right), Type III 
directs the driver, for a period of time, into the gore area (either 
into the nose or the side of the crash cushions). The roadway 
abruptly changes to move the driver away from the gore. 
However, the perspective problem in combination with inade­
quate (less than 1,500 ft) sight distance often lead to gore area 
accidents. It is possible that the perspective and sight distance 
problems cannot be solved by increased gore area delineation 
alone. Improvements to the communication system or in some 
cases improvements in geometrics may be necessary. 

Type Illa gore area contains the characteristics noted earlier 
with sight distance between 800 and 1,500 ft. The sight distance 
to Type Illb gore area is less than 800 ft. 

An examination of the conditions in El Paso indicates that 
the three gore area study sites may be classified as follows. 

Site 1, Ramp A-Type Ila; 
Site 2, Ramp A-F-Type Illa; and 
Site 3, Copia Street Ramp-Type Ila (left-hand "exit"). 

A driver's perspective while approaching Site 1 is shown in 
Figure 10. Similar perspectives of approaches to Sites 2 and 3 
are shown in Figures 11 and 12, respectively. 

ANALYSIS OF DATA 

Sample Periods 

From the data collected for each day, a 7-hr nighttime sample 
period (9:00 p.m. to 4:00 a.m.) and a 7-hr daytime sample 
period (9:00 a.m. to 4:00 p.m.) were selected for the purpose of 
analysis. These periods were selected for two reasons. First, 
peak traffic periods were not included, eliminating the effects 
of heavy traffic volumes (e.g., close following, abrupt slowing 



Creasey et al. 

FIGURE 10 Driver perspective while 
approaching Site L 

or stopping, and swerving). Second, the selected periods ex­
cluded the transition in lighting conditions that occurs during 
dawn and dusk hours. 

Encroachments 

The number of crossovers and sideswipes was totaled to deter­
mine the number of encroachments during the nighttime and 
daytime data collection periods. An analysis of the data, 
however, revealed serious inconsistencies in the sideswipe 
data, which prompted close scrutiny of the data reduction 
process. 

It became apparent that the side viewing angle of Site 1 
(Ramp A) and Site 2 (Ramp A-F) coupled with video pictures 
of less than top quality made it difficult to consistently identify 
sideswipes, particularly when the right tires encroached into 
the gore area. The video camera was mounted at the best 
possible locations for the field studies. Unfortunately, the only 
practical camera location for Sites 1 and 2 was to the side of the 
sites. Field inspections before the field studies indicated that 
sideswipes could be identified in spite of the viewing angle. 
However, losing the three-dimensional perspective while view­
ing the scenes on a monitor that had a picture of less than high 
quality made it extremely difficult to identify sideswipes. Con­
sequently, a decision was made to remove the sideswipe data 
from further analysis and to focus entirely on crossover en­
croachments. The loss of sideswipe data was considered to be 
less important than the loss of crossover data because with 

FIGURE 11 Driver perspective while 
approaching Site 2. 

FIGURE 12 Driver perspective while 
approaching Site 3. 
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sideswipes the driver was likely to be in the correct lane, 
whereas with crossovers the driver was more likely to be 
confused, leading to a late lane change. 

Crossover rates ~ere calculated by dividing the sum of all 
crossovers during the time period (nighttime or daytime) by the 
sum of the traffic volumes in the two lanes bordering each side 
of the gore area. The assumption was made that vehicles 
traveling in the lanes bordering the gore area would be more 
likely to cross the gore area. 

Statistical Tests 

A gore area crossover is a relatively rare event. In general, rates 
of relatively rare events can be assumed to follow a Poisson 
distribution. Under the assumption that a vehicle crossover is a 
Poisson random variable, the crossover rate at a particular site 
can be considered to be a measure of the average rate of 
occurrence. The fact that a Poisson distribution has equal mean 
and variance allows for use of the chi-square test statistic in 
testing for significant differences among crossover rates for 
different delineation treatments. 

At each of the three study sites, the first step was to test the 
hypothesis that the average crossover rates for Wednesday, 
Thursday, and Friday (nighttime and daytime periods) were not 
significantly different for the delineation treatment in question. 
If the crossover rates for all three nights or days were not 
significantly different from each other, then the overall 
crossover rate for the delineation treatment could be compared 
with the overall rates for the other treatments (meeting the 
same criteria) to determine whether any particular delineation 
treatment was better than the others from a statistical stand­
point. 

However, if the overall crossover rate chi-square value for a 
specific delineation treatment exceeded the critical value for 
the appropriate level of confidence (95 percent) and degrees of 
freedom, it indicated that one of the nightly or daily rates was 
drawn from a different population than the other samples. 
Thus, the overall rate for the treatment could not be considered 
a good estimate of the crossover rate for that treatment and any 
comparisons using that overall rate would not'be statistically 
valid. For example, if the Friday night crossover rate for the 
object marker treatment at one of the study sites was drastically 
different from the Wednesday and Thursday night rates, the 
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average overall rate for all three nights would not be a good 
estimate of the crossover rate for that treatment, and would not 
be valid for statistical comparison with other treatments. 

RESULTS 

Total Crossovers 

Site 1: Ramp A 

A chi-square test on the crossover rates for individual nights 
and days was performed to test the consistency of the individ­
ual rates. There was no significant difference among the night­
time or daytime rates within any of the treatments. Therefore 
the data for individual nights and days were combined to obtain 
overall rates. 

A summary of Site 1 data is shown in Table 2. A malfunction 
in the video system (assumed to have been caused by a power 
outage) caused the daytime data sample for the existing treat­
ment on Thursday to be reduced by about 50 percent and the 
Thursday nighttime data to be totally lost. Overall nighttime 
crossover encroachment rates were calculated to be 1.1, 0.7, 
0.6, and 0.6 crossovers per 1,000 vehicles for existing, object 
marker, nose panei, and nose and back panei treatments, re­
spectively. Overall daytime crossover rates were calculated to 
hP. 1.?. 0 4 0 6 ~ncl 0 <i c.rrn:s:ovP.rs: nP.r 1 000 vP.hic.lP.s: for 
-- ---. -- 1 ---1 ---- --- ------ --- r-- -1--- -------- ---

existing, object marker, nose panel, and nose and back panel 
treatments, respectively. 

TABLE 2 SUMMARY OF SITE 1 (Ramp A) CROSSOVER 
ENCROACHMENTS 

Treatment 

Total No. 
of 
Crossovers 

Nighttime (9:00 p.m. to 4:00 a.m)a 

Existing 5b 
Object marker 5 
Nose panel 4 
Nose and back 

panel 5 

Daytime (9:00 a.m. to 4:00 .p.mf 

Existing 20'1 
Object marker 9 
Nose panel 10 
Nose and back 

panel 10 

Sample Period 
Volumes 
Combined 

4,403b 
7,058 
6,544 

7,953 

17,363d 
21,476 
18, 141 

20,122 

Rate (cross/ 
1,000 
vehicles) 

1.1 
0.7 
0.6 

0.6 

1.2 
0.4 
0.6 

0.5 

0 No 1es1 could be performed. 
b-niursday night data not available because of video sysiem malfunction. 
'x'-= 9.69; 
«i11ursday da1a sample size reduced because of video system malfunction. 

The nighttime crossover rates could not be compared among 
treatments because of the low crossover frequencies. There was 
a significant difference in the daytime rates among treatments 
[X2 = 9.68 (p = .02)], with the existing treatment having a 
higher crossover rate than the other treatments. However, there 
was no significant difference among the other three treatment 
rates (object marker, nose panel, and the nose and back panel). 
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Site 2: Ramp A-F 

A summary of Site 2 crossover data is shown in Table 3. 
Wednesday nighttime existing treatment data were excluded 
because of rain and fog. Overall nighttime crossover rates were 
calculated to be 1.0, 0.7, 2.0, and 2.6 crossovers per 1,000 
vehicles for existing, object marker, nose panel, and nose and 
back panel treatments, respectively. Overall daytime crossover 
rates were calculated to be 2.1, 2.3, 2.8, and 3.2 crossovers per 
1,000 vehicles for existing, object marker, nose panel, and nose 
and back panel treatments, respectively. A chi-square test on 
the crossover rates for individual nights and days during each 
treatment showed the data to be consistent in each situation. A 
comparison was made among the four treatments and no statis­
tically significant difference was found among them for night­
time .or daytime conditions [X2 = 7.00 (p = .07) and 4.12 (p = 
.25)]. 

TABLE 3 SUMMARY OF SITE 2 (Ramp A-F) CROSSOVER 
ENCROACHMENTS 

Treatment 

Total No. 
of 
Crossovers 

Nighttime (9:00 p.m. to 4:00 a.m)'' 

Sample Period 
Volumes 
Combined 

Existing 4b 4, 119b 
Obj~ci n1ark~r 4 5,354 
Nose panel 10 4,927 
Nose and back 

panel 13 5,072 

Daytime (9:00 a.m. to 4:00 p.m)c 

Existing 30 14,475 
Object marker 33 14,299 
Nose panel 41 14,630 
Nose and back 

panel 44 13,798 

0 '1}= 7.00; p = .07. 
hwedll.(lSday night data excluded because of rain and fog. 
cr.2= 4.12; p = .25. 

Site 3: Copia Street Ramp 

Rate (cross/ 
1,000 
vehicles) 

1.0 
0.7 
2.0 

2.6 

2.1 
2.3 
2.8 

3.2 

A summary of Site 3 crossover data are shown in Table 4. The 
existing-treatment data for Wednesday nighttime and daytime 
periods were not available because of technical difficulties, and 
the nose panel treatment data for the Wednesday daytime 
period could not be used because of rain. Overall nighttime 
crossover rates were calculated to be 4.2, 3.7, 2.9, and 3.9 
crossovers per 1,000 vehicles for existing, object marker, nose 
panel, and nose and back panel treatments, respectively. Over­
all daytime crossover rates were calculated to be 4.3, 3.1, 3.0, 
and 4.2 crossovers per 1,000 vehicles for existing, object 
marker, nose panel, and nose and back panel treatments, re­
spectively. A chi-square test on the crossover rates for individ­
ual nights and days during each treatment showed the data to be 
consistent in each situation, meaning that all four overall rates 
were considered to be good estimates of crossover rates for the 
four delineation treatments. A comparison was made among 
the four treatments and no statistically significant difference 
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TABLE 4 SUMMARY OF SITE 3 (Copia Street) CROSSOVER 
ENCROACHMENTS 

Treatment 

Total No. 
of 
Crossovers 

Sample Period 
Volumes 
Combined 

Nighttime (9:00 p.m. to 4:00 a.mt 

Existing 8b l,924b 
Object marker 10 2,719 
Nose panel 8 2,740 
Nose and back 

panel 11 2,852 

Daytime (9:00 a.m. to 4:00 p.m.)c 

Existing 41b 9,637b 
Object marker 43 13,838 
Nose panel 29d 9,632d 
Nose and back 

panel 64 15,282 

Rate (cross/ 
1,000 
vehicles) 

4.2 
3.7 
2.9 

3.9 

4.3 
3.1 
3.0 

4.2 

axz= 0.58; p = .90. 
bwednesday nighLLime and daytime data noL available because of technical 

diflicuhies. 7/= 4.38; p = .22. 
Wednesday daytime data not available because of rain. 

was found among them for nighttime or daytime conditions 
rx2 = 0.58 (,p = .90) and 4.38 (,p = .22)]. 

Crossovers by Type of Gore Area 

As previously noted, Sites 1 and 3 were classified as Type Ila 
gore areas and Site 2 as Type Illa. Consequently, assuming that 
the motorist information (signing, lane markings, etc.) up­
stream of the gore is adequate at Sites 1 and 3, one would 
expect a random distribution of crossovers across type of 
crossovers and gore area treatments. Higher frequencies of 
crossovers during specific gore area treatments would be at­
tributed to the differences between the treatments. 

In contrast, one would expect a specific pattern (type) of 
crossovers at Site 2 (Type Illa) regardless of treatment. Geo­
metrics plays a significant role in the type of crossovers at Type 
Illa gore areas. 

In order to further evaluate the four gore area treatments, the 
data were classified and analyzed by crossover type. The re­
sults of this analysis are presented in the following sections. 

Site 1: Type Ila 

Table 5 compares crossover encroachments by summarizing 
frequency totals across sites and lighting conditions, and also 
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presents the crossover rates for each condition. The results 
indicate that there were not discernible nighttime crossover 
patterns for this site (row 1, Table 5). Crossover frequencies 
appeared to be randomly distributed by type of crossover and 
across gore area treatments. 

Site 2: Type Illa 

For both nighttime and daytime data, it is evident from Table 5 
that significantly more crossovers were occurring in a left 
direction than in a right direction. Referring back to Figure 11, 
it may be noted that the left fork leads to Juarez, Mexico, a 
large traffic generator, and that vehicles in the right lane at Site 
1 have only about 1,500 ft to move into the center or left lanes. 
Unless adequate advance signing exists, the drivers may be 
trapped in the right lane headed for New Mexico. It is surmised 
that a large number of drivers (146) made a crossover to the left 
because of (a) the Type Illa geometrics, (b) the congestion, (c) 
inadequate advanced lane directions, or (d) a combination 
thereof. Number of lanes available in a left-hand exit may also 
be a factor in some applications. 

Site 3: Type Jla 

The Copia Street entrance to 1-10 is again a left-hand entrance 
so it is not too surprising that crossovers were predominantly in 
a right-to-left direction, both night and day (Table 5, rows 5 and 
6). Note that at Site 1, which was a right-hand exit, the daytime 
data showed twice as many right crossovers. 

Day Versus Night 

Frequency of crossovers at all sites was greater for day than 
night. This was expected because of the much greater traffic 
volumes and the frequent problem of getting into the exit lane 
in heavy traffic. The rate data, which correct for volume, show 
less difference between day and night. At Sites 1 and 3, there 
was very little difference in day and night rates. 

Long-Term Evaluation 

One of the objectives of the field studies was to conduct an on­
site inspection of the gore area treatments to subjectively assess 
the quality of the treatments after prolonged use (4 to 6 months' 
duration). 

TABLE 5 TOTAL CROSSOVER FREQUENCIES AND RATES (all treatments) 

Left Right 

Zone 1 Zone2 Total Zone 1 Zone2 Total Left Versus 
Site Type Time Frequency Rate Frequency Rate Frequency Frequency Rate Frequency Rate Frequency Right Frequency 

Ila Night 6 0.2 2 0.1 8 6 0.2 5 0.2 11 No difference 
l Ila Day 9 0.1 6 0.1 15 20 0.2 14 0.2 34 Difference 
2 Illa Night 17 0.9 12 0.6 39 1 0.1 1 0.0 2 Difference 
2 III a Day 88 1.5 58 1.0 146 0 0.0 1 0.0 1 Difference 
3 Ila Night 24 2.4 6 0.6 30 3 0.3 4 0.4 7 Difference 
3 Ila Day 115 2.4 22 0.5 137 10 0.2 30 0.5 40 Difference 
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The last treatment studied at each site was to remain at the 
site for at least 4 months before the field inspections. As 
indicated by the field study experimental design (Table 1), the 
nose and back panel treatment was to be left at Site 1 (Ramp A) 
and the nose panel treatment at Sites 2 and 3 (Ramp A-F and 
Copia Street Ramp). However, three accidents resulting in 
crash cushion repairs occurred after the completion of the 
short-term data collection and before the 4-month long-term 
period, which ruled out any long-term field inspections. 

The nose panel treatment left in place at Site 2 was hit 
sometime in January 1986, requiring the treatment to be re­
placed. During the Easter weekend (March 28-30), the Site 2 
crash cushion again was struck. The Site 1 crash cushion (nose 
and back panel treatment) also was struck. Both of these sites 
had new crash cushions and nose panels installed. However, the 
new nose panels were different from the original nose panels 
used for the short-term data collection. The chevron patterns 
were accidentally reversed by the El Paso District maintenance 
personnel. The new nose panels had a yellow chevron in the 
center with black corners, while the original nose panels had a 
black chevron in the center with yellow corners. This was not 
discovered by the research staff of the El Paso District contact 
person until the final inspection of the study sites was made in 
April. Therefore, no long-term comparative assessment could 
be made. 

SUMMARY AND DISCUSSION OF RESULTS 

Three candidate gore area delineation treatments were selected 
for field evaluations: (a) object marker, (b) yellow-and-black 
nose panel, and (c) yellow-and-black nose and back panel. The 
I-10-US-54 interchange in El Paso was selected as the study 
area. Three specific gore area sites at the interchange were 
identified by the El Paso District of the SDHPT as being 
problem gore areas. All three sites had an existing treatment 
that became part of the field evaluation studies. Although it 
would have been more desirable to study the candidate treat­
ments at sites without an existing treatment in order to have a 
more suitable base condition, most gore areas exhibiting acci­
dent problems will have some type of delineation treatment in 
place. 

The El Paso District of the SDHPT agreed to install all three 
candidate treatments at each of the three sites. This allowed the 
opportunity for a much stronger experimental design in terms 
of evaluating differences between candidate treatments than 
that specified in the research contract. However, the District 
would not agree to leaving the object marker in place for longer 
than one week. 

One major problem, discovered after the data had been 
collected, was that the video camera location for two of the 
gore area sites (1 and 2) made it difficult to accurately identify 
all gore area encroachments. Encroachments were identified as 
either sideswipes or crossovers. The side viewing angle, con­
trary to expectations based on actual field assessments, made it 
difficult to identify sideswipes at Sites 1 and 2. Therefore, only 
crossover encroachments were used in the analysis. Because 
the number of crossovers was relatively small, the data base 
was consequently smaller than expected. 
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However, in rationalizing between crossovers and sidewipes, 
crossover data would appear to be more relevant. Crossovers 
can be interpreted to mean that the driver was in the wrong lane 
and made a late decision to change lanes (or was restricted by 
traffic from lane changing until it was almost too late). With 
sideswipes, the driver is in the correct lane and for some reason 
swerves into the gore area-forced by traffic or wind gusts, not 
paying attention, and so on. It appears that it is less likely that 
he was confused by the delineation treatment (or lack thereof) 
or by advanced signing or geometrics. 

A basic gore area classification system was developed and 
proposed as part of the research study. It was hypothesized that 
safety problems are more prominent with certain classes of 
gore areas and that delineation treatments can enhance safety 
for these cfasses. Also, there are classes of gore areas for w!iich 
it may be difficult, if not impossible, to solve the safety prob­
lems by increased gore area delineation alone because of less­
than-desirable geometrics, sight distance, or advanced driver 
information or all three. Improvements to the information sys­
tem, or in some cases improvements in geometrics, may be 
necessary. The classification system was developed during the 
course of the research contract and was not used in this re­
search to select gore area study sites. However, it does help to 
explain the results of the field studies. Perhaps further develop­
ment and use may lead to a better systematic evaluation of 
solutions to gore area problems. 

The three El Paso study sites wen: cla:s:sified by using the 
scheme proposed by TTI. An evaluation of the crossover data 
indicated that the results were consistent with expectations 
based on the classification of the gore area study sites. For 
example, as expected, Site 2, classified as a Type Illa gore area, 
exhibited a very high rate of crossovers from right to left in 
comparison with Sites 1 and 3, which were classified as Type 
Ila. 

An analysis of the crossover data at each site indicated no 
difference in crossover rates among the four treatments: exist­
ing, object marker, nose panel, and nose and back panel. These 
results were consistent with the gore area classification con­
cepts. Sites 1 and 3 were classified as Type Ila. Sight distance to 
the gore areas was not a problem. The results indicated that 
added delineation, based on a limited sample, did not reduce 
crossover rates. In particular, the back panel, designed to in­
crease the effective sight distance to a gore area, apparently 
was not warranted for Sites 1 and 3. Site 2 (Ramp A-F) was 
classified as a Type ma gore area. Sight distance did not appear 
to be a problem. However, adverse geometrics and inadequate 
or confusing signing, or both, resulted in a relatively high rate 
of crossovers. It is hypothesized that additional &ore area delin­
eation would not alleviate the crossover problem and that 
improvements in geometrics or signing or both may be more 
effective. 

The results of this and previous TTI studies indicate that 
increased delineation can reduce encroachments and accidents 
at some gore areas where sight distance is restricted (4, 5). 
However, when sight distance to the gore is not a critical factor, 
encroachments and accidents may be less affected by increased 
delineation of crash cushions. 

It was assumed that by evaluating all of the delineation 
treatments at each of the three study sites, a stronger conclusion 
could be drawn based on the redundancy of the experiment. 
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However, this procedure reduced the amount of data collected 
because of time restrictions on the study. Because encroach­
ments are a relatively rare event, the encroachment rates used 
in the analysis were typically small. Although the chi-square 
test is sensitive to small sample sizes, the fact that no signifi­
cant differences were found between treatments indicates that 
encroachments may be somewhat insensitive when used as 
MOEs. Because of their rarity of occurrence, simply collecting 
more encroachment data for the same type of analysis may not 
provide any different results. It is recommended that further 
research be performed in this area that will utilize more sensi­
tive MOEs and will also expand that scope of the study to 
include geometrics of the gore area and the overall information 
system (signing, markings, delineation, etc.) associated with 
the gore. 
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Special Traffic Control To Meet Motorist 
Information Needs on Long, Steep 
Grades 

JOSEPH L. HENDERSON, EUGENE M. WILSON, GEORGE A. DALE, AND 

CLAUDIA L. Scruv ANICH 

A new concept In traffic control devices Is evaluated. The 
subject of the study ls a special message fnformatlon sign on 
US-14A near Burgess Junction, Wyoming. The sign presents 
motorists with percent and length or grade Information In 
response to a long sustained 10 percent downgrade. This 
diagrammatic sign Is located In a turnout. Vehicles such as 
tractor semitrailers, single-unit trucks, motor homes, and vehi­
cles pulling trailers are required to turn out and read the sign. 
This method for presenting complex Information to motorists 
Is effective and the compliance with the required turnout Is 
high. 

Informing motorists of roadway conditions can normally be 
accomplished by using traditional me~11ods of traffic control. 
Quite often, warning signs must be used to alert motorists to 
geometric and alignment conditions that may violate driver 
expectancy or create a confusing situation. Presented in the 
following sections is a case study describing a new concept in 
the use of traffic control devices. The study was conducted on a 
mountainous section of US-14A in northern Wyoming. A spe­
cial information warning sign located at a turnout requires 
certain motorists to tum out and stop. Motorist compliance 
with this requirement and message comprehension were the 
focus of this study. 

PREVIOUS RESEARCH 

The state of the art in driver message signing has been advanc­
ing in the areas of directional and guide signing, variable 
message signs, and positive guidance. Driver responses to the 
message content, response time, and route choice have been 
analyzed by many researchers. 

Previous studies have covered subjects such as motorist 
route selection criteria (1), diversionary signing and driver 
behavior (2), tourist information systems (3), positive guidance 
(4), and traffic operations, safety, and positive guidance pro­
jects (5 ). Studies related to guide signs are directed toward new 
applications of directional and guide signs (6-9). Research 
concerning driver systems addresses the need for coordinating 

J. L. Henderson, Centennial Engineering, P.O. Drawer 1307, Arvada, 
Colo. 80001. E. M. Wilson, University of Wyoming, P.O. Box 3295, 
University Station, Laramie, Wyo. 82071. G. A. Dale, Wyoming High­
way Department, 5300 Bishop Boulevard, Cheyenne, Wyo. 82002. 
C. L. Scrivanich, Washington State Highway Department, Olympia, 
Wash. 98504. 

signs, maps, and tourist information to reduce user costs and 
traffic congestion (JO, llj. Tnese studies are designed to evalu­
ate specific route and grade information that is provided to 
selected motorists. 

A method for providing grade and length of grade informa­
tion to truck drivers is now being researched. A grade severity 
rating system (12) has been designed to designate a specific 
speed for a tractor semitrailer driver to use when driving on a 
downgrade. As the results were first envisioned, each down­
grade on every road would be rated by using this system, and 
drivers would be expected to reference previous driving experi­
ences to take advantage of the system. This idea gave way to a 
weight-specific speed sign that would show a specific speed for 
different weight classes. The Colorado Department of High­
ways (13), and highway departments from nine other states 
participated in a program to test this signing concept. The 
results have been inconclusive to date, and observations have 
shown that a high percentage of drivers do not recognize the 
intent of the signs. 

In the following section the study is discussed including a 
description of the study site and the traffic control used. 

THE STUDY 

Turnout signing is a unique concept because motorists stop to 
read these signs, whereas the information on other signs is 
conveyed to drivers as they travel along the road. Two signs 
located at turnout areas were designed to alert drivers to a long, 
steep downgrade that exists on US-14A between Burgess Junc­
tion and Lovell, Wyoming. Drivers who turn out are separated 
from through traffic and have an unlimited amount of time to 
study these signs. The primary study objectives were to deter­
mine the ability of the sign to convey grade data, the motorists' 
comprehension of this information, motorists' compliance with 
the required turnouts, and driver expectancy of grades. 

The locations of the study sites are shown in Figure 1. 
Highways of interest are US-14 and US-14A between Burgess 
Junction and Cody, Wyoming. These are both two-line primary 
highways with a similar type design and are located in rugged 
mountainous terrain. US-14A contains a section of road located 
20 mi west of Burgess Junction that has a great deal of 10 
percent grade. Most motorists have never experienced a long 
sustained 10 percent grade. The grades are deceptive because of 
the high quality of the road. A driver who is unaware of or 
unfamiliar with such grades may tend to be accelerating more 
than he perceives. Also, some of these motorists are driving 
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FIGURE 1 General study area. 

some type of recreational vehicle or a vehicle with a trailer. 
More traditional grades of 5 to 7 percent exist on US-14. 
Special attention has been given to these highways because 
they are major routes to the east entrance of Yellowstone 
National Park and are traveled by nonresidents of Wyoming. 
The majority of westbound traffic at Burgess Junction uses 
US-14. During the study period, 62 percent of the westbound 
traffic used US-14. Out-of-state vehicles accounted for 86 per­
cent of the traffic on US-14 and 57 percent on US-14A. 

An information sign (Figure 2) is located on US-14A about 1 
mi west of Burgess Junction. This sign. which measures about 
10 ft by 30 ft, has been designed to show that the distance from 
Burgess Junction to Cody is approximately the same by way of 
US-14A or US-14, but that the grades are much more severe on 
US-14A. Advance signing requires all semitrailer trucks, buses, 
recreational vehicles, and vehicles pulling trailers to stop and 
read the information sign (Figure 3). 

Another turnout warning sign is located about 25 mi west of 
Burgess Junction on US-14A at a brake check safety area. This 
sign, shown in Figure 4, provides more detailed information 
about the 10 percent downgrade, including the location of a 
brake cooling turnout and the three truck runaway ramps. The 
same vehicle classifications are required to tum out. 

Signing associated with the uphill travel direction is shown 
in Figure 5. This sign is located just east of Lovell, Wyoming, 
approximately 20 mi before the steep upgrade section. This is 
the only grade signing in the uphill direction. 

DATA COLLECTION 

Data were collected manually and by using driver interviews 
during the summers of 1984 and 1985. The interview sites were 

• Sur••r Site 
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j 
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located at the Burgess Junction information sign turnout west 
of Burgess Junction on both US-14 and on US-14A at the 
bottom of the grade and on US-14A at the top of the grade (see 
Figure 1). Sample sizes for the various surveys are given in 
Table 1. The surveys were designed to gather information 
concerning comprehension of the information signs, driver's 
understanding of percent and length of grade, and route selec­
tion criteria. Also of interest were any problems encountered 
on the grades in the study area and whether drivers diverted to 
US-14 after stopping at the Burgess Junction information sign. 
Vehicle classification, origin of license, and stopped time were 
obtained. 

Major findings of this study are presented in the following 
sections. The major findings discussed in this paper are only 
those that were statistically significant at the 0.05 level. Topics 
of discussion are turnout signing, downgrade analysis, and 
upgrade analysis. 

TURNOUT SIGNING 

Compliance with the required turnout was essential for this 
signing technique to be effective. Of all the vehicles observed 
at the sign, only about 32 percent stopped. However, the rate of 
compliance for vehicles required to stop was quite high. More 
than 62 percent of the vehicles required to stop did stop. 
Vehicles required. to stop are trucks, recreational vehicles, and 
vehicles with trailers. Out-of-state motorist compliance with 
the required turnout was almost 80 percent, whereas only about 
20 percent of local Wyoming motorists complied. More first­
time users of US-14A stopped at the sign than any other group 
(80 percent). The overall rate of compliance was slightly higher 
in 1985 and local Wyoming compliance decreased slightly. 
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FIGURE 2 Burgess Junction lnfo:rmatfon s!gn. 

Driver behavior was observed for vehicles that stopped at the 
sign. The amount of time that drivers took to read the sign was 
recorded. Wyoming motorists generally stopped for less than 
30 sec, whereas out-of-state drivers generally stopped for more 
than 30 sec. Drivers of vehicles required to stop viewed the 
sign longer than drivers of other vehicles. Average times were 
37 sec and 29 sec, respectively. The vehicles that stopped at the 
sign and then diverted to US-14 were also observed During the 
data collection period, 110 vehicles were observed that diverted 
to US-14. Of this number, 80 percent were from out of state and 
67 percent were required to turn out. Of the 4,558 vehicles 
observed, 7.6 percent of the total vehicles using the turnout 
diverted to US-14. This was 2.4 percent of the total US-14A 
traffic observed. No route diversion signing existed before the 
turnout signing. This additional signing was incorporated into 
the design because of the reopening of US-14A on a new 
steeper alignment. 

Driver behavior at the brake check sign turnout was also 
examined. Less than 50 percent of the vehicles required to turn 
out at the sign did so; however, 56 percent of the out-of-state 
vehicles stopped that were required to do so. Fifty-nine percent 

TRANSPORTATION RESEARCH RECORD llll 

SIGN CAREFULLY 
ROUTE 

of the drivers who stopped at the Burgess Junction information 
sign also stopped at the brake check sign. 

Drivers' actions at the brake check sign, including stopped 
time, were observed. Of the vehicles that stopped at the sign, 
average viewing time for vehicles required to stop was longer 
than for vehicles not required to stop (53 sec versus 28 sec). 
This difference was attributed to the message content of the 
sign, which is targeted toward vehicles required to turn out. 
The sign provides more specific information than does the 
Burgess Junction information sign concerning the percent 
grade, overall length of grade, location of three truck escape 
ramps, and location of the brake cooling area. The difference in 
average viewing times indicated that motorists were spending 
the additional time necessary to assimilate this detailed infor­
mation on the brake check sign. 

DOWNGRADE ANALYSIS 

The downgrade of US-14A was examined to determine the 
driver expectancy of the length and percent of grade and to 

TABLE 1 NUMBERS OF SURVEYS AND OBSERVATIONS BY 
LOCATION AND YEAR 

No. of Driver Surveys No. of Driver Observations 

US-14A US-14 Burgess Burgess Brake Check 
Year Downhill Downhill Junction Junction Area 

1984 186 204 0 3,635 0 
1985 573 198 211 923 574 
Total 759 402 211 4,558 574 
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FIGURE 3 Advance signing at Burgess Junction. 

determine whether operational problems existed. Driver expec­
tation of percent of grade on US-14A was affected by driver's 
domicile and frequency of travel on this road. The local Wyo­
ming motorists and regular users of the road felt more comfort­
able driving on the road than other motorists. Only about 40 
percent of the motorists interviewed indicated that they had 
used a lower gear to descend the grade. In many cases, not 
using a lower gear resulted in brakes on vehicles descending 
the grade becoming extremely hot. This not only occurred on 
vehicles required to stop at the signs, but also on some pas­
senger vehicles. One passenger vehicle lost its brakes during 
the study period in 1985. This vehicle, with a heavily loaded 
trailer, used the middle truck escape ramp. Quite a few motor­
ists stopped while descending the grade on US-14A. Some of 
the motorists who stopped did so more than once. A few 
motorists even stopped at truck escape ramps, which creates a 
hazard in the event that the ramp is needed by a vehicle that has 
lost its brakes. 

Results of the downgrade driver interviews indicated that 
most motorists did not understand the concept of percent grade. 
After the 1984 study three additional signs with the text All 
Vehicles Use Lower Gear were added. This substantially 
reduced the problem of hot smoking brakes. In 1985, 573 
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PLEASE STUDY SIGN CAREFULLY 
FOR LOCATION Of SAFETY AREAS 

FIGURE 4 Brake check sign. 
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interviews were conducted below the 10 percent grade. There 
were 51 vehicles (8.9 percent) that had noticeably hot brakes. 
Additional signing, Save Your Brakes, Use Lower Gear, has 
been recommended. 

A comparison was made between the motorists' perception 
of the downgrade on US-14A and that on US-14 by surveying 
motorists on both routes. Most motorists thought that the 

FIGURE 5 Upgrade advance-warning sign. 



108 

grades on US-14A were steeper than expected and that the 
grades on US-14 were not as steep as expected. This result 
depended on the domicile of the driver. In general, Wyoming 
motorists responded that the grades were as expected. Out-of­
state motorists generally responded that the grades were steeper 
than expected, particularly on US-14A. 

UPGRADE ANALYSIS 

The upgrade on US-14A was analyzed to determine charac­
teristics of the uphill motorist and to learn what problems these 
motorists may have experienced driving up the mountain. More 
than 80 percent of the vehicles observed traveling upgrade 
were passenger vehicles: very few heavy vehicles such as 
tractor-semitrailers, single-unit trucks, and motor homes were 
observed. Only one of the heavy vehicles observed was a local 
Wyoming vehicle. This indicated local awareness to the dif­
ference in grade severity between US-14A and US-14. Many 
vehicles stopped on their way up the mountain. Some overheat­
ing problems were observed, but most motorists stopped to 
take advantage of the scenic vistas. Uphill travel problems 
were observed for bicyclists, older vehicles, and heavily loaded 
vehicles. A number of bicyclists were observed in 1985 
attempting to ride up the steep portion of US-14A. Two cross­
country cyclists spent an entire day attempting to ascend the 
grade before they received motorist assistance. The rest that 
were observed turned around. 

Motorists indicated that the uphill advance warning sign, 
located about 1 mi east of Lovell, was understandable (see 
Figure 5). This sign is located on a relatively fiat tangent 
section about 20 mi before the steep uphill section. Some 
motorists thought that the sign should indicate more detail 
concerning the grade on US-14A. This sign is the only one that 
provides information to the motorist about the grade before or 
during their trip up the mountain. Quite a few vehicles were 
observed traveling part of the way up the mountain and then 
turning around. This was probably because the drivers did not 
know how long the grade was. 

The foregoing discussion contains the major results of the 
study conducted in 1984 and 1985. On the basis of these major 
study findings, the following conclusions are made: 

1. The use of turnout signing is an effective method of traffic 
control. Motorists will comply with the requirement to turn out 
and stop. 

2. Signing in a turnout should be considered when informa­
tion content is long or complex or when messages are appropri­
ate for only a select group of motorists. 

3. Motorist comprehension of percentage of grade is poor. 
Diagrammatic signing or word messages explaining this con­
cept are necessary to help motorists when grades are severe. 

4. Providing uphill and downhill turnout areas on long, 
steep grades is necessary to help lessen the effects of brake and 
'vehicle overheating. 

5. Special uphill signing is necessary to inform motorists of 
length and percentage of long, steep grades. 

6. Consideration should be given to prohibiting bicycle traf­
fic on long, steep grades unless special provisions have been 
made for this type of traffic. 
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RECOMMENDATIONS 

The use of turnout signing has been shown in this study to be 
an effective method. It should only be considered in situations 
where low traffic volumes exist. 

Most of the drivers who were interviewed at the Burgess 
Junction information sign did not understand percentage of 
grade, and some suggested that the sign should also attempt to 
educate about it. To do so, diagrammatic signs could be used to 
show a comparison between a possible known or alternative 
grade and the one about to be traversed. Another possible 
solution would be to design a sign that would be placed in a 
turnout or rest area that explains grade. 

Quite a few motorists stopped while descending the grade on 
US-14A. An adequate number of brake-cooling areas should be 
provided so that drivers can stop as often as desired. Opera­
tional reviews should be conducted periodically to determine 
whether the number of brake-cooling areas is adequate and 
whether they are being used. 

Many motorists were observed traveling part of the way up 
the mountain and then turning around. This behavior could be a 
result of not knowing actually how steep the road was or how 
much farther they had to drive before reaching the summit. 
Signing showing distance to turnout areas as well as to the 
sununit is important on long steep upgrades. Of most benefit to 
the driver would be information on percentage and length of 
grade (14). 

Special warning signs alerting bicyclists to long steep 
upgrades could be beneficial to this group. Consideration 
should also be given to prohibiting bicycle traffic on grades of 
this severity. 
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DISCUSSION 

ANDREW G. MACBETH 

Transportation and Traffic Engineering Program, Department of Civil 
Engineering, University of Toronto, Toronto, Ontario M5S 1A4, Canada. 

First, I argue against the principle of compelling drivers to turn 
off the road to read information signs. Second, I suggest that 
the prohibition of bicycle traffic recommended by the authors is 
an inappropriate conclusion to draw from a study on road 
signing. 

The authors' first conclusion states: "The use of turnout 
signing is an effective method of traffic control. Motorists will 
comply with the requirement to tum out and stop." The evi­
dence, however, is not quite so convincing. The authors report 
that 62 percent of vehicles required to tum out (trucks, recrea­
tional vehicles, and vehicles with trailers) did, in fact, do so. 
But although 80 percent of out-of-state drivers complied, only 
20 percent of local Wyoming drivers did so, and this proportion 
declined in the second year of the study. 

It may be more important to target the out-of-state drivers, 
who are less likely to be familiar with the unusually steep 
grades in the area. In this light, the concept of turnout signing 
may be of some benefit. But is it really necessary that truck 
drivers (or drivers of other affected vehicles) who frequently 
drive the route tum out every time? A large majority of local 
drivers of affected vehicles ignored the sign with its "must tum 
out" instruction. This suggests that they believe that they know 
the turnout sign's contents and that consequently they do not 
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need to turn out. If the sign is legally enforceable, would all 
noncomplying drivers be equally culpable? Or would enforce­
ment be concentrated on drivers of vehicles bearing out-of­
state license plates? Whether the sign is legally enforceable or 
not, it is likely to be disregarded by a significant proportion of 
drivers. The erection of traffic signs that are habitually ignored 
by many drivers is likely to bring traffic laws (and their 
makers) into disrepute. 

I appreciate the difficulty in conveying complex information 
to drivers, but believe that compulsory turnouts do not provide 
a satisfactory solution. Somehow, drivers should receive all the 
information they need without being compelled to tum out and 
stop. 

Creative intersection design at Burgess Junction and destina­
tion signing may be effective in diverting out-of-state drivers 
away from US-14A to the less steep US-14. 

Second, I note that the purpose of the research described by 
the authors was the evaluation of a new concept in traffic 
control devices for motorists on long, steep grades. The 
authors' sixth conclusion ("Consideration should be given to 
prohibiting bicycle traffic on long, steep grades unless special 
provisions have been made for this type of traffic") and a 
similar recommendation would appear to fall outside the scope 
of the study. This conclusion and recommendation, I believe, 
are inappropriate and unnecessarily discriminatory. None of the 
authors' research described here has shown the need for (or 
legality of) such a measure. 

The further recommendation that "special warning signs 
alerting bicyclists to long, steep upgrades could be beneficial to 
this group," although still outside the research objective, may 
be quite adequate for the authors' purposes of discouraging 
cyclists, but any stronger conclusions should in my opinion be 
based on specific research. 

AUTHORS' CLOSURE 

Mr. Macbeth's discussion was interesting, and in total con­
siders two points. The first was his argument against a required 
turnout and the enforcement of the requirement to tum out. In 
his discussion, he indicates that turnout signing may be of 
benefit. The study showed that this was in fact the case. In a 
state with an economy of many cities and that is largely 
dependent on tourist traffic, it is not feasible to sign a route to 
create a competitive advantage for one city. Creating a motorist 
who is informed of the uniqueness of this long, steep grade was 
the goal of the turnout design. Enforcement is not really at 
issue. Local motorist behavior did not create a follow-the­
leader effect. With an average daily traffic of 400 vehicles per 
day, this is not a problem. 

The second comment concerning bicycle travel was due in 
part to our omission. The research study itself did not investi­
gate both uphill and downhill travel behavior. Although bicycle 
travel uphill was not specifically detailed in this paper, we 
wanted to include this finding in the hope that it might be useful 
for designers in the future. 



110 TRANSPORTATION RESEARCH RECORD llll 

Advisory Speed Signs and Curve Signs and 
Their Effect on Driver Eye Scanning and 
Driving Performance 

HELMUT T. ZWAHLEN 

The objective of this study was to determine the effectiveness 
of advisory speed signs used in conjunction with curve warning 
signs In Ohio. A total of 40 test drivers were used to drive an 
unfamiliar test route on a two-lane rural road that included 
two typical curves equipped with curve warning signs. Curve 
A was a left curve with a determined advisory speed of 40 mph 
and Curve C was a right curve with a determined advisory 
speed of 25 mph. The results of the test-driver study Indicate 
that drivers, on the average, look about two times at a warning 
sign (fixation duration 0.5 to 0.6 sec). There are few consistent 
statistically significant differences in driver eye-scanning 
behavior and driver control behavior (velocity, lateral acceler­
ation, gas pedal deflection, lane position, brake activation) 
between Run 1 and Run 2, between inexperienced and experi0 

enced drivers, between the presence and absence of advisory 
speed signs, and between day and night. The daytime velocities 
are in generai somewhat higher than the nighttime veiocities. 
It may be concluded that advisory speed signs are not more 
effective In causing drivers to reduce their speeds through 
curves than curve and turn signs alone. It appears that the 
bent black arrow In the yellow diamond of the curve or turn 
warning sign represents sueh a strong and primary visual 
stimulus that an advisory speed sign adds very little additional 
information for the driver. Therefore, it is recommended that 
advisory speed sign maintenance and especially new Installa­
tions be given a low priority. 

The state of Ohio has a highway network containing more than 
19,000 of four-lane and two-lane highways. On the basis of the 
Ohio Department of Transportation's (ODOT) curve inventory, 
the two-lane rural system alone contains 18,093 curves. These 
curves have a median curvature between 10 and 11 degrees, an 
average curvature of 12 degrees with a standard deviation of 
12.5 degrees and a mode of curvature of 9 degrees (2,517 
curves, or 13.9 percent, have a 9-degree curvature). On many 
roads it is impossible to drive safely at 55 mph because of the 
curvature, and some are considered safe at speeds of only 25 
mph or less. It will probably require decades before sufficient 
funding is available to eliminate these sharp and dangerous 
curves and to rehabilitate the older highways that have substan­
dard alignment. Therefore, drivers must be alerted to upcoming 
hazardous curves through the use of warning signs. 

ODOT now uses curve warning signs with or without 
advisory speed signs to warn drivers of an upcoming curve. 
(The Ohio Manual of Uniform Traffic Control Devices defines a 
curve sign as a warning sign with a curved arrow, intended for 
use on curves with recommended speeds between 30 and 50 
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mph, and a turn sign as a warning sign with an arrow bent at a 
right angle, intended for use on curves where the maximum 
safe speed is 30 mph or less. Bot..11 signs will be referred to as 
curve signs throughout this paper.) These signs are intended to 
give drivers adequate time to prepare to safely traverse an 
upcoming hazardous curve. Because of the frequency of such 
hazards, the use of curve warning signs with advisory speed 
signs is expensive and requires the efforts of traffic engineers, 
maintenance crews, and others who could be utilized in other 
areas. 

Questions may then be raised with regard to the effective­
ness of such practices, some of which are 

Do motorists look at the advisory speed signs? 
At what distances do they look and for how long'! 
How effective are curve warning signs in causing motorists 

to decrease speeds to safe levels throughout the curve? 
Does the presence of advisory speed signs increase the 

effectiveness of the curve warning sign in bringing about ade­
quate speed reductions throughout the curve? 

LITERATURE REVIEW 

Few prior studies were found that have been devoted to the 
effectiveness of curve warning signs with or without advisory 
speed signs. Ritchie (1), by recording the lateral acceleration 
and forward velocity measured at the time of peak lateral 
acceleration, investigated uninformed subjects' responses to 
curves with or without curve warning signs during daylight 
driving conditions only. The curve warning signs were pre­
sented either by themselves or in conjunction with an advisory 
speed sign on which the advisory speed ranged from 15 to 50 
mph in increments of 5 mph (advisory speed signs with values 
higher than 50 mph were not investigated because the driver's 
responses could have been influenced by the state speed limit 
of 60 mph that existed at this time). Ritchie (1) found that 
drivers choose faster speeds on curves with curve warning 
signs than curves without curve warning signs and even faster 
speeds when advisory speed signs were presented with the 
curve warning sign. The speeds recommended on the advisory 
speed signs were lower than those chosen for negotiating the 
curves except in the case of the 45 and 50 mph signs, where the 
subjects chose speeds almost exactly the same as the advisory 
speeds. Lateral acceleration appeared to be a key variable in the 
driver's decision-making process. When a driver approached a 
curve that required a large speed reduction, he accepted lateral 
accelerations closer to the maximum than those accepted for 
curves that required smaller speed reductions. 
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Kneebone (2) reported on the effect of advisory speed signs 
used in conjunction with curve warning signs. He found that 
advisory speeds determined with ball-bank indicators were 
very close to the 85th-percentile speeds. Institution of curve 
warning signs with advisory speed signs in Australia was 
accompanied by a marked reduction in accidents and a reduc­
tion in the approach speeds of 2 to 3 mph. However, the 
average speed in the curves actually increased slightly. 

In a study of minor highway improvements that contradicts 
the findings by Ritchie (1), Hammer (3) found that the place­
ment of curve warning signs by themselves in advance of 
curves failed to produce significant accident reductions (five 
curves that were not previously equipped with curve warning 
signs were studied). However, when curve warning signs were 
used in conjunction with advisory speed signs, the results were 
different. (In 13 of the 15 curves studied, the curve warning and 
advisory speed signs were erected simultaneously, whereas in 
the two remaining cases the advisory speed sign was added to 
an already existing curve warning sign.) Significant reductions 
in accidents, especially ran-off-road accidents at night, did 
occur when the two signs were used together. It should be 
noted that the sample sizes in Hammer's study were rather 
small and the experimental design did not indicate any random­
ization scheme or controls. Further, no information was given 
about the environment-accident interaction, about other minor 
road improvements that may have been completed at the same 
time or immediately following the erection of the curve warn­
ing sign, about possible changes in average daily traffic vol­
umes or about changes in the driver population, or both, that 
could have been primarily or partly responsible for Hammer's 
results. 

Shinar et al. (4) found in a study on driver eye-scanning 
behavior that as drivers approached a curve they began con­
centrating their eye fixations less around the focus of expansion 
(the area of highest concentration for straight section driving) 
and more on the edge lines and the roadway close to the car. 
The authors reached the conclusion that warning signs should 
be placed before the beginning of the curve approach because 
near that point the driver is concentrating mainly on the road­
way for directional and lateral placement cues rather than on 
the road surroundings. 

The objective of this study was to determine the effective­
ness of advisory speed signs used in conjunction with curve 
warning signs in Ohio on typical sharp and moderate curves for 
both inexperienced and experienced test drivers under both 
daytime and nighttime conditions. 

METHOD 

Subjects 

A total of 40 subjects took part in the experiment and were 
divided into one of two groups on the basis of their driving 
experience (either experienced or inexperienced drivers). The 
21 experienced licensed drivers (12 men, 9 women) had an 
average age of 22 years and had driven an average of 44,000 mi 
during an average of 6 years. The 19 inexperienced licensed 
drivers (11 men, 8 women) had an average age of 17 years and 
had driven an average of 4,000 mi during an average of 2 years. 

lll 

All subjects were initially interviewed and required to fill out a 
biographical and driving questionnaire. Each subject was tested 
in the laboratory for (a) foveal vision (Bausch and Lomb vision 
tester) and peripheral vision (Landolt rings, 10 degrees horizon­
tal, presented left or right) and (b) for simple (1 choice, 0 bits) 
and choice (8 choices, all equally likely, 3 bits) reaction times 
using a CR-200 Information Response Instrument (response 
uncertainty mode). The subjects also underwent a limited· 
health evaluation. The results of these tests indicated that all 
subjects had normal visual acuity and reaction times and were 
in good health. None of the subjects were familiar with the road 
or the experimental vehicle. All subjects were paid and told 
only that the study involved driving on two-lane rural roads. 
They were not told the actual aim of the experiment. 

Apparatus 

An instrumented 1973 Volkswagen 412 with an automatic 
transmission and type 4000 low beams was used as the experi­
mental vehicle in this study. This vehicle contains more than 30 
instruments and mechanisms that are combined into a system 
allowing the experimenter to monitor and record a driver's eye 
movements while he or she is driving the car as well as time, 
distance, speed, lateral lane position, steering wheel position, 
gas pedal deflection, brake activation, and vertical, horizontal, 
and lateral accelerations of the car (sampling rate of 60 Hz). A 
further description of the experimental car and equipment has 
been published by Zwahlen (5). 

Experimental Test Sites 

In order to make the results of this study widely applicable it 
was necessary to choose curves representative of the rural two­
lane system in Ohio with fairly low average daily traffic 
(ADT). The two curves chosen (Curves A and C) had an 
approach speed of 55 mph and were equipped with only curve 
warning signs (without advisory speed signs) and no raised 
reflective pavement markers or post delineators. Curve A 
required a small speed reduction for safe negotiation, whereas 
Curve C required a moderate to large speed reduction. 

The westbound approaches to these two selected curves, 
which were located on SR-180 east of Laurelville, Ohio, were 
used With the ball-bank indicator the advisory speed was 
determined to be 40 mph for Curve A (a 12.3-degree left curve 
with a radius of 465 ft and a superelevation of 8.6 percent) and 
25 mph for Curve C (a 26-degree right curve with a radius of 
220 ft and a superelevation of 9 percent). ODOT records place 
the ADT at 1,440 for Curve A (total count in both directions) 
and 930 for Curve C. Two accidents occurred on each curve 
between 1975 and 1981. 

For this experiment the curve warning signs (both directions) 
were equipped either with or without an advisory speed sign. 
The specific intensity for an entrance angle of -4 degrees and 
an observation angle of 0.2 degrees was recorded for each of 
the curve warning and advisory speed signs. The Wl-2L curve 
warning sign on Curve A (for westbound traffic) was 30 in. 
square, had an average specific intensity of 35.5 cd/(ft-can­
dle·ft2) and could first be seen at 1,036 ft (measured from the 
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curve warning sign). The Wl-lR curve warning sign on Curve 
C (for westbound traffic) was 30 in. square, had an average 
specific intensity of 67.6 cd/(ft-candle·ft2) and could first be 
seen at 953 ft. The advisory speed signs were 18 in. square with 
8-in. numbers and had an average specific intensity of 61.4 
cd/(ft-candle·fL2) for Curve A and 62.2 cd/(fl-cand\e·ft2) for 
Curve C (for westbound traffic). 

Experimental Procedure and Design 

Before the test-driver study began, a local familiar-driver study 
was completed that involved the inconspicuous videotaping of 
339 vehicles on Curve A and 312 vehicles on Curve C as they 
approached the two curves of i..11terest during both daytime and 
nighttime conditions. During this study the two curve 
approaches had only the existing curve warning signs without 
advisory speed signs. Time and distance data and points of 
brake light activation were recorded. Calculations were made 
to determine velocities and accelerations at various distances 
from the curves. These data gave the experimenters a standard 
with which to gauge the validity of the test-driver study results. 

The test-driver study involved the continuous recording of 
the subject's eye-scanning behavior and vehicle measures as 
the subject drove for 30 to 45 min along a typical rural two-lane 
highway that included the two curves of interest. Subjects were 
randomiy assigned to one of eight groups such ihai each group 
had either experienced or inexperienced subjects and as close 
to a half-men and half-women composition as possible. 
Although it was originally planned for a group of six to be 
tested under each condition, some nighttime conditions were 
tested only with fewer subjects because of frequent ground fog 
at the test locations. Each of the eight groups was subjected to 
one of the different conditions; that is, they would be experi­
enced or inexperienced drivers, drive during the day or the 
night (using low beams), and drive through curves that had a 
curve warning sign either with or without an advisory speed 
sign. Both curves were equipped either with or without the 
advisory speed sign so that no subject was exposed to one 
curve with the advisory speed sign and one without the 
advisory speed sign. Also no subject drove the test route under 
more than one of the eight conditions. The subjects were asked 
to follow the test route twice to allow the experimenters to 
evaluate the effects of short-term familiarity on driver perfor­
mance. 

The independent variables are as follows: (a) time of day 
(level of illumination, day versus night), (b) driver capability 
(inexperienced versus experienced), (c) presence or absence of 
advisory speed sign, ( d) degree of speed reduction required in 
curve (moderate to large = 30 mph or more; small = 10 to 15 
mph), and (e) familiarity (Run 1 versus Run 2 or completely 
unfamiliar versus somewhat familiar). 

The effects of the independent variables were measured 
using the following dependent variables (a) speed (mph), (b) 
accelerator pedal position (0-7, idle; 69-73, fully deflected), 
(c) brake pedal activation (on or off), (d) lateral acceleration 
(g), (e) lateral lane position, and (j) eye movement measures 
(foveal and near foveal or slightly peripheral eye fixations on 
curve signs and advisory speed signs). 

The design variables that might influence performance mea-
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sures and are beyond the control of the experimenter include 
(a) traffic (ahead in opposite or in the same direction, or both), 
(b) background luminance during nighttime, (c) road surface 
condition (debris, potholes, etc.), (d) condition of edge lines 
and center lines, (e) visibility (haze, dust, and light fog), (j) 
environment (foliage, height of crops, and grass along the 
highway), (g) temperature and humidity, and (h) position of the 
sun, level of daytime illumination, glare, and cloud cover. 

RESULTS AND DISCUSSION 

Vehicle Measures 

Detailed vehicle-measure and eye-scanning results for individ­
ual subjects and groups have been given by Zwahlen (5). 
Certain points along the curves were selected for analysis in 
order to compare the vehicle measures for the different condi­
tions. It was important that these points represented a balanced 
cross section throughout the approach and curve in order to 
obtain meaningful results. For this reason, the vehicle measures 
were analyzed at 500 ft before the curve warning sign, at the 
position of the sign, at the beginning of the curve, at the center 
of the curve, at the end of the curve, and 150 ft beyond the end 

TABLE 1 SPEED AT SELEL:"lbD DiSTANCES FROM CUR,lE 
SIGN FOR MODERATE CURVE (CURVE A): EXPERIENCED 
AND INEXPERIENCED SUBIBCTS AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 19 

-500.0 AVERAGE 51.23 48.21 51. 48 47.29 

STD. DEV. 3 . 11 3.42 2.23 2.61 

0. 0 AVERAGE 50.69 48.13 51. 02 46.26 

STD.DEV. 2.54 3.08 2.04 2.80 

422. 0 AVERAGE 47.80 44.13 47.77 44.34 

STD.DEV. 3.45 2.40 2.16 3.21 

883. 0 AVERAGE 43.67 42.04 43.63 41.19 

STD.DEV, 2.BB 1. 78 2.86 

1344. 0 AVERAGE 48.13 44.08 47.61 43.89 

STD.DEV. 2.90 3.26 2.68 2.42 

1494.0 AVERAGE 49.46 45.29 48.69 44.82 

STD.DEV. 3.05 3.63 2.9) 2.65 

NOTE: VELOCITY IN MILES PER HOUR 

-500.0 - 500 FEET BEFORE CURVE SIGN 

0.0 - AT THE CURVE SIGN 

422.0 - BEGINNING OF THE CURVE 

883.0 - CENTER OF THE CURVE 

1344.0 - END OF THE CURVE 

1494.0 - 150 FEET AFTER THE END OF THE CURVE 



Zwahlen 

of the curve. F - and t-tests were performed on the vehicle 
measures (including velocity, lateral acceleration, lateral lane 
position, and gas pedal deflection) at the 0.05 level at each of 
the selected distance points. These tests showed very few 
statistically significant differences between the first and second 
runs and between the experienced and inexperienced subjects. 
These data were then combined in order to achieve larger 
sample sizes and therefore more sensitive statistical tests. 

Tables l and 2 show combined group speeds (averages and 
standard deviations) of the experimental vehicle at selected 
distance points from the curve warning sign for Curves A and 
C, respectively, during both nighttime and daytime and with 
and without the advisory speed sign. The tables indicate that 
the speed of the vehicle decreased about 3 mph for Curve A 
and 8 mph for Curve C from the beginning to the center of the 
curve and then increased rather quickly and consistently until 
the end of the curve for each of the four conditions. 

Table l shows that the average speeds at the center of Curve 
A (883 ft), which were the minimum speeds for the entire 
curve, were 43.7, 42.0, 43.6, and 41.2 mph. Table 2 shows the 
average speeds at the center of Curve C (642 ft), the minimum 
speeds for the curve, were 32.7, 29.5, 33.2, and 32.3 mph. Note 
that the minimum speeds for Curves A and C are higher than 
their respective advisory speeds of 40 and 25 mph. In fact, 

TABLE 2 SPEED AT SELECTED DISTANCES FROM CURVE 
SIGN FOR SHARP CURVE (CURVE C): EXPERIENCED AND 
INEXPERIENCED SUBJECTS AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 20 

-500.0 AVERAGE 48.19 42.96 48.44 43.29 

STD.DEV. 2.93 3.47 4.00 3.68 

o.o AVERAGE 42.17 38.08 42.44 39.38 

STD.DEV. 2.36 2.78 1. 96 3.14 

270.0 AVERAGE 41. 86 37.33 42.50 39.40 

STD.DEV. 2.50 3.01 2.76 2.90 

642.3 AVERAGE 32.73 29.51 33.15 32.28 

STD.DEV. 1. 62 2.71 1. 75 3.19 

1014.6 AVERAGE 38 .11 35.67 39.52 37.25 

STD.DEV. 2.22 3.98 1. 85 2.46 

1154. 0 AVERAGE 41. 57 38.38 42.79 39.75 

STD.DEV. 2.26 4.40 1. 95 2.65 

NOTE: VELOCITY IN MILES PER HOUR 

-500.0 - 500 FEET BEFORE CURVE SIGN 

o.o - AT THE CURVE SIGN 

270.0 - BEGINNING OF THE CURVE 

642.3 - CENTER OF THE CURVE 

1014. 6 - END OF THE CURVE 

1154. 6 - 140 FEET AFTER THE END OF THE CURVE 
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these average speeds and their corresponding standard devia­
tions (between 1.6 and 4.4 mph) indicate that the use of the 
ball-bank indicator results in advisory speeds that are well 
below the 85th-percentile speeds, as discussed by Kneebone 
(2). Tables 1 and 2 also indicate that the speeds recorded during 
the day were always a few miles per hour higher than those 
recorded at night (statistically significant at the 0.05 level in 21 
of the 24 cases), when the only source of illumination was the 
experimental car's low beams. 

There appears to be little difference between the average 
speeds when the curve warning sign is presented by itself and 
when it is presented in conjunction with an advisory speed 
sign. There are no statistically significant differences (at the 
0.05 level) between these two experimental conditions on 
Curve A (the moderate curve). However, a statistically signifi­
cant speed difference does exist between these two conditions 
at the end of Curve C (the sharp curve) during the day (38.11 
mph versus 39.52 mph) and also at the center of Curve C at 
night (29.51 mph versus 32.28 mph). In both of these instances 
the drivers maintained a slightly lower average speed when the 
advisory speed sign was present than when the advisory speed 
sign was not present. However, the average lateral acceleration 
values for the two conditions at the center of Curve C at night 
are not statistically significant (0.182 g versus 0.233 g). Consid-

TABLE 3 LATERAL ACCELERATION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR MODERATE CURVE 
(CURVE A): EXPERIENCED AND INEXPERIENCED 
SUBJECTS AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 19 

-500.0 AVERAGE -0.008 0.021 -0.019 0.018 

STD.DEV. 0.033 0.021 0.055 0.019 

o.o AVERAGE 0.010 0.005 0.002 0.015 

STD.DEV. 0.033 0.020 0.053 0.016 

422.0 AVERAGE 0.042 0.057 0.038 0.068 

STD.DEV. 0.033 0.014 0.051 0.017 

833.0 AVERAGE 0.190 0.179 0.169 0.161 

STD.DEV. 0.048 0.026 0.059 0.056 

1344.0 AVERAGE 0. 011 0.024 0.008 0.024 

STD.DEV. 0.026 0.022 0.057 0.023 

1494.0 AVERAGE 0.021 0.031 -0.005 0.017 

STD.DEV. 0.024 0.019 0.045 0.015 

NOTE: LATERAL ACCELERATION IN g'S 

POSITIVE ACCEL. INDICATES LEFT CURVE 

-500.0 - 500 FEET BEFORE CURVE SIGN 

0.0 - AT THE CURVE SIGN 

422.0 - BEGINNING OF THE CURVE 

883.0 - CENTER OF THE CURVE 

1344.0 - END OF THE CURVE 

1494.0 - 150 FEET AFTER THE END OF THE CURVE 
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ering the rather small magnitude of the average speed decrease 
and the accompanying average lateral acceleration decrease at 
the center of the curve, the effect of the advisory speed sign 
appears to be of a rather small practical importance. 

Tables 3 and 4 show the lateral accelerations (averages and 
standard deviations) for the selected distance points on Curves 
A and C, respectively. On the basis of the instrumentation, left 
curves result in positive lateral acceleration values, whereas 
right curves result in negative lateral acceleration values. The 
highest average lateral accelerations (0.190 g for Curve A and 
0.274 g for Curve C) were obtained at about the center of each 
of the curves and the average acceleration values for the other 
distance points were close to zero. If one computes the coeffi­
cient of variation (COV = standard deviation divided by aver-
age) for the lateral accelerations, it ca...~ be seen that t..lie COV 
varies from 15 to 35 percent in the center of Curve A and from 
24 to 40 percent in the enter of Curve C. This variability is 
quite a bit higher than that found for the velocities where the 
COV was between 4 and 7 percent in the center of Curve A and 
between 5 and 10 percent in the center of Curve C. This then 
indicates that the drivers were able to markedly vary their 
lateral accelerations through fairly small steering wheel and 

TABLE 4 LATERAL ACCELERATION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR SHARP CURVE 
(CURVE C): EXPERIENCED AND INEXPERIENCED SUBJECTS 
AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

-------------------------------------
DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 19 

-500.0 AVERAGE 0.001 O.Ol2 -0.007 0.003 

STD.DEV. 0.026 0.015 0.037 0.013 

o.o AVERAGE 0.068 0.035 0.037 0.034 

STD.DEV. 0.033 0.032 0.044 0.043 

270.0 AVERAGE -0.010 -0.012 -0.025 -0.010 

S.TD.DEV. 0.027 0.009 0.038 0.015 

642.3 AVERAGE -0.262 -0.182 -0.274 -0.233 

STD.DEV. 0.064 0.064 0.071 0.093 

1014.6 AVERAGE -0.039 -o. 011 -0.037 -0.026 

STD.DEV. 0.055 0.02;. 0.052 0.025 

l l54. 6 AVERAGE 0.016 0.019 0.010 0.014 

STD.DEV. 0.033 0.025 0.044 0.016 

NOTE: LATERAL ACCELERATION IN g'S 

NEGATIVE ACCEL. INDICATES RIGHT CURVE 

-500.0 - 500 FEET BEFORE CURVE SIGN 

0,0 - AT THE CURVE SIGN 

270.0 - BEGINNING OF THE CURVE 

642.3 - CENTER OF THE CURVE 

1014.6 - END OF THE CURVE 

1154.6 - 150 FEET AFTER THE END OF THE CURVE 
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lateral vehicle position changes without significantly varying 
their speed at the center of the curve. Comparing the data in 
Tables 3 and 4, it can be seen that the average lateral accelera­
tions on Curve C, which requires a larger speed reduction, were 
higher than they were on Curve A. Because of the differences 
in speed between day and night conditions, the average max­
imum accelerations were consistently slightly lower at night 
than during the day. 

Tables 5 and 6 show the gas pedal deflection for the selected 
distance points for Curves A and C, respectively. Table 5 
indicates that for Curve A the average gas pedal deflection was 
low as the subjects entered the curve; however, by the time they 
reached the center of the curve the subjects began to press the 
gas pedal down further. At night the gas pedal was deflected 
further \1/hen t..\.ie subjects entered O~rve ,,.A;,. t..11.an it \Vas dur1.u.Tig 
the day (statistically significant); however the gas pedal was 
deflected further at the center of Curve A during the day than it 
was at night (also statistically significant). 

Table 6 shows that the subjects deflected the gas pedal only 
slightly when entering Curve C but then very slightly increased 
this deflection at the center of the curve during both the 
daytime and nighttime. The subjects then increased the gas 

TABLE 5 GAS PEDAL DEFLECTION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR MODERATE CURVE 
(CURVE A): EXPERIENCED AND INEXPERIENCED 
SUBJECTS AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 
-------------------------------------

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 19 

-500.0 AVERAGE ~2.88 34.08 33.01 36.32 

STD.DEV. 8.97 8.83 7.95 8.54 

o.o AVERAGE 16.40 6.22 18.53 14.23 

STD.DEV. 10.69 3.19 9.14 9.16 

422.0 AVERAGE 6.25 16.50 6.47 18.39 

STD.DEV. l. 57 11. 63 l. 50 11.88 

883.0 AVERAGE 42.81 22.63 39.29 29.17 

STD.DEV. 7.60 12.87 12.06 11. 20 

1344.0 AVERAGE 31. 96 24.67 30.83 27. 72 

STD.DEV. 10.63 8.90 6.73 9.33 

1494.0 AVERAGE 26.92 21. 55 25.84 21. 56 

STD.DEV. 9.32 6.26 9.24 9.86 

NOTE: GAS PEDAL DEFLECTION: IDLE 1-7, FULLY DEFLECTED 

POSITION 69-73 

-500.0 - 500 FEET BEFORE CURVE SIGN 

0.0 - AT THE CURVE SIGN 

422.0 - BEGINNING OF THE CURVE 

883.0 - CENTER OF THE CURVE 

1344.0 - END OF THE CURVE 

1494.0 - 150 FEET APTER THE ElfD OF THI: CUJtVB 
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TABLE 6 GAS PEDAL DEFLECTION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR SHARP CURVE 
(CURVE C): EXPERIENCED AND INEXPERIENCED SUBJECTS 
AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 24 20 

-500.0 AVERAGE 14.46 20.34 10.65 15.35 

STD.DEV. 8.95 ll. 83 6.27 9.53 

o.o AVERAGE 26.92 24.09 31. 24 26.78 

STD.DEV. 13.42 14. 05 14.39 13.40 

270.0 AVERAGE 12.07 13.75 10.96 22.20 

STD.DEV. 7.96 9.53 7.86 12.60 

642.3 AVERAGE 17.08 18.63 15.43 17.58 

STD.DEV. 12.85 l3. 23 9.41 15.66 

1014. 6 AVERAGE 47.52 39.92 49.24 35.18 

STD.DEV. 8.48 17.54 ll. l 7 ll. 53 

1154. 0 AVERAGE 44.08 27.55 36.59 26.22 

STD.DEV. 9.71 16.64 12.12 ll. 09 

NOTE: GAS PEDAL DEFLECTION: IDLE l-7, FULLY DEFLECTED 

POSITION 69-73 

-500.0 - 500 FEET BEFORE CURVE SIGN 

o.o - AT THE CURVE SIGN 

270.0 - BEGINNING OF THE CURVE 

642.3 - CENTER OF THE CURVE 

1014.6 - END OF THE CURVE 

1154. 6 - 140 FEET AFTER THE END OF THE CURVE 

pedal deflection as they reached the end of the cmve. The 
drivers entered Curve C with gas pedal deflections that were 
lower at night than they were during the day (statistically 
significant only for the beginning of the curve without the 
advisory speed sign), but once they had passed the center of the 
curve, they began to press the gas pedal down further at night 
than they did during the day (statistically significant for all 
conditions at the end of the curve and 150 ft after the end of the 
curve except for the end of the curve with the advisory speed 
sign). 

Many of the subjects used their brakes in addition to the gas 
pedal to control their speed. During the daytime, 15 of the 24 
drivers used their brakes in Curve A, whereas 22 of the 24 
drivers used their brakes in Curve C. At night 8 of the 16 
drivers used their brakes in Curve A, whereas 12 of the 16 
drivers used their brakes in Curve C. For both curves all 
average brake application distances for both daytime and night­
time were between the curve sign and the center of the curve. 

Tables 7 and 8 show averages and standard deviations of the 
lateral lane position of the car measured in feet from the inside 
of the edge line to the longitudinal center of the car. Table 7 
shows that for Curve A, the lateral lane position was larger in 

TABLE 7 LANE TRACK POSITION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR MODERATE CURVE 
(CURVE A): EXPERIENCED AND INEXPERIENCED 
SUBJECTS AND RUNS 1 AND 2 
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WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY NIGHT 

NO. OF SUBJECTS 24 12 23 20 

-500.0 AVERAGE 4.85 5.16 4.68 5.15 

STD.DEV. .70 .59 .62 .56 

o.o AVERAGE 5.06 5.89 4.78 5.71 

STD.DEV. .73 .26 .58 .66 

422.0 AVERAGE 4.44 4.28 4.15 4.63 

STD.DEV. .55 .41 .51 ,47 

883.0 AVERAGE 5.35 4.03 5.37 4.52 

STD.DEV. .63 .74 .91 .91 

1344.0 AVERAGE 4 .92 4.74 4.56 4.80 

STD.DEV. .50 .66 .54 .64 

1494.0 AVERAGE 4.48 4.35 4.25 4.71 

STD.DEV. .43 .49 .60 . 35 

NOTE: LANE TRACKER POSITION IN FEET 

-500.0 - 500 FEET BEFORE CURVE SIGN 

o.o - AT THE CURVE SIGN 

422.0 - BEGINNING OF THE CURVE 

883.0 - CENTER OF THE CURVE 

1344.0 - END OF THE CURVE 

1494.0 - 150 FEET AFTER THE END OF THE CURVE 

the center of the curve than at either end of the curve. It can 
also be seen that the higher speeds and lateral accelerations that 
were accepted by the subjects during the day were accom­
panied by increases in lateral lane position at the center of 
Curve A (statistically significant at the 0.05 level). Table 8 
shows that, on the average, when the subjects entered Curve C, 
they positioned the experimental car left of the imaginary 
center of the right lane until they reached the center of the 
curve, at which point they swung toward the right and 
remained to the right of the imaginary center of the right lane 
throughout the remainder of the curve. However, considering 
the 9.2-ft lane width and 4.7-ft outside tire track width of the 
experimental car, the subjects were within their lane for all 
average values on both curves. 

The average speeds of the vehicle when driven by test 
drivers and "local familiar" drivers on Curve A are compared 
in Figures 1 and 2. Because there were very few differences 
between the speeds of the test drivers exposed to the advisory 
speed sign and those who were not, the data for these two 
groups were combined for comparison with the data for the 
local familiar drivers. Figure 1 shows that both the test drivers 
and local familiar drivers decreased their speed by about 2 to 3 



116 

TABLE 8 LANE TRACK POSITION AT SELECTED 
DISTANCES FROM CURVE SIGN FOR SHARP CURVE 
(CURVE C): EXPERIENCED AND INEXPERIENCED SUBJECTS 
AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY NIGHT DAY 

NO. OF SUBJECTS 24 12 24 

-5aa.a AVERAGE 4.32 4.28 4.12 

STD.DEV. .56 .52 .50 

a.a AVERAGE 5.44 4.47 5.13 

STD. DEV. l. a3 l. a3 .58 

27a.a AVERAGE 5.49 5.33 5.48 

STD.DEV. .63 .57 .69 

642.3 AVERAGE 4.6a 4.96 4.27 

STD.DEV. .84 .86 .79 

lal4.6 AVERAGE 4.la 4.25 4.aa 

STD.DEV. .62 .48 .82 

1154.a AVERAGE 4.24 4.a8 4 .13 

STD.DEV. .42 .58 .71 

NOTE: LANE TRACKER POSITION IN FEET 

-5aa.a - 5aa FEET BEFORE CURVE SIGN 

a.a - AT THE CURVE SIGN 

27a.a - BEGINNING OF THE CURVE 

642.3 - CENTER OF THE CURVE 

lal4.6 - END OF THE CURVE 

NIGHT 

2a 

4.71 

.57 

5. 31 

.6a 

5.45 

.53 

5.46 

.6a 

3.99 

.76 

4.77 

.67 

1154.6 - 140 FEET AFTER THE END OF THE CURVE 
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mph before they reached the curve warning sign. However, 
once past the curve warning sign, the local familiar drivers, 
who had been going 50 mph 70 ft before the sign, reduced their 
speed to about 42 mph at the beginning of the curve, whereas 
the test drivers, who had been going 50 mph 70 ft before the 
sign, decreased their speed to about 48 mph at the beginning of 
the curve. This resulted in statistically significant speed dif­
ferences for all distances after the curve warning sign had been 
passed. Figure 2 indicates that both groups of subjects main­
tained approximately the same average speeds at night until 
about 180 ft after they had passed the curve warning sign. From 
this point, the test drivers' speeds gradually increased, whereas 
the local drivers' speeds slowly decreased until the beginning 
of the curve, where their speeds were about 2 mph slower 
(statistically not significant) than the test drivers' speed. 

The average speeds of the vehicle driven by the test drivers 
and the local familiar drivers on Curve C are compared in 
Figures 3 and 4. Figure 3 shows that both groups of drivers 
decreased their speed until about 185 ft before the curve warn­
ing sign. The data also show that during the day the local 
familiar drivers drove slightly faster than the test drivers on 
Curve C from 77 ft before the curve warning sign to 245 ft 
(statistically significant for all values between 77 and 185 ft) 
past the curve warning sign. Figure 4 shows that both groups of 
drivers decreased their speed at about the same rate when 
approaching the curve warning sign on Curve C at night to a 
point about 185 ft before the curve warning sign. Then the test 
drivers maintained a speed of about 37 mph, whereas the local 
familiar drivers actually increased their speed, reaching a max­
imum of about 43 mph, and then decreased their speed more 
rapidly heading into the curve. This resulted in speed dif­
ferences that are statistically significant at the 0.05 level for 
only 121 and 185 ft past the curve warning sign. The results also 
indicate that the local familiar drivers tend to drive faster 
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FIGURE 2 Comparison between local familiar and test drivers for Curve A during the 
nighttime. 

around curves during the day than they do at night (statistically 
significant in 14 of the 19 cases tested). 

Eye Scanning 

Tables 9 and 10 present eye-scanning data for the cmve signs 
on Curves A and C with and without the advisory speed sign 
for both daytime and nighttime conditions. These tables show 

that the subjects looked at the curve warning sign an average of 
between 1.6 and 3.5 times, with an average look duration of 
0.51 to 0.62 sec. The average fixation durations when the 
advisory speed sign was present were equal or slightly larger 
(statistically not significant at the 0.05 level) than when the 
advisory speed sign was not present for each of the four 
conditions. 

Tables 9 and 10 also show the first- and last-look distances 
(averages and standard deviations). First-look distances were 
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TAJ3T E 9 EYE-SCA_NNING SUM_M:ARY RESULTS FOR MODERATE CURVE 
(CURVE A): EXPERIENCED AND INEXPERIENCED SUBJECTS AND 
RUNS 1AND2 

WITH ADV. SPEED 

DAY 

NO. OF SUBJECTS 24 

TOTAL NO. OF LOOKS 59 

LOOKS/SUBJECT-AVERAGE 2.45 

-STD.DEVIATION 1.59 

LOOK DURATION - AVERAGE 0.58 

-STD.DEVIATION 0.45 

FIRST LOOK DIST.-AVERAGE 490. 

-STD.DEVIATION 157. 

FL VISUAL ANGLE (ARROW) 11.7 

FL VISUAL ANGLE (NUMBERS) 

AVERAGE FIRST LOOK TIME 

LAST LOOK DIST. -AVERAGE 

-STD.DEVIATION 

LL VISUAL ANGLE (ARROW) 

LL VISUAL ANGLE (NUMBERS) 

AVERAGE LAST LOOK TIME 

4.7 

6.5 

232. 

96. 

24.7 

9.9 

3.1 

NIGHT 

12 

29 

2.42 

0.90 

0.61 

0.37 

502. 

136. 

11. 4 

4.b 

6.3 

180. 

87. 

31. 8 

12.7 

2.5 

WITHOUT ADV. SPEED 

DAY NIGHT 

24 19 

37 67 

1.. 55 3.53 

1. 06 2.39 

0.51 0.58 

0.36 0.43 

456. 563. 

158. 160. 

12.6 10.2 

6.1 7.6 

291. 215. 

149. 117. 

19.7 26.6 

3.8 3.1 

NOTE: ALL THE UNITS OF TIME ARE IN SECS., ALL DISTANCES ARE IN FEET 

AND ALL VISUAL ANGLES ARE IN MINUTES OF ARC. 

FL = FIRST LOOK 

LL = LAST LOOK 
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TABLE 10 EYE-SCANNING SUMMARY RESULTS FOR SHARP CURVE (CURVE 
C): EXPERIENCED AND INEXPERIENCED SUBJECTS AND RUNS 1 AND 2 

WITH ADV. SPEED WITHOUT ADV. SPEED 

DAY 

NO. OF SUBJECTS 2 4 

TOTAL NO. OF LOOKS 50 

LOOKS/SUBJECT-AVERAGE 2.08 

-STD.DEVIATION 1.35 

LOOK DURATION - AVERAGE 0.62 

-STD.DEVIATION 0.48 

FIRST LOOK DIST.-AVERAGE 406. 

-STD.DEVIATION 209. 

FL VISUAL ANGLE (ARROW) 14.1 

FL VISUAL ANGLE (NUMBERS) 5.6 

AVERAGE FIRST LOOK TIME 6.1 

LAST LOOK DIST. -AVERAGE 212. 

-STD.DEVIATION 198. 

LL VISUAL ANGLE (ARROW) 27.0 

LL VISUAL ANGLE (NUMBERS) 

AVERAGE LAST LOOK TIME 

10.8 

3.3 

NIGHT 

12 

22 

1. 83 

0.85 

0.51 

0.43 

248. 

60. 

23.l 

9.2 

5.1 

140. 

46. 

40.9 

16.4 

2.4 

DAY NIGHT 

24 20 

47 31 

1. 96 1. 55 

1. 67 1.10 

0.48 0.51 

0. 31 0.24 

390. 2.65. 

192. 62. 

14.7 21. 6 

6.0 5.5 

201. 186. 

117. 50. 

28.5 30.8 

3.1 3.5 

NOTE: ALL THE UNITS OF TIME ARE IN SECS., ALL DISTANCES ARE IN FEET 

AND ALL VISUAL ANGLES ARE IN MINUTES OF ARC. 

FL = FIRST LOOK 

LL = LAST LOOK 

defined as the distances measured from the curve warning sign 
to the point at which the driver begins to fixate his or her eyes 
(foveally, near foveally, or slightly peripherally) for the first 
time on the sign. Last-look distances were defined as the 
distances measured from the curve warning sign to the position 
where the driver moves his eyes away from the sign and does 
not look at it again. The visual angle when the driver was 
looking at either the approximately 20-in.-high black arrow on 
the curve warning sign or the 8-in.-high numbers on the 
advisory speed sign is given for both the average first-look 
distance and the average last-look distance in these tables. Also 
shown is the time it took for the experimental vehicle to pass 
the curve warning sign from the position of the average first­
look distance and the average last-look distance. 

From Tables 9 and 10 it can be seen that during the daytime, 
regardless of whether the advisory speed sign was present or 
not, the average first-look distances were considerably smaller 
than the maximum distances at which the signs were visible 
(1,036 ft for Curve A and 953 ft for Curve C). It was deter­
mined that the direction and angle of the 4-in.-wide black 
arrow (maximum symbol height about 20 in.) on the yellow 
curve warning sign could be distinguished during the daytime 
by a driver with 20/20 vision or better from 1,000 to 1,500 ft 

(visual angles 5.7 and 3.8 min of arc), and when the advisory 
speed sign is present, the 8-in; black numbers on the 18 x 18-in. 
advisory speed sign can be read by a driver with 20/20 vision or 
better from about 500 to 600 ft away from the curve warning 
sign during the day. Therefore the drivers should have been 
able to clearly see the shape and direction of the arrow on the 
curve warning sign at these average first-look distances, 
although they may have had some slight difficulties in reading 
the numbers on the advisory speed signs when they were 
present. 

Tables 9 and 10 show very different first-look distances for 
the two curves at night regardless of whether the advisory 
speed sign was used. This may be due to the different road 
geometries and the different low-beam illumination conditions 
that could have been present on the two curves. For Curve A 
one can see that the average first-look distances were actually 
higher at night than they were during the day, whereas the first­
look distances for Curve C were somewhat smaller at night 
than they were during the day. Even if one assumed that the 
maximum distances at which the arrow symbol on the curve 
sign could be detected at night were about 50 percent shorter 
than during the daytime (due to less favorable illumination 
conditions), the drivers should still have had little difficulty in 
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distinguishing the shape and the direction of the arrow at the 
average first-look distances. However, considering the visual 
angles that apply to these average first-look distances during 
the night, it is rather doublful that the drivers would have been 
able to read the advisory speed numbers shown on the advisory 
speed sign on Curve A but may have been able to read those 
displayed on the advisory speed sign on Curve C. 

During the day when the curve warning sign was displayed 
alone, the average last-look distances were about 200 to 300 ft. 
Therefore, the visual angles were fairly large and the test 
drivers should have been able to perceive the shape and direc­
tion of the arrow on the cuive warning sign very easily. These 
average last-look distances represent average driving times to 
the cuive sign from 3.1 to 3.8 sec. When the curve warning sign 
was presente.d wiLh the advisory speed sign, Lhe average last­
look distances during the daytime for the two curves were 
between 212 and 230 ft. The subjects should have been able to 
read the 8-in.-high numbers on the advisory speed signs easily, 
because at these distances the visual angles were between 9.9 
and 10.0 min of arc. Again, these average last-look distances 
represent average driving times to the curve sign from 3.1to3.3 
sec. 

The average last-look distances at night, when the curve 
warning sign was displayed by itself, were 201 to 291 ft, with 
visual angles between 29 and 27 min of arc. Therefore the 
shape and direction of the arrow on the cuive warning sign 
shouid be easily distinguishable by a driver wiih 20/20 vision 
or better. When the advisory speed sign was present, the last­
look distances were 140 and 180 ft and their visual angles for 
the 8-in.-high numbers were 12.7 to 16.4 min of arc, which 
should be sufficient for the drivers to read the numbers on the 
advisory speed sign rather easily. Regardless of whether the 
advisory speed sign was present or not, the average last-look 
distances represent average driving times to the cuive sign of 
between 2.4 and 3.5 sec. 

In summary the results of this study indicate that the drivers 
first look at a cuive warning sign with or without the advisory 
speed sign at a distance where they are close enough to the sign 
to be able to distinguish the shape and direction of the black 
arrow on the yellow background but may have some difficulty 
in reading the numbers on the advisory speed sign, if one is 
present. It appears that drivers prefer to acquire information 
from the road scene rather than from the warning signs when 
they are within about 2.5 to 3.5 sec from the warning sign. 
Although it would appear that the drivers should have acquired 
the information displayed on the signs, they still failed to slow 
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down enough to reach the determined safe advisory speed 
regardless of whether the advisory speed sign was present. 

CONCLUSIONS 

From the results of this study, it may be concluded that 
advisory speed signs are not more effective in causing drivers 
to reduce their speeds through curves than the curve signs 
alone. It appears that the bent black arrow in the yellow 
diamond of the curve sign represents such a strong and primary 
visual stimulus that an advisory speed plate adds very little 
additional information. Therefore, it is recommended that 
advisory speed sign maintenance and especially new installa­
tions be given a low priority. 
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Alternatives to Enforcement in Modifying 
the Speeding Behavior of Drivers 

STEPHEN MARONEY AND ROBERT DEWAR 

1\vo experiments were conducted to examine alternatives to 
enforcement as a means of reducing speeding behavior. The 
first employed transverse lines painted on the roadway at 
progressively diminishing distances apart to produce an alert­
ing response and an illusion of vehicle acceleration. Data were 
collected on 247,036 vehicles during a period of several weeks. 
The number of drivers that were exceeding the recommended 
speed by more than 30 km/hr was reduced by 25 percent, but 
this effect on speed began to disappear after 3 weeks. The 
second experiment provided drivers with feedback (using a 
traffic sign) about the percentage of drivers who were not 
speeding on the previous day. Data gathered on approximately 
690,000 vehicles during 3.5 months indicated that excessive 
speeding could be reduced by 40 percent. This speed reduction 
was maintained for weeks after the sign was removed. The 
implications of these findings for alerting drivers and reducing 
speeding behavior are discussed. 

It is undeniable that the traffic safety problem is very diverse 
and immense in scope. The high annual cost in human life and 
property damage also gives it priority. Although roads, vehi­
cles, and traffic control devices are constantly being improved 
and made safer, there has been little advancement in the safety 
features of the human operator. 

The traditional method of driver control is the imposition of 
safety rules and the use of police enforcement to obtain com­
pliance. The presence of enforcement usually results in an 
immediate reduction in offenses (1-3). There is also a reduc­
tion in compliance after the police have left (known as the 
residual impact), depending on the duration and regularity of 
enforcement and the frequency with which the same traffic uses 
the same roadway at the same time each day (4, 5). 

The major drawback to enforcement as a means of control­
ling behavior is that it does not appear to be effective over the 
long term. Police personnel are in short supply and very expen­
sive, making enforcement programs haphazard and short term. 
Because detection rates are low, compliance is also low as 
enforcement does not affect the intentions of the violator. 

In-depth collision analyses (6) have indicated that a signifi­
cant proportion of traffic collisions is due to failure of drivers to 
pay proper attention. Although violations such as speeding are 
very often committed intentionally, it may well be that exces­
sive speeding (e.g., 25 to 35 km/hr over the limit) is a result of 
driver inattention. Drivers may miss seeing traffic signs that 
indicate speed limit changes or may not be paying sufficient 
attention to their own vehicle speed. Increased enforcement 
will not necessarily increase driver attention. 

By decreasing the overall demand of enforcement programs, 

S. Maroney, Calgary Police Service, 316 7Lh Avenue, S.E., Calgary, 
Alberta T2G OJ2, Canada. R. Dewar, Psychology Department, Univer­
sity of Calgary, Calgary, Alberta T2N 1N4, Canada. 

police personnel can be directed specifically to those locations 
where there is the greatest need with the enforcement consis­
tency required to make a long-term impact. It is necessary, 
therefore, to develop programs that encourage drivers to com­
ply with traffic regulations regardless of police presence. The 
following experiments were performed to investigate two pos­
sible approaches. 

EXPERIMENT 1: DIMINISHING LINES 

Experiment 1 evaluates the impact of a strong visual stimulus 
on speeding. It is posited that the stimulus will increase driver 
attentiveness and thereby reduce speeding. The stimulus used 
was a series of reflective white lines, similar to those used by 
Helliar-Symons (7), painted transversely across an exit ramp of 
a freeway in the city of Calgary. It has been demonstrated that 
the use of these lines has been quite effective in reducing speed 
and collisions (7, 8). 

Method 

Subjects 

Speed measurements were collected over a 5.5-week period for 
a total of 752 hr of data. The speeds were collected from 
motorists traveling the 900-m southbound exit ramp from the 
Deerfoot Trail freeway to the 16th Avenue split diamond inter­
change. A total of 247,036 vehicle speeds were recorded 
Given the nature of the roadway, a considerable number of 
vehicles were repeat users of the ramp; however, there was also 
a large number of infrequent or novice users at any given time. 
Exact proportions were not recorded. The drivers involved 
were unaware that they were participating in a speed study and 
that their speeds were being recorded. 

Apparatus 

·Speed and volume were measured by using a Stevens PPR IT 
Print-Punch Traffic Classifier manufactured by Leupold and 
Stevens Inc. This instrument is a microprocessor-controlled, 
electromechanical recorder that converts output pneumatic 
pulses from rubber hoses to a printed record. Two 1/4-in. hoses 
were laid perpendicular to the traffic flow 4.9 m apart. Impulses 
were stored in memory and then printed as a summary for a 
specific time interval in standard ASCIT punched format on a 
2.5-cm heat-sensitive paper tape. For this study the time inter­
val was 1 hr, meaning that all vehicle speeds were averaged 
over a 1-hr period. 
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Procedure 

The site for the experiment was chosen for several reasons. 
First, the ramp had a posted advisory speed of 50 km/h.r, which 
was considerably less than the speed limit of 100 km/hr on the 
freeway. Because Lhis was an advised speed, Lliere was no legal 
compulsion for drivers to slow down. The intersection was a 
split diamond with straight off ramps so that drivers could 
operate at any speed desired given free-flow conditions. Any 
reduction in speed should therefore reflect a change in driver 
decision making. Second, the ramp approached a signal-con­
trolled intersection that had a high collision rate. Third, a speed 
problem on the ramp had been independently identified through 
collision investigation and direct observation. Finally, the ramp 
was a straight, long, single-lane road, which made it ideal for 
painting the lines and installing the data collection equipment. 

On April 28, 1982, the classifier was installed 130 m 
upstream of the traffic control light and 770 m downstream of 
the beginning of the ramp. Data were collected until May 16 
that formed the pretest baseline phase of the study. Vehicle 
speeds in each hour were averaged by the classifer to obtain a 
score for that hour. The number of vehicles during each hour 
ranged from 4 to 865, with an average of 328 vehicles. 
Although this technique does not differentiate between free­
flow and platooned traffic, this was not considered a problem 
because the average platoon speed would approximate that of 
the platoon leader. Also, speeding was not a particular problem 
when traffic was platooned. There were 336 hr of data collec­
tion (106,444 vehicles or 318 per hour) in the pretest baseline 
phase. 

The ramp was then closed for approximately 8 hr while 90 
fluorescent white lines were painted transversely on the ramp 
over a 404-m distance (Figure 1). Each line was 60 cm wide 
and 4 m long (curb to curb). The distance between the lines 
gradually decreased from 7.7 mat the start to 2.75 m, accord-
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ing to the specification outlined by Helliar-Symons (7). The 
lines started 100 m after the ramp began and finished 400 m 
from the traffic light. After the lines were installed, data collec­
tion continued until June 5. There were 416 hr of data collec­
tion (140,622 vehicles or 338 per hour) in this phase. 

In both phases of the experiment, data collection was not 
continuous. The most common reason for lost data was either a 
break in one of the hoses or condensation following rain or 
snowfall. Several hours of data recorded during snow or rain 
storms were also omitted, because they were unrepresentative 
of the driving conditions. In Phase 1, 68 hr from u total of 404 
(16.8 percent) was lost. In Phase 2, 60 hr from a total of 466 
(12.6 percent) was not reported. Breaks (due to street cleaning) 
were more of a problem in Phase 1 than in Phase 2, where 
condensation appeared more prevalent. The hoses were 
checked every morning and if necessary replaced promptly so 
that only small blocks of time were lost. The damage was 
primarily confined to early morning hours or weekends. Over­
all the weather was relatively consistent throughout the study. 
Although there was slightly more snowfall during the pretest 
phase, the ramp itself did not ice up and there was no apparent 
weather-related effect on speed. 

Results 

Two dependent variables were measured in this study, mean 
speed and the percentage of vehicles travelling faster than 80 
km/hr, which is 30 km/hr over the advised speed. The latter was 
of interest because this speed was considered a high risk for 
collisions and thus a desirable target for speed reduction. Using 
a one-tailed t-test and the Mann-Whitney U-test, significant 
decreases were found in both as a result of the diminishing 
lines (t = -2.64 for mean speed and-3.73 for percentage faster 
than 80 km/hr, df = 285, p < 0.001). There were also decreases 

FIGURE 1 Transverse pavement markings used In Experiment 1. 
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TABLE 1 EFFECT OF DIMINISHING LINES ON SPEED 
(Experiment 1) 

Mean Standard Percent Standard 
Speed Deviation >80 Deviation 
(km/hr) (km/hr) km/hr (km/hr) 

Before 63.46 2.96 5.45 3.78 
After 61.44 2.81 4.06 3.07 
Percent difference -3.3 -25.5 
I-value -2.644 -3.734 

0p < 0.001. 

in the standard deviations within both measures. The results are 
detailed in Table 1. The effects decayed over time, as shown in 
Table 2. 

The pretest and posttest data were also compared by day of 
the week and hour of the day to determine whether the effects 
were consistent. The results for each day of the week for which 
there was a complete 24 hr of data were averaged to obtain a 
daily score. An hourly score was obtained by averaging all like 
hours regardless of day of the week. This analysis indicated 
that the decrease in the dependent variables was remarkably 
consistent; there were decreases in almost every instance. 

TABLE 2 COMPARISON OF POSTTEST 
CONDITIONS 

Hours of Mean Speed Percent 
Week Data (km/hr) >80 km/hr 

First 148 60.43 3.19 
Second 130 61.89 4.55 
Third 138 62.09 4.50 
Total 416 61.44 4.06 

Discussion 

The results support the hypothesis that a strong visual stimulus 
can result in a reduction in speed. The lines create a startle 
effect and an illusion of acceleration, which causes drivers to 
pay more attention to their surroundings. Drivers responded by 
reducing their speed to comply more closely with the advised 
speed limit. The data also show that this reaction was consis­
tent across each hour of the day and each day of the week. 

It is also assumed that drivers who are the most inattentive 
would not decrease their speed until forced to by the traffic 
light. This group would most likely be exceeding 80 km/hr and 
an increase in attentiveness should be highly pronounced The 
data support this conclusion, as shown by the 25.5 percent 
decrease in those exceeding 80 km/hr, which is a decrease of 
764 fewer drivers a week, given an average daily volume of 
8,000 vehicles. 

The major failing of this manipulation is indicated in the 
decay of the speed reduction effect. The lines performed 
extremely well in the first week and then the effect dropped off. 
Continued monitoring of speed might have revealed a return to 
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the baseline rates or a plateau somewhere in the middle. As 
mentioned, monitoring was discontinued in June because of an 
anticipated change in the traffic mix during the summer 
months, when holidays and other factors bring an increase in 
out-of-town drivers. It is suggested that this decay occurred 
because drivers learned that the lines were there and anticipated 
them. This reduced the startle effect so that it could be ignored. 
There was also no compulsion for motorists to drive 50 km/hr, 
because the speed posted is advisory only. 

Another confounding factor was the presence of the traffic 
lights at the top of the ramp. Many motorists would likely 
ignore the lines if slowing down would prevent them from 
reaching the intersection on a green light. Alternatively, the 
lights may have slowed down some drivers who otherwise 
would have continued their high speed. Although the traffic 
light does act as a speed controller, its performance was consis­
tent across both conditions. The light was also 130 m from the 
traffic classifier, so it is unlikely that its impact had a significant 
influence on recorded speeds. 

In conclusion, the results of this study support the use of 
these lines to decrease speeding, particularly excessive speed­
ing. It could be validly questioned whether a mean speed 
reduction of 1.5 to 2 km/hr is of practical importance. This 
measure simply indicates the direction of the speed change. 
The actual impact of the lines is apparent in the considerable 
reductions in the number of drivers who were traveling well 
above the safe speed. Reduction of their speed reduced the 
overall speed variance, making the ramp that much safer. Fur­
ther work will have to be done to validate this effect, par­
ticularly in areas where drivers are required to slow down, but 
frequently do not. It would also be useful to select an area that 
is not affected by other traffic control devices. An ideal loca­
tion for further testing would be playground and school zones, 
where there is a high offense rate but also strong legal and 
social pressures to comply with the speed limits. The fact that 
drivers speed in such areas despite these pressures could indi­
cate a high level of inattention. 

EXPERIMENT 2: PUBLIC POSTING 

The previous experiment demonstrated that increased attentive­
ness can result in a decrease in speeding. VanHouten et al. (9) 
employed a method of associating the threat of enforcement 
with an attentiveness-increasing stimulus (a sign indicating the 
percentage of drivers not speeding) and obtained very positive 
results. The present study was performed to replicate Van­
Houten's results by using more sophisticated data collection 
techniques and a larger sample size. 

Method 

Subjects 

Speed data were collected over a 3.5-month period from motor­
ists traveling southbound on a two-lane arterial road in the 
northwest part of Calgary. A total of 1,722 hours of speed data, 
representing the speeds of 690,614 vehicles, were collected. 
The drivers in the sample were unaware of participating in a 
speed study. 
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FIGURE 2 Speed feedback sign used In Experiment 2. 

Apparatus 

Speed and volume were recorded with the Stevens PPR II 
Print-Punch Traffic Classifier described in the first experiment. 
The recording interval was 1 hr. Each hour of data is an average 
of the speeds of all vehicles in that hour. The number of 
vehicles during any hour ranged from 6 to 982. The indepen­
dent variable was a large metal sign measuring 1.3 by 2.3 m. 
The sign was green with white lettering that read Drivers Not 
Speeding Yesterday and Best Record. After each of these 
phrases was a space to insert a percentage. The sign was 
mounted 2 m above the ground on aluminum posts Lhat were 
anchored in cement blocks (Figure 2). 

Procedure 

The sign was installed 30 m south of a sign indicating a speed 
reduction ahead from 70 to 50 km/hr. A sign for the 50-km/hr 
speed limit was located another 20 m further south. Approx­
imately 150 m south of the message sign the road narrowed 
from two lanes southbound to one lane. Speed data were 
measured 500 m south of the message sign approximately 
halfway down a 200-m downgrade. This location was selected 
for several reasons. First, previous enforcement efforts had 
shown that this particular roadway had a high incidence of 
speeders and that speeding was a major contributing factor to 
collisions in the area. Second, the speed iimil rt:<lut:iiuu f10111 70 
to 50 km/hr was similar to that used by VanHouten et al. (9) 
and was replicated for comparison purposes. Third, the narrow­
ing of traffic from two lanes to one in each direction made 
speed reduction even more important to safety. Finally, the area 
was totally devoid of any structures or artifacts that might 
obscure the sign from view or distract the drivers. The sign was 
clearly visible for almost 800 m. 

In the pretest phase, data collection began June 12, 1982, and 
continued until October 2, 1982. A total of 417 hr of data were 
collected to determine the baseline behavior. On July 8, Phase 
2, the first experimental phase, started, in which the sign was in 
place, but no percentages were indicated. In Phase 3 the sign 
contained percentages indicating speeding. This phase con­
tinued until August 17. Phases 2 and 3 covered a total of712 hr. 
The final phase was a posttest measurement period during 
which the sign was removed. This continued for 593 hr until 
October 2. The hours of data collected and the number of 
vehicles in each phase are summarized in Table 3. 

During Phase 2, the sign was present without any percent­
ages displayed on it, to determine how much impact a large 
sign that mentioned speeding would have on drivers' speed. 
Then the percentages were changed regularly to reflect average 
vehicle speed based on a daily readout of the Leupold classifier 
data. The "yesterday" percentage on the sign increased or 
decreased depending on the speed reading and ranged from 79 
to 94 percent. The "best record" percentage started at 79 
percent and increased monotonically until it peaked at 94 
percent. This number represented the best percentage that 
drivers had reached to that date. 

TABLE 3 SUMMARY OF PUBLIC POSTING 
EXPERIMENT 

Hours of No. of 
Phase Date Data Vehicles 

1 (pretest) June 12-July 8 417 174,900 
2 (sign alone) July 8-21 149 59,150 
3 (sign with 

percentages) July 21-Aug. 17 563 214,120 
4 (posttest) Aug. 17-0ct 2 593 242,444 
Total 3.5 months 1,722 690,614 
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Results 

The results support the use of this technique for reducing 
speed. The sign produced significant reductions across all three 
dependent variables: mean speed (F = 24.5, df = 3/43, 

p < 0.001), percentage of drivers traveling faster than 65 km/hr 
(F = 53.4, df = 3/43, p < 0.001), and percentage of drivers trav­
eling faster than 80 km/hr (F = 30.7, df = 3/43, p < 0.001), as 
indicated by one-way analyses of variance. There were also 
reductions in the standard deviation within each measure. 
Although the posted speed limit was 50 km/hr, 65 km/hr was 
used as the cutoff between speeding and not speeding. This 
speed is specified by the Alberta Highway Traffic Act as the 
boundary between a $20 and $30 summons and is commonly 
used as a definition of speeding. The next cutoff, between a $30 
and a $75 fine, is 80 km/hr, which is considered to be a high­
risk speed for this location. The results of the data analysis are 
summarized in Table 4, which also shows the percentage of 
difference between this phase and the pretest. The percentage 
of drivers traveling faster than 50 km/hr is also shown; this was 
not used as a criterion in this study, although the difference was 
significant. 

The data were also tested by using a Student Newman Keuls 
procedure to determine differences between phases. The pretest 
data were significantly greater than those for any of the other 
three phases across all measures. The only significant dif­
ference among Phases 2-4 was between Phases 2 and 3 in the 
percentage over 65 km/hr conditions. Neither of these was 
significantly different from Phase 4. 

Discussion 

The sign appears to have made a significant impact on drivers' 
speeds. During the pretest phase, 25.2 percent of the traffic was 
exceeding the speed limit by at least 16 km/hr. This represents 
an average of more than 2,400 vehicles every day. Of this 
group, 336 vehicles were traveling in excess of 80 km/hr. Yet 
this area was well enforced by police. During Phase 3, the 
percentage of speeders fell to 15 percent, a reduction of almost 
980 vehicles daily, or 40 percent. The high-risk group also fell 
by 40 percent, a reduction of 134 vehicles daily. 

Another interesting result was the duration of the effect. A 
substantial decrease across all dependent variables was still 
observed during October, 4 weeks after the sign had been 
removed. Although it is possible that some unaccounted-for 

TABLE 4 RESULTS OF PUBLIC POSTING EXPERIMENT 

>50 km/hr 

Mean Speed Percent Standard 
Phase (km/hr) Difference Deviation Percent 

1 61.5 3 .1 89.8 
2 59.4 3.4 86.2 
3 58.7 4.0 83.4 
4 59.1 25.8 84.7 
F-test 24.5a 40.0 10.4a 

No-re: F critical = 4.31, a = 0.01, df = 3/43. 
0 S ignificant p < 0.001. 
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secondary variable was at work keeping the speeds down, it is 
also possible that the sign made a lasting behavioral change in 
the regular users of that route. It is also possible that the 
removal of the sign was in itself a sufficient change in the 
environment to increase attention levels and cause awareness 
of speeds and speed limit signs. 

Obviously there are still questions to be answered regarding 
the use of this tool. On the basis of work by VanHouten and 
Nau (10), it seemed that there were certain factors that could 
influence the sign's effectiveness. It appeared to lose its impact 
if the "yesterday" percentage did not change at least a few 
times a week. There was also a drop if that percentage and the 
" best record" fell below 70 to 80 percent. It appears that the 
larger the percentage not speeding, the larger the impact of the 
sign. It may also be that if the compliance rate is very low 
initially, the speed limit may be improper for that area and the 
sign will not overcome the resistance. Further work with the 
sign will have to be completed before these variables can be 
properly evaluated. 

As an aid to enforcement, however, this sign has shown 
potential for being very cost-effective. The sign cost approx­
imately $500 to make and required 1 hr in installation time. By 
setting up this device upstream of an area marked for special 
attention by radar patrols, enforcement personnel can be fairly 
confident that those drivers who do violate the speed limit are 
doing so intentionally. VanHouten and Nau (10) have already 
demonstrated that when the sign is coupled with enforcement, 
the impact is longer lasting. If the impact does decay at any 
time, the sign can simply be moved to a new location for a few 
months and perhaps be replaced by some other device. It is not 
necessary to tie up expensive data collection equipment to use 
this device. Once this study was completed, data for each hour 
were correlated with daily averages and it was determined 
which hours of the day were the most representative of the day 
as a total. This allowed an unmarked radar car to sample 
vehicle speeds during these times over 2 to 3 hr a week and to 
collect sufficient speed data to change the percentage figures on 
the sign with a high degree of validity. 

CONCLUSIONS 

Both of the foregoing approaches were effective in reducing 
speeding behavior through an environmental cue. The public 
posting was more effective and longer lasting. In retrospect this 
may have been because the diminishing lines were not used at 

>65 km/hr >80 km/hr 

Percent Percent Percent 
Difference Percent Difference Percent Difference 

25.2 3.5 
4.0 18.7 25.8 2.1 40.0 
7.1 15.0 40.5 2.1 40.0 
5.7 16.4 34.9 2.2 37.1 

53.4a 30.1a 
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an appropriate location. The diminishing lines appear very 
effective in stimulating driver awareness to the surroundings 
and creating an illusion of acceleration. There will be no long­
term effect on speeding, however, unless there are valid and 
obvious reasons for the driver to slow in that particular area. 
The stronger implied sll.l-veillance and threat of enforcement 
may have contributed to the greater impact of the feedback 
sign, although more work will have to be done to factor out the 
respective impact of each. 

Once the proper location has been determined for these 
techniques, they can be complementary to an enforcement 
program. Both are relatively permanent fixtures and remain 
active 24 hr a day, therefore being visible to all road users. 
They are also very effective in reducing inattention, thereby 
allowing the driver an opportunity to comply with the speed 
limit on his own accord. Drivers who ignore these devices and 
speed anyway usually do so intentionally and become suitable 
candidates for behavior modification through police enforce­
ment. This allows police to concentrate their efforts on those 
locations and times when drivers are most likely to respond to 
their influence. 
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Excess Travel: Causes, Extent, and 
Consequences 

GERHART F. KING AND TRUMAN M. MAST 

The amount of excess travel in the United States is estimated 
on the basis of past research and new empirical studies. Excess 
travel is defined as the arithmetic difference between total 
!u~hu11l hiohurnv 1u;::ia &1vrl11c;:lvP nf fip.c;:tin~tinn.frPP "nJp.Qc;:HrP" ------ ---e--· -J ---1 --------- - -- - ------------- -- -- .._------- - -

driving, and the use that would have resulted if all such travel 
had been made by using the optimum route connecting each 
individual origin-destination pair. Excess travel is shown to be 

G. F. King, KLD Associates, Inc., 300 Broadway, Huntington Station, 
N.Y. 11746. ·i: M. Mast, Federal Highway Administration, 6300 
Georgetown Pike, HSR-10, McLean, Va. 22101. 

caused by a number of different factors acting singly or in 
combination. These include route selection criteria and effi­
ciencies in necessary route-planning information, in the high· 
uT<>v lnformntlnn "vdPm nnrl In hoth ro11tP-nlllnnin1> llnrl 
- -.; --------------- -.;------, ----- -- - - --- - a co 

route-following skills. The synthesis of all available data indi­
cates that excess travel contributes 4 percent of all vehicle 
miles of travel and 7 percent of all travel time for work-related 
trips. Corresponding figures for non-work-related trips are 20 
and 40 percent, respectively. Applying these proportions to 
total U.S. travel results Jn a total of excess travel amounting to 
83.5 billion mi and 914,000 person-years per year at a total 
estimated cost of more than $45 billion. 
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It has been estimated that transportation in the United States 
consumes approximately 27 percent of all energy used and 65 
percent of all petroleum products (1). Highway users account 
for 80 percent of all transportation-related use of petroleum 
products at an annual cost to the consumer of $40 billion. The 
total economic cost of highway accidents has been variably 
estimated to range from $40 billion to $75 billion per year 
(2-5). 

Although the relationships are somewhat complex and not 
necessarily linear, it has been shown that both fuel consump­
tion and accident frequency are directly related to total vehicle 
mileage (6, 7). Other adverse effects of personal mobility, 
including air and noise pollution and wear and tear on the 
highway system, can also be represented as functions of high­
way use. 

Furthermore, annual total U.S. vehicle miles of travel 
(VMT) of nearly 1.75 trillion mi (2.8 x 1012 km) (8), at an 
average occupancy of 1.65 [Nationwide Personal Transporta­
tion Study (NPTS) data], implies that a total of approximately 
7.5 million person-years, or an average of almost 11.5 days per 
person, of automobile travel are accumulated each year. 

Minimizing energy use, accident involvement, air and noise 
pollution, wear and tear on the highway system, and unproduc­
tive use of time are desirable social, as well as individual, 
objectives. Without extensive changes in mod,!11 split or trip 
making, or both, this minimization can be approached by 
optimizing route choice, that is, by ensuring that each motor 
vehicle trip made uses the optimum route in terms of both 
distance and time. 

For any given trip, many different factors may contribute to 
a departure from such an optimum routing, and many different 
remedial measures have been tried or advocated to overcome 
such departures. In order to select and implement any combina­
tion of these and thus optimi:>.e highway travel, it is first 
necessary to develop 

• An estimate, disaggregated by driver and trip attributes, of 
the proportion of all highway travel that is "excessive" or 
"wasted," and 

• An estimate of the economic costs generated by such 
excess travel. 

A recent FHWA research project designed to develop these 
estimates is summarized here. 

EXCESS TRAVEL 

The concept of excess travel rests on two assumptions: 

1. Highway travel, with minor exceptions, is purposeful. 
Vehicle trips represent an attempt to go from one point on the 
highway system to another. 

2. Wardrop's first law of traffic (9) is valid. Drivers will, if 
given perfect information, select the route that minimizes travel 
time (or costs) in traversing a network. 

Excess travel is thus defined as the arithmetic difference 
between total actual highway use, exclusive of destination-free 
"pleasure" driving, and the use that would have resulted if all 
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such travel had been made by using the optimum route con­
necting each individual origin-destination pair. In this defini­
tion, highway use as well as route optimization, and therefore 
excess travel, can be based alternatively on distance, time, or 
some cost function that combines these parameters. 

Excess travel can be due to any of the following factors or to 
several acting jointly: 

• Use of a route-selection criterion set that does not empha­
size route optimization. 

• Failure to consider an adequate number of alternative 
routes. 

• Inadequate skills to identify optimum routes. 
• Unavailability, inadequacy, or inaccuracy of the informa­

tion necessary for route selection. 
• Failure to follow a planned route because of deficiencies 

in formulating a route description or in the storage of that 
description. 

• Failure to follow a planned route because of lack of 
adequate skills or of required a priori knowledge. 

• Failure to follow a planned route because of deficiencies 
in the highway information system. 

• Incorrect evaluation of real-time route-choice alternatives. 
• Voluntary diversion from a planned route. 
• Forced diversion from a planned route followed by selec­

tion of a suboptimum detour route. 

In addition to the foregoing factors, which affect individual 
trips, excess travel can also occur as the result of inefficient 
sequencing of multilink trip chains or failure to aggregate 
individual trips into such trip chains. 

Both the individual causes of excess travel and the excess 
itself have been the subject of prior studies. These studies, 
however, did not address all potential instances of excess 
travel. Furthermore, although these studies clearly indicate the 
existence of an excess-travel problem in terms of the propor­
tion of times that suboptimum routes were used, existing data 
are inadequate to quantify the excess so generated or to stratify 
this excess by driver or trip attributes. Finally, a considerable 
proportion of the more comprehensive and more recent studies 
have been made abroad and the generalizability of the quantita­
tive results obtained to U.S. conditions is somewhat question­
able. To overcome these problems, a number of empirical 
studies were carried out. The methodology and results of these 
studies have been reported elsewhere (10-12). 

Considerable research has been done on identifying and, to a 
lesser extent, quantifying the distribution of route-choice crite­
ria used by motorists. In many instances, motorists were found 
to apply more than one criterion to a specific route plan. The 
criteria selected are applied either simultaneously, in the form 
of an implicitly weighted linear function, or hierarchically. 
These studies have been summarized elsewhere (13). A taxon­
omy of more than 50 distinct criteria is included in the sum­
mary. The choice of desired route attributes (route-selection 
criteria) represents largely subjective decisions by individual 
drivers. Optimization of these decisions probably requires 
long-term changes in attitudes and in individual value systems. 
This aspect of the problem will therefore not be considered 
further. 

The results of some major studies oriented specifically 
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toward quantifying the excess-travel problem are given in 
Table 1 (14-26). Examination of this table shows that 

• For nonwork, non-CBD trips, excess travel, in every 
study, amounted to more than 10 percent of optimum, and 

• In every insta.11ce in which data on both para.'lleters were 
obtained, the proportion of excess time is considerably larger 
than the proportion of excess distance. 

No study systematically examined the causality for this 
excess travel. The literature, however, presents some indication 
of potential causes without allowing for the evaluation of the 
quantitative contribution of each of these. For instance, 
Benshoof (27) compared the actual route selected according to 
a stated criterion with the optimum route for the same criterion 
for relatively short trips (1.4 to 4.0 mi) to a city center. The 
results were as follows (N "' 1,300): 

Criterion 
Proportion Selecting 
Optimum Roule 

Quickest 
Shortest 
Least stops 
Least traffic 

0.823 
0.598 
0.771 
0.713 

Benshoof explains this relatively poor performance by pos­
tulating that 

1. Route selection, for many motorists, is a largely irrational 
process, and 

2. Many motorists do not actually measure certain charac­
teristics of their routes. 

This second conclusion was also reached in a Swedish study 
of route choice (28): 

The reason drivers choose different routes is not only that they 
ascribe different values to the road characteristics but also, to a 
great extent, that they simply do not accurately measure the 
characteristics of the routes. The capability of accurate mea­
surement seems to decrease when this length increases. 

TABLE 1 RESULTS OF PREVIOUS STUDIES 

Reference 
and Year 

14, 1975 
15, 19.69 
16, 1970 
17, 1967 
18, 1981 
19, 1966 
""'" -tr'IEL' J,V, 1:1UU 

21, 1975-1976 
22, 1974 
23, 1979 
24, 1972 
25, 1971 
26, 1984 

aMean value. 

Location 

Cenb'al London, England 
Suburban Washington, D.C. 
Rome, Italy 
Vasteras, Sweden 
Eindhoven, Netherlands 
San Franciso, Calif. 
San Prancisco 
England 
England 
Tokyo, Japan 
England 
England 
Suburban Washington, D.C. 
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Similar results and conclusions have been reported from 
other studies (16, 29). 

Quantitative data on failures in route following as contrasted 
with route planning are less common. It should be pointed out, 
however, that the relative contributions of route selection and 
route in1plementation for some of the studies summarized in 
Table 1 cannot be disaggregated. Data from a number of studies 
(30-32) show that a significant proportion of drivers reported 
that they lost their way or were observed at a location or 
traveling in a direction that could not be part of an optimum 
route trip plan. None of these studies, however, quantified the 
excess travel so generated. 

Only one empirically based overall estimate of total excess 
travel could be located in the literature. Jeffery (33) syn­
thesized the results of all studies made in Great Britain and 
concluded that 6.9 percent of all driver costs are due to excess 
travel. Using conservative estimates that route changes for 
repeat trips of less than 5 km (3.1 mi) are unlikely and that for a 
substantial proportion of non-work-related travel drivers do not 
seek to optimize their routes, he concluded that approximately 
2.2 percent of all journey costs represent recoverable excess 
costs. 

All studies discussed so far dealt with single trips from one 
origin to one destination. However, multi.stop, multipurpose 
travel is frequently undertaken. Such a trip chain, or tour, can 
introduce considerable excess travel if the sequencing of the 
individual trip segments is not optimized insofar as permitted 
by external constraints. 

In a Canadian study (34) the sequencing of stops on a tour 
and the time used as a function of the possible minimum for 
tours of from one to five stops were analyzed. For tours with 
three or more stops the aggregate excess time consumed 
amounted to 7.5 percent of the total time. Optimality of indi­
vidual trips within the tour was not investigated 

Excess travel is also generated by accessing activities in 
single trips rather than combining these into complex auto­
mobile tours. In a study in Detroit (35) it was estimated that 
67.4 percent of all activities were accessed by complex tours 
and that a net saving of 7 percent of total VMT could be 
achieved if this proportion was raised to 83.7 percent. 

Method 

Car following 
Staged trips 
Route mapping 
Actual trips 
Actual trips 
Actual trips 
Aciual uiv~ 
Staged trips 
Actual trips, en route interviews 
Simulation 
Route mapping 
Route mapping 
Induced error 

Trip Purpose 

Not determined 
Not applicable 
Not applicable 
Various 
Work to home 
Work 
Wu1k. 
Not applicable 
Various 
All 
Not applicable 
Not applicable 
Not applicable 

No. of Subjects 
and Trips 

853 
20 
82, 384 
878, 1,235 
232 
574 
343 
70 
4,915 

337,490 
128 
11 
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FACTORS AFFECTING NAVIGATIONAL WASTE 

The proportion of navigational waste is not uniform across all 
trips made. For any one trip the existence and magnitude of 
navigational waste is a function of many interrelated factors, 
including 

• Route planner or driver attributes, or both; 
• Trip purpose; 
• Trip length; 
• Highway systems used; 
• Destination, route, and area familiarity; and 
• Environmental conditions. 

Trip-planning and route-following efficiency, like all cogni­
tive activities, is a function of intelligence, skills, and experi­
ence. These items are correlated, though not perfectly, with 
such attributes as age, sex, education, and driving experience. 
Empirical evidence from past studies indicates that in most 
cases, the effect of demographic variables on the amount of 
navigational waste is small, inconsistent, and, usually, insignifi­
cant. However, the extent to which these variables have been 
studied systematically cannot be determined. One major excep­
tion is the correlation of ability to use a map with education, 
training, and especially spatial visualization. The population 
distribution of these characteristics is, however, not known. 

The empirical portions of this research indicated a significant 
correlation between subject's sex and navigational efficiency. 
These results were, however, based on small sample sizes and 
furthermore were extremely inconsistent between the different 
levels of trip planning (i.e., the relative contributions to naviga­
tional waste of route-selection and of route-following failures). 
No other significant demographic effects were found. 

Another class of driver attributes should be mentioned even 
though its effect cannot be easily quantified. The efficiency of 
route selection is clearly related to the amount of effort devoted 
to that task and to the absence of distracting influences. Sim­
ilarly, the probability of error or of suboptimum decisions in 
route following is a function of the driver's momentary phys­
iological and psychological state and of the presence of internal 

Mean Excess(%) Extreme Value (%) 

Distance Distance Time Distance Time 

~km + 5.5 :75 
10.8, 14.3 mi + 47.0 +135.2 +89.3 +187.3 
6.25 km + 13.2 + 33.0 +33.2 
Variable, 3.1 kma + 6.4 +30.0 
4.7 kma + 7.2 + 13.2 

+ 3.1 + 5.3 +10 + 32 
+ 5.7 + 9.8 +21 + 36 

24.4, 107.7 km + 23.7 + 29.4 
18.6 kma 

+ 6.0 
+ 10.3 

18 km + 18.9 + 41.4 
6.8km +150.0 
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or external distracting factors. No empirical studies could be 
located that address this topic although the adverse effects of 
fatigue, alcohol, and psychological factors such as preoccupa­
tion on other aspects of the driving task have been well docu­
mented [e.g., by Shinar (36)]. 

Trip purpose is closely related to trip length and to famil­
iarity, both of which are discussed in the following paragraphs. 
The major attribute of trip purpose, applying especially to the 
distinction between work-related trips and other trips, is the 
frequency with which trips are repeated. The more often a trip 
is repeated, the greater is the investment it represents in terms 
of driving costs and time, and therefore the greater is the 
probability that the trip-planning effort is enhanced and a 
greater number of alternative routes tried. However, evidence 
from past studies as well as questionnaire data collected as part 
of this project (37) indicate that, even for frequent trips, an 
inadequate number of alternative routes is tried. Furthermore, 
researchers have concluded that many drivers do not properly 
evaluate the data they obtain by trying alternative routes. 

Trip length is obviously correlated with the use of different 
highway systems and with area familiarity. More directly, the 
length of a trip is an indication of the number of decision points 
encountered and hence of the number of error possibilities. The 
length of a trip is usually also directly correlated with the area 
covered. Increasing the size of that area increases the demands 
placed on cognitive mapping ability, which have been shown to 
be closely connected with navigational efficiency. It should, 
however, be pointed out that past research results that indicate 
that a large proportion of total excess travel occurs in the 
terminal phase of a trip appear to indicate that the total length 
of the trip may be of less importance. 

The type of highway system, or highway functional classi­
fication, used for a trip exerts an effect on navigational waste 
through a number of separate mechanisms. 

• The frequency of decision points (e.g., intersections, bifur­
cations, and interchanges) per unit distance is usually related to 
highway functional classification. 

• The quality and adequacy of the highway information 
system, including signing, delineation, and other information 

Percentile Notes 

95 13.1 percent excess crossings 
90 Two routes 
95 Six routes 
95 

Least-time criterion 
95 
95 

Two routes 
Plus 7.2 percent generalized cost 
Improvement 

Max. 
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sources, are usually better for the higher functional highway 
classification. 

• The penalties associated with navigational errors-that is, 
excess time and distance to return to the proper route-are 
different, especially between conventional and limited-access 
facilities. 

• The probability that a given highway link is properly 
shown on a map, especially one with a relatively large scale, is 
directly related to that link's classification. 

• Choices between alternatives during trip planning often 
depend on subjectively assigned attributes of different func­
tional classifications. These attributes may not correspond to 
objective reality. 

Little quantitative, empirical data on these items are avail­
able except for some rather dated studies on diversion to newly 
opened freeways and on free versus toll road use. Some data on 
time-distance tradeoffs were derived from the questionnaire 
survey (37). 

Familiarity with the destination, route, and area obviously 
has a major effect on the probability that an optimum route will 
be both selected and followed. Past studies of work-trip rout­
ing, however, indicate that familiarity by itself is not a suffi­
cient condition for minimizing navigational waste. Most 
empirical studies have deliberately excluded subjects familiar 
with the routes, destinations, or areas used in the experiments. 
No quantitative data on this topic are therefore available. 

Different routes connecting the same 0-D pair may be 
optimum depending on environmental conditions. If these con­
ditions are not properly considered by the driver, if available 
alternative routes are not known or are avoided for other 
reasons, or if the environmental conditions are not anticipated, 
excess travel will be generated. 

The preceding brief discussion has indicated the mechanisms 
by which individual factors may affect the extent of naviga­
tional waste. The discussion has also shown that available data 
are inadequate to completely disaggregate the relative contribu­
tion of each of these or assess their interactions. The following 
discussion of the proportion of total travel that is wasted will 
therefore be presented in aggregate terms except for those cases 
(e.g., trip purpose) in which disaggregation is possible. 

PROPORTION OF TRAVEL THAT IS WASTED 

The two major inputs into a determination of the proportion of 
all travel that is wasted are the synthesis of prior research 
studies, as summarized in Table l, and the empirical data 
collected for this project. Insofar as past research results are 
concerned, major emphasis is placed on U.S. studies because 
the generalizability of foreign quantitative data to U.S. condi­
tions is not known. 

Work Trips 

Two studies of work-trip routing (19, 20) have indicated excess 
travel of 3.1and5.7 percent of distance and 5.3 and 9.8 percent 
of time, respectively. In both cases the results were obtained by 
comparing self-reported actual to optimum routes. The subjects 
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also indicated an extremely high rate of repetition of the same 
route. Under these conditions, it can safely be assumed that the 
entire excess is due to suboptimum route selection rather than 
to failures in route following. On the basis of these studies and 
European studies that indicate results of a similar order of 
magnitude, an estimate of 4 percent excess distance and 7 
percent excess time for work trips can be supported. 

Other Trips 

On the basis of newly collected empirical data, trips to 
unfamiliar destinations average 126.5 percent of the optimum 
distance and 169.6 percent of the optimum time. These data 
thus indicate that 21 percent (26.5/126.5) of all distance trav­
eled and 41 percent (69.6/169.6) of all time used for these trips 
represents navigational waste. These figures are somewhat 
lower than those reported from previous U.S. studies but are 
comparable to some more recent European results (see Table 1). 

Detailed analysis of the empirical data indicates that the 
contributions of faulty trip planning and faulty trip plan execu­
tion to the proportion of excess travel are almost exactly equal. 

Summary 

On the basis of the preceding discussion, the following esti­
mate of percent excess travel due to navigational waste can be 
made. 

Excess(%) 

Trip Purpose Causality Distance Time 

Work trips Route planning 4 7 
Route following 

Other trips (unfamiliar Route planning 10 10 
destination) Route following 10 30 

Further disaggregation of these results would be highly 
desirable but, as previously indicated, an adequate data base for 
that purpose is not available. 

Because different proportions of excess travel apply to dif­
ferent trip purposes, an assumption concerning the distribution 
of total travel by purpose must be made. On the basis of an 
analysis of NPTS data (38) made by KLD Associates, Inc., it 
can be assumed that 40 percent of all VMT is work related 
Three other assumptions will be made. 

• Automobile travel to unfamiliar destinations, or using 
unfamiliar routes, amounts to 25 percent of all nonwork travel. 

• Nonwork trips to familiar destinations, or using familiar 
routes, have the same characteristics as work trips. 

• The prohahility of occurrence and magnitude of the con­
sequences of an error in either trip planning or route following 
are independent of the criteria used for route selection. In other 
words, there will be a recoverable navigational waste compo­
nent even in trips previously defined as incurring deliberate 
waste. 

Given these assumptions, the proportion of all automobile 
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travel that falls in the category of recoverable navigational 
waste can easily be calculated by evaluating 

Proportion work travel x proportion waste in work travel+ 
proportion other travel x (proportion unfamiliar x 
proportion waste in unfamiliar travel +proportion familiar 
x proportion waste in work travel). 

Thus, 

Proportion excess distance: 
0.4 x 0.04 + 0.6 x (0.25 x 0.20 + 0.75 x 0.04) = 0.064, 

Proportion excess time: 
0.4 x 0.07 + 0.6 x (0.25 x 0.40 + 0.75 x 0.07) = 0.120. 

It must be emphasized that this estimate is restricted to trip 
planning and route following under essentially steady-state 
conditions. Excess time occasioned by failures in real-time trip 
planning-that is, the failure to adjust trip plans to changes in 
traffic, highway, or environmental conditions--cannot be quan­
titatively estimated because of the absence of applicable 
empirical data. Past analyses of this problem, including some 
simulation studies, indicate that this component of excess 
travel can be substantial. 

No attempt has been made to estimate the proportion of all 
travel that can be considered deliberate waste because little 
data are available that would permit evaluating the quantitative 
effects on travel time and travel distance of the use of "nonop­
timizing" criteria in route planning. 

ESTIMATED TOTAL EXCESS TRAVEL DUE TO 
NAVIGATIONAL WASTE IN THE UNITED STATES 

Total automobile travel in the United States occurs at an annual 
rate of 1744.9 x 109 mi (8). The latest available (1983) FHWA 
data (39) indicate that 74.8 percent of this travel is accumulated 
by personal passenger vehicles. Assuming that this percentage 
remains unchanged and applying the proportions computed in 
the preceding section, the total excess travel by noncommercial 
vehicles in the United States can be estimated as totaling 83.5 
billion mi per year. 

Estimating the excess time consumed by this navigational 
waste is somewhat more difficult because reliable data on the 
amount of time spent in automobile travel are not available. 
Using NPTS data on vehicle occupancy and representative 
values of average travel speed for various highway systems, the 
total time in automobile travel can be estimated as follows. 

Work trips: 
24.0 x 109 hr= 2.74 x 106 years, 

Nonwork trips: 
41.5 x 109 hr= 4.73 x 106 years, 

All trips: 
65.5 x 109 hr= 7.47 x 1<>6 years. 

Using previously derived proportions, the excess time due to 
recoverable navigational waste is as follows. 
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Work trips: 
1.68 x 109 hr = 192,000 years, 

Nonwork trips: 
6.33 x 109 hr= 723,000 years, 

All trips: 
8.01 x 109 hr = 914,000 years, 

or approximately 34 hr per year for every single person in the 
United States. 

The calculations developed in this section thus indicate that 
6.4 percent of all miles driven and 12.2 percent of all time spent 
can be conservatively assumed to represent recoverable naviga­
tional waste. 

These estimates apply only to navigational waste under 
essentially steady-state conditions. The excess travel due to 
suboptimum real-time route planning-that is, adapting routes 
to actual traffic, highway, and climatological conditions-has 
not been addressed. 

COSTS ASSOCIATED WITH EXCESS TRAVEL 

The total costs that can be attributed to excess travel are made 
up of a number of component parts as follows: 

• Vehicle operations, 
• Accidents, 
• Vehicle occupancy time, 
• Maintenance and operation of the highway system, and 
• Miscellaneous external costs. 

Vehicle Operations 

On the basis of a synthesis of published data and estimates 
(6, 39, 40) of vehicle operating costs, a figure of $0.12/mi for 
variable costs was derived and is used in subsequent calcula­
tions. No change in fixed costs is assumed to occur as a 
consequence of excess travel. 

By adjusting published data (41) on average vehicle fuel 
consumption for intervening changes in the composition of the 
U.S. vehicle fleet, the average energy use for the 1985 fleet can 
be computed as 0.0400 gal/mi. If it i~ now further assumed that 
there is no difference in fuel consumption variables between 
excess driving and total driving, the net energy impact of 
nondeliberate excess driving is 3.3 billion gal of gasoline per 
year. 

Accidents 

The total cost of motor vehicle accidents to the individuals 
involved as well as to society as a whole has been estimated as 
$43.3 billion and $57.2 billion, respectively, by the National 
Safety Council (2) and by NHTSA (5). In a more recent study 
(3) total cost is disaggregated by accident severity. Using these 
figures and data on the distribution of accidents by severity 
(3, 42) yields a total societal accident cost of $83.3 billion or 
$0.0484/mi in 1985 dollars. 
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The accident consequences of excess driving consist of two 
components. The first of these is the additional exposure due to 
the additional vehicle miles of travel. To evaluate this compo­
nent it can be assumed that the distribution of excess travel by 
highway type is the same as the distribution of total travel. 

The second component is much more difficuit to quantify. It 
is the possible additional accident potential due to the joint 
effect of route unfamiliarity and directional uncertainty. No 
direct data on these items are available. However, past studies 
of the relative odds of accident culpability as a function of 
route familiarity (43, 44) and analyses of the driving task (7) 
indicate that it appears safe and conservative to assume that the 
accident potential during the excess portion of driving is at 
least 10 percent higher and can thus be estimated to be $0.053/ 
mi. Furthermore, on the basis of the stated assumptions, it can 
be estimated that excess travel is responsible for 7 percent of all 
traffic fatalities, or about 3,000 per year. 

Time 

Quantification of the value of time represents one of the most 
controversial and conceptually difficult aspects of highway 
economic analysis. Yucel has made an excellent review of 
these problems (45). 

In the major U.S. research effort on this topic, done by the 
Stanford Research Institute in 1967 (46), the value of time was 
found to be highly correlated with gross hourly earnings for 
private nonagricultural employment. Maintaining this propor­
tion and using the 1985 earning figure of $8.57 (47) yields a 
value of time of $8.72. This is almost identical to the value 
computed for work trips from project questionnaire data (37). 

In deriving an estimate for the value of excess time due to 
navigational waste, the following, mostly conservative, esti­
mates were made based on past research (46) and on the 
analysis of the questionnaire data (37). 

• The unit value per hour of time is $8.50 for work trips and 
$6.50 for nonwork trips. 

• Twenty-five percent of all travel time is accrued on trips 
that are so short that the excess time per trip is less than 5 min. 
No value is assigned to this excess. 

• One-third of total vehicle occupancy for nonwork trips is 
contributed by children, whose time has no monetary value. 

On the basis of these assumptions, the estimated cost of 
excess time due to recoverable navigational waste is 

Trip Type Cost ($ billions) 

Work 10.7 
Nonwork 20.6 
Total 31.3 

As with previous estimates, the excess time effects of delib­
erate waste have not been estimated. Apart from the impos­
sibility of quantifying the net effects of such deliberate waste, 
the valuation of the time so consumed introduces a conceptual 
problem. Because this excess time is the normal result of 
deliberate action on the part of the driver, it may not be 
considered "wasted." 
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Air and Noise Pollution 

Air pollution due to vehicular emissions is directly, although 
not linearly, correlated with VMT. Methodologies exist by 
which the increase in the amount of pollutants can be approxi­
mated. However, no reliable methodology exists by which this 
pollution level can be translated into incremental costs. 

The quantification of noise pollution and especially its con­
version into monetary terms represents an even more indeter­
minate subject. For these reasons, costs associated with 
increased pollution levels have not been considered in this 
evaluation. 

Highway System Maintenance and Operations 

The rate of deterioration of the highway system and the conse­
quent need for maintenance, rehabilitation, or reconstruction 
are direct results of the physical demands placed on pavement 
and bridge structures. These demands are a function of axle 
loading and distance traveled. The relationships between axle 
loading and wear and tear are not linear. A moderate increase in 
axle loadings can lead to rapid increases in the rate of deteriora­
tion. Because commercial truck traffic was specifically 
excluded from the scope of this research effort, this topic will 
not be addressed. 

The cost of highway system operations, and especially traffic 
control, can be directly related to traffic volumes and to their 
spatial and temporal distribution. Here again the relationship is 
not linear. A 10 percent increase in traffic volume that raises the 
volume-capacity ratio from 0.82 to 0.90 can have an enormous 
effect on the need for traffic management or even on the need 
for new or improved highway facilities. 

However, a valid quantification of these effects would 
require fine-grained disaggregation of excess travel in terms of 
its spatial and temporal distribution and the highway systems 
affected. Such disaggregation is not possible with existing data. 

Summary 

The total annual cost of navigational waste in noncommercial 
travel can be estimated, on the basis of the preceding discus­
sions and computations, as follows: 

1. Vehicle operating costs, 83.5 x 109 x $0.12 = $10.0 x 109; 
2. Accident costs, 83.5 x 109 x $0.053 = $4.4 x 109; 
3. Cost of time, $31.3 x 109; 
4. Total, $45.7 x 109. 

These cost figures do not include possibly significant but 
unquantifiable costs due to air and noise pollution and 
increased highway maintenance and operations requirements. 
Furthermore, these costs only cover the quantifiable effects of 
inadvertent route-planning and route-following failure under 
steady-state conditions. Costs, especially those associated with 
excess time due to congestion, occasioned by failures in real­
time route planning are not included. Also not included are all 
costs associated with deliberate waste, that is, excess costs 
accrued on trips planned with other than optimizing criteria. 
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CONCLUSIONS 

Tue following conclusions are indicated on the basis of the 
work accomplished under this project combined with previous 
analyses and empirical investigations: 

• Recoverable navigational waste is made up of 6.4 percent 
of all miles driven and 12.0 percent of all time spent in non­
commercial travel. 

• This excess travel accrues costs to individual drivers and 
to society as a whole that exceed $45 billion per year, not 
including costs due to increased levels of air and noise pollu­
tion or increased demands for highway maintenance and opera­
tions. 

• Additional costs, unquantifiable with available data but 
likely to be substantial, are accrued because of failures in real­
time trip planning and deliberate waste. 

• Approximately half of all recoverable navigational waste 
can be attributed to deficiencies in trip planning. The other half 
can be attributed to deficiencies in route following. 

• There are no significant differences in the proportion of 
excess travel, by trip purpose, between day and night driving. 

• There are no consistent significant differences in the pro­
portion of excess travel based on driving experience or major 
demographic variables except that there are some indications 
that male drivers may perform somewhat better than female 
drivers. 
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A Study of Route Selection from 
Highway Maps 

GERHART F. KING AND AJAY K. RATHI 

An experiment designed to assess the ability of subjects to plan 
long trips In unfamiliar areas by using only maps is described. 
The experiment was part of a larger study Intended to describe 
and quantify the excess-travel problem in the United States. 
Subjects were asked to plan relatively long trips in unfamiliar 
areas by using only a road atlas. The sample was designed to 
represent the age and sex distribution of the U.S. driving 
population. The routes selected by the subjects were compared 
with the routes recommended by the American Automobile 
Association (postulated to be "optimum") for both distance 
and approximate driving time. Analyses of the data Indicated 
that the excess distance of the routes selected by the subjects, 
on average, Increased trip length by 12.1 percent. Age, sex, and 
geographic location of subjects had little effect on their 
performance. 

Research (1-3) has shown that drivers face considerable diffi­
culties in achieving optimum (i.e., in terms of minimum dis­
tance or time or both) routes from their origin to their destina­
tion. These travel inefficiencies have been shown to generate a 
considerable aggregate amount of excess travel. 

KLD Associates, Inc., 300 Broadway, Huntington Station, N.Y. 11746. 

A comprehensive literature search (4) indicated that excess 
travel may be attributed to one or more of the following trip­
making activities: 

1. Use of route-selection criteria that do not lead to an 
optimum route; 

2. Trip planning (i.e., application of criteria to route selec­
tion), including inadequate trip-planning skills or unavailable, 
insufficient, or inaccurate information for optimum trip 
planning; 

3. Route following (i.e., implementation of a trip plan), 
including all aspects of response to, reliance on, and anticipa­
tion of highway information systems; and 

4. Trip chain sequencing (i.e., ordering of multiple destina­
tion~ in thP. :ih~P.nr.P. of ~f".qnentia 1 or time constraints). 

As part of a major FHWA-sponsored study (5) of the excess­
travel problem and of potential remedial measures, a series of 
empirical studies of trip planning and route following were 
implemented. The procedures used and the results obtained for 
an experiment on trip planning for long trips in unfamiliar areas 
are described. The purpose of this experiment was to assess the 
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ability of drivers to plan trips in unfamiliar areas by using only 
maps and to estimate the amount of excess travel generated by 
trip-planning inefficiencies. 

The experiment was implemented in two separate geograph­
ical locations that had previously been selected as the site for 
other investigations (5): 

• Western Fairfield County, Connecticut; and 
• Western suburbs of Milwaukee, Wisconsin. 

The subjects were recruited primarily through newspaper 
advertisements and were paid for their participation in the 
experiments. They represented the age and sex distribution of 
the U.S. driving population weighted for actual miles driven. 

TEST PROCEDURES 

Subjects were given the following instructions: 

You are to plan a route which minimizes both travel time and 
travel distance. You may use the atlas in front of you to 
determine your route. Record on the enclosed trip plan sheet the 
route number, direction of travel (e.g. North, South, East, 
West), the place where you get on the indicated route (from), 
the place where you get off the indicated route (destination), 
estimated travel time, estimated miles and estimated cost for 
car. Do not consider local travel within each of your origin 
cities to the route which you have outlined. 

The atlas used was Rand McNally's Road Atlas: United 
States-Canada--Mexico . Subjects were under no time 
pressure. 

Test routes were selected in accordance with the following 
criteria: 

• Relatively long distance for each intermediate destination 
point or segment, 

• Alternative routes possible, 
• No direct Interstate route connection from origin to 

destination. 

Route 1, which was given to all subjects, was San Antonio, 
Texas, to Shreveport, Louisiana, to Natchez, Mississippi, to 
Mobile, Alabama. 

Route 2, which was given to all subjects in Wisconsin, was 
Norwalk, Connecticut, to Hershey, Pennsylvania, to Get­
tysburg, Pennsylvania, to Washington, D.C., to Norwalk, 
Connecticut. 

Route 3, which was given to all subjects in Connecticut, was 
Milwaukee, Wisconsin, to Des Moines, Iowa, to St. Louis, 
Missouri, to Little Rock, Arkansas. 

DATA REDUCTION 

Data reduction consisted of determining, for each segment, the 
number of different routes used and the number of subjects 
selecting each route. Total distance, disaggregated by highway 
type, was determined for each route. These distances were 
converted into anticipated driving time by assigning represen­
tative speeds (using average U.S. values) to each link according 
to its highway type. 
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It is obvious that these average speeds do not represent, 
except for coincidence, the actual prevailing average route 
speeds on the specific highway links included in the various 
trip plans. However, these speeds can be considered those that 
may be anticipated, on the basis of highway classification only, 
by subjects unfamiliar with the routes. These speeds therefore 
approximate the inputs used by the subjects in making route­
selection and distance-time trade-offs. 

SUMMARY OF RESULTS 

Preliminary analyses of the data indicated that there were no 
significant differences between Connecticut and Wisconsin 
subjects. All data were therefore merged and analyzed on an 
aggregate basis. 

For 5 of the 10 segments, the minimum-distance route was 
also the minimum-time route. For one segment, the minimum­
time route was only 1 mi longer than the minimum-distance 
route. For three other segments, the difference in anticipated 
travel time between the minimum-distance -and minimum-time 
routes was 2 min or less. 

The routes selected were compared with a "best route" as 
planned by the Connecticut Motor Club using normal Ameri­
can Automobile Association (AAA) route-planning 
procedures. 

For four segments the AAA recommended the minimum­
distance and minimum-time route; in two others the AAA 
selected a longer but faster route. It must be remembered that 
these comparisons are very sensitive to the assumed average 
1ravel speeds and that AAA probably has more accurate local 
travel time data. 

All results obtained are summarized in Table 1. With the 
exception of one very short segment, the excess length of the 
planned route over the minimum route ranged from 6.8 to 19.7 
percent for the entire sample and averaged 12.1 percent. The 
excess distance over AAA-recommended routes averaged 4.9 
percent. The detailed discussion on selection of routes for 
individual segments has been presented elsewhere (5). A paired 
t-tesr showed no significanL difference due Lo subject sex. 

Table 2 shows the distribution of routes selected. A number 
of different parameters indicating fractions of the sample se­
lecting certain routes and the frequency with which routes were 
selected are shown. Examination of these data shows the 
following: 

• For only 3 of the 10 segments did 50 percent or more of 
the sample select the minimum-distance route. 

• For half of all the segments, 50 percent or more of all 
subjects selected a route that was more than 5 percent longer 
than the optimum. 

• For 5 of the 10 segments, the modal route was also the 
minimum-distance route. For three of the other five segments, 
the modal route was a longer but all-Interstate route. 

• Circuity of the route (i.e., the ratio of airline distance to 
minimum-route distance) did not correlate with any of the 
route-selection parameters shown. 

For the 10 segments the excess-time over minimum-time 
routes varied from 0.6 to 17.0 percent and averaged 9.7 
percent. 
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(a) T ll~E 
All 

CHR., MINol 

l'AlE NUl'!BER 61 59 57 36 36 37 36 H 2J 19 
AVERAGl 7 25 3 SS 4 33 4 2 0 53 l 35 4 47 b 58 7 12 6 16 
STD.DEV 0 26 0 27 0 12 0 29 0 0 ?3 0 45 0 36 0 17 0 l 

i OVER MIN 10.4 13.9 6.2 11:.e lo 8 17.3 7.2 10.2 7.1 0.1 9.4 
i OVER AAA 607 -3.4 -3.2 l~.5 108 17.3 1.2 2.9 5.1 0.1 4.2 

FEMALE NUMBER 27 25 25 14 18 15 13 9 q 7 
AVERA'.;E 7 34 3 55 4 33 4 4 0 5 3 l 28 5 J 7 1 7 17 6 24 
STD.DEV l 3 0 32 0 15 0 26 c I 0 l 9 1 4 0 33 0 zo 0 17 

~ OVER "4 lN 12.7 13. 9 6.3 17.6 I . I a.1 11. 8 11.2 8." 2. l 1o.5 .. OVER HA 9. 0 -3.5 -3.1 19.4 1.1 8.7 11. a 308 10.t 2.1 s.2 

TOTAL NU MBE ~ &.9 d4 82 '.;0 54 52 49 28 29 26 
AVERAGt 7 28 3 55 4 33 4 2 0 53 1 -..3 4 51 6 59 7 13 6 18 
STD.DEV 0 41 0 28 0 13 0 28 0 2 0 22 a 50 0 35 0 ia 0 9 . C'HR ~ 11'1 Jlo l 13. 9 6.2 11.0 lo5 14. 8 8.5 10.5 7.5 0.6 9.7 

'! OVER AAA 7.4 -3.S - 3. 2 1808 lo5 14. a 9.5 3.2 9.1 o. 6 4.5 

(b) DISTANCE lMlLESI 
All 

~Al E NUMBER 61 59 51 36 36 37 36 19 2J 19 
AVERAGE 421.2 215.8 245.2 23C.3 49.4 .97 .6 211.1 404 .1 408.9 365.4 
STU.DEV 34. 2 33.0 18.~ 25 .5 2.s 20.4 36.6 40.9 32.0 10.9 

t OVER MIN 12. 3 19.9 R.5 14. o o . q 1 5 .2 l>.3 15.B 12.6 7.2 12.0 
~ CVER AAA 12.0 -6.2 -8.2 l~.9 Q.9 13.7 6.3 1.1 16,B -1.2 4.8 

FE"AlE NUMB~R 27 25 25 14 ! 8 15 13 9 9 7 
AVi:RAGE ltB.2 214.~ 244.~ no.o 49.0 BO .3 283.4 408, 7 399.8 360.9 
STD.DEV 64.~ 36.5 '2 0 "2 .26. 2 o. 13.Z 63.9 36.9 32.7 19.9 

'i: OVER .~ 1111 14.2 19.3 e.2 13.9 o. 5,7 11.1 17.1 10.1 5.8 12.4 
OVER AAA 13 .9 -6.6 -s.4 16.8 o. 4.3 11.1 9o0 14. 2 -2.5 5ol 

TCTAl ~U "BE q 88 84 ~2 50 54 52 49 28 29 26 
AVE~AGE 4n.3 215.5 245.D 230.2 49.3 d5o5 274.4 405.5 406.0 31)4.2 
STD.DEV 45.5 33.9 19.2 25.4 2.c 18.~ 45.0 39.0 31.9 13.b 

~ rJVER MIN 12.9 19.7 a.4 14. 0 0.6 12.5 1 . b lbo2 u .a i..a 12.l 
t OVER AAA 12.6 -6.3 -e.z 16.9 o.6 lloO 706 a.1 16.0 -1.6 4.9 

TABLE 2 DISTRIBUTION BY ROUTES 

Percent Selecting No. of Different Routes Modal 
Minimum No. of For 50 For 85 Route as 

AAA Minimum Route +5 Modal Different Percent of Percent of Percent of 
Segment n Route Route Percent Route Routes Sample Sample Minimum 

1 88 1.1 21.6 36.4 37.5 14 2 6 116.8 
2 84 25.0 36.9 36.9 36.9 10 2 3 100.0 
3 82 12.2 1.2 62.2 61.0 10 1 3 118.1 
4 50 0.0 0.0 6.0 16.0 26 5 19 107.1/113.2 
5 54 50.0 50.0 98.l 50.0 3 1 2 100.0 
6 52 """' ;::n"' 0">.., .co,., 6 1 100.0 U'.:' . ~ u~.""' U4',/ V/ • '-' 

7 49 65.3 65.3 75.5 65.3 14 1 7 100.0 
8 28 14.3 25.0 50.0 25.0 11 3 7 100.0 
9 29 0.0 0.0 6.9 34.5 12 2 8 125.7 

10 26 73 . l 19.2 23. l 73.l 4 1 2 108.8 
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CONCLUSIONS 

The data collected demonstrate that considerable excess travel 
occurs as a result of a driver's inability to plan trips by using 
maps as the primary source of information. 

The data indicate that the contribution of trip-planning defi­
ciencies to excess travel amounts to approximately 10 percent 
of vehicle miles of travel for the types of trips investigated. 
This figure is comparable with that obtained in empirical inves­
tigations of driver navigation performance for different trip 
types as part of this research (6) and during previous research 
efforts (4 ). It is also comparable to, although somewhat lower 
than, the results obtained in previous research studies that used 
route mapping as the principal methodology (7-9). 

The significant effects of deficiencies in map-based trip 
planning indicate that concerted efforts to raise population skill 
levels in this area and to improve the clarity and legibility of 
maps used for that purpose may well be cost-effective. 
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CRASH Revisited: Additions to Its Clarity, 
Generality, and Utility 
ALBERT G. FONDA 

A complete rederlvation of the computer program CRASH Is 
presented, with confirmation of Its theoretical basis, elimina­
tion of many of its actual or supposed restrictions, and addi­
tions to Its useful outputs. The physics and algebra, although 
clarified, are for the most part unchanged. However, in the 
trajectory solution, a closed-loop iteration replac~s a best-fit 
form of solution. In the Impulse solution, the physical basis of 
the common velocity check Is clarified, the check is revised so 
that more cases can be treated, and the coefficient of restitution 
is found. In the damage solution, delta-V accuracy is improved 
by better fits to crash test data, corrected treatment of oblique 
impact, and inclusion of the energies of restitution and lnter­
vehlcular sliding. Yaw rates and Impact forces are found from 
the impulse solution and again from the damage solution; these 
and other paired output comparisons Indicate the quality of 
the reconstruction and facilitate Its refinement. 

In this paper the program Calspan Reconstruction of Accident 
Speeds on the Highway (CRASH) is reviewed, rederived, and 
extended, with further commentary on published criticisms of 
CRASH and on alternative asswnptions in published recon­
struction treatments. 

CRASH was developed under funding from the U.S. Depart­
ment of Transportation (DOT) and was based by McHenry on 
the spin analysis of Marquard (1) and the deformation energy 
analysis of Campbell (2) . Initially it was a simulation setup 
routine for SMAC (3 ), but later was an independent, user­
friendly digital computer program for accident reconstruction 
(4, 5) specifically for evaluation of speeds at impact and speed 
changes during impact from the postimpact information for two 
vehicles colliding on a fiat surface. 

DOT accident reconstruction has emphasized the systematic, 
standardized evaluation of the speed changes of each vehicle in 
impact as a measure of occupant injury exposure, with the 
objective of evaluating the effectiveness of various safety mea­
sures for which DOT is responsible (6). For these purposes, 
CRASH has become a highly respected functional standard. 

However, the published derivations were unduly lengthy, 
restrictive, and obscure. Some reservations have been ex­
pressed as to their validity (7), and the necessary programmed 
solution has been readable only as more than 130 pages of 
FORTRAN. As a result, many experts have avoided using 
CRASH as a basis for testimony in lawsuits, and litigants have 
been deprived of a useful analytic tool. 

Precisely such reservations were the impetus for this paper. 
It will be shown that the CRASH equations are fundamentally 
rnrrPrt ~~far~~ thP.v on within (~rnl ~nmetime~ hevonrl) their 

~;~;ed ;e~;rlc~io~s.--Cer7~in a-s~~~tions will be avoided; ~thers 
will be clarified. All the CRASH equations will be derived, 
with some revisions; then the derivations will be extended to 
obtain results beyond those offered by CRASH. Thus in this 
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paper CRASH will be confirmed and its clarity, generality, and 
utility will be enlarged. 

As shown in a companion paper (8), the results have been 
programmed in BASIC and for use in desktop and hand-held 
computers, making the improvements widely available and 
facilitating forensic use. 

DATA INPUTS 

CRASH uses data gathered at the site of the accident and from 
both of the vehicles involved in each impact. In some cases, the 
tire marks or the vehicles, or both, no longer exist and the 
immediate sources must be photographs and police reports. 
General vehicle data and tire-road friction data may be ob­
tained from published tables rather than from the vehicles, 
tires, and highway involved. 

Vehicle speed changes (as desired by DOT) can only he 
determined from knowledge of the damage to the vehicles, but 
evaluation of the speeds before impact requires knowledge of 
their travel after impact. Axial impacts are indeterminate with­
out damage data, but intersection impacts, despite the possible 
complication of vehicle spin after impact, can be fully recon­
structed without knowing the severity of vehicle damage. This 
analysis is considered first. 

SPINOUT ANALYSIS 

For uniformly decelerated motion, CRASH utilizes the usual 
expression for initial speed, from the double integral with 
respect to time of F = ma, 

U = ~20µgs] (1.1) 

where ] in this paper closes any expression opened by ~ or I., 
and the rate of deceleration is expressed as 0µg, where 0 is 
either the fraction of the available friction-limited lateral force 
applied as braking force as the vehicle slides endwise, or unity 
for the laterally sliding vehicle. Fonda (8) furnishes auxiliary 
equations (from both CRASH and SMAC) for traversing dif­
fering surfaces, for speed-dependent friction, and for non­
separation of the vehicles. 

For the considerably more complex case of the spinning 
vehicle, the deceleration race is nonuniform om may 'be Lrnatro 
by the approach of Marquard (1), which considers alternating 
periods of predominantly angular and predominantly transla­
tional deceleration, with partial or full braking. This method 
was augmented by McHenry and incorporated in the START, 
CRASH, CRASH2, and CRASH3 programs (3-5). 

Consider a vehicle initially translating at rate Us and spin­
ning at rate 'vs• losing all of its angular momentum in time T 
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while losing only part of its linear momentum. The speed u1 
before final translaLion for a djstance s1 after the end of rotation 
can be found from Equation 1.1. The angle and the distance 
traveled while spinning are 

(1.2,1.3) 

where a 1 and a 5 are empirical coefficients that would each 
have the value 2 if the decelerations either were uniform or 
fluctuated symmetrically about fixed average values. 

The actual declerations alternate between periods of pre­
dominantly angular deceleration while endwise for a total time 
t1, with a total angular impulse 

(1.4) 

where 0.51 (='</ab]) is the numerical (or geometric) average of 
the lever arms of the tangential forces and <lz is norrnnally 
unity, and periods of predominantly translational deceleration 
while broadside for the remaining time t2 plus some decelera­
tion during t1 due to braking, with a total linear impulse 

(1.5) 

where a 1 and a 4 account at least for the angularity between the 
instantaneous force and the average direction of motion. 

Accordingly, the time duration of the spin motion is given by 

T = ti + t2 = ti (1 - C'J.s0/a4) + (CX:i0t1 + a4t~/a4 
= [k2 (a.1'1'/J)/0.5a.zlµg)[l - CX:i0/a4][(a5s,t1)- 2Ujl/a.4µg 

whence T2 + 2BT - C = 0 for a quadratic solution for T 
(Equation 1.6c). 

From Equation 1.3, the translatory and angular speeds at 
separation are 

where 

T = '</c + B2] - B; B = Uja.4 µg 

c = {[2k2a1 'l', (1 - <l10/a4)/<lzl] + exss/a4}/µg 

(1.6a,b) 

(1.6c,d) 

(1.6e) 

These results can be verified against the spinout equations of 
CRASH (5, Section 9.2.a), noting the following: 

1. The CRASH treatment first derives the equations for spin 
without braking per Marquard, second rederives with the 
partial braking effect per Marquard, third rederives with 
McHenry's contribution of the residual velocity and gener­
alized empirical coefficients, and fourth recapitulates while 
specifying polynomial coefficients and certain computation 
routines. The present work instead proceeds directly to the final 
solution. 

2. The present solution embodies I.be solution of a quadratic 
in T !hat is the separately stated CRASH quadrati.c in 
'vs transformed by use of Equation 1.2 after a publishing error 
in the CRASH equations has been corrected by reversing the 
sign of its unity coefficient. The quadratic coefficients become 
simpler because a lengthy expression in the denominators oc­
curs now in only one term of the numerator. 
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3. Once the quadratic has been solved, u1 is found from the 
sum U, + u1 of Equation 1.3 rather than from the more com­
plex djCference Us - u1 of Equation 1.5. 

Equations 1.6 provide a complete solution for the linear and 
angular speeds at the start of the spinout, given appropriate 
expressions for the empirical coefficients. The CRASH expres­
sions were based on an analysis of a set of 18 SMAC runs [see 
User's Guide (5), Section 10.4.d], not known to have been 
published, so neither the data nor the fitting technique is 
known. [Fonda (8) shows a revaluation technique; for brevity 
those two equations (1.7, 1.8) are orllitted here.] CRASH uses 
the polynomials 

<l1 = 2.6 - 7.5p* + 15p*2 

<lz = 0.9 - 4p* + 8p*2 

°"!, = 0.23 + Sp* - 10p*2 

<l4 = 0.67 + 1.6p* - 5p*2 + 6p*3 

<l5 = 1.2 + 17p* - 99p*2 + 18lp*3 

(1.9a) 

(1.9b) 

(1.9c) 

(1.9d) 

(1.9e) 

as functions of the initial radius to the instant center of rotation, 
p = U /\v5, divided here for convenience by 1,000; p* is the 
radius in kinches (thousands of inches). 

The CRASH routine evaluates the five polynomials from a 
trial value of p flanked by trial variations of plus and minus 15 
and 30 percent, the best value then being selected by a test for a 
minimum value of the radius error Jp\v8/U5

J - 1. To the same 
effect, setting that error algebraically to zero and iterating may 
be done for simplification. From Equations 1.2 and 1.3, the 
radius to the instant center is 

(1.10) 

in thousands of inches, where a.1, a5, and Tare initialized at 2.0 
and iterated. Convergence is strong; in the programmed ver­
sion, with reasonable error criteria, the residual errors of itera­
tion and the errors of the optional rounding in Equation 1.9 
(which shortens the hand-held program) are insignificant, as 
are those of CRASH where the residual error in p varies 
randomly from zero to 7 .5 percent. 

The empirical curve fit of the CRASH polynorrnals extends 
to p = 250 in. This represents separation at instantaneous 
velocities, which, if continued in the same proportion, would 
give 180 degrees of rotation of the vehicle in 25011;/12 = 65.4 ft. 
This is a particular value of the distance between the readily 
identifiable cusps seen in typical spinout tire tracks, the succes­
sive points at which the vehicle is broadside to its new course 
and one axle has much more velocity than the other. CRASH 
locks the five polynomials at the respective values that they 
achieve (1.66, 0.40, 0.85, 0.85, 2.08) at p = 250; to the same 
effect p* can simply be limited to 0.25. 

A lightly braked vehicle with a small initial yaw rate will 
stop spinning and begin to roll endwise when it first rotates into 
alignment with its course, so large values of p will not persist. 
However, a heavily or fully braked vehicle can maintain a 
small yaw rate, giving slow spin to rest. So for large 0 and zero 
s1 there is some interest in the case of large p. At and above 
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p = 250, wiLh s1 = 0, a 3 = a 4 = 0.85, and eiLher 'l's = 0 or 0 = 
1, from Equations 1.6 the whole solution reduces to 

Us= <X5ssf-./C] = '1cx4a 5µgssl = -./0.85(2.08)µgssl 
= 0.94'12µgss] 

This is 6 percent less than Lhe correct result for Lhis case. 
CRASH handles this anomaly by means of a discontinuity, 
switching to the skid solution, '12µgs], for p ~ 500 in. or 'l's~ 
20 degrees. To much the same effect, but avoiding the discon­
tinuity, more simply the p* limit is raised to 0.30 (for Lhese 
polynomial coefficients), allowing Us to reach '12µgs] at p = 
300 in. 

ANGULAR IMPACT ANALYSIS 

So far as possible, the aircraft notation introduced to the auto­
motive industry by Calspan personnel in 1956 (9) is used, as 
formalized in the vehicle dynamics terminology of SAE J670 
(1967ff). As in the spin analysis, the heading of a vehicle is 
designated as 'I' (psi) and its sidcslip (attitude) nnglc us ~ 
(beta); as shown in Figure la, their sum, the course angle 
(direction of motion) is v (nu). With various subscripts, U will 
denote the course speed of either vehicle before or after impact 
and differences thereof, and ~ (xi) will denote various angles in 
the horizontal plane. The magnitude and direction of a vector U 
may be found from its orthogonal components as shown in 
Figure lb. 

The slide or spin analyses provide two speeds at separation, 
each in a known direction, hence two mass center velocity 
vectors at separation. For angular impact only, if further the 
vehicle weights and directions of approach are known, and 
horizontal tire forces for the period of the impact (even those 
due to underride or override) are neglected, I.heir impact speeds 
can be found by impulse analysis, that is, by using the principle 
of conservation of momentum. 

Conservation of momentum requires only that the inter­
vehicular force act equally and oppositely on both masses, so 
that one mass gains as much momentum (the time integral of 
the force) as the other loses. Because this does not assume any 
commonality of velocity between the vehicles, contrary to 
statements in the CRASH literature, sideswipes can be treated 

v 

(b) 
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correctly by impulse analysis, as can underride or override 
impacts, provided horizontal tire forces remain trivial. 

With normalization to the mass of Vehicle 1 (R = M2/M1), 
Figure le shows the equivalence of Lhe momentum at separa­
tion (from 0 to A via S) to the momentum at impact (from 0 to 
A via /). The direction of Lhe mutual speed change (/ to S) is 
necessarily the direction of the "principal" intervehicle force 
(the DOPF or, interchangeably, PDOF). The inset shows the 
vectors for a case of sideswipe; the total velocities are con­
tinuingly opposed, but their differential normal to their sides is 
reversed because of structural rebound. 

From the linear momentum along the normal to the initial 
course of the respectively opposite vehicle, the vehicle speeds 
at impact are 

uol = [Usl sin(vsl - Vo2) 

+ RUs2 sin(vs2 - v0 i)]/sin(v01 - v 0 i) (2. la) 

Uo2 = [Usl sin(vsl - Vol) 

+ RUs2 sin(vs2 - v01)]/ R sin(v0 2 - V0 1) (2. lb) 

The inputs are the two separation speeds from Equation 1. 1 
or (with spin) Equation 1.6, the four vector directions, and Lhe 
mass ratio R. Each equation expresses a rear view of the impact 
vectors as seen along one of Lhe approach paths. 

The same vectors should be found (given the same data) by 
any method of reconstruction; in CRASH (as published only in 
1974 in the START routine of SMAC) and in the various 
publications by or based on Brach, such as CARRl (JO, Equa­
tions 72 and 73), they are written as the two unknowns in two 
equations, algebraically soluble for the individual speeds. Such 
indirect solutions are correct, but confusing, hindering insight 
in use. The matrix methods of Brach are, as he notes 
(11, p. 33), neither necessary nor preferable when sufficient 
data are available. But as shown by the original CRASH 
treatment by McHenry, and contrary to Brach (I I, p. 33), zero 
rebound is no bar to the solution; up to this point impact has not 
even been assumed to be the source of the intervehicle force, 
much less impact with rebound. 

The approach directions must differ appreciably, preferably 
by more than 20 degrees, lest the vector components viewable 
from Lhe rear become too small; at lesser angles the solution 
becomes a ratio of small quantities, unduly sensitive to usual 

A 

(c) 

FIGURE 1 Vector relationships: (a) vector directions, (b) vector resolution, (c) impact vectors. 
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errors, and becomes indeterminate for axial impact. [Although 
Wooley et al. (7) appear to dispute this, Wooley (12) presents 
only the damage-based solution for the axial case, as in 
CRASH. 

Once both approach velocities have been found, the velocity 
difference at impact, the closing velocity, may be found as a 
polar vector from its components, 

Ullo• Silo = Pol[Uo2 cos(vol -voiJ - uol• 

uo2 sin(v o2 - v 01)) (2.2) 

referred angularly to the original course heading of Vehicle 1. 
This is the apparent velocity of Vehicle 2 as seen from Vehicle 
1 before impact. Similarly, the vector change of velocity of 
each vehicle during impact, from its components, is 

u lli• S!li = Pol [ usi cos(v si - v o) - u oi• 

usi sin(vsi - vo)J (2.3) 

(i = 1, 2). This gives the magnitude of the speed change of each 
vehicle and its direction relative to the original course heading 
of that vehicle. As demonstrated in Figure le, inherently these 
vectors will be 180 degrees apart in space. 

The angle Pi + St;,.i (with Pi usually zero) is the body-axis 
direction of the force of impact, hence the direction in which 
the vehicle is moved toward the unrestrained occupant or any 
other free object. It is also the direction in which the vehicle 
structure is deformed if isotropic <sc = s,), although allowance 
is made for reduced compliance in shear (Sc < !;,). The com­
puted angle should be checked against the aforementioned 
physical evidence, often recited as a PDOF, a clock direction, 
which should equal <Pi + S!li + 180)/30. 

The direction of the speed change and (hence) the intervehi­
cle force relative to the normal to the surface along which 
sliding occurs is 

Sri = Sni - <P .. + St;,.i + 180) 
= Sni - 30 (DOPF) (2.4) 

which as shown by Figure la is positive when the shear force 
exerts a clockwise moment on the vehicle. By Coulomb's law 
this angle must not, for either vehicle, exceed in magnitude a 
reasonable intervehicle friction angle, on the order of arctan 
0.55 :: 30 degrees. This limit becomes a probable value for the 
larger of the two angles if there is visible evidence of 
"scraping" (a convenient term to distinguish intervehicular 
sliding from tire-to-road sliding). Absent scraping, any angle 
between the friction limits is reasonable. 

Pocketing, snagging (which is extreme pocketing, possibly 
with shear failure), and corner impact can change the surface 
orientation as the deformation proceeds. Therefore the inputted 
value of Sni may not be the orientation of the original surface 
but that of the developed surface; this requires careful vehicle 
examination and visualization of the impact process. At a 
corner there is initially a 90 degree range of possible normals 
until the corner flattens to a new surface with a new normal. 

Unreasonably large angles between the computed DOPF and 
the developed normal require reconsideration of the input data. 
This is not emphasized in CRASH, which is weighted toward 
damage-only evaluation and will not override the user choice 
of PDOF (except for an adjustment of not more than 7.5 
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degrees to obtain colinearity of the two PDOFs). Contrary to 
SMAC, the frictional limit on shear force has been consistently 
overlooked in CRASH from CRASHl to the present. There has 
been no admonition against excessive angles, the user estimate 
of the DOPF has been checked against neither the trajectory/ 
impulse-based DOPF nor Coulomb's law before its use in the 
damage calculations, and gross violations of Coulomb's law 
have been specifically permitted (5, Section 9.1.f, arctan µ = 75 
degrees,µ= 3.73) and algebraically "corrected for" in damage 
evaluation (5, Section 9.1.f). Such angles can never occur in 
practice; whatever the method of reconstruction, no input data 
should be accepted that imply that they have occurred. Sim­
ilarly there is a danger of misapplication of the matrix methods 
of Brach (JO, 13), apparently also used in CARRl (11), in 
which the relative shear force µ may be naively assigned its 
positive limit value even when it should be negative or small. 

It is preferable to adopt the PDOF computed from the ve­
locity vectors in the case of angular impact, if credible, or to 
adjust the input data to obtain a credible value. If this fails, and 
always in axial impact, the PDOF indicated by the physical 
evidence, subject to the limitations imposed by Coulomb's law, 
is used in the further calculations. 

It is implied in the CRASH treatment (5, Section 10.5) that 
the condition of common velocity is fundamental to the princi­
ple of conservation of momentum; it is not. A bullet passing a 
mutually magnetic target interacts without impact and never a 
common velocity; yet equal impulses occur, so momentum is 
exchanged. It might better have been stated that when bodies 
interact by means of a structural collision, there will be both 
impulse and impact, with an instant of common velocity; in 
that instance, the subsequent rebound velocity evaluated from 
the trajectory data should not be excessive. This is not a 
simplifying assumption, it is a physical observation, and it is 
not imposed on the dynamics involved in impulse but deduced 
from the structural mechanics involved in impact. 

It is the rebound velocity that is found in and limited by the 
common velocity check-which might better have been called 
the rebound velocity check. Unfortunately, the limit adopted is 
overly severe. The common velocity check of CRASH3 will 
abort the trajectory/momentum solution if the speeds of re­
bound from the mutual mass center differ by more than about 4 
mph. In a moderately severe impact, with between 1 and 2 ft of 
crush, this condition is usually not met. For this reason, many 
reasonable solutions are aborted, frustrating the intent of 
CRASH and discouraging the user. If the limit had been set at 
about 12 to 15 mph, the common velocity check might have 
served its intended purpose of excluding unreasonable inputs. 
As it is, CRASH3 gives no momentum solution in many 
instances of reasonable data inputs. Either its elimination (at 
line 860 of SPIN2) or revision of its limit value (at Line 350 of 
VELCHK) is recommended. More useful calculations to the 
same end will be suggested. 

DAMAGE ASSESSMENT 

It is often necessary to infer the speed changes from the 
damage done to the vehicles. This can be done from measure­
ments of the location and depths of the vertically averaged 
residual deformation of both vehicles combined with em­
pirically assigned structural parameters of the vehicles. 
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If, following Campbell (2), it is assumed that the test speed 
involved in perpendicular barrier crash tests varies linearly 
with the resulting final crush depth while the force during 
impact increases as the crush depth, each from a threshold 
value, when lhe kinelic energy of approach is equated to the 
potential energy of crush (conservation of energy), it is found 
that 

Ek = 0.5M(V0 + CdV!dC)2 = Ee 

= w,J (A + BC)dC +constant of integration 

= M[0.5V~ + Vo CdV/dC + 0.5c2 (dV!dC)2] 

= w1(G +AC + 0.5BC2) 

whence 

G = 0.5V~ M!w1 (inferred structural damping 
energy per unit width) 

A = V
0 

(dV!dC)M!w1 (inferred threshold force 
per unit width) 

B = (dV!dC)2Mlw1 (inferred structural stiffness 
per urtit width) 

(3.la) 

(3. lb) 

(3.lc) 

(3.ld) 

for a vehicle of mass Mand involved width w,. This establishes 
a data-fitting technique whereby, for given M!w1, the test ve­
locity intercept V

0 
solely determines G, the test velocity slope 

dV!dC solely determines B, and the threshold force 
A = ../2BG] is a jointly dependent parameter completing the 
square of the binomial (that is, sized for linearity of V with 
crush depth). 

These relationships, adapted from Campbell (2) but not 
shown in the User's Manual, are the source of the CRASH3 
table of structural data (5) and the earlier CRASH data (14). 
Campbell's 1974 data (2) did show linearity of crush with test 
velocity for tests between 15 and 60 mph (24 and 97 km/hr). 
When the process is reversed, the intercept and slope data 
corresponding to the current CRASH3 structural tables are as 
shown in Table 1 for the first five vehicle classes. 

Any velocity intercept and slope data, including those of 
Campbell (2, Table 1) and Wooley (12), may be recast into the 
form used in both CRASH and SMAC. This can be especially 
useful if specific full-width barrier test data or partial-width 
data, proportioned up to full-width data (because they will be 
proportioned back down for a partial-width impact), are known 
for the vehicle in question. Piecewise fits may be useful, as 
shown by Strother el al. (14). IL is not necessary to maintain 
A = ../2BG] if another assumption fits the data better. For 
instance, setting B to zero leaves A as the constant force when 
the kinetic energy (instead of the test velocity) is seen to vary 
linearly with the crush depth from an intercept G. 
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In the CRASH3 data tables, anomalous values may be noted: 
large, opposed variations of B and G from the nonn, most 
notably for the rear of Classes 4 and 5/6, less so for the rear of 
Classes 7 and 8 (B = 13, 70, 55, 25; G = 4986, 628, 818, 2373). 
Such opposed variations suggest chance rotation about a clump 
of data at a single test speed, with oppositely varying slope and 
intercept. For Classes 4 and 5 this can also be seen by inspec­
tion of Table 1; the intercept is high and the slope low for Class 
4, conversely for Class 5. 

This suggests that the data are based largely on 30-mph 
barrier crashes with a scattering of other data insufficient 
to well define the intercept. If Campbell's intercept data for 
1974 GM large cars are a better guide for Classes 4-8, those 
intercepts might be changed to V' = 7.5, 7.5, 8.0, and 8.5 mph, 
giving G' = 1243, 1374, 1405, and 1586; B' = 
B(30 - v;,,>2/(30 - V

0
)
2 = 28.9, 57.1, 46.6, and 30.1; and 

A' = ../2BG] = 268, 396, 362, and 291. This rotates the data fit 
about the data at 30 mph, altering the data only for the much 
less and much more severe cases. A similar adjustment for the 
front of vans is left to the reader. 

In the process the anomalies have been reduced in the zero­
velocity intercept of the same test data, AIB = Vof(dV!dC). 
AIB is also (as shown elsewhere by McHenry) the prestress 
distance required to establish a threshold level of A pounds for 
a nonretuming spring of rate B lb/in., with prestress energy 
expenditure of G. (This is a limited analogy, because the energy 
is actually lost to hysteresis at the time of the impact, not at the 
time of manufacture.) AIB is generally well behaved at 2.1 to 
3.6 in. for the sides and 6.0 to 10.5 in. for the front of passenger 
vehicles, and 9.4 to 9.6 in. for the rear in Classes 1, 2, and 3. 
The foregoing adjustment has modified the anomalous values 
of AIB = 27.9(!), 4.2, 5.5, and 13.7 in. for the rear of Classes 
4-8 to 9.27, 6.93, 7.76, and 9.66 in., which are credible hori­
zontal intercepts or prestress distances. 

Monk and Guenther (15) updated the 1983 CRASH damage 
tables, but although they list the sources and the data analysis 
program, there are no source data. The final data are both 
tabulated and plotted, but the two presentations fail to agree by 
substantial amounts (Table 2). Obviously the user should con­
sider both versions urttil the uncertainty can be resolved; the 
amounts listed in Table 2 are possible upward or downward 
corrections applicable respectively to the speed changes fourtd 
for light and for heavy damage. 

All this is of little help to the CRASH user with no access to 
modify the present tables progranuned into CRASH; the most 
he can do is to choose another vehicle classification with table 
entries closer to his known data. 

Following from Equation 3.1, the further assumption that 
energy per unit width is a constant allows evaluation of the 

TABLE 1 CRASH3 DATA EXPRESSED AS BARRIER IMPACT DATA 

Class 1* 2 3 4 5 1* 2 3 4 5 

,,.....,,,..,,,....; ..... Tnt-n.r- roon+- fmnh\ S!0pe (!!~h/!~'.:'h) • v..&..vv.a_ '-.1 ..... .... ........ .......... t' ... \ ' "1"'••1 

Front 7.7 6.5 6.8 9 . 2 7 . 6 1.20 1.09 1. 19 0.87 0 . 87 

Side 2.2 2.8 3.7 3 . 0 3.7 1. 06 1. 35 1. 21 1. 07 0.98 

Rear 10.4 10 .1 9.9 15 . 0 5.1 1.08 1. 06 1. 06 0.54 1.20 

* W=2173+296=2469 (was 2469+296) so M=6.39 (was 5.70) 
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TABLE 2 MONK APPENDIX E EXCESS OVER CRASH3 DATA 

Class 1• 2 3 4 5 1• 2 3 4 5 

At zero crush (mph) At crush for 30 llph (mph) 

Front <1 <1 <1 -1. 5 <1 <1 <1 <1 <1 

Side <1 <1 <1 <1 1. 5 8 -4 <1 -2.5 <1 

Rear <1 - 5 <1 9 -1. 5 - 6 -3 -3 -2.5 

"' W=2173+296=2469 (was 2469+296) so M=6.39 (was 5 . 70) 

energy for any crush contour by using the integral across the 
width, 

Ee = J (G + AC + 0.5BC2)dw (3.2a) 

or by using a piecewise linear fit (C = mx + b) as suggested by 
Wooley et al. (7): 

Ee = :Ewj{G + (A/2) (C~ 1 + Cj) 

+ (B/6)(Ci_1
2 + ci_1 cj + c/rn (3.2b) 

(j = 1 to n) for n trapezoidal segments of independent widths 

wt 
This permits any number of arbitrarily sized segments to fit 

any profile; this seems preferable to the specific trapezoidal 
integrals for two, four, and six equispaced points used in 
CRASH. As in the CRASH3 User's Manual (5, Section 11.3), 
further equations can be written for the depth and offset from 
the midpoint of the geometric center of the crush area to refine 
the crush centroid definition. 

Equation 3.2b defines the work done in crush only for axial 
impact. If the direction of deformation is oblique and if the 
structure is isotropic (homogeneous), then it appears obvious 
that the measurements to be used above must be taken along 
and normal to the direction of deformation or corrected to those 
axes. But because this is not the treatment provided in CRASH, 
and there are related considerations to discuss, oblique defor­
mation will be considered later. 

DAMAGE DYNAMICS 

Consider two vehicles in central impact along the X-axis sepa­
rated by a distance z = x1 - x2 and acted on mutually by the 
impact force F,. which causes crush of each vehicle. For now, 
neglect possible slippage between the vehicles and assume that 
the kinetic energy expended in impact equals the total crush 
energy 

(4.1) 

Now the relative acceleration due to the force will be 

(4.2a) 

where :EM-1 = M"j1 + M].1 = (M1 + M2)/M1M2 = (1 + 
R- 1)!M1• Solving for the force and integrating over the distance 
gives 

"f.Ek = jF,dz = Jzdz!LM- 1 = j(dildt)dz/'fM-1 

= jidi/LM-1 = 0.5(i~ - ij)JLA.rl 

= 0.5i0 (1 - £-2)/:EM-1 (4.2b) 

which is the loss in kinetic energy during the impact, the kinetic 
energy of approach (EtJ less the kinetic energy of separation. 
The latter was assumed to be zero in CRASH; the more general 
treatment here will always reduce to the CRASH treatment by 
the assumption that £ = 0. It is so readily included that it will be 
done at this point rather than later. 

The quantity i 0 is the closing speed, and ~= ei
0 

is the speed 
of separation (in the opposite direction except in the case of 
perforation-the total penetration of a target by a bullet-when 
£ is negative). Their sum is the change in differential speed 
along the X-axis during the entire impact, 

or, by substituting Equation 4.2b solved for i
0 

and then Equa­
tion 4.1, 

(4.3a) 

For £ = 0 this reduces to the CRASH equation (5, Section 
9.lb, Equation 12) obtained by using the further assumption of 
simple linear stiffness of the structure, which restriction evi­
dently is superfluous. In Equation 4.3a, two corrections for 
rebound have been consolidated into the definition of an equiv­
alent energy of deformation, 

(4.3b) 

For each vehicle the divisor (1 - e2) gives, from the actual 
crush energy Ee• the kinetic energy of approach along the crush 
axis, the quantity evaluated as Ek in the usual barrier test, so 
that part of the correction is built into the available data. The 
multiplier (1 + e)2 enables the determination of the speed 
change of the mass from approach to departure, as if more 
damage but no rebound had been found, or else (in the case of 
perforation) less damage but no exit velocity. 

In Equation 4.3a, the time integral of Equation 4.2a, the 
individual speed changes for Vehicles 1 and 2 occur in inverse 
proportion to the affected mass (which is the principle of 
conservation of momentum), giving 



144 

U't.1 = ~I = (M2/M1).J2E*W-1] 
= (1 + R-1r 1 .J2E*(l + R-1)/Mi] 

= .J2E*!M1(1 + 1(1)] 

U't.2 = ~2 = CM1IM,).J2E*W-1] 

= U' 61 /R 

(4.4a) 

(4.4b) 

where M1 = M 1 + M 2 is the total mass and R = M 2/M 1 as before. 
Now, although the angular energy involved in any accom­

panying rotation is neither considered nor restricted, the effect 
of offset of the mass center from the impact force F, studied 
earlier may be found. Assume a fixed offset, 

(4.5a) 

(i = 1, 2) where xi and Yi are the body coordinates of the crush 
centroid and ~i + ~t.i (with ~i usually zero) is the direction of 
the impact force in body axes. Then the acceleration at the 
point of impact is 

x . = X· - h.\ir. = (-F 'M·) - h·(F h./M.k 2) pl I I Tl r' I I f I I I 

= -F,lyM. = X·I"(· I I I I 
(4.5b) 

(i = 1, 2) where 

(4.5c) 

So at the crush centroid the ratio of force applied to the 
vehicle to resulting linear acceleration (F,IX.pJ, which may be 
called the effective mas of each vehicle, is YiMi. The force is 
still found from the deformation by conservation of energy; 
when that force is offset from the mass center, the acceleration 
at the crush centroid is ii.pi and at the mass center is ~i = X.,'Y;i i· 

Substituting effective masses in Equations 4.4 and letting M' 
denote their total, the speed change at each mass center in 
offset impact is obtained: 

U' M yi(y2M2/M').J2E*"f.(yiMi)] 

= .J2E*/M1CY1-1 + R-1Y2-1)] (4.6a) 

U't.2 = Y2(y1M1/M').J2E*"f.(y;Mi)] = U'6,/R (4.6b) 

Evidently linear momentum continues to be conserved. Ex­
clusive of oblique impact, the CRASH derivation (5, Section 
9.1) covered the same physics as Equations 3.1 lhrough 4.6 for 
the special case of linear crush stiffnesses and zero rebound, 
with no errors due to the omission of angular momentum or 
energy terms for that case, contrary to the reservations ex­
pressed by Wooley et al. (7). 

CRASH correctly incorporates no moment coefficient of 
restitution as proposed by Brach (JO, 13, 16), who remarks 
(16) that "the point of application of the (collision force) is 
never known precisely. (so) the resultant must consist of both a 
force (at some arbitrary point) and a moment." Means of 
obtaining that moment are then postulated, but this postulates 
knowledge of the unknown. If the error is known, the correc­
tion can be made; if it is not known, the moment coefficient of 
restitution is not known. All experimental values of that coeffi­
cient are no more and no less than discoveries of the investiga­
tional error in centroid location. Incorrect results can issue if 
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the moment coefficient of restitution is assigned a generalized 
value other than unity, which applies zero correction to the 
centroid location. 

APPROACH VELOCITIES BASED ON DAMAGE 
ANALYSIS 

Whether for angular or for axial impact, to find the approach 
velocity of each vehicle by using the damage data, the compo­
nents along the approach course are taken and the speed change 
is subtracted from speed at separation, giving 

U' oi = u,j cos(v si - v o) - U' t.i COS~t.i (5.1) 

(i = 1, 2). For an exactly in-lane, centered, northbound rear 
impact, for the overtaken vehicle the angles are zero, the 
cosines are +1, and the separation velocity exceeds the ap­
proach velocity; for the overtaking vehicle ~ili is 180 degrees, 
its cosine is -1, and the approach velocity exceeds the separa­
tion velocity. 

The cosines remain close to unity for impacts close to axial, 
so zero and 180 degree inputs could used for impacts within 
about 10 degrees of axial. For large angles, the exact form 
should be used. At about 20 degrees the angular solution based 
on location data becomes credible. In comparing the result 
from Equation 5.1 with the result from Equation 2.1, because 
the separation velocities are the same for both, these results 
will differ only to the extent that the speed changes during 
impact differ. 

The inferred closing velocity will be the result of substitution 
of the values from Equation 5.1 in Equation 2.2, which in axial 
impact reduces to a simple subtraction. 

OBLIQUE IMPACT 

As previously mentioned, by using the Campbell structural 
model the impact force and energy can be inferred from the 
depth of crush, based on their observed interdependence in 
barrier crashes. If the force (F, in Figure la) is along the 
normal to the surface, the crush of the jth segment (Cj in Figure 
2a) is normal to tbe surface and the width wj is along the 
surface. If the force i oblique at the angle l;,. logically the 
crush cc; in Figure 2b) is also oblique at the angle Sc in general 
and can be so measured, with lhe associated width w/ mea­
sured normal thereto. There is no further correction for oblique 
impact for that structural assumption and those directions of 
measurement; the treatment is complete. 

But field measurements along a field-selected direction of 
crush are not only inconvenient but presumptuous, because a 
new direction might be assigned later. It is more prudent to take 
measurements along and normal to a major axis of the vehicle 
and subsequently convert to the oblique measurements. The 
oblique depth and width are then given by 

C/ = C/cos~c; w/ = wj cos~c + (Cj-l - C} sin~c (3.2c,d) 

In programming these can be used directly in Equation 3.2b. 
Neglecting the component due to change of depth, from Equa­
tion 3.2a the crush energy becomes 
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Ee= J [G + A(C/cos;c) + 0.5B(C/cos;c)2] (cos~c)dw 

= J (Gco~c +AC + 0.5BC2/cos~c)dw 

showing multiplication of G by the cosine of the angle and 
division of B by the same quantity. If G were large and C were 
small (light oblique end impact), this could reduce, rather than 
increase, the energy for a given contour. (Less measured width, 
despite more measured crush, can mean less energy.) 

Monk and Guenther (15, p. 48) began a similar departure 
from CRASH3 but omitted the cosine effect in depth, the sine 
effect in width, and G; the result was zero sensitivity to ~c The 
experimental evidence discussed was so subject to uncertainty 
with regard to the structural resistance as to be inconclusive 
with regard to angularity effects, except that it did appear to 
confirm the absence of a 1 + tan2a. effect. 

The nonisotropic assumption (~c "I: ~r; a. "I: O; crush not in the 
direction of the applied force) is discussed at length by Fonda 
(8) and appears to account for the different treatment of oblique 
impact in CRASH (with inconsistencies). However, even 
though the latter have been eliminated in the present treatment, 
it is preferred to assume the structure to be isotropic, as in 
SMAC. Then both skins (not just one) must buckle in corner 
impact, and, much as in SMAC, the structural characteristics in 
the deformed comer are conveniently divided along the comer 
trace, shown in Figure 2c. Each part is evaluated independently, 
by using the respective values of G, A, and B, and the results 
are summed. This weights the structural properties according to 
the involved width, varying smoothly from fully frontal to fully 
side deformation (not possible in CRASH). 

Proceeding to the question of damage dynamics in oblique 
impact, the possibility of intervehicle sliding (scraping), which 
often occurs in oblique impact, is included. Using the force and 
motion vectors shown in Figure 2d, allowing for a nonisotropic 
structure (ex "I: 0), given each of the crush forces Fci• the 
intervehicle force is 

which acts through a distance that is the cosine component of 
the crush distance plus the sine component of the scrape length, 

(c) 
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So the total work done, the product of force and distance, is 

This expresses all of the potential energy expended as work 
done, scraping included. The scraping component will be dis­
cussed later. 

Absent scraping, the total work done is no more and no less 
than the total crush energy; there is no correction for oblique 
impact. This is reasonable, because no other work is done; and 
this should have been the result reached in CRASH2 and 3. 
Instead, by using an inconsistently nonisotropic assumption, 
the force Fr was assumed to act through an excessive distance 
dC/coscx shown in Figure 2d, increasing by the factor tan2cx the 
distance traversed and hence the work done. There was no such 
extra work done; the derivation was and is incorrect. For the 
case of oblique impact with no rebound and no scrape, 
CRASH3 will overvalue the impact energy. (A method of 
adjusting the CRASH3 PDOF and damage midpoint was 
found, but was rather cumbersome and is not offered.) 

THE GENERALITY AND VALIDITY OF CRASH 

This completes the rederivation of the CRASH equations; it is 
hoped that the treatment has been clarified while the algebraic 
length has been reduced and its generality has been illumi­
nated. The following points have been shown: 

1. In CRASH there are no violations of the principles of 
conservation of momentum and conservation of energy. Mutual 
forces acting between two bodies inherently result in a conser­
vation of linear momentum, in offset as in central impact, 
whatever the effect of offset on the intervehicle forces. When 
those forces are found from the damage assessment, the result­
ing moment due to offset determines the change in angular 
momentum. Lacking two flywheels interacting on a common 
shaft, angular momentum is not conserved. The principle of 
conservation of energy is applied. Criticisms of CRASH for 
failure to consider angular momentum, conservation of angular 
momentum, and conservation of energy are ill founded. 

~) w w 
FIGURE 2 Crush motion relationship: (a) normal deformation, (b) oblique deformation, (c) corner deformation, (d) slide 
and crush. 
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2. The asswnption in the damage dynamics equations of 
CRASH of linear crush characteristics of the vehicle structures 
can be seen as merely illustrative, a convenience in derivation. 
The rederivation here avoids any asswnption as to the distance 
or time pattern of the intervehicle force, so that only the 
dan1age assessment so much as implies any particular force 
pattern for crush of the structure. Further research could alter 
that model whereas the remainder of CRASH would remain 
fully applicable. 

3. CRASH3 overvalues damage and speed change for 
oblique impact without scraping and rebound, which are never 
considered 

The following results are obtained in this paper from the site 
data alone in all equations through 2.4 and from the damage 
data alone in the remaining equations, except that Equation 5.1 
uses both: 

Variable 

Speed at separation 
Speed at impact 
Closing velocity 
Velocity change in impact for Vehicle 1 
Velocity change in impact for Vehicle 2 
Direction of force from normal 
Damage energy 
Effective damage energy 

Equation 

1.1 or 1.6 
2.1, 5.1 
2.2, 5.1 
2.3, 4.6a (i=l) 
2.3, 4.6b (i=2) 
2.4, examination 
3.2 
4.3b 

For axial impacts, Equations 2.1 through 2.4 do not apply, 
but for angular impacts the separately obtained magnitudes and 
directions of the speed changes should be compared and rea­
sonable input data revisions should be adopted when they result 
in greater compatibility of the independent results. 

CRASH likewise furnishes two pairs of speeds for angular 
impacts, but only gives components inferring the computed 
POOF and outlines no technique of refinement of the recon­
struction. If the CRASH equations are as represented, results 
identical to those of CRASH could be obtained if the CRASH 
assumptions were reinstated. Although site data, cartesian-to­
polar data reduction, crush centroid determination, trajectory 
simulation, and SMAC setup have not been attempted, all of 
the accident reconstruction results of CRASH have been dupli­
cated or refined. 

EXTENDED CRASH 

In the process of showing the generality of the established 
CRASH equations, CRASH has already been extended by 
refining the common velocity check, by allowing irregular 
crush contour segmentation, by replacing the 1 + tan2a. correc­
tion with a proper consideration of oblique crush (including 
subdivision of corner crush along the corner trace), and by 
intrMnrlno thP pffprt~ nf rP.hnnnrl 
~--- -------o --- ---- - -- -- - - - - ------

In the spin analysis, the yaw rate and spin time in Equations 
1.6b and 1.6c (which were found internally in CRASH) and the 
post-spin speed (U1) and time (U/0µg) can be furnished as 
program outputs. 

The reconstruction can be further extended by means of 
certain further computations. These are informative in them­
selves and help to refine the reconstruction by providing addi-
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tional pairs of values for the same quantity evaluated indepen­
dently from different data. This proceeds according to logical 
equation number. 

By extending the angular impact analysis, the peak force of 
impact may be approximated by assuming the A = G = 0, B 1 = 
B2 = B case of the structure and M 1 = M 2 = M-in effect, the 
barrier impact case with no velocity intercept. Then the af­
fected structure will undergo harmonic motion of frequency 
..JK/M] = ..JBw/M] = 17.6(dV/dC) rad/sec. The peak acceleration 
is then the frequency times the initial velocity, giving the peak 
intervehicle force as 

F = 17.6(dVldC)MUt:.; = 0.80(dVldC)WU (2.5) 

where 17.6/g = 17.6/22 = 0.80. As dV/dC is typically some­
what more than 1 mph{m., with good reason the peak impact 
acceleration can be approximated as a little under 1 g/mph of 
speed change. This is consistent with the 12.5 gift and 0.9 
in./mph cited by Mason and Whitcomb (17); 0.9 (12.5/12) = 
0.9375 g/mph. In the metric system this is (17.6/35.3)dV/dC = 
0.50dV/dC, or a little over 1/2 g/kph. A less approximate treat­
ment (revoking the simplifying W1sumptions) could be de­
veloped from these principles. 

In either axial or angular impact, with location data, by 
combining the mass center speed at separation in the (con­
firmed) direction of the principal force with the velocity at the 
crush centroid location induced by the yaw rate, the speed of 
separation at the crash centroid in the direction of the force may 
be found: 

(2.6) 

(i = 1, 2), with the centroid offset h found from Equation 4.Sa. 
As the vehicles separate in the direction of the forces, this is 
inherently positive and there is inherent subtraction of respec­
tive velocity components. 

This is use of the damage location data without regard to 
damage severity in· impulse analysis. It neglects the speed loss 
of each vehicle due to tire forces during impact up to the instant 
of actual separation; for side impacts this loss can be 1 or 2 
mph, but is likely to be in much the same direction for both 
vehicles and will not significantly affect their speed of 
separation. 

The coefficient of restitution is evaluated by dividing by the 
corresponding closing speed (inherently negative): 

E = -U. rr.u . cos>< •. - h·'" ·] 1.1S 01 '>ul l 't°'Ol 
(2.7) 

where the initial yaw rate ·~oi normally is zero. 
The same result could be obtained from CARRI (10) if those 

equations (74ff) were used strictly to solve for the coefficient of 
friction and the coefficient of linear restitution, with a 1.0 value 
assumed for the coefficient of moment restitution. 

As part of the damage analysis, it will be useful to evaluate 
for each vehicle the mean final crush deptll in the direction of 
crush: 

C/• = I.w/(Cj-l + C)/2]/I.w/l; (i = 1,2) 

= I.[(wj cos~c) (Cj-l + Cj)/2 cos~c]{r.wj cos~c 

= I.[w/Cj-1 + C)]/2w1 cos~ (3.3) 
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and thence the average of the mean final crush depths, C** = 
0.5(C1* + C2*). This will allow the independent estimation of 
the coefficient of restitution from the damage data by the 
following method, from SMAC ( 3 ). 

SMAC finds all velocities as the results of structural (and 
tire) forces applied to inertias, and stops the elastic recovery 
according to the coefficient of recovery c = (011!8"'. - o1)/omax• as 
distinct from the coefficient of restitution £ = o/&l· The values 
of £ that were the basis of the published values of c will be 
reconstituted 

Writing the ratio of the net work done on the structure to the 
gross work done before rebound (with the spring rate a con­
stant, strictly a SMAC assumption) equated to the ratio of the 
respective kinetic energy losses by the impacting mass results 
in 

Net £/gross E = 0.5KB/!0.5KB2 max 
. 2 . 2 . = 0.5M(l>o - Bf )/0.5Moo 

= (1 - c)2 = 1 - 2c + c2 

= 1 - e2; whence£= .../2c - c2] (3.4a) 

It is desired to find £ from the data available for the SMAC 
equation, 

giving c as a function of crush depth with C1 = 2.../C0C2], as is 
imposed for the SMAC data. Because typically C0 = 0.064 in 
SMAC, c2 is negligible in Equation 3.4a and e = Eo(l - o/o1) 
(for 0 s o,), or in the present notation, 

E' = £1 

0 = (1 - C**!Cf) (C** S C/) (3.4b) 

which ls a straight line between the intercepts & 0 = ../2C0] and 
Cf= ../Cz1C0]. The currently standard SMAC inputs give E' o = 
0.358 and c1= 36.8 in., or essentially E = 0.36 - O.OlC**. Of 
course, other expressions might be used [Smith and Tsongas 
(18, p. 47)]. 

For either vehicle the total crush force in the direction of 
crush, assuming that structural damping forces have subsided 
during the impact, is 

F/ = I:[(w1 cos~c) (A + B(C1_1 + C)/2 cos~c)] 

= w1 (A cos~c + BC*) 

Incorporating the possible angularity a due to nonisotropic 
structure, the total intervehicle force is 

F'ri = F'c/cosa; = w1;(A cos~ci + BC;*)/cosa; (3.5) 

(i = 1, 2). The damage-based values for the two vehicles should 
be in reasonable agreement with each other and with the loca­
tion-based result from Equation 2.2c. In unusually light or 
heavy impacts, structural property adjustment by rotation about 
the 30-mph case as previously noted might substantially im­
prove agreement between the forces. If crush data exist for only 
one of the vehicles, it is reasonable to reconstruct crush data for 
the missing vehicle by assuming a matching contour and peak 
force. The present approximations are not expected to closely 
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evaluate the actual force of impact but rather to assist in 
refinement of the reconstruction. 

The work done in intervehicular scraping will now be con­
sidered. Neither CRASH nor (to the author's knowledge) any 
other reconstruction treatment has considered the work done in 
scraping (intervehicular sliding), but it is entirely practicable. 

Referring to the target vehicle, if the shear force has reached 
its friction limit (~r = arctanµ) and scraping has occurred, 
additional work has been done on that vehicle by the shear 
component of the intervehicle force (Fr sin~r) moving along 
the shear surface through a distance sv. Equivalently, it may be 
stated that the intervehicle force acts through the sine compo­
nent of the shear motion plus the cosine component of its crush 
depth, as already expressed in Equation 4. la. This expresses all 
of the potential energy as work done, scraping included. 

The kinetic energy already found in Equation 4.2 does all of 
this work. If the same treatment is applied to the potential 
energy and if the direction of the force and the ratio of sliding 
to crushing are constant during the impact, substitution of the 
force from Equation 4.2a into 4. la gives 

I:EP = I:[Ec + (sin~r) f zdsjr.M-1] 

= I:[Ec + (sin~r) f (dildt) (dsvldz) dz!l:M" 1] 

= I:Ecl + (z/z1)I:Ek] = I:E,t] 

so that the work done only in crush is 

with 

(4.lb) 

(4.lc) 

where z1 = Zs + zc; z = :EC' cosa = :EC' if a = O; 21 = 
I:sv sin I~' I = I:sv sin j ~c + al = I:sv sin(arctanµ) = µ:Es/ 
(l + µ2) = µ.I:sv so that Rs is the ratio of the total intervehicle 
motion to the component due to crush. or 1 plus approximately 
µ times the ratio of slide distance to crush depth. Equations 4.3 
become 

& = (1 + e).../2r.R.~-1 I:Ec/(1 - e2) cos2a] 

= '12E*I:Ar1] 

where 

(4.3a) 

(4.3b) 

is the equivalent energy of deformation, incorporating the mul­
tiplying factor for scraping; the obsolescent CRASH2-
CRASH3 correction for oblique impact, if desired; and the two 
rebound correction factors previously discussed 

There must be appreciable vehicle crush to provide a mea­
sure of the normal and hence the shear forces. Data collection 
will now include observation, identification, and measurement 
of the scrape marks on the surfaces of the vehicles. For each set 
of simultaneous scrape marks, lest the same distance be 
counted twice, it is necessary to consider one vehicle as the 
target vehicle, which provides a relatively flat surface traced by 
a limited area of the bullet vehicle. The marks on the bullet 
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vehicle, made at the same time, are not informational. 
However, there could be another set of marks that occurred 
before or after the first, in which the vehicle roles are reversed; 
the scrape process must be visualized carefully. 

With damage data from the yaw acceleration found in Equa­
tion 4.5b, the yaw rate for each vehicle is inferred: 

~,,, · = fCFh./M·k·)dt = -U'. ·(h·I'~ + \,,. 'l's1 I I I ul I K.j) Toi (4.6c) 

(i = l, 2), with 'if,i normally zero. For each vehicle this provides 
a second separation yaw rate to compare with the first. 

The speed of separation at the crush centroid along the 
DOPF based on the deformation data is 

(4.6d) 

This gives values that can exceed 10 mph, much in excess of 
the hard limit of under 5 mph for an "acceptable" trajectory 
solution in CRASH3; yet it can also give small values that U tis 

from Equation 2.6 should not greatly exceed 
Because U' l!l will increase but E will decrease as the crush 

increases, U' tis will not vary rapidly with assumed crush depth. 
It is therefore a fairly reliable value to use in correcting the 
trajectory data, which obtain the separation velocity only from 
the difference in the trajectories to rest and could be consider­
ably in error in individual cases. 

The following equations provide six additional pairs of 
quantities of interest and of value in refining the reconstruction: 

Variable 

Separation yaw rate for Vehicle 1 
Separation yaw rate for Vehicle 2 
Force of impact for Vehicle 1 
Force of impact for Vehicle 2 
Separation speed at crush centroid 
Coefficient of restitution 

Equation 

l.6d, 4.6c (i=l) 
1.6d, 4.6c (i=2) 
2.5, 3.5 (i=l) 
2.5, 3.5 (i=2) 
2.6, 4.6d 
2.7, 3.3b 

The degree of correlation to be expected between these sets 
of values will have to be found by experience. But inherently 
these all serve as validity checks whereby the reconstruction is 
checked for internal consistency and the bracketing is 
narrowed. 

For purposes of statistical accident data collection, coeffi­
cients of restitution for angular (intersection) impacts between 
two vehicles are available for the first time by using Equation 
2.8. The method requires no instrumentation; the result is 
reliable within some range according to uncertainties in the 
location data. This suggests application of effort in the statisti­
cal collection of empirical coefficients of restitution from real 
accidents, subject to avoidance of systematic errors in the site 
exam and the intervehicle coefficient of friction. DOT's con­
tinuing interest in occupant injury exposure data requires only a 
good damage exam, which may be all that is possible by the 
time DOT investigators arrive, but full reconstructions of inter­
section impacts, when possible, will give empirical coefficients 
of restitution and also improve the injury exposure data. 
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SUMMARY 

The validity of CRASH in general has been confirmed, al­
though some details have been revised and some limitations 
avoided. CRASH has never contained any errors due to omis­
sion of anguiar motion considerations and has never had a true 
limitation to the assumption of linearity of crash force with 
deformation. 

The original treatment of CRASH gave damage-basis speed 
change overvaluation in the case of diagonal deformation and 
undervaluation by omission of rebound velocity and scraping. 
Overall, CRASH generally undervalues impact speed changes. 

The new equations in this paper extend CRASH to give new 
results: peak impact force, individual speed changes including 
rebound, individual directions of speed change, individual yaw 
rates, joint speed of separation at the crush centroid, and joint 
coefficient of restitution in impact, all (at least in the case of 
intersection impacts) in pairs of values independently derived 
from different input data. These are of interest in themselves 
and allow input data refirtement and increased accuracy of 
reconstruction. 

As with the original CRASH programs, these solutions be­
come practicable only when programmed for automated solu­
tion, as shown elsewhere (8). Programming in BASIC allows 
full user review of the programming as well as the physics and 
algebra of the treatment. Whereas CRASH incomprehensibly 
treated or invisibly programmed is precarious for forensic or 
other critical purposes, the present paper provides CRASH 
techniques in a form acceptable for demanding applications. 
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