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Foreword 

Issues of safety and the effectiveness of traffic control devices are the primary topics of this 
Record, which contains papers sponsored by the Committees on Traffic Control Devices and 
Railroad-Highway Grade Crossings. 

The first six papers deal with a variety of devices. In a study of different types of delineation 
on horizontal curves, Zador, Stein, Wright, and Hall conclude that delineation is effective 
although no one type is clearly superior. Shapiro, Upchurch, Lowen, and Siaurusaitis report on 
an evaluation of standards in the Manual on Uniform Traffic Control Devices, concluding that 
research is a high priority need in eight different cases. Hall's study of wide edgelines on 176 
miles of New Mexico highways revealed that they do not have a significant effect on the 
incidence of run-off-the-road accidents. Hanscom found that weight-specific signs were effec­
tive in controlling truck speeds at two of three downgrade locations, and further, that states' use 
of the Grade Severity Rating System improved their liability position. Seven designs of advance 
warning signs for median crossovers were tested by Worsey, Dare, and Schwab. The results 
showed that a symbolic sign was the simplest and most effective. Ullman and Dudek tested a 
hypothesis that speed limits lower than the 85th percentile speed might be beneficial in urban 
fringes; however, no significant changes in either speed characteristics or accident rates oc­
curred. 

The next six papers concern different aspects of traffic signal control. The effect of two 
detector patterns on three- and four-phase activated signal control at diamond interchanges was 
examined by Messer and Chang, who concluded that single-point detection, while better with 
three-phase control, was not as effective as multipoint detection in four-phase signal operation. 
Stone and Upchurch conducted before-and-after studies of volume and delay at signalized 
intersections where left-tum phasing was changed from permissive to exclusive/permissive. 
Improvements in left-tum movements were offset by large overall increases in delay because of 
longer cycles and inefficient use of green time. Bonneson and McCoy studied the procedure in 
the 1985 Highway Capacity Manual for operational analysis of protected/permitted phasing at 
intersections, concluding that changes are needed in the analysis of left-turn lane groups. The 
outcome of a study on signal change intervals by Lin, Cook, and Vijayahumar was a suggestion 
that equations for calculating intervals should be simplified and designed to better reflect driver 
behavior. On the same subject, Mahalel and Prasker report that longer intervals, by creating a 
longer indecision zone, imply an increase in the risk of rear-end collisions. In the last paper on 
traffic signals, by Bullen, Hummon, Bryer, and Nekmat, a computer model (EVIPAS) is 
presented that is designed to optimize controller timing for activated signals at isolated intersec­
tions. 

Rail-highway grade crossing controls and safety are the subjects of the last group of five 
papers. In a study sponsored by FHW A, Bowman found tJ:iat constant warning time systems are 
effective, though the lowered accident rates were not significantly different statistically at the 95 
percent confidence level. Halkias and Blanchard compared fixed distance and constant warning 
time systems at gate-protected crossings using 1975-1984 data in national files, finding that a 
lack of credibility in warning systems contributed to accidents. A procedure to account for 
causal factors in grade-crossing characteristics that will more accurately estimate the safety 
effects of different warning devices is offered by Hauer and Persaud. Active advance warning 
devices, in three configurations, were tested by Bowman in four locations with sight distance 
restrictions. The array with a standard 48-in. railroad advance warning sign would effectively 
provide the necessary warning. Last, the use of different models to establish the expected 
accident rate at rail-highway crossings was explored by Faghri and Demetsky, who found that 
the U.S. Department of Transportation (DOT) formula out-performed four other methods. 
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Effects of Chevrons, Post-Mounted 
Delineators, and Raised Pavement Markers 
on Driver Behavior at Roadway Curves 

PAUL ZADOR, HOWARD s. STEIN, PAUL WRIGHT, AND JEROME HALL 

Previous research has shown that In single-vehicle crashes 
drivers tend to run off the road In the direction opposite the 
curve; that Is, they miss the curve. Examined In this study are 
the short- and long-term effects of commonly used curve delin­
eation treatments on the speed and placement of vehicles trav­
eling on curves on rural two-lane highways Jn Georgia (46 
sites) and New Mexico (5 sites). Vehicle speed and placement 
distributions at sites modified with the addition of chevrons, 
post-mounted dellneators, and raised pavement markers and 
unmodified control sites were compared In terms of 10th per­
centile, 90th percentile, mean values, and standard deviations 
before and after modification. The modifications tended to 
shift the nighttime speed distributions upward, with an aver­
age speed Increase of I to 3 ft/sec; however, In Georgia, 
chevrons had little effect on speed. Overall, when chevron 
signs were used at night, vehicles moved away from the cen­
terline; they moved farther away when raised pavement 
markers were used. In contrast, when post-mounted delinea­
tors were used, vehicles moved toward the centerline. Vehicle 
speed and placement varlabl.llty were also slightly reduced 
with the use of chevrons and raised pavement markers. There 
was little change in the typical driver curve-following be­
haviors of corner cutting on curve lengthening. Few of the 
changes varied systemically by curve alignment or grade, and 
there was little evidence that short-term changes eroded over 
time. Although drivers did change their behavior in response 
to the delineation modifications, there was no clear evidence 
that any one of the devices is superior to the others. The 
primary benefit of clearly delineating curves may simply be 
that it helps drivers better recognize that they are approaching 
a curve. 

Research has shown that roadway cuIVes are often a factor in 
vehicle crashes, especially on rural roads (1-3 ). During 1983, 
more than 25 percent of fatal highway crashes occurred on 
cuIVes, and 40 percent of these crashes were also on grades (4). 
Detailed, analyses of single-vehicle crash sites show that vehi­
cles most commonly leave the roadway on the outside of the 
curve; that is particularly true for left curves (1-3, 5). CuIVes 
on roadways have also been shown to be more hazardous for 
drivers who are unfamiliar with the route (5). 

The most common technique used in attempting to reduce 
crashes on curves is to improve delineation of the roadway with 
roadway markings of signs. A survey of state highway agencies 
revealed that chevron signs, raised pavement markers, post-

P. Zador and H. S. Stein, Insurance Institute for Highway Safety, 
Watergate 600, Suite 300, Washington, D.C. 20037. P. Wright, School 
of Engineering, Georgia Institute of Technology, Atlanta, Ga. 30332. 
J. Hall, Bureau of Engineering Research, University of New Mexico, 
Albuquerque, N.Mex. 87131. 

mounted delineators, and curve warning signs are the counter­
measures most often used and judged most effective in reduc­
ing crashes (although there has been little documentation of 
their actual effect) (6). Improving roadway delineation is also 
strongly supported by the U.S. Department of Transportation, 
which has allocated several hundred million dollars for these 
activities over the last decade (7). 

The choice of specific countermeasures at a given site should 
to the extent possible be guided by scientific evidence of their 
expected effects on crashes as well as by engineering consid­
erations of implementation and cost. These effects could vary 
with road geometry and design. Because crash studies for 
comparing delineation modifications while controlling for 
other factors are time consuming and expensive, the effects of 
delineation modifications are more often studied in relation to 
the change in driver behavior they produce. 

PREVIOUS RESEARCH 

Before reviewing studies of driver performance with supple­
mental delineation systems, it is important to understand how 
drivers typically negotiate curves. Most drivers do not steer a 
circular path following the cuIVe's radius. They tend to steer a 
straighter path flattening the curve until, at some point, they 
must steer a path that turns more sharply than the actual 
roadway curve (8-10). This driving behavior is termed curve 
"lengthening." Because the actual path that drivers follow in 
negotiating cuIVes is not the center of the lane, they may 
exceed the speed and side friction limitations for which the 
roadway cuIVe was designed. If this occurs at the same point 
along the cuIVe where the curvature of the driver's path is 
sharper than the roadway curvature, the vehicle will begin to 
slide laterally on the road The question of whether curve 
delineation should accommodate curve lengthening or influ­
ence drivers to follow a more circular path around curves has 
not been satisfactorily answered. However, most researchers 
have interpreted a decrease in the variability in vehicle speed 
and lateral position to be a major benefit of improved curve 
delineation (11-13). 

Research on the effects of delineation modification on road­
way cuIVes has concentrated on studies of factors in driver 
perception and visibility and driver behavior. Studies of driver 
visibility requirements and perception of curved roadway sec­
tions have typically involved either driver simulations or driver 
evaluations of static pictures of cuIVes. These studies revealed 
that as the range of driver visibility decreases, delineation 
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becomes more important (14). Also, several studies revealed 
that drivers have more troubie perceiving information about 
left curves compared with right curves (15-18). 

Other studies have examined the effect of both novel and 
conventional roadway delineation treatments on actual driving 
performance. Some studies of novel treatments have shown 
that painted markings that create an optical illusion of either 
increasing speed or roadway narrowing can affect driver per­
formance and reduce crashes (19-21 ). However, painted mark­
ings can wear rapidly and their visibility is diminished during 
rain. Consequently, use of these novel markings is limited. 

The Federal Highway Administration (FHWA) conducted a 
large field evaluation of conventional and modified delineation 
systems, including painted centerlines and edgelines and sup­
plemental systems such as raised pavement markers and post­
mounted delineators (12). The first phase of this study evalu­
ated driver performance at 10 curves without supplemental 
delineation. Vehicle placement, relative to the centerline, was 
measured at three points: the straightaway before the curve, the 
beginning of the curve, and the midpoint of the curve. Vehicle 
placement did not vary at the beginning of the curve compared 
with the straightaway, but it was significantly different at the 
midpoint compared with the beginning of the curve. On left­
tuming curves, vehicles were closer to the centerline at the 
curve midpoint; on right-turning curves, they were closer to the 
edgeline at the midpoint. Both of these behaviors are driver 
curve-flattening strategies. 

In the second phase of the study, the speed and placement of 
vehicles were measured at several points along four curve 
sections and several tangent sections. Each section had several 
variations of delineation treatments. Traffic was observed at 
each section several days after the modifications. Nighttime 
midcurv~ speeds of vehicles traveling in both directions were 
lower with supplemental delineation using raised pavement 
markers and post-mounted delineators separately and in com­
bination. The speeds were significantly lower (2.1 to 3. 7 ft/sec) 
for left-turning vehicles for all the delineation modifications. 
Nighttime vehicle placement changes were almost always to­
ward the edgeline for vehicles traveling in either direction. The 
changes were significant for raised pavement markers (and 
raised pavement markers in combination with post-mounted 
delineators), and they were larger for left-turning vehicles (0.3 
to 1.1 ft). The standard deviation of vehicle placement was 
significantly less for three of the four supplemental delineation 
modifications for left-turning vehicles (0.29 to 0.16 ft/sec). The 
study recommended the use of raised pavement markers over 
post-mounted delineators on high-hazard curves because the 
raised pavement markers serve as both far and near delineation. 
It also encouraged the use of one-way raised pavement marker 
systems and multicolor directional coding of raised pavement 
markers. 

Two other studies of driver performance evaluated the 
effects of chevron signs, different types of post-mounted delin­
eators, and raised pavement markers; both concluded that 
driver performance on sharp curves was the most favorable 
when chevrons were used. In the first study, 36 drivers traveled 
a closed test track at night that had varying delineation modi­
fications (edgelines, raised pavement markers, post-mounted 
delineators, and chevron signs) (8). (The study was performed 
in Australia and drivers were on the left side of the road.) This 
study revealed that with chevrons drivers followed a better path 
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around the curve (defined in terms of the ratio of the vehicle's 
instantaneous radius to the actual curve radius). It also revealed 
that drivers used a comer-cutting strategy and that chevron 
signs and post-mounted delineators, to some degree, facilitated 
this strategy. On right curves with chevrons, drivers had an 
average midcurve placement closest to the centerline. On left 
curves with chevrons, vehicle placement was not significantly 
different. However, with post-mounted delineators (both sides 
of roadway) drivers were closest to the centerline, which is 
contrary to the comer-cutting strategy. Higher mean vehicle 
speeds were found with chevrons (with and without edgelines) 
than with other delineations; for example, the mean speed with 
chevrons and no edgelines was 66 ft/sec compared with 58 ft/ 
sec with post-mounted delineators. However, with chevrons 
mean nighttime speeds were not faster than daytime speeds. 

The second study evaluated several types of curve delinea­
tion (chevrons, road edge delineators, and special, large striped 
road edge delineators) placed at five left curves in Virginia 
(22). Speed and vehicle placement were measured at the begin­
ning and middle of the curve. The data showed drivers were 
using a comer-cutting strategy, with an average 0.63-ft-dif­
ference between vehicle placement at the beginning of un­
delineated curves compared with the middle of these curves. 
The data also showed an increase in possible centerline en­
croachments with all of the delineation types. Although the 
study recommended the use of chevron signs for sharp curves, 
closer examination of the data indicates that it is very difficult 
to identify consistent differences in nighttime driver speed and 
placement responses to the three types of delineation. 

The most important factor in evaluating delineation modi­
fications, regardless of changes in driver behavior, is their 
effect on crashes. Many studies have revealed reductions in 
crashes and lower crash rates for roadways and curves with 
supplemental delineation systems (23-27). However, these 
studies do not provide conclusive evidence of the claimed 
benefits because most were cross-sectional analyses and did not 
properly control for other factors that influence crashes such as 
differences in roadway design (curvature and grade) and traffic 
volume. 

The objective of the present study was to compare changes 
in curve-following behavior by drivers caused by the three 
most common types of curve delineation devices: chevron 
signs, post-mounted delineators, and raised pavement markers. 
These devices were independently installed at curves that var­
ied systematically in direction and degree of curvature and in 
steepness of grade. Prev:ious studies have not evaluated 
whether the effectiveness of these devices differs by curve 
geometry and direction. A traffic data recorder collected vehi­
cle speed and position data at two points along each curve 
section both before and after the installation of these devices. 
Changes in driver behavior were compared for the sites modi­
fied with the three types of delineation devices and a matched 
set of unmodified sites observed during similar time periods. 

METHODS 

Rural roadway sites were modified by Georgia and New Mex­
ico Department of Transportation personnel following pro­
cedures in the Manual on Uniform Traffic Control Devices 
regarding the type, size, location, and spacing of the supple-
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mental delineation (28). Specific procedures used for modify­
ing the sites with the three types of delineation are described 
next. All sites, including the comparison sites, had edge-line 
markings. 

Raised pavement markers. Standard 4 x 4-in. amber Stim­
sonite markers were installed at the selected sites on both sides 
of the double yellow centerlines. Reflectorized Type 1 markers, 
visible to both directions of traffic, were installed with two-part 
epoxy in a sloped 52-in.-groove (26 in. long in each direction) 
so that the top of the marker was flush with the original surface. 
The markers were usually spaced 80 ft apart; along the sharper 
curves, where at least three markers could not be seen at one 
time, they were spaced 40 ft apart. The markers were installed 
throughout the length of the curve. The typical cost to modify a 
site was approximately $250. 

Post-mounted delineators. Standard 3-in.-diameter round, 
white Stimsonite delineators were installed on metal posts 
along the outside of the curves. The delineators were installed 
on both sides of the posts in order to be visible to drivers 
traveling in both directions. The delineators were placed ap­
proximately 4 ft above the near roadway edge and 7 ft away 
from the edge of the pavement. Where shoulders were less than 
7 ft wide, the delineators were placed as close as practicable to 
the shoulder edge. The delineators were spaced so that drivers 
would see at least three delineators simultaneously. The typical 
cost to modify a site was approximately $200. 

Chevron signs. Standard 18 x 24-in. chevron alignment signs 
were placed along the outside of the curves in order to be 
visible to drivers traveling in both directions. The signs were 
positioned so that motorists would always have at least three in 
view. The signs were offset 7 ft away from the pavement or as 
close as practicable to the shoulder edge when the shoulder was 
less than 7 ft wide and were mounted at a height of approx -
imately 7 ft. The typical cost to modify a site was $300 to $400. 

Traffic Data Recorder 

A special traffic data recorder (TDR) was constructed by the 
University of New Mexico Engineering Research Institute to 
measure the speed and placement of vehicles as they traveled 
along the road. The TDR consisted of an arrangement of 
electronic tapeswitches on the roadway and a Rockwell · 
AIM-65 microprocessor with a printer that interpreted and 
printed the actuations of the tapeswitches. The first tapeswitch 
(spanning the road in the direction of travel) alerted the TDR of 
an approaching vehicle and counted the total traffic in both 
directions. The next two tapeswitches were placed a fixed 
distance apart to serve as a "trap" for measuring vehicle speed. 
Once the speed was known, the placement of the vehicle's right 
front tire could be computed from a fourth tapeswitch placed at 
a 45 degree angle to the second and third tapeswitches. Vehicle 
position, speed, and placement, and the time of the vehicle and 
traffic counts were printed onto a paper tape after the vehicle 
cleared all the tapeswitches. 

Preliminary testing of the TDR by placing it at several points 
along a curve indicated that, at about 100 ft before the begin­
ning of the curve, drivers had yet to begin adjusting for the 
upcoming curve. Over the next 200 ft most of the change in 
placement occurs and the vehicle path is defined. Several 
studies have examined the speed and placement of vehicles at 
the center of the curve; however, because drivers tend to flatten 
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out curves, the major effects of the different delineation treat­
ments might be to influence the initial adjustments drivers 
make when they begin to negotiate the curve. Therefore, two 
TDRs were set up for each day/night observation period; one 
100 ft before the beginning of the curve and one 100 ft after the 
beginning of the curve. 

Only vehicles that were isolated from all other traffic, either 
following or oncoming, for at least 2.5 sec were analyzed in 
t this study. At 70 ft/sec, the approximate average speed en­
countered in the study, the measurement error for an individual 
vehicle had a standard deviation of about 1.3 percent or 0.9 ft/ 
sec. Thus, the standard deviation for an average speed based on 
100 individual measurements was about 0.1 ft/sec. The compa­
rable figure for the standard deviation of an average placement 
was about 0.01 ft. 

Experimental Design 

There were 46 observation sites in Georgia and 5 in New 
Mexico. All sites were located on two-lane rural highways. The 
sites in Georgia represented a nearly complete factorial design 
with four factors: modification (M), direction of turn (T), verti­
cal alignment (G), and sharpness of curve (C). (Two sites had 
to be eliminated from the analyses because of modifications 
that were not part of the experiment.) There were four levels of 
treatment (control, chevron, post-mounted delineator, and 
raised pavement marker), two directions of turn (left and right), 
three types of vertical alignment (grade< -2 percent or down, 
-2 percent$ grade$ 2 percent or level, and 2 percent< grade 
or up), and two levels of sharpness of curve (less sharp or more 
sharp within the grade and turn class). Because only a small 
number of sites in New Mexico were available for experimen­
tation, only chevrons were tested. 

The roadway characteristics of these sites by direction of 
curve and modification type are given in Table 1. The data 
indicate that there were some differences in the physical layout 
of the roadways. For example, the average of the supereleva­
tion rates at the unmodified left curves was about one-half of 
the average rates at the modified sites. The average speed limits 

TABLE 1 AVERAGE ROADWAY CHARACTERISTICS OF 
GEORGIA SITES BY MODIFICATION TYPE AND DIRECTION 
OF CURVE 

Super-
Lane Shoulder elevation Speed 
Width Width at Curve Limit 

Modification (ft) (ft) (%) (mph) 

(a)Left Curves 
No modification 11.8 9.1 2.5 52 
Chevron signs 12.2 11.4 5.2 51 
Post-mounted 

delineators 11.9 9.0 6.4 45 
Raised pavement 

markers 11.8 7.5 4.8 48 
(b)Right Curves 

No modification 12.2 14.8 4.9 53 
Chevron signs 12.0 10.1 5.3 51 
Post-mounted 

delineators 12.3 6.4 6.9 53 
Raised pavement 

markers 12.2 11.7 5.3 52 
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varied by about 14 percent for left curves and 4 percent for 
right curves. In addition, the sites with chevrons and raised 
pavement markers had the fewest curve warning signs on the 
approach to the curve, whereas only one unmodified site was 
without any type of signing (e.g., curve warning, speed limit). 
These relatively minor differences are unlikely to influence the 
before-and-after comparisons of the modification effects. 

Observations were taken at each modified and control site 
shortly before and shortly after (several weeks) the modifica­
tions were put in place. To determine the long-term effects of 
the modifications, a third set of observations were taken ap­
proximately 6 months after the modifications at about one-third 
of the Georgia sites and at all New Mexico sites. During each 
of the three observation periods, data were recorded for about 
100 to 150 vehicles during the day and for a similar number of 
vehicles at night (defined as the time of sunset). 

Statistical Analysis 

The effects of the modifications on curve-following behavior 
were investigated using seven variables: 

VJ = approach speed, measured 100 ft upstream from the 
beginning of the curve, ft/sec; 

V2 curve speed, measured 100 ft downstream from the 
beginning of the curve, ft/sec; 

DJ = vehicle placement 100 ft upstream from curve, 
distance from centerline of road to right wheel of 
vehicle measured in conjunction with VJ, ft; 

D2 = same as DJ but measured in conjunction with V2, 
ft; 

DE = estimated deceleration, computed as (V22 
-

VJ
2
)/400, ft/se~:.2; 

D = average placement, computed as (D2 + DJ)/2, ft; 
and 

D change in placement between the two traps, 
computed as (D2 - DJ). 
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The distribution of each of the variables was summarized using 
four statistics: mean, standard deviation, 10th percentile, and 
90th percentile. These statistics were estimated for day and 
night data separately by site and period of observation. 

Changes in these statistics before modification compared 
with the first period after modification were analyzed using the 
general linear model (OLM) procedure developed by the SAS 
Institute (29). The same model was used to analyze changes in 
all of the variables. In this model, the dependent variable, for 
example, the average approach speed (MVl), was represented 
in terms of main effects for modification (M), tum direction 
(D, vertical alignment (G), sharpness of curve (C), and the 
interactions of T, G, and C with the modification factor (M): 

MV1,,.,8c =A + Bm + C1 + D8 +Ee + F,,., + Gm8 + Hmc 

+ Error,,.,8c 

where 

m = 0 for no modification, 
= 1 for chevrons, 

2 for post-mounted delineators, 
3 for raised pavement markers; 

I = 1 for left curves, 
2 for right curves; 

g 1 for downhill grades, 
= 2 for level grades, 
= 3 for uphill grades; and 

c = 1 for less sharp curves, 
= 2 for more sharp curves. 

The short-term modification effects due to chevrons in New 
Mexico were tested for statistical significance by using a I-test 
for comparing the changes between corresponding before-mod­
ification and after-modification site averages. This method of 
paired I-tests was also used to compare short-term and longer 
effects by modification groups in both Georgia and New 
Mexico. 

TABLE2 AVERAGE NIGIITTIME SPEED AND PLACEMENT VALUES BEFORE MODIFICATION, BY SITE CHARACTERISTICS 

Vehicle Speed (ft/sec) Vehicle Placement (ft) 

100 ft Before Curve 100 ft Into Curve 100 ft Before Curve 100 ft Into Curve 

VI SD V2 SD DI SD D2 SD 

(a) By Modification Type 

No modification (N=I2) 76.5 4.0 74.I 4.3 7.4 1.1 8.0 1.0 
Chevrons, Ga. (N=lO) 70.9 5.2 69.I 5.6 7.8 0.8 7.8 1.3 
Chevrons, N. Mex. (N=5) 73.6 5.3 71.9 6.0 7.9 1.3 7.6 2.4 
Post-mounted delineator (N=I2) 74.0 4.8 71.5 5.2 7.4 1.0 7.8 1.0 
Raised pavement markers (N=I2) 72.2 7.7 69.4 9.2 7.5 0.9 7.6 1.0 

(b) By Grade 

Uphill (N=I5) 73.0 5.6 69.9 6.8 7.5 0.7 8.0 1.2 
Level (N=I9) 73.7 5.9 71.6 5.9 7.6 0.9 8.0 1.3 
Downhill (N=I7) 73.7 6.0 71.9 6.8 7.6 1.2 7.4 1.1 

(c) By Curvature (Georgia data only) 

Left-Moderate (N=I2) 75.5 5.4 73.I 5.8 8.I 0.6 7.4 0.7 
Left-Sharp (N=ll) 72.8 6.I 70.6 7.2 8.I 0.6 6.7 1.2 
Right-Moderate (N=ll) 76.0 3.8 73.8 4.2 7.0 0.7 8.4 0.7 
Right-Sharp (N=I2) 70.I 6.4 67.2 7.3 6.7 0.8 8.2 0.9 

Norn: SD = standard deviation. 
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RESULTS 

Initial Vehicle Speed and Placement 

Speed and placement observations for Vl, V2, Dl, and D2 are 
summarized before modification for the night data given in 
Table 2. All values in this table are based on the average values 
of the variables for the sites. Both the average speed and the 
average vehicle placement varied relatively little among the 
different modification groups (Table 2a). The range for ap­
proach speed was from 70.9 ft/sec to 76.5 ft/sec and for curve 
speed from 69.1 ft/sec to 74.1 ft/sec. For all modification 
groups, the curve speeds were a few feet per second below the 
approach speeds. Average vehicle placements ranged from 7.4 
ft to 7.9 ft at the first speed trap and from 7.6 ft to 8.0 ft at the 
second trap. 

The average speed and placement at the first trap varied little 
by grade (Table 2b). However, at the second trap, 100 ft into 
the curve, the average speeds were more than 1 ft/sec lower at 
uphill curves than at level or downhill grades, and vehicles 
moved away from the centerline by about 0.5 ft between the 
two traps at uphill and at level curves but drew closer to the 
centerline by 0.2 ft at downhill curves. 

For both left and right curves and at both speed traps, sharper 
curves had lower average speeds than less sharp curves. The 
average differences were about 3 ft/sec for left curves and 
about 6 ft/sec for right curves (Table 2c). The average vehicle 
placement relative to the centerline was reduced by about 1 ft 
for left curves and increased by about 1.4 ft for right curves, 
which indicates a considerable amount of comer cutting or 
curve flattening among drivers. 

Short-Term Effects of Roadway Delineation 
Modification-Georgia Data 

To demonstrate the effects of the modifications for the Georgia 
data, the statistically significant changes are summarized in 
Table 3a for standard deviations and in Table 3b for the 10th 
percentiles (L), means (M), and 90th percentiles (II). 

Figure 1 shows the means of the speed and placement obser­
vations before and after the modifications by time of day, 
direction of tum, and type of modification. Figures la- le show 
results for chevrons, post-mounted delineators, and raised 
pavement markers; Figure ld shows the data for the un­
modified sites. Before-and-after speed averages are shown as 
bar charts for approach (VI) and curve (V2) speeds. Before­
and-after vehicle placement averages 100 ft ahead of the curve 
(Dl) and 100 ft into the curve (D2) are shown on a pair of 
reference lines representing the roadway section 7 and 8 ft to 
the right of the centerline. On all graphs the solid lines repre­
sent observations before modifications and the broken lines 
indicate observations after the modifications. Note when refer­
ring to these figures that the scales used for vehicle placement 
and speed are arbitrary. The reader will find it helpful to refer to 
these figures throughout the subsequent description of the 
results. 

The presence of comer-cutting or curve-flattening behavior 
is clearly shown for all conditions in Figure 1. For example, on 
the approach to right curves, drivers are much closer to the 
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FIGURE 1 Mean speed and placement observations before 
and after modification by time of day, direction of turn, and 
treatment. 

centerline than they are at the trap 100 ft into the curve. By 
shifting their initial position away from the centerline and 
angling their vehicles in the direction of the curve, drivers 
reduce (or cut) the sharpness of the curve that the vehicle will 
travel. This maneuver also lengthens the portion of the road­
way on which the vehicle travels a curved path. 

On average, after modification vehicle paths were shifted 
. away from the centerline on right and left curves with raised 
pavement markers and chevrons and toward the centerline on 
right curves with post-mounted delineators. Placement changes 
were largest with raised pavement markers. Under nearly all 
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conditions, vehicles traveled slower and nearer the centerline at 
night than during the day, and curve speeds (V2) were typically 
lower than approach speeds (Vl). However, compared to the 
unmodified curves, nighttime speeds increased with post­
mounted delineators and raised pavement markers, but they 
were not consistent with chevrons. 

Changes in Standard Deviation 

As seen from Table 3a, the standard deviations varied signifi­
cantly by modification at night for the changes in two of the 
placement measures (D2 and D) and for the change in the 
deceleration (DE). For daytime observations, no significant 
main effects were found The standard deviation in the place­
ment 100 ft into the curve was reduced by about 0.1 ft with 
chevrons and raised pavement markers and increased by about 
0.1 ft with post-mounted delineators. Changes in the average 
placement were similar in direction and in magnitude to those 
at the second trap. Estimated average short-term changes in the 
standard deviation of the deceleration showed a reduction of 
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almost 0.2 ft/sec2 for lost-mounted delineators and increases 
of about 0.15 ft/sec for chevrons and raised pavemenl 
markers. Also, at night all modifications, particularly chevron 
signs, resulted in an overall reduction in the standard deviations 
of curve speeds; however, this effect failed to reach the conven­
tional level of statistical significance (F 3,i6, p = 0.076). There 
was no systematic pattern of significant changes in the standard 
deviations associated with the modification by alignment 
interactions. 

Changes in Mean and Percentiles 

As can be seen from Table 3b, the estimated changes in mean 
and 90th percentile speeds exhibited significant variations by 
type of modification during both time periods and at both speed 
traps. The corresponding estimates are plotted in Figure 2 for 
the night observations only; the daytime changes were similar. 
The estimated mean approach speeds (left side of Figure 2) 
were reduced by about 0.6 ft/sec with chevrons, increased by 
about 1.1 ft/sec with raised pavement markers, and increased 

TABLE 3 SHORT-TERM EFFECTS OF ROADWAY DELINEATION 
MODIFICATIONS ON VEHICLE SPEED AND PLACEMENT IN GEORGIA 

Speed Modifi-
and Time cation 
Placement of Main 
Variable Day Effects 

(a) Changes in Standard Deviation 

DI Day 

D2 

VI 

V2 

DE 

D 

Night 
Day 
Night 
Day 
Night 
Day 
Night 
Day 
Night 
Day 
Night 
Day 
Night 

* 

* 

* 

Interactions 

Curve 
Direc-
ti on Grade 

* 
* * 

* * 

* 

* 
* 

(b) Changes in 10th Percentile (L), Mean (M) and 90th Percentile (H) 

Curve 
Sharp-
ness 

* 

* 

* 
* 

LMH LMH LMH LMH 

DI Day 
Night * * - * * * - * * 

D2 Duy 
Night * ... -

VI Day - * * * 
Night - * * 

V2 Day - ... * 
Night - * * * 

DE Day 
Night 

till Day 
Night 

D Day * 
Night * * * 

Norns: An asterisk indicates F statistic is significant at 0.05 level; a dash indicates it is 
not. See section on Statistical Analysis for definition of variables. Briefly, Dl and D2 are 
distances from centerline 100 ft before and after the curve; Vl and V2 are the correspond­
ing speeds; DE is deceleration, D is the average placement; and MJ is the change in 
placement. 
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FIGURE 2 Estimated short-term changes in the 10th 
percentile (L), mean (M), and 90th percentile (H) values 
of speed measurements by treatment type at night for 
Georgia sites. 

by about 2.3 ft/sec with post-mmmted delineators. For the 
modifications at which the mean speed was reduced (par­
ticularly chevrons), the reductions were even greater for the 
90th percentile speed. The pattern of changes in curve speeds 
(right side of Figure 2) is similar to the pattern of changes in 
approach speeds. This is consistent with the finding that there 
were no statistically significant changes in the corresponding 
deceleration variables. 

Table 3b also shows that the estimated changes in mean and 
10th percentile vehicle placement exhibited significant varia­
tions by type of modification during both time periods and at 
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(L), mean (M), and 90th percentile (H) values of vehicle 
placement measurements by treatment type at night for 
Georgia sites. 
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both speed traps. Figure 3 shows these estimated changes for 
night observations. The largest changes in vehicle placements 
occurred following the installation of raised pavement markers. 
On average, the 10th percentiles of the placement distributions 
shifted about 0.3 ft away from the centerline at the first trap and 
about 0. 7 ft at the second trap. The corresponding changes in 
the mean placements were about 0.4 ft and 0.7 ft, respectively. 

Chevrons also caused the vehicle placement distributions to 
shift away from the centerline, but these shifts were generally 
less pronounced. Overall, post-mounted delineators shifted the 
placement distributions toward the centerline, but the average 
magnitude of these shifts was quite small except for the 10th 
percentile placement value of about -0.3 ft at the second speed 
trap. At sites with post-mounted delineators vehicle placement 
changes varied more by direction of curve than with the other 
treatments, but the difference did not reach the conventional 
level of significance. On left curves vehicles moved toward the 
centerline and on right curves they moved away from the 
centerline. In both cases, this movement was away from the 
delineators, which were on the outside of the curve. 

The pattern of changes in average placements were similar to 
those shown in Figure 3 for the 10th percentile, mean, and 90th 
percentile and are not displayed separately. The relative place­
ment changes over the speed trap were not pronounced enough 
to cause significant changes in any of the statistics based on D 
=D2-Dl. 

Modification-by-Curve-Alignment Interactions 

In addition to the main modification effects, some of the modi­
fication-by-alignment interactions are statistically significant. 
As an illustration, Figure 4 shows the modification effect on 
mean placement by grade of curve (left figure) and by sharp­
ness of curve (right figure). Neither these nor any of the other 
significant interactions appear to have a clear interpretation. 

1. Ettect ol Grade 2. Sharpness ol Curve 
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FIGURE 4 Estimated short-term changes at night 
in mean vehicle placement 100 ft before the curve by 
treatment and geometric condition at Georgia sites. 
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Short· Term Effects of Chevrons-New Mexico Data 

The New Mexico data were limited to five sites modified with 
chevron signs. The short-term effects were to increase both 
speeds, VI and V2, at night. There was a 3.2 ft/sec increase in 
approach speed that was statistically significant based on paired 
t-test comparisons (t = 3.27, p = 0.03), and a 2.6 ft/sec increase 
in curve speed that was not (t = 2.26, t = 0.09). (It should be 
recalled that, overall, speeds in Georgia did not increase as a 
result of the use of chevrons.) At night vehicles moved away 
from the centerline after the installation of chevron signs; 
however, these changes were not statistically significant. 

Long· Term Effects of Delineation Modification-Georgia 
and New Mexico Data 

Finally, to assess the long-term effects of the modifications, the 
averages of short- and long-term changes in the two speed 
measurements by type of modification are shown in Figure 5. 
For the Georgia data, the results are based on only those sites 
where three sets of measurements were taken; there were four 
such sites per treatment group. All five sites in New Mexico 
had three sets of measurements. The corresponding data for 
placement averages are shown in Figure 6. (Note that the 
results shown in Figures 5 and 6 are not directly comparable 
with the results based on all Georgia survey sites discussed 
earlier.) 

Comparisons of long- and short-term differences in the 
speed and placement averages show three situations that were 
statistically different. Average curve speeds for the untreated 
group of curves differed by 1.7 ft/sec (t = 3.85, p = 0.03), and 
for raised pavement markers approach speed increased by 2.3 
ft/sec (t = 4.4, p = 0.02) and curve speed increased by 2.0 ft/sec 
(t = 7.2, p = 0.01). 

SUMMARY AND DISCUSSION 

The short- and long-term effects of three commonly used 
delineation modifications on curve-following behavior on rural 
roads in Georgia and New Mexico were examined. The princi-
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pal findings of this research are (a) all delineation modifications 
affected driver behavior at night as measured by speed and 
placement, (b) few systematic differences were found in the 
effects by type of modification or roadway alignment, and (c) 
these effects did not change over time. The presence of delinea­
tion modifications significantly influenced vehicle speeds and 
placements compared to measurements taken at unmodified 
sites, but there was no convincing evidence to support a prefer­
ential choice of any of these devices. There were changes at the 
unmodified sites although they were almost always small and 
unsystematic compared with those at the modified sites. The 
fact that most run-off-the-road crashes occur when the driver 
misses the curve implies that the driver has failed to control the 
vehicle's speed or position, or both, in sufficient time to safely 
negotiate the curve. The main effect of any of these delineation 
modifications may simply be that the driver is alerted earlier 
that a curve is ahead. 

The short-term results indicated that installation of post­
mounted delineators produced the largest speed increases 
(about 2 ft/sec to 2.5 ft/sec at night). Speed increases of about 1 
ft/sec at night occurred with raised pavement markers. The 
results for chevrons were not consistent; speed decreased by 
about 0.5 ft/sec at night in Georgia but increased by about 3 ft/ 
sec in New Mexico. The long-term measurements provided no 
evidence of the erosion of any of these short-term speed 
changes. 

A recent survey of state highway officials revealed that 
speed reductions are commonly believed to be the best surro­
gate for evaluating the effectiveness of measures taken to 
prevent run-off-the-road crashes (6). On this basis, none of 
these devices could be advocated for use as countenneasures. 
However, the present study shows that, although night speeds 
increase with post-mounted delineators and raised pavement 
markers (and with chevrons in New Mexico), the resulting 
speeds almost always remain below the daytime speeds. It 
could be argued that these speed increases simply reflect driver 
adaptation to increased information about nighttime rural road­
way conditions and are, therefore, advantageous. 

Vehicle placements at night were also affected by the modi­
fications. Generally, vehicle paths were shifted away from the 
centerline on curves where raised pavement markers and 
chevrons were installed and toward the centerline when post­
mounted delineators were used, although the latter effect was 
present only for right curves. Changes in vehicle placement 



7-ador et al. 

were largest at sites with raised pavement markers. The magni­
tudes of the shifts were about the same at both speed traps 
except where raised pavement markers were used when the 
shift at the second trap exceeded the shift at the first trap by 
about 0.2 ft regardless of the direction of the tum. These results 
can be interpreted in terms of changes in comer-cutting 
behavior. 

For left curves, corner cutting involves first a shift away 
from the centerline before the curve; for right curves, the first 
shift is toward the centerline. The direction of these shifts is 
then reversed as the vehicle travels through the curve (Figure 
1). Thus, the modifications had no effect on comer-cutting 
behavior except when raised pavement markers were used. On 
right curves, raised pavement markers slightly increased corner 
cutting during the day and at night. On left curves raised 
pavement markers reduced corner cutting at night and in­
creased it during the day. 

All the present and earlier studies clearly demonstrated 
drivers' preference for the comer-cutting strategy. Corner cut­
ting can reduce the lateral acceleration through a curve and 
thereby reduce peak friction demand, but it may also bring 
vehicles closer to the roadway boundaries and reduce their 
margin of safety. However, to assess the relative importance of 
these factors requires the use of crash data, and previous 
analyses of the relation between crash frequency and imple­
mentation of delineation devices have been unable to quantify 
their effects or examine potential differences among devices. 

The size of the changes in vehicle speeds and placements 
measured in this study compares well with results from other 
studies, but there are some inconsistencies in the directions. For 
example, the FIIWA study (12) revealed that midcurve speeds 
were often significantly lower with raised pavement markers 
and post-mounted delineators, whereas in the present study 
speeds increased with the installation of these devices, par­
ticularly post-mounted delineators. However, both studies re­
vealed that raised pavement markers had the largest effect on 
vehicle placement-vehicles moved away from the centerline. 
The Australian study revealed that speeds were significantly 
higher with chevron signs (8), but in the present study only the 
New Mexico sites experienced a significant short-term speed 
increase. 

In conclusion, the results of this study provided strong evi­
dence that supplemental delineation treatments are effective for 
warning drivers of approaching curves. 
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Identification of Needed Traffic Control 
Device Research 

PHILLIP s. SHAPIRO, JONATHAN E. UPCHURCH, JOHN LOEWEN, 

AND Vic S1AURUSA1ns 

The SO-year evolutionary development of the current Manual 
on Uniform Traffic Control Devices (MUTCD) bas resulted in 
many traffic control device standards that are based on subjec­
tive opinion. As vehicle design, the driver population, and 
society's demand for a safer highway system change, many of 
these traffic control device standards need reexamination. A 
research study was conducted to Identify those MUTCD stan· 
dards that (a) lack a research basis, or are in conOict with 
research findings; and (b) would llkely benefit from research 
and scientific Investigation. Nearly all MUTCD standards were 
evaluated. Identification of those MUTCD standards having 
the greatest need for additional research was achieved through 
(a) evaluation of selected MUTCD standards by the project 
team and a panel of traffic engineering practitioners, and (b) 
evaluation of relevant previous traffic control device research. 
Seventeen MUTCD standards were identified as having a sig­
nificant need for addlt.lonal research. Eight areas were recom­
mended as having high priority for future traffic control device 
research. To provide a tool for future research and to serve as 
an aid to ongoing development of the MUTCD, a computerized 
data base management system was created. It Includes docu­
mentation of previous traffic control device research as it 
relates to each standard within the MUTCD. 

The Manual on Uniform Traffic Control Devices (MUTCD) for 
Streets and Highways (1) provides the basic principles for the 
design and use of signs, signals, and pavement markings for all 
public roadways in the United States. The manual sets forth the 
warrants and standards as adopted by the Federal Highway 
Administration (FIIWA). (It is understood by the authors that 
the MUTCD contains warrants, standards, description and 
guidance; however, throughout this paper all material in the 
MUTCD will be referred to as "standards.") 

The requirements for the size, shape, and placement of 
various traffic control devices have been developed over the 
years. The American Association of State Highway and Trans­
portation Officials (AASHTO) published a manual for uniform 
standards for rural highways in 1927. The National Conference 
on Street and Highway Safety published a manual for urban 
streets in 1929. FHWA and AASHTO formed a joint committee 
(NJC) and published the first MUTCD in 1935. Subsequent 
revisions to, or editions of, the MUTCD were published in 
1939, 1942, 1948, 1954, 1961, 1971, and 1978. 

As the MUTCD has evolved through the years, changes have 
often been made on a piecemeal basis. Some portions of the 
manual have changed very little since the earliest editions. 

P. S. Shapiro, J. Loewen, and V. Siaurusaitis, COMSIS Corporation, 
11501 Georgia Ave., Wheaton, Md. 20902. J. E. Upchurch, Depart­
ment of Civil Engineering, Arizona State University, Tempe, Ariz. 
85287. 

Many of these older standards probably stem from subjective 
judgments made 40 or more years ago. Of those standards that 
have changed, some undoubtedly have an objective basis. In 
many cases, however, the basis for a change in the manual is 
obscure; documentation is lacking, and it is likely that many 
changes were made as the result of collective subjective opin­
ion by the groups responsible for the continuing development 
of the manual. 

The foregoing observations suggest that many of the basic 
elements or standards in today's MUTCD may not adequately 
serve the needs of the 1980s. Some of the basic standards that 
have been accepted as gospel may be deficient. For example, 
the 3.75-ft driver eye-height standard for marking no-passing 
zones was accepted for more than 20 years. Then, suddenly, the 
traffic engineering community realized that it was no longer 
adequate because of changes in vehicle design, and a value of 
3.50 ft was adopted. Undoubtedly, other standards embedded in 
the manual are also obsolete. The basic objective of the re­
search reported herein was to identify those standards so that 
needed traffic control device research can be programmed and 
conducted. 

Identification of standards that may be obsolete is a difficult 
task because no single comprehensive source of historical and 
technical information exists to document the reason changes to 
the manual were made. To overcome this obstacle and to 
provide a comprehensive source of information for the 
MUTCD for future use, a comprehensive computerized filing 
system, which documents historical changes to the manual and 
relevant traffic control device research, was developed. 

DEVELOPING RESEARCH NEEDS FOR MUTCD 
STANDARDS 

The research review process combined a committee review, 
expert screening of standards, a computerized search of ab­
stracts, establishment of research priorities, a library search for 
the high priority articles, an empirical evaluation of research 
reviewed, and a listing of standards by need for additional 
research. Figure 1 shows this process in more detail. 

In the initial step of the MUTCD evaluation the basic stan­
dards included in the document were identified. "Basic stan­
dards" exclude very general statements that reflect a broad 
attitude but do not provide specific guidance. For instance, 
Sections 11-A-8 and II-A-30 contain broad statements on sign 
standardization and maintenance that really cannot be con­
strued as standards, but as a general philosophy of practice. 

Therefore, the study team developed a list of basic standards 
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FIGURE 1 Research review process. 

derived from review of the manual for each traffic control 
device, or set of devices. Standards for each device or set of 
devices were extracted from the manual, and for each device 
the warrants and standards were reported as follows: 

• Physical attributes (size, shape, color, etc.); 
• Message/meaning/legend (intended meaning, wording, or 

image content, lettering, etc.); 
• lllumination/reflectorization; 
• Warrants; 
• Placement; and 
• Other [depending on the type of devices, some other 

aspects may be important (e.g., mounting), or some standards 
may not readily fit one of the other categories]. 

The 1978 Manual section number and title was used as the 
key identifier with the substantive information from each stan­
dard placed under its respective heading. By "substantive" 

SOFTWARE 

information, it is meant that only statements that were general, 
reflecting broad attitudes or general management approaches, 
were omitted. Thus the use of every device was fully specified 
by the list of warrants and standards in a uniform format 
withoul superfluous informalion. 

Once the standards and warrants were reformatted as de­
scribed previously, the research team screened them to deter­
mine the standards that would most likely need further re­
search. This subjective screening process was based on the 
following three factors: importance of the device or standard, 
lack of a known research basis, and potential of finding re­
search that describes the basis of a device or standard. As a 
result of this screening process, 517 standards and standard 
parts were identified as warranting further consideration. These 
were then compiled into a manual that was distributed to a 
nine-member panel of traffic engineers for further evaluation. 
This expert panel consisted of currently active traffic engineers 
working for operating agencies, FHWA staff from the Office of 
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Traffic Operations and Office of Research, experts with a long 
history of activity on the committees responsible for the 1978 
Manual and its predecessors, and researchers in traffic 
operations. 

The panel members were asked to independently assign a 
priority to the standards and standard parts according to a scale 
between 1 and 3 with 1 indicating low importance and 3 a 
higher priority for further investigation. The panel was also 
asked to suggest any additional areas of the manual that should 
be addressed 

The rating by individual panel members for each of the 517 
standards and standard parts was compiled, and a frequency 
distribution of scores was prepared. All standards or standard 
parts that received a score of 15 or greater were selected for 
further review. 

Following the ratings, the panel met to discuss the results of 
the prioritization and the issues involved. Some standards iden­
tified by the panel but not included in those selected by the 
research team were added to those to be reviewed further. The 
result was a list of 90 standards to be subject to further scrutiny 
of their research basis. These were then grouped into four 
traffic control device categories. The categories, followed by 
the number of standards in each category, were as follows: 
signs (44), pavement markings (13), signals (10), and con­
struction and school zones (23). 

RESEARCH REVIEW PROCESS 

Abstract Search 

The use of a microcomputer search system to find research for 
the selected standards expedited the research process. Relevant 
research for the selected standards was located using the Trans­
portation Research Information Service (TRIS) data file. More 
than 6,000 TRIS abstracts were identified and transferred to 
nine-track computer tapes and then downloaded to a PC hard 
disk. Two microcomputer application programs developed for 
this project, KEYWORD and XREF, facilitated the abstract 
search. 

Computerized Search Process 

The process by which abstracts were located for a selected 
standard involved three steps. The first step required a review 
of the wording for the selected standards to extract keywords to 
be used by the KEYWORD program. Next, the XREF program 
was run for two or three keywords to generate a more refined 
listing of abstracts relevant to a selected standard. Finally, 
abstracts generated by the XREF program were reviewed by 
the research staff which determined whether or not the reports 
would provide some research basis for the selected standards. 

The KEYWORD program created a file of important words 
used in each of the manual sections. For example, to find 
research relating to stop signs the user would enter KEY­
WORD STOP. A file would then be created of all abstracts, 
identified by a unique number, which contained the word 
STOP. 

The XREF program allowed for more specific abstract 
searches. This software cross-referenced two or three words 
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from the keyword file. For example, if the users were interested 
in finding research related to stop sign location, they would 
type in XREF STOP LOCATION. This would instigate a two­
step interaction. First, all of the abstracts containing the term 
STOP would be flagged. Of these abstracts, the ones containing 
the word LOCATION would then be found. Thus a file of 
abstracts containing both the desired terms would be created. 

PRIORITIZATION PROCESS 

Before starting the literature review, which was conducted at 
the U.S. Department of Transportation library and other librar­
ies, abstracts were ranked by their relevance to the question 
being asked of a particular standard. Ranking by priority was 
very important because it would be impractical to review all the 
abstracts identified for each standard 

Prioritization, ranking, and review of relevant research for 
the selected standards was conducted in a two-tier fashion. 
Prioritization and ranking processes and forms were developed 
by the staff. A review of 25 articles by each of 3 members of 
the staff at the beginning of the review process indicated the 
consistency of staff rating. Comparing individual staff ratings 
for the 25 articles, it was found that ratings were consistently 
uniform for the 3 staff reviewers. Because of the large number 
of research articles, it was not feasible for each staff member to 
review each article. Judging from the success of the review of 
the 25 articles, it was decided that they would be divided 
among the research staff for review. 

Abstract Review Process 

Abstracts that were believed to be of greater explanatory power 
for a standard were reviewed first. The ranking system de­
veloped for this step of the research process was as follows: 

• A = research based directly on or closely related to the 
question(s) under examination; 

• B = tangential research issues related to the question(s) 
(but not directly addressing the issue); 

• C = discussions related to the question, but not based on 
research; and 

• D = not relevant (delete). 

The TRIS search identified 5,893 abstracts related to the 90 
standards; 3,288 were referenced as potentially useful. The 
staff then flagged 1,314 of these abstracts and ranked 371 as A, 
250 as B, 308 as C, and 385 to be deleted. Because of the 
limited amount of time available to locate research related to 
the abstracts, the researchers concentrated on locating the re­
search described in the 371 abstracts ranked as having the 
greatest amount of relevance to the selected standards, ranked 
A. The results of this review are given in Table 1. 

Library Search 

The next step in the research review process was to develop a 
way to review A abstracts quickly and efficiently to determine 
if they contained research that supported the standard wording. 
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TABLE 1 MUTCD ABSTRACT SEARCH 

Total No. 
of 
Abstracts 
Identified Abstracts Detailed Review 

Standards/ Through Identified Abstracts Rank Order 
Standard TRIS by XREF Initially 

Section Parts Search Search Reviewed Detailed Kept A B c 

Signs (II) 44 2,394 
Markings (III) 13 1,940 
Signals (IV) 10 890 
Construction and school (VI, VII) 23 669 -
Total 90 5,893 

Research Form 

The research staff developed an MUTCD research form for this 
review. The form contained items that systematically deter­
mined the adequacy of the research. The type of research, 
geographical location, date, objectives, conclusions, assump­
tions and biases, methodology, sample size, quality, and signifi­
cant findings were included in the evaluation of each research 
effort. 

A form was completed for each research report reviewed. A 
completed form indicated the study team's impression on the 
quality of the research as well as any significant findings 
relevant to the standards. At the end of each research form, the 
staff provided a final ranking on the quality of the research, as 
follows: 

1 = research findings completely address standard wording 
and fully answer question(s) posed. 

2 = research findings partially address standard wording 
and partially answer question(s) posed. 

3 = research findings dispute standard wording and do not 
answer question(s) posed. 

Summary Form 

Once all the "A" articles had been reviewed and an MUTCD 
research form completed for each one, an overview of the 
research found for each individual standard was conducted. A 
summary form outlined all the research that had been located 
for a standard, compared the research to the standard wording, 
and posed questions on the adequacy of the research and 
whether or not a research study should be designed. Completed 
forms and research articles were then reviewed by a member of 
the team familiar with available research. His familiarity with 
current research would supplement research not found during 
the review process. 

Quantification Form 

The final step in the research process was to determine which 
standards required additional research. By reviewing the re­
search adequacy forms, the staff could determine the standards 
that lacked research. Taking the process one step further, a 

1,755 695 194 501 166 119 216 
532 171 60 111 46 30 35 
565 246 74 172 76 59 37 
436 202 57 145 83 42 20 -- -- - - - -

3,288 1,314 385 929 371 250 308 

quantification of research adequacy by standard form was de­
veloped to rank certain criteria for each standard on a scale 
from 0 (none) to 5 (very good). This form indicated the type of 
research performed as well as the quality of the research crite­
ria for each standard. Figure 2 shows the form used in this step. 

RESEARCH FINDINGS 

The research review process, conducted in a systematic fash­
ion, suggested where further research was particularly needed 

MUTCD standards with little or no apparent scientific re­
search verification as well as standards with significant relevant 
research were noted In addition to the literature search, TRB 
circulars and FHWA documents were consulted to determine 
current research efforts. Further insight into the status of 
MUTCD-related research was gained through discussion with 
transportation professionals in government and the private sec­
tor. On the basis of the preceding findings, the research team 
made judgments about the need for additional research for each 
standard. 

Many traffic control devices and warrants are likely to bene­
fit from further evaluation, improved design, or a better under­
standing of driver capabilities and behavior. The process was 
not devised to examine the possible research that might be 

TABLE 2 SECTIONS OF THE MUTCD IDENTIFIED TO HAVE 
A SIGNIFICANT NEED FOR ADDITIONAL RESEARCH 

Control Category Number Section Title 

Signs 11-B-5 Stop sign 
11-B-6 Multi.way stop signs 
11-B-8 Warrants for yield sign 
11-B-9 Location of stop sign 
11-B-32 Placement of urban parking signs 
11-C-5 Curved sign 
11-C-21 Narrow bridge sign 
11-D-5 Lettering style 
11-D-6 Size of lettering 
11-E-6 Refiectorization or illumination 
11-E-26 Advance guide signs 
11-F-13 Color, refiectorization, and 

illumination 
Markings 11-B-1 Centerlines 
Signals IV-B-10 Illumination of lenses 

IV-C-2 Warrants for traffic signal installation 
Construction Vl-C-2 Channelization 
and maintenance Vl-G-3 Signs 



RATING SCALE NEED FOR ADDITIONAL 

5 - very good RESEARCH SCALE 

4 - good 5 - high need for 

3 - average additional research 

2 - poor 4 - medium need for 

1 - very poor additional research 

0 - none 1 - low need for 

additional research 

FIGURE 2 Quantification of research adequacy by standards. 

directed at each MUTCD standard; rather, it was to identify 
those standards, or underlying issues, for which no adequate 
technical basis appears to support the manual requirement. 

Signs 

Of the four major control categories evaluated, traffic signs 
proved to be the most prominent. Not only were there more of 
these standards identified than for other categories, but there 
were more of these identified that had a significant need for 
additional research (see Table 2). This may be because signs 
are the oldest devices. Thus, a large amount of research is 
outdated. In addition, many of the new sign standards have 
been added without corresponding research. 

Notable among the signs flagged for additional research are 
the intersection controls. Stop and yield signs-particularly the 
former-accounted for one-third of the "significant need" sign 
standards. This is a result of disagreement in the research as 
well as a lack of research addressing specific questions because 
a substantial amount of research was conducted for both 
devices. 

Also notable among the various issues related to signs are 

visibility standards. Two aspects of this issue are notably in 
need of further research: (a) warrants related to reflectorization 
and illumination that occur in Sections 11-E-6 and ll-F-13, and 
(b) standards related to lettering style and size that occur in 
Sections 11-D-5 and II-D-6. The issues of sign lighting and 
legibility are also included in another matter needing further 
research, one that is becoming increasingly important-the 
needs of the aging driver. 

The demographics of the United States are changing; the 
average age of motorists is increasing. With the growing num­
ber of drivers over 50 years of age, visibility and legibility are 
vital issues. Visual acuity and other visual capabilities of 
drivers decrease with age. Perception and reaction time also 
increase. Thus the basic premises of standard design, par­
ticularly sight distance and perception reaction time, may need 
to be readjusted. 

Pavement Markings 

Among the pavement markings standards, only the issue of 
centerline markings was believed to be significantly in need of 
additional research. This issue is related ~o the need for better 
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visibility, particularly in relation to wet-night driving. There are 
also serious concerns about the driving public's understanding 
of lane markings. 

Signals 

Signals were, in general, well researched. None of the stan­
dards related to this category of device was without research. 

Of the two selected standards in the "significant need" 
category, the warrants for one have changed since 1978. Three 
new warrants for traffic signal installation (Section IV-C-2) 
became effective on January 1, 1985. As noted in the Decem­
ber 1985 /TE Journal, these warrants could lead to an increase 
in the number of signalized intersections throughout the 
country. 

The primary research need associated with selected Standard 
IV-B-10 is daytime versus nighttime visibility. It appears that 
nighttime visibility is adequate for all three colors. Daytime 
visibility of traffic signals is often limited, particularly when 
subject to the direct rays of bright morning or afternoon sun. 
Green is the least identifiable of the three colors. Thus the 
visibility of green signals during these critical times is an 
important research issue. 

Construction and Maintenance 

One issue that arose throughout the study was the color of 
construction and maintenance signs. This topic cuts across 
category classification. It was first mentioned as part of Section 
Il-A-11, the sign color section. Subsequently, it appeared as 
part of Section VI-B-1, Design of Signs. The question of 
whether or not orange is the appropriate color also appears in 
reference to Design and Application (Section VI-B-13), Cone 
Design (Section VI-C-3), and Drum Design (Section VI-C-6). 

RESEARCH RECOMMENDATIONS 

Several sections of the MUTCD that have a significant need for 
additional research were identified in the preceding section of 
this paper. The following recommendations identify eight high 
priority areas in which further research on traffic control de­
vices is needed. 

A number of important issues surfaced throughout the 
MUTCD evaluation of various standards. Many standards that 
are inadequately supported by research were identified in the 
review process. If there was a specific lack of research in more 
than one standard, in most cases it proved to be a major issue. 
The eight major MUTCD research issues are identified as 
follows: 

• Shall, should, may. 
• Symbols versus word. 
• Yield versus stop. 
• Construction and maintenance signs. 
• Refiectorization and illumination. 
• Compliance. 
o Older drivers. 
• Design drivers. 
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These eight issues are recommended to have the highest pri­
ority for future MUTCD research, an analysis of each issue is 
presented next. 

Shall, Should, and May 

Although the manual defines these terms (Section I-A-5), am­
biguity remains and the basis for selection of a particular term 
for a given application is not apparent. Beyond these issues, 
two other closely related issues require research. First, how do 
local traffic authorities actually interpret or respond to each of 
these tenns, and for what reason? It appears that a "should" 
("advisory" condition) is often de facto a "shall" ("manda­
tory" condition) if a local jurisdiction is concerned with protec­
tion from potential tort liability suits. Second, given the actual 
response of local authorities to these terms, what is the implica­
tion of the use of one term versus another for the safety and 
operational efficiency of the traffic system? 

The effects on overuse of traffic control devices, inappropri­
ate applications, or failure to implement where needed, may be 
tied to the choice of terms. An appropriate study could examine 
the operational and safety effects, costs, and tort liability im­
plications of the choice of the terms "shall," "should," or 
"may." The study may also develop guidelines for the choice 
of terms and review current MUTCD standards under these 
guidelines. 

Symbols Versus Word Legends 

The use of symbol signs versus word legends was an important 
issue. The question was whetl1er or not word legends can be 
replaced by symbols and still be clearly and rapidly understood 
by the motorist. The incorrect interpretation of U1ese symbol 
signs poses a serious danger to both motorists and pedestrians. 

A substantial amount of research. bas been conducted on this 
topic. The MUTCD general philosophy has evolved to reflect 
the sll'ong international ttend toward greater use of symbols. In 
general, symbol signs have been found to be more effective 
Lban word messages in lerms of their perception lime and 
legibility distance. One study found symbol signs identified at 
more than five Limes the distance of signs with word legends. 
Another research article indicated that symbol legibility can be 
considerably increased by improving symbol design. Other 
findings indicated that comprehension of symbols is reduced by 
the nddition of information such as words or prohihi1ory ~ym­
bol elements. 

Despite the amount of research on symbol versus word 
signs, the question of superiority remains unresolved. Symbols 
generally perform belter, but this has not been universally true. 
Many comprehension problems exist for current MUTCD sym­
bol signs. 

The authors review suggests that an important general ques­
tion is, Under what conditions are symbol signs preferable to 
word signs? To improve symbol sign design, there may be a 
need for standards that parallel exi ting standards and guides 
for word legends. Accepted graphics principles analogous to 
leuer height or stroke width could be useful. There are no 
criteria for developing, selecting, or evaluating a symbol for 
comprehension, legibility, and so forth. Research is needed to 
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determine general criteria for symbol sign use and design: 
when to use a symbol versus a word legend, how to determine 
the pictorial content, and what the design and evaluation crite­
ria are. MUTCD symbol signs should be reviewed against 
these considerations. 

Yield Versus Stop Signs 

Research indicated that yield signs are underused. In many 
cases a stop sign could be replaced by a yield sign with no 
adverse impact on driver safety or the efficiency of road use. 
Standards affected by this issue include: Section 11-B-5: Stop 
Sign, Section 11-B-6: Multiway Stop Signs, and Section 11-B-8: 
Warrants for Yield Signs. 

Color of Construction and Maintenance Signs 

The color of construction and maintenance signs was a major 
issue. The major question was whether orange was the best 
color for use on construction and maintenance signs. 

Controversy continues regarding the adequacy of orange 
signs (with black legend) in terms of both perception and 
comprehension. The relative visibility and legibility of orange 
signs has been questioned. Perhaps equally important, but less 
researched, is the conspicuity of orange signs for unalerted 
drivers in realistic settings. On the comprehension side, some 
evidence suggests that the general public does not adequately 
understand the color coding. Again, an important aspect has not 
received adequate attention: How well does the orange sign 
convey the sense of hazard and the need to take some action? If 
orange were found to be less effective in terms of visibility or 
meaning, the logic behind independently color coding con­
struction and maintenance signs should be reviewed. The per­
formance of black-on-orange signs (photometrically, percep­
tually, and in meaning) should be evaluated (a) against 
objective performance criteria, such as required legibility dis­
tance; and (b) relative to the performance of alternative colors. 

A recommendation to continue, modify, or drop the con­
struction and maintenance color coding should be made with 
explicit reference to the data and logic involved. 

Reftectorization and Illumination of Traffic Control 
Devices 

The issue of reftectorization and illumination was important 
with respect to both signs and markings. For signs, reflectoriza­
tion is a factor in installation of overhead signs, visibility of 
street name signs, and the importance of sign colors appearing 
essentially the same by night and day. Illumination was a key 
issue because with the changing technology for reflective mate­
rial and the increasing cost of electric power, signs that are 
illuminated might be replaced by reflectorized signs. For pave­
ment markings, reflectorization is a factor in the visibility of 
longitudinal pavement markings, object markers, and raised 
pavement markers. 

Most MUTCD standards and recommendations concerning 
reflectorization, illumination, and options among these are 
quite vague. A study to develop performance criteria for such 
standards may lead to greater uniformity and ensure adequacy. 
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Lack of Compliance with Traffic Control Devices 

Many enforcement agencies and highway authorities believe a 
serious and growing problem is motorist noncompliance with 
traffic control devices. Although no objective data were en­
countered to confirm that the problem is increasing, the litera­
ture contains a variety of studies that evaluate noncompliance 
with specific traffic control devices. 

A number of compliance-related issues require evaluation. 
These include the magnitude of the noncompliance problem, its 
safety implications, and identification of those traffic control 
devices that constitute the greatest problem. The non­
compliance problem may be improved by better MUTCD stan­
dards for design or placement of devices or both. Research 
should analyze why compliance problems occur with particular 
devices and identify improvements in traffic control device 
design. 

The Needs of the Older Driver 

The aging of the driver population as U.S. demographics 
change has become a concern. Research supporting many 
MUTCD standards has not incorporated evaluation of the ca­
pabilities of older drivers. Many age-related changes in ability 
and behavior, both visual and nonvisual, may influence the 
adequacy of warrants and devices. There is a need for a com­
prehensive review and evaluation of the needs of older drivers 
and the adequacy of current standards. (This is part of the larger 
"Design Driver" issue, discussed later.) 

The importance of evaluating age-related problems com­
prehensively has been emphasized in this review. Most atten­
tion thus far has focused on visual decrements such as acuity, 
glare sensitivity, and so forth. This has obvious implications for 
letter size, reflectivity, and illumination. However, other age­
related decrements, in factors such as speed of information 
processing or ability to time-share simultaneous demands, pose 
equal demands on MUTCD standards. This affects numerous 
factors, including device location, information content (par­
ticularly guide signs), temporal aspects (e.g., duration of the 
yellow phase, clearance intervals, advance signing), and sym­
bol comprehension (which has frequently been shown to be 
poorer for older groups). 

Future research must include a comprehensive review of 
age-related changes, both visual and nonvisual, that affect 
MUTCD standards. The impact of current inadequacies on the 
older population should be evaluated in terms of safety, opera­
tional efficiency, and the discouragement of mobility. 

Improved criteria to address older driver requirements 
should be developed and current devices evaluated under these 
guidelines. 

The Design Driver 

It is suggested that the manual add a section on design driver 
criteria. This would include factors such as eye height, acuity, 
and response time for various actions (recognition, braking, 
etc.). The factors could be broken down by percentile (50th, 
85th, 95th), or key driver groups that may be of concern (by 
age, condition, etc.). Also, it should include the appropriate 
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formulas for combining the basic characteristics to derive other 
key quantities, such as legibility distance, decision sight dis­
tance, and so forth. 

Such a section would achieve several important goals. First, 
it would provide a clear set of consensus criteria for use in 
evaluating the adequacy of standards for devices. Second, it 
would allow the adequacy of devices to be periodically re­
viewed as changes occur in the vehicle fleet, roadway features, 
or the knowledge and assumptions about driver performance. 
Third, it would permit well-defined performance-based stan­
dards. It would permit standards such as, "the sign should have 
a minimum decision sight distance of X," rather than specify­
ing some single size to cover possibly quite different situations. 

FILE MANAGEMENT SYSTEM 

In addition to identifying areas in which the need for additional 
research was great, a second goal of this study was to make the 
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MUTCD accessible for review through a computerized com­
prehensive file management system. To maintain and update 
the information that was compiled for the MUTCD evaluation, 
a file management system was developed. The filing system 
contains (a) all the information obtained during the research of 
the selected standards, (b) a historical review of the selected 
standards, and (c) the 1978 MUTCD and requests for changes. 
The system was developed using a microcomputer that stores 
all the MUTCD information and allows the user to make 
changes to the data base. 

The MUTCD File Management System (PMS) is a menu­
driven search and maintenance program created in dBASE ID 
(registered and copyrighted by Ashton-Tate). The system al­
lows the user to access any of the created files using the 
standard identification number or a specific keyword A unique 
numbering system to find information pertaining to a given 
standard facilitates searches. The numbering system in the 
1978 MUTCD was reformatted to a system that would work in 
the PMS. For example, MUTCD standards 11-B-5, ID-A-3, and 
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VI-D-1 would be 2B#5, 3A#3, and 6D#l, respectively, in the 
FMS. The system is set up so that the user can locate informa­
tion for a particular standard, search for information pertaining 
to a particular topic, update the data base, or add new informa­
tion to the data base. The following is a description of the 
functions and screens available in the FMS for MUTCD re­
trieval or maintenance, or both. Figure 3 is a flow chart of the 
FMS that helps the reader understand the hierarchy of screen 
retrieval and access. 

When the user logs on to the FMS, the main menu appears 
and prompts the user for the type of function to perform. The 
user can specify four options at this point: 

• Data base selection-prompts the user for the data base to 
be manipulated (i.e., manual sections, research basis, change 
requests, historical summary, research abstracts). 

• Search option-determines if data base manipulation will 
be performed using the unique numbering system or by key­
words related to a given standard. 

• Maintenance-performs various manipulations on the 
data base selected. 

• Search data base-performs a search on the data base 
selected using the search option selected. 

The data base selection and search option set up pointers 
within the FMS so that the maintenance and search data base 
options can be performed. In addition to these four options, at 
this point the user can exit the FMS. 

Three of the five data bases available for manipulation only 
contain information pertaining to the 90 standards addressed 
during this MUTCD standards evaluation. These data bases are 
research basis, historical summary, and research abstracts. Re­
search basis is a review of located research that has been 
completed for the 90 standards. Historical summary is a man­
ual-by-manual history of the 90 standards starting with the 
1927 MUTCD where applicable. Research abstracts are the 
pertinent research reports found for the 90 selected standards. 
A typical abstract contains the title, author, and location of a 
research report followed by a brief description of the major 
points in the research. These three data bases can be added to as 
research is completed for those standards outside of the 90 
already evaluated. This is performed in the maintenance option. 

The manual section data base is the 1978 MUTCD. The 
·change requests data base is a summary of all proposed 
changes to the 1978 MUTCD. Modification to these data bases 
is also performed in the maintenance option. 

The maintenance option provides the user with five functions 
to manipulate the FMS. The user can change or delete existing 
information or add new information to the FMS. Specific 
functions for this option include 

• Add. Adds new information to current data base selection. 
• Delete/copy. Deletes existing information from the se­

lected data base, or copies that information onto a work file 
outside of the FMS. 

• Edit. Edits the keyword or subject fields for existing stan­
dards; these fields are referenced when the keyword search 
option is specified at the main menu. 

• Global. Edits all records with missing keyword or subject 
fields. 
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• Validate. Updates the master file with any changes the user 
may have made during the maintenance option. 

The search data base option will display all information in 
the FMS in the selected data base using the search option 
specified. For example, if the user performed a keyword search 
on the word "stop," the FMS will display all standards with the 
word stop used as a reference in the keyword or subject fields. 
At this point the user can flag individual standards and view the 
research that has been completed for that standard as well as 
the abstracts pertaining to the standard. New or additional 
research findings can be entered into the search data base 
option. 

The MUTCD File Management System is an easy system to 
use because of its convenient menu-driven format. Its value is 
maximized if it continually is used to update changes that occur 
to the existing 1978 MUTCD. The groundwork has been laid to 
facilitate the easy access of research and information related to 
the MUTCD. If the FMS is completed for the entire manual, it 
would provide a comprehensive reference for information per­
taining to uniformity of traffic control devices. 

CONCLUSION 

Described in this paper is a project whose primary objectives 
were to locate areas of research need and establish a file 
management system for the Manual on Uniform Traffic Control 
Devices (1 ). 

Admittedly, the basis for most of the standards was not 
located. Whether developed through research, in committee 
meetings, or over lunch, the origin of most of the standards, 
with several exceptions, is not certain. The research adequacy 
of selected MUTCD standards nevertheless has been investi­
gated and reviewed. An evaluation of the traffic control device 
warrants needing further study has been completed and recom­
mendations have been made. In addition, the MUTCD has been 
systematically placed in a data base management software 
package to facilitate review. 

The review of research has highlighted areas in which future 
studies are needed. Significant among these is the need for 
examination of the aging driver and design driver issues. 

With its manual, research, historical, change, requests, and 
abstract components, the PC-based file management software 
allows the user to easily locate information related to traffic 
control devices. With the keyword and standard search options, 
key terms and warrants are found with a few simple keyboard 
strokes. 

Of equal significance, this project has provided a model for 
future MUTCD studies. The groundwork has been laid to 
facilitate subsequent investigations related to the manual and to 
allow for easy access of related research. 

Of critical importance is that the process developed to iden­
tify research needs regarding the MUTCD and the file manage­
ment system developed to organize information are both used. 
It is important that all research related to traffic control devices 
completed from this time forward be added to the FMS so that, 
in the future, the bases of individual standards can be estab­
lished. Furthermore, the basic research needs identified, such as 
the development of design driver criteria, should be addressed 
in future research and future modifications to the MUTCD. 
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Finally, it was impossible to research the basis of all 
MUTCD standards; therefore, further efforts should be made to 
determine the basis of standards not addressed by this research. 
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Evaluation of Wide Edgelines 
J. W. HALL 

In many states, single-vehicle run-off-the-road (ROR) acci­
dents constitute one of the most significant traffic accident 
problems. Described In this paper Is a study of the effectiveness 
of one potentially useful countermeasure-the application of 
8-in. wide edgelines. The critical rate technique was used to 
identify approximately 530 ml of rural two-lane highway with 
unusually high ROR accident rates. In 1984, 100 of these miles 
were treated with wide edgellnes, and the following year, an 
additional 76 mi were marked. The remaining mileage was 
used for comparison purposes. The accident experience on the 
treatment and comparison sections was monitored after the 
application of this countermeasure. From the research It is 
concluded that wide edgelines do not have a significant effect 
on the incidence of ROR accidents. In addition, this treatment 
does not have a significant effect on the rate of ROR accidents 
at night or on curves, or on accidents involving the opposing 
flow of traffic. It is recommended that this treatment be discon­
tinued on rural highways In New Mexico. 

On a nationwide basis, single-vehicle run-off-the-road (ROR) 
accidents account for approximately 38 percent of all highway 
fatalities (1). The two predominant collision types within this 
set of accidents are overturning and impacts with fixed objects. 
Total statistics for New Mexico are similar, with single-vehicle 
ROR accidents responsible for 41 percent of the highway fa­
talities (2 ); however, because of the relatively clear roadsides in 
the state, a greater proportion of the ROR accidents involve 
overturning (3). Clearly, the consequences of a vehicle depart­
ing from the traveled way are a function of roadside charac­
teristics, specifically the presence of obstacles and the nature of 
roadside slopes. 

For the past two decades, the technical literature and federal 
standards have promoted the use of forgiving roadside designs 
(4, 5). These designs, characterized by flat side slopes, removal 
of unnecessary fixed objects, and the use of attenuators and 
breakaway supports, have been used extensively on freeways 
and some rural highways. In response to the increased em­
phasis on highway safety in the 1960s, annual highway fa­
talities have decreased by nearly 20 percent, and the fatality 
rate per 100 MVM has dropped by 50 percent (6). These 
dramatic improvements can be attributed to numerous pro­
grams affecting the highway, the vehicle, and the road user. 
During this same time period, fatal ROR accidents have also 
decreased. However, the improvement in this area has not been 
as great as that cited for all fatal accidents noted above; and, in 
fact, there is evidence that after all the effort devoted to clear 
roadsides, fatal ROR accidents now constitute a larger share of 
all fatal accidents than they did 20 years ago (1). 

During the past decade, a number of studies have suggested 
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some reasons for this unexpected result. There is, for example, 
a growing body of knowledge indicating that certain fixed 
objects formerly believed to be "safe" are actually hazardous 
under some impact conditions (7, 8). Occupants of small vehi­
cles are vulnerable in impacts with certain barriers and with 
breakaway objects that post little problem for occupants of 
larger size passenger cars (9 ). In addition, there is evidence that 
the 3:1 front slope criteria often cited as the warrant for longitu­
dinal barrier installation may be too steep (JO). Collectively, the 
results of these studies indicate there is still a lot to be learned 
about roadside safety. 

A second set of studies has established that roadway geo­
metrics contribute to ROR accidents (11, 12). Specifically, loca­
tions with adverse alignment, including sharp curves to the left, 
downgrades, and inadequate superelevation, all have unusually 
high accident experience. Although this result is not par­
ticularly surprising, the concept of using adverse roadway 
design characteristics as criteria for selecting sites for roadside 
safety improvements has not become widely accepted. As a 
result, agencies may sometimes devote resources to providing 
clear, flat roadsides at locations where vehicle departure from 
the road is comparatively unlikely. 

There are basically two approaches to reducing the problem 
of run-off-the-road accidents. One approach is to provide a 
safe, traversable roadside that permits an errant motorist to 
regain control of the vehicle. This approach has the effect of 
reducing the severity of these incidents. Logic would suggest 
that, if all other factors are equal, the nature of the roadside 
should not affect the frequency of roadside encroachments, 
although one recent study suggests this may not be true (13). 
An alternative approach is to improve the roadway to reduce 
the incidence of vehicle encroachment. Roadway realignment, 
shoulder widening, and the removal of edge dropoffs are some 
potential improvements in this regard. This approach may 
potentially reduce the frequency of these incidents. The relative 
cost-effectiveness of these two approaches obviously depends 
on the physical characteristics of the particular site. 

The engineering community is committed to providing safe 
and forgiving highway designs. However, the cost of imple­
menting roadway or roadside improvements on the extensive 
system of existing highways is an expensive proposition. In 
response to this situation, most states have developed schemes 
for assigning a priority to locations for improvement (6). These 
techniques, which typically rely on previous accident experi­
ence, can help optimize the expenditure of limited funds avail­
able for remedial action. In many but not all cases the con­
struction of new facilities can incorporate the appropriate 
safety features with little additional cost. As a practical matter, 
however, comparatively few miles of new highway are being 
constructed 

A number of states have experimented with other methods to 
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reduce ROR accident frequency. A 1982 survey of state high­
way departments revealed a strong preference for the use of 
relatively inexpensive treat..-nents such as chevron signs, delin­
eators, and other traffic control devices (14). These counter­
measures can have a positive effect on a reasonably attentive 
driver, although they cannot eliminate all the factors that con­
tribute to crash occurrence. Furthermore, this same survey 
revealed that few agencies had actually evaluated the effective­
ness of these economical treatments. 

Pavement markings constitute one class of countermeasures 
that has been evaluated in a number of studies (15). The 
effectiveness of pavement markings appears to derive from 
several factors, including their ability to delineate a travel path, 
their placement on the roadway where the driver's attention is 
focused, and their relatively simple message. They also have 
several drawbacks, including deterioration as a result of traffic 
and environmental conditions, lower visibility on wet pave­
ments, and blockage by snow and dirt. The commonly used 
treatments with relevance to ROR accidents are centerlines and 
edgelines. Although the results of studies of the effectiveness 
of pavement markings are not entirely consistent, the available 
data suggest that they have a small but positive effect on driver 
behavior. 

The basic provisions of the Manual on Uniform Traffic 
Control Devices (MUTCD) with regard to markings on main 
rural highways (16) are fairly straightforward. Centerlines are 
yellow, edgelines are white, and both must be refiectorized. 
Normal line widths are 4 to 6 in. Rural two-lane highways with 
adequate width and speeds greater than 35 mph should have 
centerlines, whereas the application of edgelines under these 
conditions is at the discretion of the engineer. The desirability 
of edgelines is indicated by the requirement for their installa­
tion on rural, multilane divided highways, including Interstate 
highways. 

In recent years, several sources have reported that wider 
edgelines, typically 8 in. can have an even greater benefit. The 
installation of these edgelines is certainly consistent with the 
provisions of the MUTCD. One study (17) found that wide 
edgelines, as opposed to 4-in. edgelines or no edgelines, caused 
drivers to assume a more central position in their lane and 
reduced the incidence of both centerline and edgeline en­
croachments. The researchers observed this improvement for 
normal drivers as well as for a set of drivers impaired with 
blood alcohol levels of 0.05 to 0.08 percent. Although these 
results are certainly encouraging, their relationship to accident 
experience has not been established. The data suggest that the 
use of wide edgelines reduces the potential for both ROR and 
sideswipe accidents, but the actual verification of this hypoth­
esis requires an alternative study design. 

In a previous study (18), a procedure for the identification of 
roadway sections with unusually high ROR accidents was 
developed and applied to New Mexico's rural, non-Interstate 
highways. This procedure, described in more detail in the next 
section, led to the selection of sites warranting further study for 
possible remedial action. In light of the previous discussion, the 
application of wide edgelines was a good candidate treatment. 
The New Mexico State Highway Department painted 19 sec­
tions of road, a total length of 100 mi, in June 1984. The 
following year, New Mexico's infonnal program was expanded 
and modified to make it part of an FHWA study. 
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STUDY PROCEDURE 

As discussed earlier, there is some evidence that the use of 8-in. 
edgelines, as opposed to 4-in. edgelines or no edgelines, can 
have a positive effect on vehicle tracking patterns. Previous 
research (17) revealed that these changes were near the bor­
derline of statistical significance. The question of greater im­
portance to traffic engineers is whether these minor alterations 
in driver behavior will produce a significant change in the 
associated accident experience. The study plan developed in 
this research to resolve this issue consisted of the following 
steps: 

1. Identify sections of road with high ROR accident experi­
ence. 

2. Paint 8-in. edgelines on some of the sections identified in 
Step 1 while the remainder were painted normally and used as 
comparison sites. 

3. Monitor the after accident experience of the treatment 
and comparison sites. 

4. Conduct appropriate statistical analyses to determine if 
any significant reduction in accidents occurred because of the 
treatment. 

Site Identification 

It must be noted from the outset that this project was attempting 
to detennine if wide edgelines reduce accident frequency by a 
significant (in the statistical sense) and meaningful amount. 
Clearly this treatment would not have an effect on the severity 
of the accidents that do occur. It is, of course, quite possible 
that the treatment has no effect, and it is even conceivable that 
the net effect is detrimental. For example, the wide edgelines 
could cause motorists to drive closer to the centerline, thus 
increasing the incidence of opposite-direction sideswipe acci­
dents. In any case, the best opportunity to examine their effec­
tiveness is on sections of road that are experiencing unusually 
high rates of ROR accidents. 

Other researchers (19) have described the use of the rate­
quality control technique for identifying abnormal roadway 
sections. This technique compares the accident rates on indi­
vidual sections of roadway to the systemwide average, and 
detects sections with rates that are significantly above statis­
tically expected values. The approach also considers various 
levels of exposure on the different sections. The formula for 
calculating a road section's critical ROR accident rate (RC) at 
the 5 percent level of significance is given by 

RC = RA + 1.645../RA!m + 0.5/m 

where RA is the systemwide accident rate and m is the vehicle 
miles of travel on the particular section. 

The critical rate is obviously greater than the systemwide 
accident rate. It decreases with increasing travel on the individ­
ual study sections. If the travel and the ROR accident experi­
ence on a section are known, the actual section rate can be 
calculated and compared with its critical rate. Within the lim­
itations imposed by the quality of the traffic accident and travel 
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data, sections on which the actual rate exceeds the calculated 
critical rate are said to be hazardous at the 5 percent level of 
significance. 

This identification process can be implemented in a fairly 
straightforward manner once a few details are clarified. The 
selection of roadway sections for analysis is obviously a basic 
need. In cooperation with the New Mexico State Highway 
Department (NMSHD), it was decided to limit the study to 
rural non-Interstate portions of the federal-aid primary (FAP) 
and secondary (FAS) systems. The highway department main­
tains a roadway inventory, which subdivides these roadways 
into sections of variable length based on the original con­
struction contracts, certain jurisdiction boundaries, major inter­
sections, and other selected physical features. These sections 
vary in length from several hundred feet to 20 mi, but are 
reasonably homogeneous and have a constant design speed 
through each section. The inventory includes information on 
the length and average daily traffic (ADT) of the sections in a 
format suitable for computer processing. 

The initial step in the analysis was to calculate the average 
ROR accident rate for the rural FAP and FAS road systems. 
The average accident rates, given by the sum of all rural ROR 
accidents for the 3-year period 1981 to 1983 divided by the 
travel on these systems, were 0.58/MVM and 0.96/MVM for 
the primary and secondary systems, respectively. Other charac­
teristics of these roadway systems are given in the following 
table: 

System length (mi) 
ADT range vehicles per day (vpd) 
Average ADT (vpd) 
Daily travel (mvm) 
ROR accidents per mile per year 

FAP FAS 

3,280 
120-19,800 
2,890 
6.65 
0.43 

3,776 
7-12,200 
1,110 
2.58 
0.24 

It was previously mentioned that New Mexico has a high 
incidence of single-vehicle ROR accidents. However, when 
1-mi-long rural segments of these systems are examined for a 
1-year period, 75 percent do not experience an accident of this 
type. Even during the 3-year study period 1981 to 1983, one­
half of the 1-mi-long segments did not experience a single­
vehicle ROR accident. In other words, on a statewide basis 
these events are relatively common, but their occurrence on 
individual short sections is infrequent. 

The second step in the analysis involved the selection of 
roadway sections for use in the study. A computer program was 
developed to process the roadway inventory data and to com­
bine adjacent sections with similar design characteristics and 
traffic volumes. When the traffic volume on one section was 
within 100 vpd of the volume on the following section, the two 
were combined and the vehicle miles of travel on the new, 
longer section was calculated. This process yielded 933 sepa­
rate roadway sections (494 on the FAP and 439 on the FAS). 
The individual sections created by this technique ranged in 
length from less than 1 mi to more than 30 mi. 

The next step in the analysis was the development of a 
computer program for the calculation of the critical rate on 
each of these sections. The program searched the 1981 to 1983 
files for single-vehicle ROR accidents that occurred on the 933 
rural sections and kept a running account of the number of 
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these accidents for each section. The data were then merged 
with the inventory information to calculate the actual and 
critical rates for each section. In the case of the FAP system, the 
critical rate is given by 

RC = 0.58 + 1.645.J0.58/m + 0.5/m 

This calculation was performed for each of the 494 FAP sec­
tions by using the appropriate vehicle miles of travel (m) for the 
3-year period. The calculated critical rate was compared with 
the actual rate on each section, and the program identified 61 
sections where the observed ROR accident rate for the study 
period exceeded the critical rate. Similar calculations for the 
FAS, using RA = 0.96, identified 89 sections on this system that 
were critical at the 5 percent level of significance. The finding 
that 150 sections (16 percent of all sections) were critical was 
unexpected. There are, however, two explanations for this 
situation: 

1. These accidents are not uniformly distributed on the road­
way system. As a result, during the 3-year study period many 
sections had no ROR accidents whereas others had substan­
tially above average accident experience. 

2. A number of the critical sections identified by this tech­
nique are quite short ( <0.5 mi) where the occurrence of one or 
two accidents was sufficient to classify the section as critical. If 
problems exist on these sections, they could probably be more 
effectively treated with spot improvements rather than edge­
lines. 

Critical Site Characteristics 

The 150 sections identified in this process account for 15 
percent of the vehicle miles of travel on rural FAP and FAS 
roadways and nearly 22 percent of the mileage on these sys­
tems. However, for this 3-year period, they experienced 37 
percent of all the single-vehicle ROR accidents on these road­
way systems. In other words, they are substantially more haz­
ardous than typical sections of rural highway. As such, they 
may constitute good candidates for treatment with wide edge­
lines. This set of sites was reviewed with the NMSHD, and 
some additional criteria were established for the selection of 
the actual treatment sites. First, the sections selected for treat­
ment were restricted to lengths of approximately 3 to 8 mi; this 
restriction was intended to facilitate the actual painting of 8-in. 
edgelines. Second, treatment sections were required to have at 
least 10 accidents during the preceding 3 years; this constraint 
eliminated a couple of apparently critical sections for which the 
miscoding of a single accident location would have changed 
the section from critical to noncritical. In addition, sections on 
multilane highways and sections where reconstruction activity 
was planned were dropped from the list of potential treatment 
sites. 

The output from the application of the techniques outlined in 
the preceding paragraph was a set of 19 treatment sites (10 on 
the FAP and 9 on the FAS). The characteristics of these sites for 
1981 to 1983 are summarized in the following table: 
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Section length (mi) 
Total ROR accidents 
Daily travel (vm) 
Accident rate 
ROR accidents per mile per year 

FAP FAS 

54.71 
230 
134,700 
1.56 
1.40 

46.41 
118 
45,800 
2.35 
0.85 

These approximately 101 mi of rural FAP and FAS clearly have 
single-vehicle ROR accident experience that is substantially 
above their systemwide averages. These 19 sections were 
painted with 8-in.-wide edgelines in June 1984. The other 
sections that were identified by the application of the critical 
technique constituted the comparison sites. 

The original study plan called for monitoring the accident 
experience at the treatment and comparison sites for a period of 
18 months, and then conducting an analysis to determine if a 
significant change had occurred at the treatment locations. The 
justification for using comparison sites is discussed in the 
original report (20) describing this study. The purpose of the 
comparison sites is twofold: to account for other changes in the 
highway transportation system that may contribute to crash 
reduction, and to account for regression-to-the-mean. In the 
more traditional but less reliable before-and-after study without 
comparison sites, any change in the accident experience after 
the site is treated is attributed to the engineering treatment. This 
simple approach overlooks the contribution of changes in other 
relevant factors in the highway transportation system, such as 
increased enforcement, new vehicle designs, changes in driver 
behavior, and so forth. In addition, several studies (21) describe 
the problem of regression-to-the-mean and its effect on acci­
dent studies. It can be demonstrated that, on the average, a 
group of sites with unusually high accident experience during 
one time period will tend to have lower accident experience in 
a subsequent period. Because locations are often chosen for 
treatment because of their high accident experience, it becomes 
difficult to separate the true effect of the treatment from the 
effect of regression-to-the-mean. However, with the use of 
comparison sites, which were also chosen because of their high 
accident experience, the analyst has a better opportunity to 
identify the true effect of the treatment. Specifically, the com­
parison sites would be expected to improve in the after period; 
thus the effectiveness of the wide edgeline should be a function 
of the difference between the changes at the treatment and 
comparison sites. 

In the fall of 1984, the federal government expressed an 
interest in the effectiveness of this countermeasure. The 
NMSHD agreed to participate in the FHWA project by includ­
ing data from its original study sites and by identifying and 
treating an additional 100 mi of roadway. The additional set of 
treatment sites were identified by using accident data from 1982 
to 1984 and the critical rate technique. Some of these sections 
were in the set of comparison sites based on the 1981 to 1983 
data, whereas others were not critical during the previous time 
period. This new set of treatment sites consisted of 14 sections 
(5 on the FAP and 9 on the FAS) with the mileage evenly 
divided between the two systems. The NMSHD field crews 
subsequently determined that two of these sections, with a total 
length of 24 mi, were not suitable for treatment with 8-in. 
edgelines; the remaining 76 mi were painted in July 1985. 
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By the end of 1985, there were three single-vehicle ROR 
accident data sets relevant to the study of wide edgelines; 

1. Data for 19 sections of road with a total length of 101 mi 
marked in June 1984. This data set consisted of before data for 
a 41-month period before the treatment and a 17-month period 
after the treatment. 

2. Data for 12 sections of road with a length of 76 mi. 
Eleven of these sections were painted in July 1985, and the 
remaining section was marked in October. Accident data were 
available for a 52-month before period, and with the one 
exception, for a 5-month after period. 

3. Accident data for a set of comparison sites for the 5-year 
period 1981 to 1985. To facilitate the analysis, all accidents in 
June 1984 and July 1985, the two months that treatment sec­
tions were painted with wide edgelines, were dropped from the 
analysis. It was subsequently shown that the accident experi­
ence during these two months was virtually the same as the 
monthly average for the 5-year period. 

In actuality, the traffic accident data for the preceding year do 
not become available on January 1 of the following year. It 
takes time for the accident reports to be assembled, checked 
and coded, and entered into the computer system. For a number 
of reasons, this process took a little longer than usual for the 
1985 accident data, and a reasonably complete file was not 
available until April 1986. At this time, new computer pro­
grams were developed to compare the before and after accident 
data. The statistical testing mentioned in succeeding sections 
was conducted using contingency tables at the 5 percent signifi­
cance level. 

Analysis of All ROR Accidents 

The first analysis evaluated the June 1984 treatment sites and 
the comparison sites, data sets 1 and 3 as previously identified. 
The results are given in the following table: 

FAP FAS 

Trealment Sites 10 9 
Before ROR accidents 246 136 
Before accident rate 1.37 2.25 
After ROR accidents 74 69 
After accident rate 0.99 2.74 

Comparison Sites 16 22 
Before ROR accidents 467 461 
Before accident rate 1.22 2.26 
After ROR accidents 150 175 
After accident rate 0.95 2.07 

The overall accident rate for both FAP and FAS treatment sites 
decreased from 1.59/MVM to 1.43/MVM, a decrease of 10 
percent. During the same time, the accident rate at the FAP and 
FAS comparison sites dropped from 1.59/MVM to 1.34/MVM, 
a decrease of 16 percent. The latter decrease was expected due 
to the aforementioned principle of regression-to-the-mean. If 
the treatment were truly effective, it would be expected that the 
decrease at the treatment sites would be even larger. However, 
this is not the case for this set of study sites. 
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Only 5 months of after data are available for the sites painted 
in July 1985. The four FAP sites experienced an increase in the 
accident rate from 1.03/MVM to 1.26/MVM, a change that 
appears to be insignificant based on the small after sample size. 
The ROR accident rate at the eight FAS sites dropped from 
1.51/MVM to 0.98/MVM. The overall ROR accident rate at 
these 12 sites decreased from 1.32/MVM in the before period to 
1.09/MVM in the after period. During these same analysis 
periods, the comparison site rate dropped from 1.16/MVM to 
0.96/MVM on the FAP, from 2.27 /MVM to 1.56/MVM on the 
FAS, and from 1.54/MVM to 1.17/MVM for both systems 
combined. In other words, the overall accident rate at the 
treatment sites decreased by 17 percent while the rate at the 
comparison sites decreased by 24 percent. These numbers 
should be viewed with caution, however, because the treatment 
accident rates for the after period are based on very small 
samples (11 accidents on the FAP and 13 accidents on the FAS). 

Nighttime and Curve Accidents 

The tentative conclusion at this point in the analysis is that the 
sites treated with the wide edgelines did experience a reduction 
in single-vehicle ROR accident rates, but the reduction was less 
than that experienced at a similar set of hazardous comparison 
sites. It has also been hypothesized that the placement of wide 
edgelines may have an effect on certain types of accidents, 
specifically those occurring at night or on curves. To test this 
theory, data sets 1 and 3, as previously described, were sub­
divided into the following groups: 

• Daytime versus nighttime accidents, and 
• Accidents on straight roads versus curves. 

Obviously, breaking the data sets into these categories further 
decreases the sample size available for the analysis. In addition, 
reliable exposure data do not exist for the amount of travel at 
night or on curves. Such values would clearly depend on the 
design characteristics of the road and the nature of the sur­
rounding environment. These characteristics probably vary 
among the individual study sections, although there is no evi­
dence to suggest that they differ systematically between the 
treatment and comparison sites. Because the intent of this 
analysis is to determine the relative effect of this treatment at 
night and on curves, it is not essential that precise travel figures 
be used in the rate calculations. Previous research (10) on 
single-vehicle overturning accidents in New Mexico suggests 
that for the rural highways examined in this study, about 20 
percent of the travel may occur during the hours of darkness, 
whereas 15 percent occurs on curves. These factors were used 
in calculating the following single-vehicle ROR accident rates, 
but it is emphasized that the resultant values must be consid­
ered rough estimates. 

The results of the nighttime and curve analyses are sum­
marized in Table 1. At the treatment sites, 57 percent of the 
ROR accidents in the before period occurred at night, whereas 
in the after period, the value dropped to 48 percent. The 
corresponding figures for the comparison sites are 49 and 46 
percent. The average nighttime accident rate decreased by 31 
percent at the FAP treatment sites and by 41 percent at the FAP 
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TABLE 1 SINGLE VEHICLE ROR ACCIDENTS 

PAP FAS Both 

Day versus Night 

Treatment, daytime 10 9 19 
Before ROR accidents 110 54 164 
Before accident rate 0.76 1.11 0.85 
After ROR accidents 35 39 74 
After accident rate 0.59 1.94 0.93 

Comparison, daytime 16 22 38 
Before ROR accidents 235 234 469 
Before accident rate 0.77 1.44 1.00 
After ROR accidents 93 84 177 
After accident rate 0.73 1.24 0.91 

Treatment, nighttime 
Before ROR accidents 136 82 218 
Before accident rate 3.78 6.77 4.53 
After ROR accidents 39 30 69 
After accident rate 2.61 5.96 3.45 

Comparison, nighttime 
459 Before ROR accidents 232 227 

Before accident rate 3.04 5.57 3.92 
After ROR accidents 57 91 148 
After accident rate 1.80 5.38 3.04 

Curve versus Straight 

Treatment, straight 
Before ROR accidents 101 39 140 
Before accident rate 0.66 0.76 0.68 
After ROR accidents 37 14 51 
After accident rate 0.58 0.65 0.60 

Comparison, straight 
Before ROR accidents 256 169 425 
Before accident rate 0.79 0.98 0.85 
After ROR accidents 91 56 146 
After accident rate 0.68 0.78 0.71 

Treatment, curve 
Before ROR accidents 145 97 242 
Before accident rate 5.37 10.68 6.71 
After ROR accidents 37 55 92 
After accident rate 3.30 14.57 6.14 

Comparison, curve 
Before ROR accidents 211 292 503 
Before accident rate 3.69 9.56 5.73 
After ROR accidents 59 119 178 
After accident rate 2.48 9.37 4.88 

comparison sites. The reductions for both types of sites were 
considerably smaller on the FAS system. Except for the FAS 
comparison sites, the reduction in nighttime accident rates is 
greater than the reduction in daytime accident rates. However, 
the data do not support the contention that wide edgelines 
produce a significant reduction in nighttime ROR accident 
rates. 

The most striking characteristic of the analysis based on 
roadway curvature is the large percentage of single-vehicle 
ROR accidents that occur on curves. (With respect to this 
variable, it should be noted that the decision of whether a 
roadway is straight or curved is a judgment made by the 
investigating officer; it is quite possible that different officers 
might classify the same site differently.) During the before 
period, 63 percent of these accidents at the treatment sites and 
54 percent at the comparison sites occurred on curves. At both 
types of sites, the percentages were about 8 percent higher on 
the FAS system. These percentages are higher than those found 
in previous studies (3, 10) in New Mexico. In the after period, 
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the ROR accident rates decreased on curves on the FAP system 
(by 39 percent at the treatment sites and 33 percent at the 
comparison sites), while increasing by 36 percent at the FAS 
treatment sites. Overall, there was an 8 percent reduction in 
curve accident rates at the treatment sites, and a 15 percent 
reduction at the comparison sites. 

Opposite-Direction Collisions 

It has also been suggested that the application of wide edge­
lines may have an effect on the frequency of two-vehicle 
opposite-direction (OD) accidents. On the positive side, it 
could be argued that the treatment provides the driver with 
good guidance information that is especially valuable when he 
is partially blinded by the headlights of an oncoming vehicle. It 
is possible that drivers may shy away from a wide edgeline, 
thus moving them closer to vehicles traveling in the opposite 
direction. As a practical matter, both of these situations may 
occur, with the result that the net effect on accidents is small. In 
an attempt to evaluate this situation, a data file consisting of all 
the opposite-direction, head-on, and sideswipe collisions at the 
treatment and comparison sites was created and analyzed. It 
must be emphasized that the study sites were not initially 
chosen because of their incidence of opposite-direction 
crashes; in fact, if this criterion had been used in the site 
selection, a somewhat different set of critical sites would have 
been chosen. In addition, opposite-direction accidents are rela­
tively uncommon, .with the result that their frequency at the 
study sites is only about 20 percent that of single-vehicle ROR 
crashes. The before and after comparison of opposite-direction 
crashes for the locations painted in June 1984 is given in Table 
2. 

TABLE2 OPPOSITE-DIRECTION ACCIDENTS 

FAP FAS Both 

Treatment sites 10 9 19 
Before OD accidents 43 30 73 
Before accident rate 0.24 0.50 0.30 
After OD accidents 16 19 35 
After accident rate 0.21 0.76 0.35 

Comparison sites 16 22 38 
Before OD accidents 69 65 134 
Before accident rate 0.18 0.32 0.23 
After OD accidents 34 36 70 
After accident rate 0.21 0.43 0.29 

With the exception of the FAP treatment sites, the opposite­
direction accident rate increased in the after period. The aver­
age increase for the treatment sites was 17 percent, whereas for 
the comparison sites, it was 26 percent. Using contingency 
table techniques, it was shown that there is no significant 
difference in the change of frequency of opposite-direction 
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collisions at the treatment and comparison sites. The opposite­
direction accident rate also decreased at the sites marked in 
July 1985, but the sample size was too small for meaningful 
analysis. 

Achievement of "Safety" at No Cost 

In general, ROR accident rates decreased at the treatment sites, 
but decreases of similar or greater magnitude were observed at 
the comparison sites. If comparison sites, which are needed to 
ensure reliable analyses (22), had not been used, an unwary 
analyst might have concluded that the observed reduction in 
accident experience at the treatment sites was significant The 
question should then be asked, What caused the reduction in 
accident rates at those sites that were not improved? 

From 1981 to 1985, New Mexico's accident reporting thresh­
old remained constant. The site selection process carefully 
eliminated sections of road that had or would experience con­
struction activity during the study period. In response to vehi­
cle safety standards, the overall safety of the vehicle fleet 
probably improved by a minor amount. There is no indication 
that enforcement activity or driver behavior changed between 
the before and after periods. During the 5-year study period, the 
accident experience on New Mexico's rural highways de­
creased slightly. Other than the painting of wide edgelines, 
conditions at the treatment and comparison sites were essen­
tially unchanged, or were subject to minor changes that occur 
over time. 

Although portions of the highway safety community are 
reluctant to accept the fact, it can be shown (21) that a set of 
locations selected for their high accident experience during one 
time period will, on the average, improve during a subsequent 
time period. This principle of regression-to-the-mean is not 
intuitive, but it can be easily demonstrated In the initial plan­
ning for this study (20), New Mexico's rural road system was 
divided into 7,920 1-rni segments, with termini established by 
rnilelog. The ROR accidents on these roads from 1980 to 1982 
were assigned to the appropriate 1-rni segments, and the num­
ber of segments with 0, 0.33, and 0.67 accidents per year was 
determined. The 1983 accident experience on these sections, 
few of which were improved, was also determined. For exam­
ple, the 94 segments that averaged 2.0 accidents per year in 
1980 and 1982 had the following accident experience in 1983: 

ROR accidents, 1983 
Number of segments 

0 1 2 3 4 5 
31 36 17 3 b 1 

The data show that 67 of the segments improved while 10 got 
worse. The average ROR accident experience on the 94 seg­
ments changed from 2.0 to 1.15, a 42 percent decrease. A 
similar trend was observed for all groups of roadway sections 
that had ROR accidents in the before period. On the other hand, 
the rather large group of segments with zero accidents in 
1980-1982 experienced an increase; the result is expected be­
cause they could not have gotten any "safer." This same 
phenomenon is affecting the treatment and comparison sites 
selected for the wide edgeline study because of their unusually 
high accident experience. 
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CONCLUSIONS AND RECOMMENDATIONS 

This study has monitored the accident experience of approx­
imately 530 mi of rural two-lane FAP and FAS highways in 
New Mexico. These roadway sections were selected for study 
because of their unusually high rates of single-vehicle run-off­
the-road accidents. In June 1984, 100 of these miles were 
marked with 8-in.-wide edgelines, and in July 1985, an addi­
tional 76 mi were marked. The remaining 353 mi were main­
tained in their normal manner and were used in this study as 
comparison sites. During the 5-year study period, more than 
2,100 ROR accidents occurred on these sections. 

The data indicate that the accident rate decreased by 28 
percent at the FAP treatment sites and increased by 22 percent 
at the FAS treatment sites; the overall change was a -10 
percent. During this same period, the comparison site rate 
decreased by 24 percent on the FAP and increased by 8 percent 
on the FAS, for an overall change of -16 percent. Clearly, the 
treatment sites did not perform any better than the comparison 
sites. At the sites marked in July 1985, the after accident rate 
increased at the FAP sites and decreased at the FAS sites, 
resulting in an overall decrease of 17 percent. The overall 
change in accident rate for the same time periods at the com­
parison sites was -24 percent. Even though the sample sizes are 
smaller in this latter case, the results are the same. 

The single-vehicle ROR accident data were subdivided into 
day and night and curve and straight categories, and re­
analyzed. The overall reduction in accident rates at night and 
on curves was similar for the treatment and comparison sites. 
There is no basis for concluding that the application of wide 
edgelines provides a benefit under conditions of darkness or 
curvature. The extended roadway sections treated in this proj­
ect included both curves and tangents. It could be argued that 
the application of wide edgelines only in the vicinity of curves, 
while retaining standard edgelines on tangents, would be an 
effective spot improvement. A previous survey (14) found, 
however, that engineers believe that other treatments, including 
chevrons, delineators, and other warning signs, are more effec­
tive than markings for spot improvements at curves. 

Finally, the incidence of opposite-direction collisions was 
examined. The treatment and comparison sites were not chosen 
initially because of the high rates of these accidents; in fact the 
rate of these collisions was only about 20 percent of the ROR 
rate. The overall opposite-direction crash rate increased at both 
the treatment and comparison sites. However, statistical testing 
showed that there was not a significant difference between the 
two types of sites. 

The evaluation of the sites treated in July 1985 was ham­
pered by the small sample sizes in the after period. When the 
1986 accident data become available, they will be used to 
complete the analysis. 

A previous study (17) suggests that wide edgelines improve 
the tracking behavior of motorists. However, there is no evi­
dence from the current study that this improvement translates 
into a reduction in any of the accident types that this counter­
measure would logically be expected to affect. Pending an 
evaluation of New Mexico's 1986 accident data for the second 
set of treatment sites, and an evaluation of the data from other 
states participating in the FHWA study, New Mexico will 
discontinue the use of wide edgelines. 
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DISCUSSION 

ANITA w. WARD 
Pollers Industries Inc., 377 Roule 17 South, Hasbrouck Heights, N.J. 
07604. 

Congratulations are extended to the officials at the New Mex­
ico State Highway Department for their willing participation in 
an innovative approach to reduce accidents as well as the 
accident severity level through the use of wider-than-standard 
8-in. edgelines. However, the preliminary recommendation by 
the author to discontinue 8-in. edgeline treaunent on rural 
highways in New Mexico until the results of other studies are 
evaluated appears premature in light of the following observa­
tions. 

PAVEMENT MARKINGS MUST BE VISIBLE TO BE 
EFFECTIVE 

As Hall correctly indicates, some drawbacks of pavement 
markings include "deterioration due to traffic and environmen­
tal conditions, lower visibility on wet pavements, and blockage 
by snow and dirt" (1). Hall's evaluation, however, considered 
neither weather nor surface conditions. Analysis of accident 
experience on clear road surfaces and on dry nights may prove 
insightful. 

Pavement marking visibility at night is dependent on the 
retroreflective properties of glass beads embedded in the traffic 
paint. Although it may not have been typical of the lines 
applied, the 8-in. edgeline slide Hall projected to accompany 
his presentation indicated bead coverage only in a central 4-in. 
segment of the line, thus effectively providing drivers with the 
visual image of only a 4-in. line at night. 

The State of New Mexico is making a conscious effort to 
upgrade the quality of its pavement markings. When the test 
lines were installed, however, some quality variances were 
noted. In 1984 one observer reported an application of 13 gal of 
paint per 8-in. line-mile where 32 gal should have been applied. 

Another investigation noted a bead application rate of only 
31/z lb/gal of paint versus a specified 6 lb/gal. Moreover, 101 mi 
of 8-in. edgelines were painted in June of 1984 and 76 mi were 
painted in July and October of 1985. Even with the highest 
quality of application, pavement markings have a defined ser­
vice life. Because they were not restriped, it is unlikely that the 
pavement markings at the treaunent sites remained fully effec­
tive over the life of the evaluation. 
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TREATMENT VERSUS CONTROL SITES 

The State of New Mexico's efforts to upgrade the quality of 
pavement markings should have resulted in control sites that 
provide a stronger signal to the driver, as these controls have 
been repainted in the after period. Although delineation in the 
control sites was improving in the after period, selection crite­
ria in the before period was more stringent for treatment sites 
than for control sites. As the data in Table 3 indicate, the 
selection process resulted in treaunent sites with higher acci­
dent percentages on curves and at night. 

WIDE EDGELINE SUCCESSES TO DATE 

Hall's recognition that other studies of this treaunent are being 
evaluated is a welcome indication of maintaining an open 
mind. A growing body of evidence indicates the potential 
effectiveness of wide edgelines, and it has been suggested that 
once factors such as environmental conditions and ADT have 
been taken into consideration, New Mexico may also identify 
candidate sites for effective treaunent with wide edgelines. 

In 1984, wider-than-standard edgelines were installed on 
more than 650 km of highway in Western Australia. The 
edgeline width of 150 cm was chosen as "a positive measure to 
reduce single vehicle accidents involving alcohol-affected or 
tired drivers" (2). Although this is not a controlled before and 
after study, the author believes the results to be conservative 
because traffic volumes on all roads are increasing. Single­
vehicle accidents were reduced by 34 percent on the treated 
sites, alcohol-related accidents declined by 24 percent, and the 
Australian Highway Deparunent reported a benefit-to-cost ratio 
of 4 to 1. Other reported benefits include significant savings 
from a dramatic reduction in shoulder maintenance require­
ments and enhanced safety for cyclists (2). 

Ohio let contracts to paint 321.97 mi of two-lane rural state 
highway with wide edgelines in 1983. The lines were painted in 
1983 and 1984, and Ohio has undertaken two preliminary 
evaluations of the after data. It is important to note that "this is 
a rough evaluation and is not to be quoted as a preliminary or 
final statement on the value of the wider edgeline" (3). Based 
on 2 years of after data for the 8-in. edgelines installed in 1983 
and 16 months of after data for the 8-in. edgelines installed in 
1984, however, accident experience in the 8-in. edgeline sec­
tions either decreased further or increased less than accidents in 
the control sections. It is particularly significant that the great­
est improvement in accident experience has been with respect 
lo iujwy a.ml fatal a1;1;itltmls (3). Although Hall slates lhal 

TABLE 3 SINGLE VEHICLE ROR ACCIDENTS BEFORE (1) 

Curves Night 

Accidents Total Percentage Accidents Total Percentage 
on Curves Accidents of Total at Night Accidents of Total 

Control 503 928 54 459 928 49 
Treatment 242 382 63 218 382 57 



Hall 

"clearly this treatment would not have an effect on the severity 
of the accidents that do occur" (1), his contention is disputed 
by the actual field results to date. The effectiveness of standard 
width, 4-in. edgelines in reducing fatal and injury accidents to a 
greater degree than overall accidents has been repeatedly dem­
onstrated in state, local, and international field tests, as well as 
in the Federal Highway Administration's Pavement Marking 
Demonstration Program evaluations (4). Strengthening edge­
line width from 4 to 8 in. apparently strengthens the injury 
mitigating potential as well. 

Similar indications of the effectiveness of wide edgelines 
have been reported in three U.S. counties. In Los Angeles 
County, California, accidents were reduced by 85.7 percent 
when wide edgelines were installed. Because of a short test 
period and small sample size, the accident reduction is not 
considered statistically significant. However, Los Angeles 
County concluded that the use of 8-in. edgelines may be benefi­
cial and recommended that additional highway sections be 
selected for further study of 8-in.-wide edgelines (5). In 
Spokane County, Washington, while total accidents and injury 
accidents increased 12.1 and 19.3 percent, respectively, road­
way sections with 8-in.-wide edgelines showed decreases of 
9.2 and 32.6 percent for these accident categories. These reduc­
tions occurred even with traffic volume increases of 9.4 percent 
on the county road system. Accidents involving drivers who 
had been drinking showed even more beneficial results. 
County-wide, alcohol-involved total accidents and injury acci­
dents showed increases of 7.9 and 4.8 percent, respectively. In 
the wide edgeline sections, alcohol-involved total accidents 
and injury accidents showed decreases of 28.7 and 39.4 per­
cent, respectively (6). In Morris County, New Jersey, the 
county engineer has adopted the practice of striping 8-in. edge­
lines on all county roads. Two years of annualized before and 
after accident data indicate that on the 115 mi of county roads 
where these lines were applied, dry-weather fatal and injury 
accidents declined by 16.1 percent, compared to a decline of 
only one-half that amount (8.2 percent) on other county roads 
in New Jersey during a comparable period. As expected, the 
largest percentage reduction occurred in dry weather at night, 
when edgelines should be most effective. After the installation 
of 8-in. edgelines, Morris County experienced a 21.8 percent 
decrease in injury accidents under dry-weather night conqitions 
(7). 

In addition to the positive results indicated by these test 
demonstrations, at least seven U.S. jurisdictions have already 
adopted wide edgelines as a standard marking practice. 
Stronger marking patterns have been in use in Europe for years. 
Sound engineering judgment and accident reductions experi­
enced to date support New Mexico's initial innovation in ex­
ploring the accident reduction potential of 8-in. edgelines, as 
well as Hall's recommendation to continue to further evaluate 
the potential benefits through other ongoing studies. 
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AUTHOR'S CLOSURE 

I would like to thank Anita Ward and Potters Industries Inc., for 
commenting on this paper. The discussion, however, raises a 
few points that must be clarified 

Because the discussion gently chides the New Mexico State 
Highway Department marking crews for the insufficient use of 
beads and paint, the reader may assume that using more paint 
and beads would have altered the results. I have been advised 
by the highway department that the 8-in. markings were ap­
plied in the same manner as 4-in.-wide lines, except that two 
paint guns were used. To be precise then, the study essentially 
compares the typical 4-in. line installed by the New Mexico 
State Highway Department with a line that is twice as wide, 
using paint and beads at twice their standard application rate. 

In my paper I have outlined in great detail the procedure 
used to select candidate sites. In summary, 150 sections of rural 
highway with unusually high ROR accident experience, as 
determined by the critical rate technique, were identified. This 
set of candidate sites was subsequently pared by eliminating 
short sections as well as those on multilane highways and those 
scheduled for improvement. In order to avoid the detrimental 
effect of small sample sizes, treatment sites were not chosen 
because of their accident experience on curves or at night, or 
for the amount of travel under these conditions. It is not 
surprising, therefore, that the treatment and control sites exhibit 
differences in their distributions of accidents on curves and 
during the hours of darkness. It should also be noted that the 
comparison sites averaged greater lengths and lower volumes 
than the treatment sites. Although having identical values for 
these characteristics at the two types of sites may be reassuring, 
it is certainly not essential. 

Proponents of edgelines in general and wide edgelines in 
particular contend that these devices have a greater effect at 
night and on curves. The analysis reported in this paper was 
unable to support this contention. It appears contradictory, 
however, for Ward to protest that the treatment sites had a 
higher percentage of accidents under these conditions, which 
hypothetically provide a greater opportunity for improvement. 

The discussion also faults the research for failing to evaluate 
the effect of wide edgelines on dry pavement during the hours 
of darkness. As previously noted, because neither darkness nor 
weather were considered in the site selection process, it is quite 
possible that a different set of treatment and control sites would 
have been chosen if these criteria had been used. Although the 
comparison sites should provide an adequate control for dark­
ness, there is no guarantee they properly control for variations 
in weather. For these reasons, these characteristics were not 
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discussed in the paper. In the interest of completeness, I will 
report that in the before period, 42 percent of the treatment site 
accidents and 38 percent of the comparison site ·accidents 
occurred on dry pavement at night. The comparable figures in 
the after period were 34 and 33 percent, respectively. It is not 
possible to assign any practical or statistical significance to 
these values. 

Numerous studies reported in the technical literature docu­
ment the ability of selected countermeasures to reduce crash 
severity. For example, it is generally agreed that medians, 
impact attenuators, and obstacle removal can reduce the sever­
ity of ROR accidents. The mechanisms that contribute to ROR 
accident severity reduction are easily identified; however, it 
would be difficult to argue that they reduce the incidence of 
roadside encroachment. Conversely, if wide edgelines provide 
the guidance suggested by their proponents, they could reduce 
the incidence of roadside encroachments, but there is no logical 
basis for concluding that they disproportionately affect injury 
accidents. The severity of ROR accidents is principally deter­
mined by speed, the nature of the roadside, vehicle type, 
restraint usage, and similar factors. It is not influenced by the 
width of the edgeline, and I seriously question any study that 
concludes otherwise. 

Although Ward references a number of studies that have 
concluded that there may be a benefit associated with the 
application of wide edgelines, several of these studies are, in 
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fact, fatally flawed by their failure to use control sites. Regres­
sion-to-the-mean is discussed; to reiterate, sites chosen for their 
perceived hazard in one time period may subsequently "im­
prove" even in the absence of any treatment. Failure to monitor 
the changes over time on a set of hazardous control sites will 
result in an overestimation of treatment benefits. The use of 
large sample sizes, the adjustment for changes in traffic vol­
ume, or the use of systemwide accident experience as a control, 
are clearly not sufficient to alleviate this problem. The reader 
may want to compare the 16 percent reduction in control site 
accident experience found in this study with the results cited by 
Ward. 

Although I recognize that the findings of this limited study 
differ from those of earlier research and, to some extent, may 
contradict "conventional wisdom," I did not intend to attack 
either the previous studies or the researchers who have con­
ducted them. In contrast, my purpose was purely a cautionary 
one urging traffic engineers who may be considering this treat­
ment to proceed circumspectly. If wide edgelines have positive 
effects, they can only be detected through a carefully controlled 
study with a large number of sites that are maintained and 
monitored over an extended time period. 

Publication of this paper sponsored by Commillee on Traffic Control 
Devices. 
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Weight-Specific Highway Sign Effects on 
Heavy Trucks 

FRED R. HANSCOM 

The objective of this study was to test the field effectiveness of 
the Grade Severity Rating System (GSRS), via application of 
weight-specific signs to control truck speeds on downgrades. 
Before-after sign effects were evaluated in terms of speed 
differences and incidences of smoking brakes for trucks in 
specific weight categories. A five-state (California, Colorado, 
Idaho, Oregon, and West Virginia) sample of study sites in­
cluded grades of varying severity. The study design included a 
determination of novelty effect as well as concurrent before­
observations at selected control sites (i.e., no weight-specific 
sign present). In addition, the feasibility of state highway agen­
cies' conducting an accident study to assess GSRS safety im­
pact was examined. Weight-specific signing (WSS) was deter­
mined to elicit a favorable before-after effect at high-severity 
sites. Three truck behavioral measures provided the basis for 
this result: mean truck speed, percentage of trucks exceeding 
posted WSS speeds, and incidences of smoking brakes. Before­
after reductions In mean speed were observed at two out of 
three high-grade-severity locations following installation of the 
WSS. Substantiating evidence that the WSS was responsible 
for the speed reduction evolved from (a) corresponding speed 
increases at one matched control site and (b) the absence of 
speed changes for trucks weighing less than 70,000 lb (31.8 Mg) 
at the other site. Percentages of trucks exceeding WSS-posted 
speeds were reduced for 70,000 to 80,000 lb (31.8 to 36.3 Mg) 
trucks at one site and for 60,000 to 70,000 lb (27.2 to 31.8 Mg) 
trucks at the other. The proportion of trucks characterized by 
smoking brakes was reduced at the single high-severity site 
where this measure was observed. Because GSRS represents 
the state of the art, its application was viewed to Improve 
states' liability positions. Weight-specific signing was recom­
mended for use at high-grade-severity locations. 

The Grade Severity Rating System (GSRS) is a technique used 
for reducing the incidence and severity of truck downgrade 
accidents. GSRS feasibility has been examined via the develop­
ment and prototype application of a weight-based truck speed 
selection model (1, 2) in recent work conducted for the Federal 
Highway Administration (FHWA). The model was based on an 
empirical determination of brake heating characteristics as a 
function of gross truck weight, grade length, and steepness. 
Field application of the GSRS involves use of weight-specific 
signs (WSS) advising truckers of the appropriate descent speed 
according to gross truck weight. Figure 1 shows the GSRS by 
(a) defining grade severity ratings (GSR 1 through 10) and (b) 
prescribing safe downgrade speeds for 80,000-lb (36.3 Mg) 
combinations according to grade geometry. 

Transportation Research Corporation, 2710 Ridge Rd., Haymarket, Va. 
22069. 

OBJECTIVE 

The objective of this field study was to evaluate the field 
effectiveness of the GSRS, via application of weight-specific 
signs, to control truck speeds on downgrades (3). A five-state 
sample of study sites included grades of varying severity. 
Before-after sign effects were evaluated for trucks in specific 
weight categories in terms of speed differences and incidences 
of smoking brakes. The study design included a determination 
of novelty effect as well as concurrent observations at selected 
control sites, that is, no weight-specific sign present. In addi­
tion, the study examined the feasibility of state highway agen­
cies' conducting an accident study to assess GSRS safety 
impact. 

STUDY PROCEDURE 

Designation of Measures of Effectiveness 

Measures of effectiveness (MOEs) refer to that which is mea­
sured in an evaluative study. Designation of MOEs derived 
from the primary intent of the current study: a traffic opera­
tional evaluation of WSS sign characteristics as determined by 
application of the GSRS. In addition, this study examined the 
feasibility of an accident-based evaluation. 

Two operational MOEs possess high face value because of 
the nature of brake-fade truck accidents: (a) smoking brakes 
and (b) speed characteristics. Smoking brake occurrences were 
assessed as a proportion of total truck volume. Speed charac­
teristics were addressed by truck weight class targeted on the 
weight-specific signs. Within each weight category, the before­
after sign impact was determined for both the mean speeds and 
the proportion of trucks exceeding the posted weight-specific 
speed. An obviously favorable safety implication would result 
from reduced overall speeds and fewer violations in the "after" 
condition. 

Study Design 

Based on available site characteristics (e.g., required down­
grade steepness, available truck weight data), the current study 
used a before-after with control site paradigm to the extent 
possible. Sites were designated in order to support multire­
gional data within the United States. Although the majority of 
required geometric conditions were located in the Western 
United States, data were also gathered at one east coast site. In 
order to render a precise geographic effect response to the 
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FIGURE 1 Description of GSRs In terms of grade severity ratings (GSR number) and prescribed speeds 
for 80,000-lb (36.3 Mg) trucks according to grade characteristics. 

GSRS, the site paradigm included a closely matched geometric 
site pair comprised of the eastern site and a western site. 
Acclimation data were gathered immediately following sign 
installation at three sites in various areas of the United States to 
observe any novelty effect associated with WSS sign re­
sponses. 

Site and Sign Characteristics 

To achieve the required multiregional effect, the following sites 
were represented in the data base: 

• 1-5: Siskyou County, California. 
• 1-70: Georgetown, Colorado. 
• US 95: Lewiston, Idaho. 
• 1-84: Cabbage Hill, Oregon. 
• 1-5: Medford, Oregon. 
• US 40: Morgantown, West Vrrginia. 

Both low- and high-severity sites were included in the sample. 
Site geometrics (e.g., no upgrades nearby) were such that 
observed speeds were not confounded by factors other than the 
downgrade. Figure 2 shows studied weight-specific signing 
characteristics, site designations, and highVv·ay geometric con-
ditions that characterized each site. 

Field Data Collection 

Two field procedures were conducted. Manually timed speed 
data were collected at a point on each grade where any brake­
fade speed effect (e.g., runaway truck) could be observed. In 
addition, truck weight data were recorded at a nearby weigh 
station. Each collection procedure involved recording truck­
specific descriptive data used to associate individual speeds and 
weights. The following techniques were applied for each of 
three data types: truck descriptions, weights, and speeds. 

Truck descriptions . A procedure was developed by which 
field observers could quickly extract sufficiently detailed visual 
truck characteristics in order to identify target trucks. Carrier 
name (and unit identification number, in cases in which multi­
ple trucks from a given line were traveling in proximity) was 
the most helpful information in the matching procedure, which 
proved to be quite effective; approximately 95 percent of mea­
sured speeds and weights were matched. 

Weights. Observers stationed at state-operated weigh scales 
recorded truck descriptions and weight information gathered by 
state personnel. This source of weight data provided a high 
level of accuracy. 

Speeds. Observers worked in teams; the primary respon­
sibility of one teru.-n memOOr was to manually tii11e speeds and 
the responsibility of another was to record truck descriptive 
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FIGURE 2 Weight-specific sign characteristics, site 
designations, GSR ratings, and approximate geometrics 
applied at six study sites. 

data. This procedure was effective in producing a high capture 
rate. That is, when clusters of trucks appeared at the speed site, 
each observer was capable of gathering both speed and descrip­
tive data; therefore, data attrition was minimized. 

Manual timing was designated as the speed collection tech­
nique because it was less obtrusive than radar, which is fre­
quently detected by truckers. The applied speed measurement 
technique involved manually timing target trucks between 
pavement markings spaced at 268 ft (81.7 m). Measurement 
accuracy was enhanced by the use of digital stopwatches that 
were capable of displaying measured time to 1/100 sec. Inter­
ceder reliability determinations verified sample speed measure­
ment accuracy of 0.5 mph. 
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RESULTS 

Speed Effects 

The applied field study paradigm supported the following anal­
ysis conditions: 

• Before-after comparisons for all tested signs, and 
• Acclimation (e.g., novelty effect) study at four sites. 

Findings for each of these analysis conditions are discussed 
next. 

Before-After Effects 

A summary of observed effects for each grade severity rating 
(GSR) category at all six test sites is given in Table 1. Each cell 
in the table contains after-minus-before values for both mean 
speed and violation percentage; that is, trucks exceeding the 
posted speed limit. Statistical significance, noted by arrows 
depicting directionality (e.g., arrows indicate observed speeds 
statistically exceed WSS specified), is based on application of 
the Student's /-test for mean differences and the z-test for 
proportions. Sufficient samples supported use of the 0.01 level 
of significance to be applied in most cases. 

A before-after data comparison (without regard to statistical 
significant test results) notes a predominant reduction in both 
mean speeds and violation percentages for heavy trucks in the 
"after" condition. The single exception is Site 1, the least 
severe grade. Specific observations of degraded operational 
performance at the remaining sites are as follows: Increased 
violation percentage at Site 2, higher mean speed at Sites 3 and 
4, and increases in Site 6 data cells. Only one of these conflict­
ing findings (violation percentage at Site 2) may be attributed 
to a small sample (N = 10). 

Statistical significance is noted by arrows within the cells. 
Arrows indicate changes in mean speeds between before-and­
after conditions. The predominant statistical effect is signifi­
cance associated with lighter weight truck groupings (not af­
fected by the WSS), which comprise a major portion of the 
sample. With the exception of Site 4, these lighter trucks 
exhibit lower mean speeds in the after condition. The sustained 
speed reduction across all weight categories noted at Site 5 is 

TABLE 1 OBSERVED BEFORE VERSUS AFTER DIFFERENCES IN MEAN SPEEDS AND PROPORTIONS OF TRUCKS 
EXCEEDING WSS SPEEDS 

Site Designation (severity) 

1 2 3 4 5 
GSR-1 GSR-1 GSR-4 GSR-6 GSR-7 

mph % mph % mph % mph % mph 

Non-GSR speeds +1.6f +9t -2.1! ---6! -1.41 -91 -0.6 0 -3.7l 
WSS-affectcd speeds

0 
+4.3i +15i -5.0 +30 +2.3 -5 +2.7 +4 -3.3-l-

-1.8 +11 -5.3-l- -16-l- -9.7-l-
-3.3-l- -3-l- -6.ot 

-4.5-l-

Norns: Arrow (i) indicates statistically significant. Metric equivalence: 1 lb = 0.454 kg, 1 mph = 1.62 km/h. 

aspeeds differ between sites; see Figure 2. 

6 
GSR-7 

% mph % 

-14! -3.91 -9! 
-18-l- -1.5 -6 
-10-l- +1.0 +4 
-2 -0.2 +4 
-1 -1.0 -1 
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associated with the largest sample obtained at any of the sites. 
Assessment ofWSS effectiveness based on significance test­

ing of the data is as follows. The WSS apparently alerted 
truckers to downhill brake-fade accident potential, as evi­
denced by reduced speeds for the lighter trucks as well. 
However, considering the target heavy-truck population, re­
sponses to the WSS were not uniform across all sites. Statis­
tically reduced speeds for GSR-affected trucks were observed 
at only two of the six test sites. Despite the impressive speed 
reduction response to the Site 5 sign (control data gathered at a 
matched site confirm the sign's effectiveness), the Site 1 sign 
(exposed to virtually the same trucker population) was not 
shown to be effective. A plausible explanation for this dif­
ference is the significantly higher grade severity at Site 5. 

The data indicate that the WSS is not effective at lower 
severity sites. No (statistically significant) speed-reducing 
effect was observed for heavy trucks at Sites 3 and 4, and an 
actual speed increase occurred at Site 1. 

With regard to the high-severity GSR sites, significant truck 
speed reductions were observed at two of the three sites. 
Although trucks in all weight classes slowed at Site 5, only 
those heavier than 70,000 lb (31.8 Mg) were affected at Site 4. 
Although observed changes in speed parameters were modest 
[mean speed reduction ranging from 1.0 to 9.7 mph (1.6 to 15.6 
km/h) and decreased speed violations ranging from 1 to 16 
percent], associated statistical significance is interpreted as 
evidence of WSS effectiveness. Further, a matched control site 
in the vicinity of Site 5 experienced speed increases that further 
substantiates the interpretation in this instance. Although no 
matched control site was available in the vicinity of Site 4, it is 
noteworthy that unaffected trucks [i.e., those with gross 
weights less than 65,000 lb (29.5 Mg)] did not slow on the 
grade. This implies that no extraneous explanation existed to 
cause slowing. 

It is difficult to explain between-site difference, which could 
account for the speed-reducing WSS impact at Sites 4 and 5 
and yet result in no effect at Site 6. Sign installations were 
similar across all three high-severity sites and were constructed 
in conformity with the FHWA-specified design (see Figure 3). 
Factors that logically refute any expected sign-related speed­
effect difference between sites are as follows. Two signs were 
installed (one at the top and one part-way down the grade) at all 
three sites. Although certain preparatory signing (e.g., a series 
of large yellow signs give advance warning of the downgrade) 
may have competed for driver attention at Site 6, large yellow 
grade-advance warning signs were also present at Site 4. Sim­
ilarly, because of the geographic proximity of these two signs, 
no regional effect was found to exist in driver response. 

Nevertheless, three factors unique to the Site 6 grade were 
noted, which may have accounted for a reduced WSS speed­
reducing effect noted by the principal investigator. First, more 
advance grade warning signs existed at Site 6 than at any other 
test site. These signs (e.g., typically "first warning, steep down­
grade ahead") may have diverted driver attention from the 
initial WSS. Second, the later WSS was slightly laterally dis­
placed from the roadway (because of a fill slope), and driver 
observation of the sign may have been slightly impaired; 
however, the initial WSS was highly conspicuous. Finally, a 
number of logging trucks (operated by a variety of local com­
panies) were noted, which consistently descended the grade at 
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FIGURE 3 FHWA-speclfied design. 

high speeds. These trucks appeared to be in good mechanical 
condition, and the drivers were obviously quite familiar with 
the roadway. 

Acclimation Effect 

To determine whether weight-specific signs elicited a novelty 
effect, data were gathered immediately following sign installa­
tion at three locations. Acclimation data were gathered at Sites 
2, 3, and 6. Observed acclimation speed effects (Table 2) are 
briefly discussed for each site. 

Site 2. Although certain speed differences were observed 
between the before and acclimation periods, those differences 
could not logically be attributed to appropriate sign responses. 
Trucks weighing less than 74,000 lb (33.6 Mg) (not addressed 
in the sign message) exhibited a significant reduction in mean 
speed and reduced proportion exceeding the posted speed; 
however, this effect was offset by speed increases exhibited by 
trucks weighing more than 74,000 lb (33.6 Mg). Speed in­
creases for the heavier trucks were not significant because of an 
inadequate sample. Nevertheless, an interpretation of these data 
indicates no favorable acclimation effect of the weight-specific 
signing. 

Site 3. Very slight speed differences were noted between the 
before and acclimation conditions. A single statistically signifi­
cant effixl was an in'-Tt~ased proportion (64 versus 57 percent) 
of trucks weighing less than 70,000 lb (31.8 Mg) (thus not 
affected by the WSS) that exceeded 55 mph during the ac­
climation period. Therefore, no WSS-related acclimation speed 
effect was evident. 

Site 6. Trucks not affected by the WSS [i.e., those lighter 
than 60,000 lb (27.2 Mg)] exhibited lower mean speeds, and a 
smaller proportion exceeded the 55 mph limit immediately 
following installation of the WSS. Although trucks in the 
intermediate weight classes [e.g., 60,000 to 75,000 lb (27.2 to 
34.0 Mg)] demonstrated a tendency toward lower speeds, the 
effect was not statistically significant. Particularly noteworthy 
is the heaviest truck category [75,000 to 80,000 lb (34,0 to 36.3 
Mg)] in wnich nearly the same proportion (91 and 90 percent) 
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TABLE 2 BEFORE VERSUS ACCLIMATION DIFFERENCES IN MEAN 
SPEEDS AND SAMPLE PERCENTAGES EXCEEDING POSTED SPEEDS 

GSR West Virginia Colorado Cabbage Hill Imperial Grade 
Weight 
Category mph % mph % mph % mph % 

Non-WSS 
affected -3.o,l, -15.I, +1.1 +7i -4.4.I, -11.I, -3.4 +7 

+7.9 +30i -0.2 -13 -7.0 -24 
-1.4 0 -3.1 +5 -5.0 +8 

-3.7 -4 -4.2 -37 
-1.8 -1 

NoTBs: Arrow (.!.) indicates statistical significance. Metric equivalence: 1 lb = 0.454 kg, 
1 mph = 1.62 km/h. 

exceeded the GSR-posted speed between the before and ac­
climation periods. Therefore, no WSS-related acclimation 
speed effect was evident. 

In summary, consistent observations at three grades (low-, 
intermediate-, and high-severity sites) indicate that the WSS 
elicited no novel speed-reducing effect. Those before-after 
speed differences noted previously (with control for season of 
the year) were apparent effects resulting from a learned re­
sponse because the signs had been in place for a sufficient 
duration. 

Smoking Brake Effects 

A secondary measure of WSS effectiveness was the incidence 
of smoking brakes. This behavior was so designated because, 
as truck brakes heat up, detectable odor and smoking comprise 
a warning of actual brake Joss. Sufficient data samples were 
obtained at one intermediate-severity site (Site 3) and one high­
severity site (Site 4). 

Site 3 

Extensive observation of Jake brake usage (i.e., utilizing en­
gine compression to reduce speed) and incidences of smoking 
brakes were conducted at Site 3. Comparisons of before-after 
results were based on a sample of 1,476 trucks over an observa­
tion period of 9 days. The summary result is as follows: 

I ake brake usage 
Smoking brakes 

Before After 
N = 960 N = 516 
(%) (%) 

30.5 
11.8 

33.7 
15.1 

Slight but statistically nonsignificant increases were noted for 
both Jake brake usage and smoking brake occurrence. An 
explanation of this effect was sought on the basis of possible 
differences in sampled weight distributions between the before 
and after conditions. Although a slight increase in heavier 
trucks (25 percent versus 22 percent targeted by the WSS) 
characterized the after study sample, this difference alone was 
insufficient to account for the increase in observed brake 
effects. 

In order to assess WSS effectiveness on the basis of these 
measures, a slight increase in Jake brake usage and a significant 
reduction in smoking brake occurrences can be expected. In 
this case, the obviously more significant measure is smoking 
brake occurrences. The observed increase in the percentage of 
smoking brakes indicates a poor response to the WSS. This 
finding is consistent with the speed effect noted earlier assert­
ing that the Site 3 WSS installation was not effective. 

Site 4 

Because of specialized personnel requirements to assess Jake 
brake usage, this measure could not be obtained al Site 4. 
However, observations of smoking brake incidences indicated 
a significant reduction as follows: 

Before After 
N = 595 N = 590 
(%) (%) 

Smoking brakes 3.5 1.4 

A check on before-versus-after weight distribution (i.e., 
heaviest GSRS category; 47 percent before, and 39 percent 
after) would account for a minimal reduction in smoking brake 
incidences in the after condition. Therefore, the observed be­
fore-after reduction in the proportion of smoking brake inci­
dences is an indication of WSS effectiveness. 

That smoking brake differences revealed an effect at Site 4 
but not at Site 3 is consistent with observed speed effects. 
These findings, based on separate measures, confirm WSS 
effectiveness on high-severity grade. 

SUMMARY AND CONCLUSIONS 

Weight-specific signing was determined to elicit a favorable 
before-after effect at most high-severity sites tested. Three 
truck behavioral measures that provided the basis for this result 
were mean truck speed, percentage of trucks exceeding posted 
WSS speeds, and incidences of smoking brakes. 

Modest reductions in before-versus-after mean speed were 
observed at two out of three high-severity locations following 
installation of the WSS. Substantiating evidence that the WSS 
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was responsible for the speed reduction evolved from (a) corre­
sponding speed increases at a matched control site, and (b) the 
absence of spee.d changes for !ntcks weighing less than 70,000 
lb (31.8 Mg) at the other site. Percentages of trucks exceeding 
WSS-posted speeds were reduced for 70,000- to 80,000-lb 
(31.8- to 36.3-Mg) trucks at one site and 60,000- to 70,000-lb 
(27.2- to 31.8-Mg) trucks at the other. At the third high-severity 
site, higher speeds were observed for a subsample of truckers 
who were quite familiar with the grade. The proportion of 
trucks characterized by smoking brakes was reduced by one­
half at the single high-severity site where this measure was 
observed. 

A final consideration is the issue of states' liability. Although 
detailed study of liability implications of WSS installations was 
beyond the scope of the existing contract, it is nevertheless a 
concern. Litigation against states may occur in the event of 
brake-fade accidents. Two related viewpoints held by states 
were brought to the author's attention during the course of this 
study. The first is that weight-specific signing is superior to 
conventional advisory truck speed limits on downgrades in 
that, because of its greater specificity and conspicuity, it is 
likely to result in a safety benefit. Therefore, a state's legal 
position would be improved as a result of WSS application. 
The second is that, assuming compliance with WSS-posted 
speeds, greater stream flow perturbation would result from 
speed differentials between trucks of varying weight, and 
safety would be degraded. Therefore, a state's legal position 
would be weakened as a result of WSS application. 

Consideration of WSS liability implications is as follows. 
Although before-and-after speed reductions were frequently 
observed following WSS application, the overall slowing effect 
was not of sufficient magnitude to increase intervehicle speed 
differentials. More important, the liability issue could best be 
resolved by assessing whether the state acted prudently when 
signing the downgrade. Because the GSRS comprises the state 
of the art in reduction of brake-fade accidents, and has in this 
study proven to be somewhat operationally effective, the con­
clusion is that states' liability position would be improved by 
the use of WSS. 

Although actual significant speed reductions were observed 
at only two of six test sites, this finding is considered a basis for 
recommending WSS application for the following reasons. 
First, the signs demonstrated greater effectiveness in the pres­
ence of the more severe hazard, a finding that substantiates 
both sign credibility and safety effects. Second, although actual 
observed mean speed reductions were slight (3.3 to 9.7 mph), 
their statistical significance auests to their efficacy at driver 
behavior modification. Finally, as noted previously, WSS usage 
provides a liability-protection benefit to state highway agen­
cies. 
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RECOMMENDATIONS 

Reductions in truck speeds and smoking brake occurrences at 
certain high-severity grade sites were observed in this study. 
Further, it was concluded that GSRS application would im­
prove a state's liability position because the GSRS comprises 
the state of the art in brake fade accident prevention. 

Therefore, application of weight-specific signing is recom­
mended at high-severity grade locations (i.e., GSR 6 or above). 
Specific geometric conditions comprising a GSR 6 grade are as 
follows: 

Percent mi km 

4.5 14.0 22.5 
5 12.0 19.3 
5.5 6.6 10.6 
6 5.2 8.4 
6.5 4.4 7.1 
7 3.8 6.1 
8 3.0 4.8 
9 2.4 3.9 

10 2.0 3.2 

Further research to improve driver compliance with weight­
specific speeds is also recommended. Application of automatic 
weight sensors in pavements that are integrated with change­
able message bulb-matrix signing offers the potential for in­
creased compliance by providing highly conspicuous speed 
information on a truck-specific basis. 
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Regional Differences in Preferences for 
Median Crossover Signing 

GILLIAN M. WoRSEY, CHARLES E. DARE, AND RICHARD N. SCHWAB 

Described In this paper Is a study of advance warning signs for 
median crossovers on divided highways. Candidate crossover 
signs were Identified from a literature review, survey of current 
state practices, and discussions with FHWA personnel. Seven 
of these signs were selected for further testing In a laboratory 
study for leglblllty, understanding, and driver preference. 
Sixty subjects representing a cross-section of drivers partici­
pated In the study: 30 at the Turner-Fairbanks Highway Re­
search Center In McLean, Virginia, and 30 at the University of 
Missouri-Rolla In Rolla, Missouri. 1\vo of the seven signs were 
word messages and five were symbolic signs. The results from 
both groups of participants showed that the most appropriate 
word message sign would appear to be "median crossover.'' 
This sign was understood best by the participants to whom It 
was shown, and "crossover" was the word the majority of 
participants believed best conveyed the Intended meaning. Of 
the symbolic signs tested, the one found to be the best was that 
of two median noses. This symbolic sign performed well In 
tests of legibility and understanding and was the sign least 
often confused with other signs. It was also the symbolic sign 
most preferred by the participants and was the simplest of the 
symbolic designs. The symbolic signs were substantially more 
legible than the word messages, and the symbolic design of two 
median noses is recommended to Identify median crossovers. 

Median crossovers are often provided on divided highways 
between intersections for the use of emergency vehicles and to 
accommodate minor turning movements for convenient access 
to adjacent roadside development. About 35 percent of the 
accidents that occur between intersections on four-lane high­
ways involve median openings (1) . As a result concern has 
been expressed that public-use crossovers may be hazardous, 
especially where visibility of the crossover is limited. If used, 
such crossovers should be signed to provide advance warning 
to drivers. Hazards associated with crossovers include (a) vehi­
cles slowing down in the fast lane of a divided highway or 
accelerating into it, (b) vehicles turning across the divided 
highway, and (c) vehicles making sudden lane changes. These 
maneuvers may possibly lead to rear-end or broadside 
collisions. 

The third revision of the 1978 Manual on Uniform Traffic 
Control Devices (MUTCD) (2) provides for the use of a me­
dian crossover sign (Dl3-l, see Figure 1) but this is a large (6-
x 3-ft) guide sign and there may not be sufficient room on 
suburban divided highways to erect such a large sign. Also, it is 
not the color that is customarily used for warning messages. 

G. M. Worsey and C. E. Dare, Department of Civil Engineering, 
University of Missouri-Rolla, Rolla, Mo. 65401. R. N. Schwab, 
Federal Highway Administration, Turner-Fairbank Highway Research 
Center, 6300 Georgetown Pike, McLean, Va. 22101. 

The MUTCD does not currently suggest an advance warning 
sign for median crossovers, although it does suggest that a 
green and white advance message sign showing the distance to 
the crossover (D13-2) may be used. 

The principal findings of a study to determine the most 
appropriate design of an advance warning median crossover 
sign are discussed in this paper. The objective of the study was 
to identify alternative designs for median crossover signs from 
a nationwide review of practices for signing median crossovers 
and related literature on traffic signs. These alternative designs 
were then tested for legibility, recognition, meaning, and pref­
erence. They were first tested at the Turner-Fairbanks Highway 
Research Center in McLean, Virginia, and later at the Univer­
sity of Missouri-Rolla, thus enabling a comparison to be made 
between the results obtained in Virginia and those obtained in 
Missouri. 

METHOD 

Participants 

The Virginia participants were paid volunteers recruited from 
among research fellowship students and computer center staff 
at the Turner-Fairbanks Highway Research Center and from a 
list of participants in previous experiments at the center. 

Thirty participants were tested, 10 (5 males and 5 females) in 
each of the following age groups: 17 to 29, 30 to 49, and 50 and 
over. The mean age of participants in each group was 22.6, 
40.4, and 58.6 years, respectively. All participants had their 
vision tested on an Ortho-Rater to ensure corrected visual 
acuity of 20/33 or better and to ensure normal color vision. The 
mean visual acuity was 20/20. 

The Missouri participants were unpaid volunteers recruited 
from among psychology and civil engineering students, staff, 
faculty, and wives of faculty members at the University of 
Missouri-Rolla. Thirty subjects in the 17 to 29, 30 to 49, and 50 

72" 

CROSSOVER 

¢===i 

WHITE ON GREEN 

36" 

FIGURE 1 Median crossover sign 
(Dl3-l) (2). 
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and over age groups were tested. The mean age of participants 
in each group was 20.7, 41.2, and 58.3 years, respectively. The 
differences in mean ages for the Missouri and Vrrginia partici­
pants were fairly small. 

The only method available for testing to ensure corrected 
visual acuity of 20/30 or better was a Snellen Eye Chart, which 
only allowed visual acuity to be classified as 20/20 or 20/30. 
Unfortunately, color vision could not be tested but their color 
vision was correct according to each participant and no one had 
problems with colors during the experiment. 

Apparatus 

Seven candidate signs for median crossovers were studied in 
the experiment. These included five symbolic designs and two 
word signs. The design of the signs came from several sources, 
including a survey of state highway departments (two signs), a 
literature review (one sign), FHWA personnel (two signs), and 
a Virginia crossover sign. The word signs included 
"crossover," as this is the wording on the signs in Revision 3 
of the 1978 Manual on Uniform Traffic Control Devices, and 
"median opening." Questions about wording were included in 
the last part of the experiment. The 7 signs along with the 13 

-I. BLACK ON 2. BLACK ON 3. 

~ 
YELLOW 

MEDIAN 
OPENING 
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distractor signs used in the experiment are shown in Figure 2. 
Nine other sign designs (from the same sources) were consid­
ered, but in order to keep testing time to approximately 1 hr, 
only a limited number of signs could be tested. The other 
designs considered are shown in Figure 3. When time was 
available, the "median crossover" sign was shown to the 
Missouri participants. 

At the suggestion of the FHWA Office of Traffic Operations, 
all the signs tested were black on yellow diamond warning 
signs, with the exception of the Virginia crossover sign and the 
permissive U-turn sign suggested by the Office of Traffic 
Operations. Instead of a green ring to denote a permissive sign 
as has been tested in previous sign studies (3) the Office of 
Traffic Operations suggested using a green periphery (see Fig­
ure 2). The signs were composed on a computer graphics 
system and superimposed onto a digitized photograph of a 
median crossover from which slides were made. 

Thirteen signs were used as distractors. These included a 
permissive right-tum sign, similar to the permissive U-turn 
sign, and a railroad crossbuck outlined in red, which was part 
of another FHWA study. Of 11 signs from the MUTCD, 10 
were chosen because they had already been drawn on the 
computer graphics system. A type 3L object marker was also 
used because the Vrrginia crossover sign was similar in size to 

WHITE ON 4. BLACK ON 
GREEN 

<;>~ = S CAROLINA FHWA VIRGINIA FHWA 

5. BLACK ON 6 BLACK ON 7. BLACK ON WHITE 8 BLACK ON WHITE 
YELLOW <&)w GREEN EDGE GREEN EDGE 

~ m!l 0 
CANADA S CAROLINA FHWA FHWA 

9. BLACK ON WHITE IO. BLACK ON WHITE II. RED ON WHITE 12. BLACK ON 
RED CIRCLE RED CIRCLE YELLOW 

~ [@ ~ ~ 
R3-I MUTCD R3-4 MUTCO FHWA OM3-L MUTCD 

13 BLACK ON 14. BLACK ON 15. BLACK ON 16. BLACK ON 
YELLOW 

0 <!>OW YELLOW 

0 ~ 
Wl-4R MUTCD Wl-2R MUTCD Wl·5R MUTCD W4-I MUTCD 

17. BL ACK ON 18. BLACK ON 19. BLAC~ ON 20. BLACK ON 

~OW $ow YEL OW <f!)ow 
~ 

W2-I MUTCD W2-2 MUTCO W6-3 MUTCO W6-2 MUTCD 

FIGURE 2 All distractor and test signs used in experiment. 
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* THE "MEDIAN CROSSOVER" WAS EVALUATED IN THE 
MISSOURI PHASE OF THIS STUDY. 

FIGURE 3 Additional signs considered for use In 
experiment. 

an object marker. All distractor and test signs used are shown in 
Figure 2. 

The slides were rear-projected onto a translucent screen. The 
size of the projected image of the signs was 2-3/8 in. from point 
to point of the yellow diamond in a 16-5/8- x 10-1/2-in. 
background scene of a median crossover. This size was chosen 
so that the participants with the best eyesight, although they 
could see a yellow and black sign, for example, could not 
recognize the meaning of familiar signs at the farthest distance 
from the image (110 ft). This was purely a laboratory experi­
ment and no attempt was made to relate the distances measured 
to equivalent distances for standard-sized signs. 

The experiment was conducted in a concrete tunnel approx­
imately 12 x 12 x 120 ft underneath the structures laboratory at 
the Turner-Fairbanks Highway Research Center in McLean, 
Virginia. The slide projector and hanging screen were set up at 
one end of the tunnel. 

The same set of slides was shown to the Missouri partici­
pants with the addition of "a median crossover" sign. The 
slides were again rear-projected using exactly the same type of 
slide projector as that used in Virginia except that it had a 
smaller screen and stood on a table. A facility equivalent to the 
tunnel in Virginia was not avai.lable so the test was conducted 
in the third floor corridor of the civil engineering building at the 
University of Missouri-Rolla. 

Procedure 

The participants completed a biographical data and consent 
form first. If they wore corrective lenses for driving, they also 
wore them during the test. The same procedure was followed in 
Missouri and Virginia. 

39 

Legibility and Meaning 

The instructions for Parts I and II of the test were read to the 
subjects. After answering any questions the participants might 
have had, the examiners presented the first slide on the screen. 
The participants walked individually toward the projected sign 
until they could identify any feature on the sign. The feature 
and the distance at which it was identified were recorded. This 
procedure was repeated until all the major features of each sign 
had been identified. 

The participants were also instructed to give the meaning of 
the sign as soon as they believed they knew what it meant. If 
they gave the wrong meaning, they were instructed to try again, 
and their error was recorded as a misinterpretation. 

When all of the features of the sign had been identified, the 
participant walked back to the 110-ft mark, the next slide was 
presented, and the procedure was repeated. This process was 
repeated until the participant had seen all 20 slides. The slides 
were presented in random order (which was different for each 
participant) with the proviso that the first two signs were not 
crossover signs. In this way the participant had some practice 
in the procedure before seeing a candidate sign, although they 
were not told this. 

Recognition 

After the participants had completed the legibility and meaning 
section of the test, the intended meaning of the crossover signs 
was explained to them and they were given prints of the seven 
signs to become familiar with them. The next section of the test 
concerned recognition of the signs once their meaning was 
known by the participants. 

The instructions for Part Ill were read to th~ subjects and 
they were again shown the 20 slides, but in a different random 
order. The participants walked individually toward the proj­
ected sign until they could identify it. Participants were encour­
aged to guess the meanings of the signs as far away as possible 
from the screen so as to maximize confusion. All instances of 
confusion and the distance at which they occurred and the 
distance at which each sign was correctly identified were 
recorded. 

When each sign had been correctly identified, the participant 
walked back to the 110-ft mark, the next slide was presented, 
and the procedure was repeated. This process was repeated 
until each participant had seen all 20 slides. 

Preference 

The last part of the experiment was a preference test. The 
participants were instructed to arrange prints of the seven 
crossover signs in order from the one they liked best to the one 
they liked least. The order in which the participants ranked 
each sign was then recorded. The participants were then asked 
seven questions about crossovers in general. A full description 
of the methodology is presented by Worsey (4). 
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RESULTS 

Legibility 

Although the different experimental conditions preclude statis­
tical comparison, the data in Table 1 indicate that the legibility 
distances for both groups of participants were similar. The 
distances for the Missouri participants were slightly longer in 
most but not all cases. 

Understanding 

The data in Table 2 indicate that the Missouri participants had 
more difficulty in guessing the meaning of the signs than the 
Virginia participants. This was particularly true for the symbol 
signs although only the arrows sign was guessed by more than 
one-half of the panicipants in Virginia. However, this dif­
ference was not statistically significant. 

The total number of misinterpretations of the signs by un­
cued participants was approximately the same (98 in Virginia 
and 103 in Missouri). The da.ta in Table 2 indicate that the 
Missouri participants generally misinterpreted the signs more 
often than the Virginia participants. They also failed more 
frequently to guess the meaning of the signs, with the exception 
of the permissive U-tum sign. However, these differences were 
not statistically significant. 

In Virginia, the arrows sign was misinterpreted most often, 
followed by the nose plus arrows sign and the crossover sign. 
In Missouri, the nose plus arrows sign was misinterpreted most 
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often, followed by the "crossover" sign and the permissive 
U-tum sign. The most frequent misinterpretations of the 
crossover signs were. basically the same for both groups of 
participants. 

The data in Table 2 indicate that the mean distances at which 
participants in both states understood the meaning of the signs 
were similar. The word signs were understood at much shorter 
distances, and of the symbol signs, the arrows sign was under­
stood at the farthest distance. 

Recognition 

The data in Table 3 indicate that the mean distances at which 
participants in both states recognized the signs were somewhat 
similar, with the Missouri participants recognition distances 
being slightly shorter for all the signs except the arrows sign. 
The greatest difference was for the "median opening" sign, 
which Missouri participants recognized at a mean distance 
approximately 12 ft shorter than the distance Virginia partici­
pants recognized it. In both sets of results the Virginia 
crossover sign was recognized at by far the greatest average 
distance and the worded signs were recognized at the shortest 
distances. 

The total number of instances in which participants confused 
the crossover signs with other signs was 20 for both data sets. 
These confusions followed a similar pattern for both data sets. 
In Missouri all the signs were recognized by all the partici­
pants, whereas in Virginia one participant did not recognize the 
crossover nose sign. 

TABLE 1 COMPARISON OF SIGN FEATURE MEAN LEGIBILITY DISTANCES (ft) 

Type of Sign 

5 7 
2 3 4 Crossover 6 Perrnis-
Median Crossover Crossover Nose Plus Crossover sive 

Feature State Crossover Opening Virginia Nose Arrows Arrows U-Tum 

Sign shape Virginia 100 107 63 102 104 108 101 
Missouri 104 106 65 102 103 109 102 

Sign color Virginia 106 108 99 106 107 108 100 
Missouri 109 108 96 108 108 105 86 

Symbol or letter color Vuginia 15 71 57 79 84 89 55 
Missouri 83 76 55 93 95 101 76 

Symbol or letter presence Virginia 48 54 52 83 85 90 66 
Missouri 41 50 69 93 95 101 85 

Median nose presence Virginia NIA NIA 34 36 35 NIA 26 
Missouri NIA NIA 37 40 35 NIA 29 

Road pattern Vuginia NIA NIA NIA NIA 34 52 25 
Missouri NIA NIA NIA NIA 38 59 28 

Crossover movement V..i:rginia NIA NIA NIA NIA NIA 48 25 
· Misso~ : N/A' I. NIA NIA NIA NIA 50 27 , : . · . .. .. 

Read legend Virginia· • . i2 ·.· 11 NIA NIA NIA NIA NIA 
'Missouri· .ii- .. :· 

12 NIA NIA NIA NIA NIA : .~-~ 

NoTB: NIA= not applicable. 
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TABLE2 COMPARISON OF TIIB UNDERSTANDING OF SIGNS IN VIRGINIA AND MISSOURI 

Type of Sign 

2 
Median 

State Crossover Opening 

Understanding distance (ft) Virginia 14 11 
Missouri 13 12 

Correct answer first atlempt Virginia 16 27 
(freq) Missouri 12 24 

Incorrect guess before correct Virginia 10 3 
answer (freq) Missouri 13 5 

Did not make a correct guess Virginia 4 0 
(freq) Missouri 5 1 

Misinterpretations (freq) Vuginia 18 5 
Missouri 20 7 

Subjects who would not Vuginia 0 0 
attempt to guess meaning Missouri 2 0 
(freq) 

Preference 

The data in Table 3 indicate that the Virginia participants had a 
much more clearly defined set of preferences than the Missouri 
participants. (Their mean preference rankings ranged from 3.07 
to 6.00, whereas the Missouri participants' mean preference 
rankings had much less spread, from 3.52 to 4.76.) 

The permissive U-tum sign, followed by the Virginia 
crossover sign, was least preferred by Virginia participants, 
whereas the Virginia crossover sign, followed by the permis­
sive U-tum sign, was least preferred by Missouri participants. 
The Virginia participants most preferred the crossover nose 
sign, followed by the nose plus arrows sign and then the word 
signs. The Missouri participants most preferred. the "median 
opening" sign, followed by the crossover nose sign and then 
the arrows and nose plus arrows signs. The rankings given to 
each sign by the Virginia and Missouri participants were found 

5 7 
3 4 Crossover 6 Pennis-
Crossover Crossover Nose Plus Crossover sive 
Virginia Nose Arrows Arrows U-Turn 

25 33 31 41 22 
26 29 28 37 19 

13 18 15 13 9 
12 9 11 14 9 

4 5 8 11 6 
2 4 4 8 5 

13 7 7 6 15 
16 17 15 81 16 

10 11 18 23 13 
8 15 24 12 17 

8 3 2 0 10 
10 9 4 1 8 

to be significantly different for all the signs except for 
"crossover" and the Virginia crossover signs. 

All participants were asked their opinions on median 
crossovers; 80 percent of the Missouri participants considered 
crossovers to be hazardous whereas only 73 percent of Virginia 
participants considered them hazardous (Table 4). The types of 
hazards participants associated with median crossovers were 
slightly different for both groups. Traffic accelerating into the 
fast lane was considered as much of a hazard as traffic slowing 
in the fast lane by Missouri participants but not Virginia partici­
pants (Table 5). Missouri participants appeared to be more 
concerned with traffic crossing the divided highway than the 
Virginia participants (13 participants, compared with 4 Virginia 
subjects, mentioned traffic pulling out in front of them or 
turning traffic). One Missouri participant mentioned gravel 
crossovers as being dangerous. 

The responses to the question, "What effect would a 

TABLE 3 COMPARISON OF THE RECOGNITION AND PREFERENCE RANKINGS OF SIGNS IN VIRGINIA AND 
MISSOURI 

Type of Sign 

5 7 
2 3 4 Crossover 6 Permis-
Median Crossover Crossover Nose Plus Crossover sive 

State Crossover Opening Virginia Nose Arrows Arrows U-Turn 

Recognition distance (ft) Vuginia 39 42 82 48 47 57 61 
Missouri 34 29 76 48 45 60 58 

Confusions (freq) Vuginia 2 2 0 2 8 5 1 
Missouri 0 2 0 3 9 6 0 

Subjects who did not know Virginia 0 0 0 1 0 0 0 
the meaning (freq) Missouri 0 0 0 0 0 0 0 

Mean preferences (rank) Vuginia 3.47 3.37 4.57 3.07 3.23 4.30 6.00 
Missouri 4.10 3.52 4.76 3.62 3.79 3.66 4.62 
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TABLE 4 SUBJECTS' OPINIONS ON MEDIAN CROSSOVERS 

Yes 

Vrrginia Percent 

Do you think median 
crossovers constitute a 
hazard on a divided 
highway? 22 73 

Do you think a sign would 
help identify a crossover if 
you wanted to use one? 29 97 

Would the addition of a 
distance plate help you 
locate a crossover? 28 93 

TABLE 5 TYPES OF HAZARDS ASSOCIATED 
WITH MEDIAN CROSSOVERS 

Hazard 

Traffic slowing in fast lane 
Traffic accelerating into fast lane 
Turning traffic 
Sudden lane changes 
Traffic pulling out in front 
Rear-end collisions 
Broadside collisions 
None 

Frequency 

Virginia Missouri 

20 
8 
4 
3 
0 
7 
4 
2 

10 
10 
8 
2 
5 
6 
5 
5 

Missouri 

24 

29 

25 

crossover sign have on your driving?" were basically the same 
for both sets of participants (Table 6). However, a larger num­
ber of the Missouri participants indicated that they would slow 
down if they saw a crossover sign (11 compared to 5 in 
Virginia) and that such a sign would have no effect on their 
driving (3 compared to 1 in Virginia). 

When asked about word message signs, "crossover" wai: 
chosen by most participants in both groups (67 percent in 
Virginia and 76 percent in Missouri) as best conveying the 
intended meaning. "Opening" was the next-favored sign by 
the Virginia participants (23 percent) and "crossing" was the 
next favored by the Missouri participants (17 percent). 

When asked the question, "Which word best conveys the 
presence of such a facility to you?" subjects responded as 
follows: 

Crossover Crossing Opening 

Virginia Missouri Virginia Missouri Virginia Missouri 
(%) (%) (%) (%) (%) (%) 

20 23 3 5 7 2 
67 76 10 17 23 7 

When asked, "Would the addition of the word "median" help 
to clarify the meaning of the sign?" subjects responded as 
follows: 

Yes No 

Virginia Missouri Virginia Missouri 
(%) (%) (%) (%) 

24 22 6 8 
80 73 20 27 

No 

Percent Virginia Percent Missouri Percent 

80 8 27 6 20 

97 3 1 3 

83 2 7 5 17 

The distances at which participants responded that they believed 
the sign should be placed in front of a crossover tended to be 
greater in Missouri than in Virginia. This is reflected in the mean 
distances, which were 838 ft in Virginia and 1,322 ft in Missouri. 

Word Message Signs 

A median crossover sign can be worded or symbolic. The "median 
opening" sign was the word message sign understood best by 
uncued participants in Virginia, and the majority of them chose 
"crossover" as conveying the intended meaning better than 
"crossing" or "opening." A "median crossover" sign was there­
fore made and shown to those Missouri participants for which 
there was time available to do so. 

The data in Table 7 indicate that the legibility, understanding, 
and recognition distances for the "median crossover" sign were 
about the same as that for the other word message signs. An 
intermediate percentage of uncued participants guessed the mean­
ing of the "median crossover" sign without a wrong guess first (87 
percent compared with 90 percent of the Virginia participants and 
80 percent of the Missouri participants for the "median opening" 
sign). All of the participants eventually managed to guess the 
meaning of the "median crossover" sign. There were only three 
misinterpretations of the "median crossover" sign by the uncued 
participants compared with five for the "median opening" sign in 
Virginia and seven in Missouri. There were no instances of confu­
sion with other signs once the participants had had the meaning of 
the sign explained to them, whereas the "median opening" sign 
was confused with other signs twice in both Virginia and Missouri. 

TABLE 6 EFFECT OF SIGN ON SUBJECTS' DRIVING 

Effect 

Would look for sign if wanted to use a 
crossover 

Would change lanes if wanted to use a 
crossover 

Would signal if wanted to use a 
crossover 

Would look for slowing traffic 
Would slow down 
Would change lanes 
None 

Frequency 

Virginia 

12 

1 
15 
5 
4 
1 

Missouri 

7 

0 
12 
11 
3 
3 
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TABLE 7 COMPARISON OF THE "MEDIAN CROSSOVER" SIGN WITH THE "MEDIAN 
OPENING" AND "CROSSOVER" SIGNS 

Crossover 

Virginia 

Legibility distances (ft) 
Sign shape 100 
Sign color 106 
Legend color 75 
Letter presence 48 
Read legend 12 

Understanding distance (ft) 14 
Recognition distance (ft) 39 
Correct answer 16 
First attemtp (freq) 
Percent 53 

Incorrect answer 10 
Before correct one (freq) 
Percent 33 

Don't know (freq) 4 
Percent 13 

Misinterpretations (freq) 18 
Confusions (freq) 2 

CONCLUSIONS 

From this study there appears to be justification for the use of signs 
indicating the presence of a median crossover that can be used by 
the general public. The majority of participants tested in both 
groups perceived crossovers as hazardous locations, and from their 
responses to the questions they were clearly aware of the potential 
hazards that crossovers can cause. Most participants indicated that 
if such a sign were installed, it would likely have a beneficial effect 
on their driving behavior. 

Although word message signs can usually be understood 
once they are read, they are not as legible as symbolic signs. Of 
the symbolic signs, the arrows sign had the best average legi­
bility and understanding distances in both Virginia and Mis­
souri, but it had by far the most misinterpretations by partici­
pants in Vrrginia. Although it was ranked second among the 
symbol signs by the Missouri participants in terms of prefer­
ence, it was ranked fifth by the Vrrginia participants and is 
therefore not recommended. 

Of the other symbolic signs, the permissive U-turn sign had 
low average legibility and understanding distances in both 
Virginia and Missouri and was not well understood by the 
participants. This is reflected in its being ranked last in the 
preference test by the majority of participants in Virginia and 
many in Missouri. The significance of the green periphery to 
indicate a permissive sign was not understood, and this sign is 
not recommended. 

Of the symbolic signs, the Virginia crossover sign also had 
low average legibility distances and again was not well under­
stood by uncued participants in both Virginia and Missouri. In 
the preference test it was not well liked by either group of 
participants. However, it did very well in the recognition test in 
both Vrrginia and Missouri, presumably because of its different 
color and shape. It was recognized at a far greater average 
distance than any of the other signs and was the only sign not 
confused in Virginia. Several participants in both Virginia and 

Median 
Median Opening Crossover 

Missouri Virginia Missouri Missouri 

104 107 106 102 
109 108 108 107 
83 71 76 93 
41 54 50 49 
12 11 12 12 
13 11 12 12 
34 42 29 28 
12 27 24 21 

40 90 80 87 
13 3 5 3 

43 10 17 13 
5 0 1 0 

17 3 
20 5 7 3 
0 2 2 0 

Missouri mentioned that if they had initially known the mean­
ing of the sign they believed it would be the best one to use. 
The meaning of the sign was not obvious to the participants in 
either Vrrginia or Missouri. However, in Vrrginia the sign is 
placed at the median opening, which should lead to a high 
degree of self-education. 

Of the remaining symbolic signs, the nose plus arrows sign 
had slightly better average legibility distances but the crossover 
nose sign had slightly better average understanding and recog­
nition distances in both Virginia and Missouri. The latter sign 
also had fewer misinterpretations and instances of confusion in 
the understanding and recognition sections of the experiment 
than the former in both Virginia and Missouri. It was also given 
the best average rank out of all the signs in the Vrrginia 
preference test and the best average rank out of the symbol 
signs in Missouri. It also had the simplest design of all the signs 
tested. Of the symbol signs tested, the crossover nose sign (see 
Figure 2) is recommended to indicate the presence of a median 
crossover. 

Despite the different experimental conditions, the legibility, 
understanding, and recognition distances of all the signs were 
similar for both groups of participants. However, the Missouri 
participants had more difficulty identifying the green (Virginia 
crossover and permissive U-turn) signs than the Vrrginia par­
ticipants. 

The Missouri participants had more difficulty than the Vir­
ginia participants in guessing the meaning of nearly all the 
signs, especially the symbol signs. They misinterpreted the 
signs more often and could not guess the meaning of the signs 
as frequently. 

The greatest differences between the Virginia and Missouri 
results were in the preference rankings the participants gave to 
the signs. The Virginia participants had a much more clearly 

defined set of preferences, whereas the Missouri participants' 
preferences were much more evenly spread with little agree­
ment among the participants. The Missouri participants also 
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TABLE 8 SUMMARY OF FAVORABLE AND UNFAVORABLE 
FINDINGS FOR EACH CROSSOVER SIGN 

Sign Type l'avorable Aspects lJnfavorabie Aspects 

Word Usually understood once Much less legible than 
message read symbolic signs 

Arrows Most legible sign Misinterpreted the most 
Understood the farthest Not liked by subjects 

away 
Permissive Not confused with other Legible at shorter 

U-tum signs distances 
Understood the closest 

out of symbol signs 
Least liked by most 

subjects 
Meaning of green 

periphery not 
understood 

Virginia Recognized the farthest Legible at shorter 
crossover away distances 

Not confused with other Understood the second 
signs closest out of symbol 

signs 
Not liked by subjects 
Not understood well 

Nose plus Second most legible of 
arrows symbol signs 

Crossover Understood the second 
nose farthest away 

Misinterpreted the second 
least of symbol signs 

Most preferred of symbol 
signs 

preferred the word message signs more than the Vrrginia par­
ticipants. This was especially true for females, particularly 
those over 50. The Virginia participants preferred the crossover 
nose and nose plus arrows signs over the word message signs, 
whereas the Missouri participants preferred the "median 
opening" sign. 

Although there were some differences in the Virginia and 
Missouri results, the same conclusions were reached-that a 
"median crossover" sign would be the best word message sign 
to use and the crossover nose sign would be the best symbolic 
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sign to use to indicate the presence of a median crossover. 
Despite the Missouri participants' preferences for word mes­
sage signs, legibility of the symbolic signs was so much greater 
that the crossover nose sign is the sign recommended for field 
evaluation to identify median crossovers. Table 8 contains a 
summary of the findings pertaining to the signs tested in this 
study and the impressions and preferences expressed by the 
subjects. 
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Abridgment 

Effects of Reduced Speed Limits in Rapidly 
Developing Urban Fringe Areas 

GERALD L. ULLMAN AND CONRAD L. DUDEK 

Speed zoning on the basis of the 85th percentile speed in 
rapidly developing urban fringe areas usually results in the 
posting of 55 mph speed limits. Although these areas have 
some urban-like characteristics, no differentiation in speed 
limits is made between highways in these areas and those in 
rural locations. Speed zoning below the 85th percentile may be 
beneficial to drivers in rapidly developing areas, indicating 
that the area requires additional attention and caution. Pre­
sented in this paper are the results of field studies conducted at 
six urban fringe highway sites In Texas where speed limits were 
currently 55 mph and rapid urban development was occur­
ring. Speed zones of 45 mph were installed at these sites even 
though the 85th percentile speed did not warrant the lower 
speed zones. Spot speed, speed profile, and accident data were 
collected before and after the speed zones were implemented. 
No significant changes occurred in speeds, speed distributions, 
or speed-changing activity at the sites. Likewise, accident rates 
remained unchanged. It appears that the lower speed zones 
were not effective in improving safety at these sites. 

Jn recent years, several sections of highways on the fringes of 
many major cities in Texas have been experiencing rapid urban 
development. The driving environment on these highways has 
become more complex as traffic volumes increased, adjacent 
commercial and residential dwelling units were constructed, 
and new and additional forms of traffic control were installed 
during a short period of time. At many locations, accidents and 
accident rates have increased significantly. As a result of the 
high speeds still present on these highways, many of the acci­
dents have been quite severe. 

Current speed zoning procedures (1), which rely primarily on 
the 85th percentile speed of traffic on a facility, may not be 
adequate for these rapidly developing urban fringe areas. Even 
though the areas develop some urban characteristics, the 85th 
percentile speed usually indicates that a speed limit of 55 mph 
be posted, identical to that posted in rural areas. Jn effect, no 
distinction in speed limits is made between highway sections in 
a rural area and highway sections undergoing rapid develop­
ment in urban fringe areas. 

Speed zoning procedures might be improved by allowing a 
speed limit to be posted below the 85th percentile speed in 
these rapidly developing urban fringe areas. This action may 
signal to motorists that the driving environment is more com­
plex and that additional attention and caution is needed. To test 
this hypothesis, the Texas Transportation Institute has con­
ducted a study sponsored by the Texas State Department of 

Texas Transportation Institute, The Texas A&M University System, 
College Station, Tex. 77840. 

Highways and Public Transportation to examine the effect of 
implementing speed limits below the 85th percentile speed on 
highways in rapidly developing urban fringe areas. 

STUDY METHOD 

Before-and-after speed and accident data were collected to 
evaluate the effectiveness of implementing speed zones below 
the 85th percentile speed. Six study sites on two-lane and four­
lane undivided highways were identified where (a) rapid urban 
development was occurring in urban fringe areas that had been 
primarily rural in nature, and (b) 55 mph speed limits were still 
posted. Characteristics of study sites are given in Table 1. 
Speed and accident data were collected at each site after which 
the speed limits were reduced to 45 mph. Speed and accident 
data were collected again after the speed limits were lowered. 
The two sets of data were then analyzed and compared. 

Speed limits of 45 mph were selected for study because it 
was believed that 50 mph limits would not present the same 
sense of urbanization to motorists, whereas zones of 40 mph or 
below would be too inconsistent with existing speeds on the 
facility and would immediately be dismissed by drivers as 
unreasonable and unrealistic. Also, the study was designed to 
investigate only the effects of reduced speed limits on traffic 
speeds and accidents. Consequently, attempts were made to 
maintain law enforcement at a constant level during the study, 
and no public notice was given of the speed limit reductions. 
Although the effects of additional enforcement or public noti­
fication of the speed limit reduction would have been of inter­
est, determining them was beyond the scope of this study. 

Data Collection and Reduction 

Spot speed data were collected at three locations placed one­
fourth, one-half, and three-fourths of the way through each 
study site. Jn ~ach direction at each location, speeds of 125 free­
flowing vehicles were obtained by using a speed radar gun 
from within a vehicle parking in as inconspicuous a position as 
possible. Free-flow vehicles were defined as vehicles having at 
least a 5 sec headway between them and the vehicle directly in 
front of them. Consequently, both isolated vehicles (those with 
no other vehicles nearby) and vehicles at the head of platoons 
were eligible for sampling. An attempt was made to sample 
isolated vehicles and lead vehicles in platoons in proportion to 
their relative frequencies at the sites. At the four-lane study 
sites, an attempt was also made to sample from each lane in 
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TABLE 1 SUMMARY OF STUDY SITE CHARACTERISTICS 

Length Cross- Development 1983 Accidents/MVM 
Site Luc at i (,Ill (mi.i Section Ueqr-ee 

1 Houston 2.3 2-lane, Low 
2-way 

2 Houston 3.1 2-lane, Low 
2-way 

3 Houston 3.9 4-lane, Moderate 
Undivided 

4 Houston 3.3 4-lane, High 
Undivided 

5 Austin 2.0 4-lane, Moderate 
Undivided 

6 Ft. Worth 2.3 4-lane, Low 
Undivided 

AADT = Annual Average Daily Traffic 

MVM = Million-Vehicle-Miles 

proportion to the volumes of traffic on each. Care was taken not 
to choose data collection locations near intersections, major 
driveways, or other features that may affect normal driving 
speeds. Before-and-after data were, collected at the same loca­
tions to ensure that locational differences did not affect the 
study results. Several statistics of interest were computed from 
the spot speed data including 

1. Average speed, 
2. The 85th percentile speed, 
3. Proportion of recorded speeds exceeding 60 mph, 
4. Standard deviation of speeds, and 
5. Skewness index of the distribution of speeds. 

Selection of these statistics were based on documented rela­
tionships between vehicle speeds and accident severity and 
frequency. Because accident severity appears directly linked to 
vehicle speed (2, 3), the average speeds, 85th percentile 
speeds, and the proportion of vehicles exceeding 60 mph were 
used to measure overall changes in speeds and the number of 
high-speed drivers at the study sites. In contrast to accident 
severity, accident frequency appears less dependent on absolute 
speeds than on either the variability of speeds (4) or the shape 
of the speed distribution (5, 6). Consequently, the standard 
deviation of speeds, as well as the skewness index of the speed 
distribution, were computed from the data collected. 

In addition to spot speeds, speed profile data were also 
collected at the sites. A car-following technique was used with 
an instrumented vehicle to obtain measurements of speed every 
500 ft through the sites. Twenty vehicles selected at random 
were followed through each direction of travel at each site. A 
measure of speed-changing activity was computed from the 
profile data, based on the acceleration noise concept originally 
introduced by Jones and Potts (7), and successfully used by 
others (8) for describing the quality of traffic flow in quantita­
tive terms. Acceleration noise is defined as the standard devia­
tion of the accelerations and decelerations of an individual 
vehicle as it travels over a particular section of road. This value 

1y pe AADT 1983 

Residential 14, 100 3.9 

Residential 10. 700 1.2 

Residential 30,400 0.9 

Commercial, 29,000 4.7 
Residential 

Commercial, 25,000 8.2 
Residential 

Commercial, 11, 500 3.7 
Residential 

represents the disturbance of the vehicle's speed from a uni­
form speed and provides a measure of the frequency and degree 
of speed changes for that vehicle. 

Accident data from the Master Accident File maintained by 
the Texas Department of Public Safety were obtained for the 
1-year period before installation of the 45 mph speed zones at 
the study sites. The zones were left in place for 1 year, at which 
time the accident data for that year were also obtained from the 
Master Accident File. Because the study sites were located in 
urban fringe areas of ongoing development, significant changes 
in traffic volumes occurred over the 2-year study period, as 
observed from Table 2. Therefore, accident rates (accidents per 

TABLE 2 CHANGES IN TRAFFIC VOLUMES 

Site Traffic Vol umes ( AADTl 

Before After Change 

1 14,000 16,200 +16% 

2 10 ,300 10,600 +3% 

3 33,000 35,000 +6% 

4 22,000 19,800 -10% 

5 27,000 31,000 +15% 

6 16,800 18,000 +7% 

million vehicle miles) were computed at each site for both total 
and severe (fatal and injury) accidents. 

One aspect of speed control proven to have a dramatic effect 
on vehicle speed is the degree of law enforcement (9, 10) at a 
location. The law enforcement agencies responsible for patrol­
ing and speed-ticketing at the various study sites were re­
quested to maintain the same level of enforcement efforts 
throughout the study. Although all agencies did agree to main-
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tain their current efforts, objective data (such as the number of 
speeding tickets given during the before and after time periods) 
were not available to check to determine if enforcement levels 
remained constant. Also, this lack of information prevented a 
comparison of relative levels of enforcement between sites. 

RESULTS 

Effect on Speeds 

Overall, the installation of 45 mph speed limits at the study 
sites in rapidly developing urban fringe areas had little effect 
on vehicle speeds. A summary of the average speeds, 85th 
percentile speeds, and the proportion of drivers exceeding 60 
mph are given in Table 3. These results are for the middle data 
collection location at the study sites. Results for the other two 
locations where spot speed data were taken are included in the 
Appendix. Although slight location-to-location variation did 
exist at the sites, the overall changes between the before-and­
after speed data were similar at all locations. As can be seen in 
Table 3, Site 5 experienced a 4 to 6 mph reduction in the 
average and 85th percentile speeds. Likewise, the proportion of 
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drivers exceeding 60 mph dropped 6 to 10 percent. However, 
the remaining sites did not experience similar reductions in 
speeds; speeds actually rose slightly at Site 3. It does not 
appear that the lower speed zones were consistently effective in 
reducing vehicle speeds at these sites to any significant degree. 
It is possible that the reduction in speeds at Site 5 were the 
result of a relatively higher level of law enforcement as com­
pared to the other sites, but this fact is not known for certain 
because the information about law enforcement efforts at the 
sites was not available. 

Examination of the standard deviation, skewness index, and 
acceleration noise statistics also suggests that the lower speed 
zones had little or no effect on the speed distribution or speed­
changing activity at the study sites. The data in Table 4 illus­
trate how these statistics generally did not change between the 
before-and-after speed data collected at the sites. 

Effect on Accidents 

A comparison of accident rates at the six sites is given in Table 
5. Although two sites did experience a reduction in accidents, 
the overall evaluation generally showed no change in accident 

TABLE 3 EFFECT OF 45 mph SPEED ZONES ON VEHICLE SPEEDS 

! 
Proport1on or Dri vers I 

Average Speed (mph) 85th Percentile Speed (mph) Exceeding 60 mph (i) 
Si te Before After Chanqe Before After Change Before After Cha nge 

1 

EB 47.3 47.0 -0 .3 53 52 - 1 0 0 0 

WB 47.8 48.3 +0.5 54 53 -1 1 B +7* 

2 I 
EB 53.2 52 .3 -0.9 61 SB -3 21 9 -12* 

WB 53.2 52.8 -0.4 59 59 0 14 15 +l 

3 

EB 48.5 52.3 +3.8" 59 57 +3 1 6 +s* 

W8 49.2 49.9 +0.7 54 54 0 6 3 -3 

4 

NB 42 .9 43.4 +0.5 49 49 0 1 15 +14" 

SB 44.8 43.6 -1.2 50 48 · -2 1 12 +11 * 

5 

NB 53.1 47.2 -6.1* 58 SJ -5 11 1 -10* 

SB 51.1 46.9 -4.2fr 56 52 -4 7 1 -6* 

6 

NB 52.9 51.9 -1.0 59 57 -2 11 9 -2 

SB 54.2 49.9 -3.3" 59 56 -3 12 6 -6 

"statistically S1gn1ficant Change frOlll Before Cond1t1on (Level of Conf1dence • 95\) 
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TABLE 4 EFFECT OF 45 mph SPEED ZONES ON TIIE DISTRIBUTION OF SPEEDS AND 
SPEED-CHANGING ACTIVITY 

Standard Deviation (mph) Skewness Indexa Acceleration Noise (ft/sec 2)' 
Site Before After ChanQe Before After Before After ChanQP. 

1 

EB 5.2 5.1 -0 .1 1.0 1.0 1.1 1.0 -0 .1 I 
WB 5.2 4.9 -0.3 1.0 1.0 1.3 1.0 -o.3* 

2 

EB 7.3 6.4 -0.9 IJ.9 1.0 -0.9 0.9 o.o 

WB 5.6 6.1 +0.5 0.9 1.1 0.7 0.6 -0.l 

3 

EB 4.8 4.7 -0.l 0.9 0.9 1.2 0.9 -o.3* 

WB 5.8 5.1 -0.7 1.1 0.8 1.3 1.1 -0.2* 

4 

NB 6.3 6.3 o.o 1.0 0.9 1.1 1.2 +0.1 

SB 5.3 6.0 +0.7 1.0 0.9 1.1 1.1 0.0 

5 

NB 5.9 s.s -0.4 0.9 0.9 1.1 1.3 +0.2 

SB 6.0 5.3 -0.7 0.9 0.9 1.3 0.9 -o.3* 

6 

NB 5.8 6.1 +0.3 1.1 1.0 1.0 0.9 -0 .1 

SB 4.8 5.6 +0.8 0.9 0.9 0.7 0.8 +0.1 

• Stat1st1cally S1gn1f1cant Change from Before Cond1t1on (Level of Confidence = 95%) 

askewness Index was computed as 2(93rd %-t1le - SOth %-t1le soeeds) 

(93rd %-t1le - 7th %-tile soeeds) 

rates. Similarly, severe accidents did not appear to be reduced; 
Sites 2 and 6 posted increases in the frequency of these acci­
dents. Only Site 3 was found to have a substantial reduction in 
its severe accident rate. Curiously, this was also the site at 
which speeds increased after the 45 mph speed zones were 
installed. As only 1 year uf after acdtlenL tlala were available, 
and because accidents in themselves are rare events, the 
changes in accident rates that occurred were most likely the 
result of random fluctuation regression-to-the-mean, rather 
than a reduction in the posted speed limit. 

SUMMARY OF FINDINGS 

The effect of reducing speed limits below the 85th percentile 
speed of traffic at locations in rapidly developing urban fringe 
areas has been examined in this study. Overall, a reduction in 
the speed limits from 55 to 45 mph at the six study sites had no 
conclusive effect on absolute speeds, speed distributions, or 

speed-changing activity. Likewise, the lower limits were not 
effective in reducing the frequency or the severity of accidents 
occurring at the study sites. It is not known whether motorists 
did not notice the reduced speed limits, or whether drivers saw 
but chose to disregard or ignore the lower limits. Whatever the 
reasun, Lhe lower speed limits in rapidly developing urban 
fringe areas did not persuade motorists to drive more carefully. 

These results parallel those of past research efforts (11) that 
have attempted to influence drivers to operate their vehicles at a 
"safer" speed by posting lower speed limits. As this and 
previous studies have revealed, reduced speed limits apparently 
do not alter, to any significant degree, perceptions of accident 
risk, the potential of receiving a speeding ticket, or any of the 
other factors that drivers are assumed to consider when select­
ing the speed at which they travel. 

The study results show that traffic safety and operations were 
not improved in rapidly developing urban fringe areas solely by 
posting a speed limit below the 85th percentile speedo As stated 
previously, this study was unable to consider the effects of 
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TABLE 5 COMPARISON OF 
ACCIDENT RATES 

Rate Rate Change 
Site Before After (%) 

Total Accidents 

1 4.08 2.57 -37a 
2 1.11 1.08 -3 
3 2.02 1.22 -40a 
4 7.32 9.14 +25 
5 7.10 7.03 -1 
6 2.41 3.04 +26 

Severe (Fatal and Injury) Accidents 

1 1.53 1.47 -4 
2 0.26 0.58 + 125 
3 0.83 0.46 -44 
4 2.98 2.98 NR 
5 3.15 2.79 -11 
6 0.92 1.66 +80a 

NOTE: Accidents per million vehicle-miles. 
NC = No change in accident rates. 

asignificant change in accident rate based on 
Poisson comparison of means test (level of 
confidence = 95 percent). 

increased law enforcement or public notification at the speed 
limit reduction, or both, on speed and accidents. Additional 
research to examine the effect of these factors should be con­
sidered, with special emphasis on whether the costs of imple­
menting these factors are justified through reduced accident 
costs and improved traffic operations on highways in rapidly 
developing urban fringe areas. 
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APPENDIX 

TABLE A-1 EFFECT OF 45 mph SPEED ZONES ON VEHICLE SPEEDS, LOCATION 1 

Proportion of Drivers 
Average Speed (mph) 85th Percentile Speed (mph) Exceeding 60 mph (\) 

Site BP.fore After Chanqe Before After Chanqe Before After ChanQP. 

1 

EB 47.7 45.9 -i.s* 51 52 +l 2 1 -1 

WB 49.1 45.5 -3.6* 54 52 - 2 3 0 - 3 

2 

EB 55.2 53.A -1.4 61 60 -1 24 20 -4 

WB 55.1 54.1 -1.0 60 60 0 18 17 -1 

3 
+2.1** EB 46.A 48.9 53 53 0 1 2 +l 

WB 47.6 50.0 +2.s** 53 56 +3 3 5 +2 

4 

NB 53.2 50.2 -3.0 59 56 -3 15 9 -6* 

SB 52.3 50.5 -1.8 58 58 0 11 9 -2 

5 

NB 51.5 48.3 -3.2* 57 53 -4 9 2 -7* 

SB 51.0 46.8 -4.2* 56 52 -4 6 0 -6 * 

6 

NB 49.1 47.3 -1.a* 56 52 -4 3 3 -1 

SB 49.7 47.4 -2.2* 55 54 -1 3 1 -2 

**statistically Signfffcant Increase from Before Condition (Level of Confidence = 95%) 

*statistically Signfffcant Decrease from Before Condition (Level of Confidence = 95~) 



TABLE A-2 EFFECT OF 45 mph SPEED ZONES ON THE 
DISTRIBUTION OF SPEEDS, LOCATION 1 

Standard Deviation (mph) Skewness 
Site Before After Chanc:ie Before 

1 

EB 6.2 4.13 -1.4* 0.9 

WB 6.3 5.0 -1.3* 1.1 

2 

EB 5.9 6.2 +O.'J O.B 

WB 5.4 6.0 +0.6 1.1 

3 

EB 6.2 4.3 -1.9* 1.0 

WB 6.1 5.6 -0.S 0.9 

4 

NB 5.7 5.7 o.o I 1.1 

SB 6.2 6.8 +0.6 0.8 

5 

NB 5.7 5.2 -0.5 1.1 

SB 6.0 5.5 -0.S 0.9 

6 

NB 6.8 4.8 -2.0* 0.8 

SB 6.0 6.0 o.o 0.9 

**statistically Significant Increase from Before 
Condition (Level of Confidence z 95%) 

*statistically Sfgnfffcant Decrease from Before 
Condition (Level of Confidence = 95%) 

Index 
After 

0.9 

1.0 

o. 7 

1.0 

0.8 

1.1 

1.2 

1.0 

0.8 

Q,9 

0.9 

1.0 



TABLE A-3 EFFECT OF 45 mph SPEED ZONES ON VEHICLE SPEEDS, LOCATION 3 

Proport1on of Dr1vers 
Average Speed (mph) 85th Percentile Speed (mph) Exceeding 60 mph (\) 

Site Before After Change Before After Change Before After Chanqe 

l 

EB 41.3 44.R +J.s** 47 5() +3 0 0 0 

WB 44.3 45.2 +0.9 50 50 0 0 0 0 

2 

EB 52.7 50.0 -2.7* 58 56 -2 10 l -9 * 

WB 50.2 51.6 +1.4 55 58 +3 8 10 2 

3 
-1.6* -12* EB 53.5 51.9 59 57 -2 14 2 

WB 52.0 54.l +2 .1 ** 57 60 +3 7 17 +10 ** 

4 

NB 47 .1 48.4 +1.3 54 54 0 2 2 0 

SB 46.3 48.4 +2.o** 52 54 +2 3 6 +3 

5 

NB 54.4 48.6 -5.8 ... 60 54 -6 16 2 -14* 

SB 49.5 48.l -1.4 55 54 -1 6 3 -3 

6 

NB 50.4 48.3 -2. l * 55 53 -2 4 2 -2 

SB 53.2 49.4 -3.9* 59 54 -5 14 5 -9 * 

**statistically S1gnif1cant Increase from Before Cond1t1on (Level of Confidence ~ 95%) 

*stat1st1cally Significant :>ecrease from Before Cond1t1on (Level of Confidence = 95~) 



TABLE Ac4 EFFECT OF 45 mph SPEED ZONES ON THE 
DISTRIBlITION OF SPEEDS, LOCATION 3 

Standard Deviation (mph) Skewness Index 
Site Before After Chanoe Before 

l 

EB 5.1 5.3 +D.2 O.A 

WB 5.7 4.6 -1.1* 1.0 

2 

EB 6.3 5.1 -i.2* O.A 

WB 4.7 6.9 +2.2** 1.0 

3 

EB 5.8 4.5 -1.3* 1.1 

WB 5.7 6.2 +0.5 0.9 

4 

NB 5.9 5.1 -0.8 1.1 

SB 6.4 6.1 -0.3 0.8 

5 

NB 5.4 5.7 +0.3 0.8 

SB 6.2 6.3 +0.1 0.9 

6 

NB 4.9 4.7 -0.2 0.9 

SB 5.9 4.9 -1.0* 1.0 

**statistically Significant Increase from Before 
Condition (Level of Confidence = 95%) 

*statistically Significant Decrease from Before 
Condition (Level of Confidence = 95%) 

After 

1.3 

0.9 

1.1 

0.9 

0.9 

1.0 

1.1 

1.0 

0.9 

1.0 

0.9 

1.0 

·-
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Traffic Operations of Basic Traffic-Actuated 
Control Systems at Diamond Interchanges 

CARROLL J. MESSER AND MYUNG-SOON CHANG 

This paper contains the results of field studies conducted to 
evaluate four types of basic, full-traffic-actuated signal control 
systems operated at three diamond interchanges. Two signal 
phasing strategies were tested: (a) three-phase and (b) four­
phase with two overlaps. Two small-loop (point) detection 
patterns-single- and multipoint-were evaluated for each 
type of phasing. An assessment of these systems was conducted 
based on the results of statistical and observational evidence 
regarding their operational effects on queues and cycle 
lengths. Multiple and geometric linear regression were used to 
formulate models that relate queuing delay to traffic charac­
teristics. Single-point detection was found to be the more cost­
effective three-phase design. Multipoint detection was found to 
be the more delay-effective four-phase configuration. Four­
phase control characteristically operates at a longer cycle 
length than does three-phase for a given traffic volume, and 
this feature may produce higher average delays unless the 
cycle Increase Is controlled to the extent that the internal 
progression features of four-phase can overcome this defi­
ciency. 

Efficient diamond interchange traffic control is a desirable 
objective and a necessary condition for providing safe and 
economic urban mobility. The diamond interchange is a critical 
interface between the freeway and arterial street system and, 
potentially, a system-threatening bottleneck to efficient traffic 
flow in an urban area. 

Diamond interchanges are widely used in urban areas as a 
means to transfer freeway traffic to and from the surface street 
system. These interchanges are almost always signalized with 
traffic-actuated or pretimed signals (1-4 ). This subject is ad­
dressed in this paper and useful information is provided for 
guiding future engineering decisions regarding the design and 
operation of traffic-actuated signals at diamond interchanges. 

OBJECTIVES 

This paper contains the results of field studies conducted to 
evaluate four types of basic, full traffic-actuated signal control 
systems. Two signal phasing strategies were tested: (a) three­
phase, and (b) four-phase with two overlaps. Two small-loop 
(point) detection patterns, single- and multipoint, were evalu­
ated for each type of phasing. An assessment of these four 

C. J. Messer, Texas A&M University, College Station, Tex. 77843. 
M. S. Chang, Korea Highway Traffic Safety Association, P.O. Box 
376, KWHAG WGA MOON, Seoul, Korea 

systems was conducted based on the results of statistical and 
observational evidence regarding their operational effects on 
queues and cycle lengths. Multiple and geometric linear regres­
sion were used to formulate models that relate queuing delay to 
traffic characteristics. 

Description of the four control systems will be provided by 
the two principal categories of control; namely, three-phase and 
four-phase. All signal control systems tested provided basic, 
full-actuated control. No volume-density features were permit­
ted. All systems were tested at diamond interchanges having 
continuous one-way frontage roads rather than exit ramps. 

It was desired that the signal control units would be equally 
fine-tuned in the field by experienced traffic engineers to 
provide reasonably snappy operations. Gap sizes and minimum 
greens were set reasonably short for the various detector de­
signs. No tendency to prematurely gap out within starting 
platoons was observed. fu all cases, the same maximum phase 
settings (Max 1 and Max 2) were applied to the three-phase and 
four-phase control strategies. fu retrospect, however, it cannot 
be proved that the actuated systems were equally fine-tuned, as 
no metric exists for this purpose. Therefore, direct comparisons 
between the operational performance of three-phase and four­
phase control, in particular, should reflect the limitation of this 
study. 

THREE-PHASE CONTROL 

Phasing 

The basic three-phase system used for traffic-actuated control 
of diamond interchanges in Texas is shown in Figure 1. Al­
though there are three primary phases, six subordinate phases 
also are possible, depending on phase gap-out, phase calls, and 
controller programming, including ring rotation and overlaps. 

Phase 1 initiates the sequence and includes both frontage 
road green signals to simultaneously provide protected move­
ment into the interchange. This phase must be displayed if 
there is a call for either frontage road green. Following Phase 1, 
an extension of one of the two frontage road phases usually 
occurs during peak hours of traffic demand. The selected exten­
sion phase would reflect which green had the higher ramp 
volume. 

Phase 2 is the cross-street, inbound-outbound phase without 
protected left turns. Inbound traffic is entering the interchange; 
outbound is exiting. Permissive left turns are sometimes al­
lowed in Phase 2. Phase rotation from Phase 3 back to Phase 2 
may occur during light traffic conditions when no frontage road 
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FIGURE 1 Three-phase, full-traffic-actuated 
diamond Interchange phasing. 

calls exist. Gap-out of an inbound through movement results in 
an early protected left-tum phase occurring before Phase 3. 

Phase 3 is the simultaneous display of protected turn signals 
for both internal left turns serving outbound traffic. Both turn 
signals must simultaneously terminate. Right-of-way then nor­
mally goes to Phase 1 to start the sequence again. 

Detectors 

Two types of detector configurations were studied for three­
phase control: (a) single-point and (b) multipoint. Similar des­
ignations were also given to detector configurations for four­
phase control. However, as subsequent coverage will show, the 
detector configurations for four-phase control on the frontage 
roads were considerably different for both cases. 
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Single-point detectorization for three-phase control provides 
a minimal number of detectors at the interchange while still 
maintaining full-actuated control; that is, at least one detector 
station per approach. Although there were on-site variations 
because of approach speed, geometry, and the presence or 
absence of left-tum bays, a basic plan existed for each detector 
configuration. In the single-point detector plan, one detector 
was placed on each frontage road approach. Detector setback 
from the stop bar varied with approach speed, but often was 
about 100 ft. This placement provides a minimum required 
phase time of about 14 sec. Phase operations are concurrent for 
the two frontage roads with memory "on" (locking memory). 
Detector placement for the single loop sensor per cross-street 
inbound approach again depends on the approach speed, but 
averaged only about 100 ft to the stop bar. 

Multipoint detection in three-phase control added one more 
detector across all lanes on all inbound phases. One detector 
was located about 100 ft from the stop bar as in single-point 
detection, and the other detector was located midway to the 
stop bar at about 50 ft. Again, actual detector placement de­
pends on approach speed. 

Figure 2 shows explicitly the three-phase multipoint detec­
tion scheme. Single-point detection did not include the inner 
approach detectors. Multipoint detection permits a slightly 
smaller minimum green with only slightly smaller gaps for 
extension timing. 

FOUR-PHASE CONTROL 

Phasing 

This type of signal phasing provides four primary input phases 
to the interchange, with additional input capacity provided by 
judicious arrangement of the four basic phases to allow two 
adjustable, fixed-duration overlap phases. This signal strategy 
is commonly referred to as "four-phase with overlaps." In 
reality, six discrete phases are required when all phases are 
calling. The phasing sequence is shown in Figure 3. Note that 
phase numbering is different between three-phase and four-

Note: Not for des ign 
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FIGURE 2 An Illustration of three-phase detector layouts. 
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FIGURE 3 Four-phase, full-traffic-actuated diamond interchange 
phasing. 
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FIGURE 4 An Illustration of four-phase, single-point detector layouts. 

phase control. Other phase numbering schemes are also used in 
the literature. 

Phase 1 in four-phase control is the lead, inbound frontage 
road phase. The choice of which frontage road leads is arbi­
trary. Phase 1 overlap is a fixed-duration phase equal to the 
travel time between intersections. 

Proceeding clockwise around the interchange, Phase 2 is 
primarily an inbound, actuated, cross-street phase. Note, 
however, that only one arterial approach at a time initially 
receives the green. 

Phase 3 likewise is the other frontage road movement. This 
phase operates sirnilarly to Phase 1 and is followed by Phase 3 
overlap. 

Phase 4 concludes the services of actuated phases for this 
type of control. Phase 4 is the arterial inbound phase and is 
similar to Phase 2. 

Detectors 

Two detector configurations were also tested for four-phase 
control: (a) single-point and (b) multipoint detection. Figure 4 
shows a typical detection plan for four-phase, single-point 
detection, whereas Figure 5 shows a common detector layout 
for four-phase with multipoint detection. Some variation in the 
detection plan was made at each site to best accommodate each 
interchange's geometrics and approach speeds. 
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FIGURE 5 An illustration of four-phase, multipoint detector layouts. 

Because of high volumes of low speed, turning traffic ob­
served on the cross-street inbound approaches, practically no 
variation in single-point and multipoint detection configura­
tions on the cross street was tested with three-phase or four­
phase control at an interchange. In four-phase, single-point 
detection, one detector (set) was used at about 100 ft from the 
stop bar, the same as three-phase. In four-phase, multipoint 
detection, an additional detector was placed about 50 ft from 
the stop bar, which provided better signal change protection 
and shorter minimum greens but more actuations and only a 
slight reduction in gap timing for promoting gap-out. 

Multipoint detection on the frontage roads used the five­
detector system shown in Figure 5. The three detectors located 
closer to the intersection are connected to one amplifier. This 
special detector amplifier's output is routed through an external 
logic card to process inputs. When speeds of 40 mph (or related 
occupancy time) are recognized, this detector set is disabled by 
the logic card, and phase extension immediately switches to the 
upstream extension set of detectors. The upstream detectors 
will extend the green when headways of 2.1 to 2.5 sec are 
maintained and provide protection against possible dilemma 
zone problems for speeds up to 55 mph. Using these upstream 
detectors, gap-out for Phase 1 termination usually occurs at the 
desired time such that the end of the platoon arrives at the stop 
bar at the termination of Phase 1 overlap. The detector switch­
ing thus effectively promotes full utilization of Phase 1 overlap. 

EXPERIMENTAL PLAN 

Successful field studies were conducted at three diamond inter­
changes in Texas. Both three-phase and four-phase control 
systems were tested at each site. A control system is considered 
to be one type of controller phasing combined with one type of 
detector plan. The scope of the study limited field observations 
to only 1 day per type of signal control system studied per 
interchange. 

Interchange Characteristics 

The three sites offered a typical variety of geometric and traffic 
patterns for Texas. Some geometric commonality was also 
present. All interchanges provided continuous, one-way front­
age road operations in a suburban environment. All inter­
changes were traffic actuated with each city having some expe­
rience with three-phase and four-phase control. All three 
interchanges could provide three-phase and four-phase control 
with existing equipment. However, the four-phase control 
tested used a special NEMA four-phase controller that had to 
be temporarily installed to provide single-point and multipoint 
detection. Three-phase control used the existing controller 
units. 

A summary of selected diamond interchange attributes is 
given in Table l. The schematic layout of Ocean and Pine 

TABLE 1 INTERCHANGE SITE CHARACTERISTICS 

Interchange Dimensions Queue Turnaround Left-
Cross-street Curb-to-Curb Storage Lanes Tum 
File Name Outside Inside Distance Present Lane 

North 232 160 150 No No 
Ocean 382 310 290 Yes Yes 
Pine 470 396 360 Yes Yes 

Streets were similar. Both had turnaround lanes on both sides. 
However, North Avenue was a fairly small interchange, Ocean 
Avenue was moderately sized, and Pine was a large inter­
change. Interchange lengths (distance along the cross street) 
ranged from 278 to 470 ft. North Avenue was the only one 
studied that was on a cross-street bridge at grade with the 
frontage roads. No left-tum or U-tum lanes were provided on 
the bridge. 

The data collected at each site contained three types of 
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measures: (a) traffic demand variables, (b) interchange control 
a.-id geomet.-ic attributes, and (c) traffic perfonmmce measures. 
Field observations of system activity together with incidental 
records were also maintained in a log book for each day of the 
study. 

Statistical considerations of randomness, stability, and sam­
ple size combined with previous experiences led to the selec­
tion of a 15-min time interval as being the time base for study. 
Each 15-min period was considered one independent study, or 
data point. Volumes and system performance (delay) queue 
counts to be described in following sections were obtained for 
each 15-min interval. 

Traffic Volume 

Traffic volume was used as the primary input variable. Traffic 
counts were made at each intersection by turning movement 
using manual observers. Time-lapse turning movement re­
corders with assistant recorders attached were used to initially 
record the turning movement counts by approach lane. Turning 
movement summaries were prepared for each approach by 
lane. The maximum volume [expressed in vehicles per hour per 
lane (vphpl)] observed on each approach for each 15-min study 
period was identified These six "critical" volumes, three at 
each intersection, were then added together to form an "inter­
change total critical volume" for each study interval. That is 

(1) 

where Vis the interchange total critical lane volume, vphpl, and 
Vic is the critical lane volume on approach i, vphpl. Subscripts 
1, 2, and 3 relate to the three approach legs on one intersection; 
whereas Subscripts 4, 5, and 6 relate to the corresponding 
movements on the other intersection. V3c and V 6c represent the 
larger of the outbound through or left-tum flows at the respec­
tive intersections. 

Computer programs were prepared during the data reduction 
phase to automatically make these critical volume determina­
tions and summarize the total interchange results. 

Cycle Length 

Cycle length was measured for each study period and tested as 
a dependent variable and as an independent variable at various 
stages of the analysis process. Cycle length for actual control 
changes with each succeeding phasing sequence. Unlike pre­
timed control, the time of each cycle length for basic actuated 
control depends on short-term traffic volumes, number of 
phases, and traffic controller settings of (a) initial green, (b) gap 
extension, and (c) maximum green for each phase, together 
with other factors. An average cycle length over each 15-min 
period was determined by averaging the cycle lengths recorded 
by an observer. 

Queue Delay 

Signal efficiency is normally described in terms of delay, delay 
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per vehicle or, as in the 1985 Highway Capacity Manual (5), in 
terms of stopped delay per vehicle. Stopped delay per vehicle 
on an approach serving an arrival flow of "v" vehicles per hour 
is 

d=1 
v 

where 

d 
q 

= 
= 

stopped delay, sec/veh; 
average number of vehicles stopped in queue 
at an approach to the interchange during the 
study interval, veh, and 

v = approach flow, veh/sec. 

(2) 

For each approach to the interchange, counts of the number 
of vehicles stopped in each lane for each approach were re­
corded every 15 sec. Averages by lane per approach were then 
determined for each of the 60 (4 x 15) samples over the 
respective 15-min period A maximum average queue per lane 
per approach was then obtained. Maximum queues per lane per 
approach were determined during data reduction. Each max­
imum (critical) queue per lane per approach was denoted ci. 

Total interchange critical queue was used as the traffic con­
trol system performance measure of operational efficiency. 
Total interchange queue was derived from the six approaches 
similar to total input volume. Total interchange critical queue 
for a 15-min period is equal to 

(3) 

where Q is the total interchange critical queue, veh/lane, and 
Qci is the maximum queue per lane on approach i, veh/lane. 

Comparisons between system design attributes can be effec­
tively made at the same total volume levels. However, Equation 
2 indicates that comparisons of observed queues for different 
control systems cannot be made at different volume levels 
because the case having higher total interchange queue could 
have higher volumes, but less average delay per vehicle. 

Study Plan 

Field studies at the three interchanges were conducted from 
Tuesday through Friday during the Spring and Summer of 
1984. A typical field study tenm was composed of eight field 
observers plus one study supervisor. Three study periods per 
day were provided to sample a wide range of volume levels and 
traffic patterns. A typical daily schedule ran from 7:30 a.m. to 
9:00 a.m. followed by a breakfast break. A 2-hr study of off­
peak and noon-hour traffic began at 11:00 a.m. and lasted until 
1:00 p.m. Several traffic patterns occur during this period. 
Following lunch and a brief break, the afternoon study lasted 
from 4:30 p.m. until 6:00 p.m. Again, 15-min study intervals 
were obtained by all staff synchronizing their watches before 
each study. The study plan thus provided 5 hr of observation 
time per day with four data points per hour for a total of 20 (5 x 
4 = 20) data points obtained per system configuration per 
interchange. 
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Data Reduction 

Three levels of data reduction were performed. All manually 
recorded queue and turning movement counts were routinely 
logged following each study period. Dates and station locations 
were checked for accuracy. All turning movement counts were 
transferred from the counter boards to data sheets before depar­
ture from the site. 

A considerable quantity of data had to be manually reduced 
in the office by staff personnel. Queue counts, in particular, 
required substantial time. Queue counts were being recorded 
on scribble pads at six approaches by lane every 15 sec. This 
sampling rate results in about 1,000 queue samples for all lanes 
during each 15-min study period, or a total of about 86,000 
samples per interchange. All of these data points had to be 
manually tallied, averaged, and tabulated for coding into the 
computer. 

The study data were coded into the Amdahl comput­
ing system at Texas A&M University using remote job entry 
WYLBUR terminals. Routine statistical summaries were pre­
pared for each data set for visual inspection of the data for any 
apparent coding errors. Range and limit tests were conducted to 
further check for coding errors. Preliminary testing revealed 
that each data set contained consistent and expected trends in 
attributes. The data were then pooled to evaluate the perfor­
mance characteristics of the four alternative diamond inter­
change control systems. 

Data Analysis 

The pooled data were analyzed by using statistical analysis 
techniques. The Statistical Analysis System (6) was used 
throughout the data analysis phase. Basic summary and de­
scriptive statistics were used to illustrate diamond interchange 
traffic and queue characteristics. Further, multiple regression 
models and general linear hypothesis testing were used to 
evaluate the different signal phasings and detector configura­
tions at the diamond interchanges. The detailed analysis tech­
niques used, variables considered, and the evaluation processes 
followed to select the models describing the diamond inter­
change operational characteristics will be presented later. 

STUDY RESULTS 

The derived performance characteristics of four alternative 
diamond interchange control systems introduce the study re­
sults. These performance characteristics will be represented by 
a series of models or graphs illustrating relationships such as 
cycle versus critical volume, and critical queue versus critical 
volume and traffic pattern. Subsequently, alternative control 
systems, given either phasing plan or detection scheme, will be 
presented to illustrate performance differences. In the fol­
lowing sections, the four signal control systems are denoted as 
follows: 

3S = three-phase, single-point detection 
3M = three-phase, multipoint detection 
4S = four-phase, single-point detection 
4M = four-phase, multipoint detection 

59 

Cycle Length Versus Critical Volume and Traffic Pattern 

The four alternative control systems were evaluated to deter­
mine the average cycle length that would be expected given the 
critical volume at the diamond interchange. The models de­
veloped are as follows: 

2 3S, C = 21.8 + 14.4 (V/1,000), R = 0.68 
2 3M, C = 20.8 + 13.5 (V/1,000), R = 0.64 

2 4S, C = 27.7 + 31.7 (Y/l,000), R = 0.72 
4M, C = 21.5 + 25.4 (V/1,000), R2 = 0.73 

where C is the cycle length in seconds and V is the sum of 
critical lane volumes at the interchange, vphpl. 

Operating cycle lengths were found to increase with critical 
volume, as expected. The effect of traffic pattern was studied in 
the next step of the analysis process. 

Because not only traffic volume but also traffic pattern affect 
cycle length, other variables representing traffic pattern were 
individually added to the model. The best models found from 
stepwise regression are as follows: 

3S, C = 14.5 + 14.4 (V/1,000) + 20.1 RILCVE, R2 = 0.80 
3M, C = 15.9 + 12.9 (V/1,000) + 15.8 RILCVE, R2 = 0.76 
4S, C = 38.7 + 32.3 (V/1,000) + 33.8 RILCVE, R2 = 0.79 
4M, C = 16.9 + 25.8 (V/l,000) + 11.4 RILCVE, R2 = 0.75 

where RILCVE =internal left-tum volumes per sum of exter­
nal critical volumes. Figure 6 shows the relationships found 
between cycle length and critical volume for the range of 
volumes studied using RILCVE = 0.4, the mean of the field 
studies. Several observations determined from Figure 6 are as 
follows: 

1. Three-phase, multipoint detection consistently produced 
the shortest cycle length given traffic conditions. 

2. Three-phase, multipoint detection had little advantage in 
cycle length when compared to three-phase, single-point detec­
tion. 

3. Four-phase, single-point detection generated the longest 
cycle length given traffic conditions. 

4. Four-phase, multipoint detection provided substantial re­
duction in cycle length as compared with four-phase single­
point. 

5. Three-phase control produced shorter cycles than did 
four-phase control. 

Critical Queue Versus Critical Volume and Traffic 
Pattern 

The effect of critical volume on critical queue for alternative 
control schemes was evaluated. The models developed are as 
follows: 

3S, Q = 1.12 +Exp [0.87 (V/1,000)], R2 = 0.79 
3M, Q = 1.22 +Exp [0.85 (V/1,000)], R2 = 0.74 
4S, Q = 1.75 +Exp [0.88 (V/1,000)], R2 = 0.74 
4M, Q = 1.09 + Exp [1.06 (V/1,000)], R2 = 0.79 
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FIGURE 6 Relationship between cycle length and critical 
volume. 

As expected, these models predict that average queue in­
creases with increasing critical volume. 

The effect of different traffic pattern, in addition to traffic 
volume, on interchange queue performance was evaluated. 
Several variables previously explained to define traffic pattern 
at an interchange were individually tested. The best models 
found are as follows: 

3S, Q = 0.72 + Exp [0.976 (V/l,000) + 0.35 RILCVI], 
R2 = 0.84 
3M, Q = 0.70 + Exp [0.938 (V/1,000) + 0.50 RILCVI], 
R2 = 0.89 
4S, Q = 1.39 + Exp [0.943 (V/1,000) + 0.17 RILCVI], 
R2 = 0.76 
4M, Q = 0.67 + Exp [1.185 (V/1,000) + 0.36 RILCVI], 
R2 = 0.84 

where RILCVI = internal left turns per sum of critical internal 
lane volumes. 

Figure 7 shows the effect of traffic volume and traffic pattern 
at an interchange on traffic delay experienced for the range of 
volumes studied, using the mean RILCVI = 0.8 observed in the 
field studies. Several observations can be derived from Figure 7 
as follows: 

1. There was no significant difference in queue performance 
between three-phase, single-point, and multipoint detection 
given traffic volume at an interchange. 
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FIGURE 7 Relationships between critical queue versus 
critical volume and traffic pattern for RILCVI of 0.8. 

2. The four-phase, single-point system generated the highest 
delay among other alternative control schemes for a given 
traffic volume. 

3. Three-phase control produced less delay than four-phase 
control given traffic volume at an interchange. 

Three-Phase Control Detector Configurations 

Figure 8 shows the queue performance characteristics between 
single-point and multipoint detection for three-phase control. 
Traffic pattern, given in terms of RILCVI, is shown at 0.4 and 
1.0. It can-be observed from Figure 8 that there appears to be no 
significant difference between single-point ·and multipoint de­
tection for three-phase control at a given traffic volume and 
traffic pattern. 

A general linear hypothesis test was performed to evaluate 
whether queue performance between single-point and multi­
point detection for three-phase control was statistically dif­
ferent. No significant difference in queue performance was 
detected between single-point and multipoint detection for 
three-phase control. 

Four-Phase Control Detector Configurations 

Figure 9 shows the queue performance characteristics derived 
for single-point and multipoint detection for four-phase control. 
Traffic pattern is also depicted at 0.4 and 1.0 values of RILCVI. 
It can be observed from Figure 9 that multipoint detection for 
four-phase control generated shorter delay except when heavy 
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FIGURE 8 Queue performance characteristics between single 
and multipoint detection for three-phase control. 

traffic flow together with heavy internal left turns exist at an 
interchange. 

CONCLUSIONS AND RECOMMENDATIONS 

The operational performance of traffic-actuated, signalized dia­
mond interchange control systems has been examined in this 
study. Basic traffic-actuated controller units were used. All 
interchanges were operated isolated from all other intersections 
or interchanges. None of the interchanges was located within 
frontage road progressive systems. A wide range of volume 
levels were observed, but excessively heavy (or over capacity) 
volumes were infrequently observed, if at all. 

Conclusions 

The following conclusions were drawn from the data collected 
and field observations made in this study. They apply within the 
volume levels measured, traffic patterns experienced, and oper­
ational environment of one-way frontage roads in an urban area 
using basic actuated signal control. 

1. Single-point detection is the more cost-effective three­
phase detection system because it provides the same effective­
ness as does the more costly multipoint detection system. 
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FIGURE 9 Queue performance characteristics between 
single and multipoint detection for four-phase control. 

2. Multipoint detection is the more delay-effective, four­
phase detection system. It provides more effectiveness but with 
a more expensive system. Its true cost-effectiveness is un­
known. 

3. Shorter cycle lengths are, in general, a desirable attribute 
for isolated interchange control. Phase terminations should be 
"snappy," with prompt phase termination becoming more crit­
ical as volume increases. 

4. Four-phase control characteristically operates at a longer 
cycle length than does three-phase for a given traffic volume, 
but provides superior internal progression within the inter­
change. 

5. Three-phase control can produce less overall queuing 
delay than four-phase for the same volume and level of detec­
tion. In most cases, however, this lower delay arises at a price 
of undesirable secondary stops within the interchange. 

6. Three-phase control can be a good phasing strategy under 
selective geometric, traffic and control conditions. Three-phase 
works better when the interchange is wide and there is a high 
proportion of through flow, either on the frontage roads or on 
the cross street, or on both. In most cases, three-phase requires 
the use of relatively short cycle times with wider interchanges 
permitting better phase flexibility and smoother flow through 
the interchange. 

7. Four-phase is an acceptable signal phasing strategy for 
typical urban interchange applications. Control stability and 
progressive flow are routinely provided but usually at a price of 
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increased cycle length and overall interchange delay unless the 
control is finely tuned. 

8. Single-point detection produces, in general, longer cycle 
lengths than does multipoint detection. The trend toward longer 
cycle times for single-point detection is greater for four-phase 
than for three-phase control. Multipoint detection also can 
become susceptible to producing long cycle lengths under 
some heavy volume conditions. 

Recommendations 

The following recommendations are offered based on the re­
sults of this study. These recommendations apply to situations 
in which the signalized diamond interchange is operated iso­
lated from all adjacent interchanges or intersections and the 
inside-to-inside, curb-to-curb dimensions between the frontage 
roads are 450 ft or less. In addition, only basic, full-actuated 
traffic signal controller units using small-area (point) detection 
are considered. 

1. Single-point detection should be considered as a basic 
system component for three-phase control. 

2. Multipoint detection on the frontage roads should be 
considered as a basic system component for four-phase control. 

3. Four-phase with overlap control should be considered as 
a viable alternative in all cases of isolated, diamond inter-> 
change control where one-way frontage roads exist. 

4. Three-phase control should b'e considered a viable alter­
native when any of the following isolated interchange control 
conditions exist: 

a. When there is a small percentage of left-tum traffic on the 
frontage roads; or 

b. When the interchange has sufficient internal queue stor­
age capacity to store traffic without locking-up the turning 
movements within the interchange; or 

c. When the interchange experiences freeway exit ramp or 
frontage road backup such that the backup affects freeway 
operation; and 

d. The cycle length is kept short, phase termination snappy, 
and adequate visibility of the interchange signal operations 
exists. 

5. Traffic control techniques should be considered for im­
plementation at actuated diamond interchanges that delay 
phase calls and rapidly gap-out phases of lighter traffic in 
heavier traffic-demand situations. At high-volume inter-
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changes, control features such as traffic-responsive, variable 
timings may be desired to reduce delays and minimize phase 
max-out even for multipoint detection. 

6. There is a need to develop standard field test procedures 
for determining when an actuated diamond interchange con­
troller unit is optimally fine-tuned to existing traffic conditions. 

7. A traffic controller unit providing a combination of three­
phase and four-phase operations could efficiently service a 
wide range of traffic and geometric conditions. The additional 
feature of providing improved progression along the cross 
street or frontage roads, or both, would be an additional attrac­
tive feature. 
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Conversion from Permissive to Exclusive/ 
Permissive Left-Turn Phasing: A Before­
and-After Evaluation 

ANNE STONEX AND JONATHAN E. UPCHURCH 

A before-and-after study was conducted to determine the 
effects of converting left-turn signal phasing from a permissive 
condition to an exclusive/permissive condition. Data collection 
was conducted In April 1984 and February 1985. Time-lapse 
photography was used to collect data on the numbers of vehi­
cles already stopped, stopping, or not stopping at S-sec Inter­
vals. Each movement (left-turn and through) and direction 
were separately recorded. These data, In turn, were analyzed 
to determine traffic volumes, average and total amounts of 
vehicle stopped delay, the percentage of vehicles stopping, and 
the percentage of left-tum vehicles. Mean values of these fac­
tors for before and after data were compared to determine the 
significance of any differences. The results showed that left­
turn volumes Increased significantly In the after phase. 
However, when these volumes were expressed as a percentage 
of total volume (which also Increased), the Increases were not 
significant. The percentage of vehicles that stopped Increased 
dramatically from 43 percent of all vehicles In the before phase 
to 71 percent of all vehicles In the after phase. Average delays 
to southbound through traffic more than quadrupled in the 
after phase, whereas those to northbound through traffic more 
than tripled. Average delay to left-turn vehicles decreased to 82 
percent of the before values; not a statistically significant 
amount. The conversion resulted in 87.9 veh-hr of additional 
delay per day. This delay converts to a cost of $398,587 /year in 
additional vehicle operating, travel time, and vehicle emissions 
costs. Longer cycles, loss of progression, and Inefficient use of 
green time Increased the number of stopping vehicles and 
vehicle delay. The Improvements In processing left-turn vehi­
cles were obtained at the expense of Inconveniencing the 
through movement. A comparison of before- and after-acci­
dent experience was not Included In this study. 

Described in this paper is a before-and-after study that evalu­
ated the effects of converting left-tum signal phasing from a 
permissive condition to an exclusive/permissive condition. 

Three types of left-tum phasing are in general use: 

• Permissive left turn. Vehicles are allowed to make a tum 
on a circular green indication but must yield to opposing traffic. 

• Exclusive left turn. Vehicles are allowed to make a tum 
only on a green arrow indication and have the right of way 
while the green arrow is displayed. 

• Exclusive/permissive. Vehicles are allowed to make a tum 

A. Stonex, 39499 Chart St, Mt Clemens, Mich. 48045. J. E. Up­
church, Department of Civil Engineering, Arizona State University, 
Tempe, Ariz. 85287. 

either on a green arrow indication or on the circular green after 
the green arrow has been terminated and after yielding to 
oncoming traffic. 

At present, there is no uniform method of application of left­
tum phasing throughout the United States. A 1985 survey by 
the Colorado-Wyoming section of the Institute of Transporta­
tion Engineers drew the response of 218 jurisdictions. These 
jurisdictions listed 175 different" criteria (based on delay, acci­
dents, volumes, or other factors) for installing exclusive or 
exclusive/permissive phasing (1 ). The multitude of different 
criteria being used strongly suggests that additional data on the 
effects of different types of left-tum phasing are needed to 
develop more uniform methods of application. 

In addition to the Colorado-Wyoming study, other re­
searchers have summarized current practice or have conducted 
studies to develop criteria or warrants. Agent and Deen pre­
pared an excellent summary of state warrants or guidelines in 
1978 (2). Mohle and Rorabaugh docwnented the effects of 
installing exclusive left-tum phasing (3). Warren reported on 
accident experience (4 ). Upchurch used matched pairs of inter­
sections to determine delay and other impacts (5 ). 

Few conversions from permissive to exclusive/permissive 
phasing are docwnented in the literature. Most of the intersec­
tions used as the subject of before-and-after studies were 
changed from permissive to exclusive or vice versa. Up­
church 's work (5), using matched pairs of intersections, pro­
duced much useful information. However, it was not possible 
in that study to duplicate intersection geometry, cycle length, 
turning movement percentages, and vehicle arrival patterns. 
These observations suggested that a before-and-after study of a 
permissive to exclusive/permissive conversion would be very 
useful. Before-and-after data collection at one location would 
minimize the number of confounding factors in the analysis. 

The city of Phoenix has recently developed a strong interest 
in the subject of left-tum phasing. Political and engineering 
decisions in 1984 led to the opportunity to conduct a before­
and-after study. 

Phoenix has an excellent 1-mi grid system of major arterial 
streets, most of which are six or seven lanes wide. Arterials are 
heavily relied on because the city has fewer miles of freeway 
per capita than any other urban area of its size. Dramatic 
population and traffic growth have strained the surface street 
system. A frustrated public has come to believe that a left-tum 
arrow is the quick-and-easy solution to the problem. This belief 
is so popular and widespread that a mayoral candidate (subse-
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quently elected) adopted "more left-tum signals" as part of his 
campaign agenda. 

Phoenix's traffic engineering department has historically 
been reluctant to use exclusive or exclusive/permissive phasing 
because it (a) takes away green time from the through move­
ment, (b) increases overall intersection delay and reduces ca­
pacity, and (c) disrupts the progression that works excep­
tionally well on the 1-mi grid system. Intuitively, the traffic 
engineers believed that left-tum arrows would have serious 
drawbacks. In response to political pressure, exclusive/permis­
sive phasing was installed on an experimental basis at several 
locations to evaluate the impacts. One of these locations-44th 
Street and Thomas Road-was the site of this research project. 

This intersection was chosen because it presented the oppor­
tunity to conduct a before-and-after study of the effects of the 
conversion from permissive to exclusive/permissive left-tum 
phasing. However, the researchers could not control or elimi­
nate the other factors (cycle length, loss of progression, etc.) 
that confounded the analysis. The scope of the study did not 
allow any modifications to the intersections needed to deter­
mine the individual contribution of each factor to changes in 
"after" intersection operations. 

"After" data were collected 7 months after installation of 
exclusive/permissive phasing. Therefore, drivers had 7 months 
to become aware of and adapt to the new signal phasing. 

An analysis of before-and-after accident experience was not 
included in the scope of the study. The after condition de­
scribed in this paper existed for less than 1 year; significant 
changes in traffic signal progression were made at the end of 
the after period. The short after period prevented any conclu­
sive analysis of accident experience. Driver surveys were not 
within the scope of the study. 

OBJECTIVE 

The overall objective of the study was to evaluate the changes 
in intersection operation as a result of the installation of exclu­
sive/permissive phasing at 44th Street and Thomas Road. Spe­
cific objectives were to answer the following questions: 

1. What was the net change in delay to the 44th Street 
approaches, considering both through and left-tum vehicles? 

2. Did delay to left-tum vehicles increase or decrease with 
the addition of exclusive/permissive phasing? 

3. Did delay for nonturning vehicles increase? 
4. What was the effect of the change in left-tum phasing on 

the ratio of green time to cycle length for the through 
movement? 

5. What effect did left-tum arrows have on vehicle opera­
tion cost, air polluting emissions, fuel consumption, and per­
son-hours of travel? 

6. Have left-tum volumes increased as a result of the in­
stallation of exclusive/permissive phasing? 

INTERSECTION DESCRIPTION 

Forty-Fourth Street and Thomas Road are both major arterials 
with three through lanes in each direction and left-tum bays on 
each approach. The left-tum bays on the 44th Street approaches 
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are about 200 ft long with storage space for 10 vehicles. 
Concrete medians channelize the traffic on all approaches. 
Signal heads are mounted on poles in the medians and on the 
comers as well as overhead The signal heads in the medians 
were changed from the standard two-phase, three-section type 
to a five-section stacked type that includes green and yellow 
arrows. 

Data were collected, via time-lapse film, only for the 44th 
Street approaches (northbound and southbound). Data were not 
collected on the Thomas Road approaches because of limited 
resources. In the before phase, the 44th Street average daily 
traffic (ADT) was 43,500 vehicles per day. The basic traffic 
patterns in the after phase were quite similar to those in the 
before phase. The before-and-after volumes for each direction 
and movement by hour of filming are given in Table 1. 

SlgnaJ Timing 

The signal timing for the before phase is given in Table 2. 
Cycle lengths ranged from 50 to 65 sec. North-south green time 
varied from 19 to 29 sec. The ratio of green time to cycle length 
(G/C ratio) ranged from 36.4 to 48.3 percent. The signals were 
two-phase, pretimed, and part of a progressive signal system. 
Progression speeds varied with cycle length from 28 to 36 mph. 

The timing schedule for the after phase is given in Table 3. It 
should be noted that between 6:30 p.m. and 6:30 a.m., only 
permissive phasing is used on the north and south approaches. 
Except for this time period, G/C ratios for the through move­
ment decreased in the after phase. This was because the in­
crease in through green time was not as large as the increase in 
cycle length. G/C ratios for the through movement ranged from 
36.4 to 48.3 in the before phase and from 28.5 to 36.7 in the 
after phase. 

The cycle lengths shown are maximum values. Cycle lengths 
actually varied with demand throughout the day, but were not 
measured on a cycle-by-cycle basis. Upstream detectors deter­
mined the length of the through-clearance interval up to a 
maximum of 4.6 sec. The minimum arrow display time was 6 
sec; the maximum, 10 sec. 

Intersection Operation 

In the after phase of the study, the intersection continued to 
operate with only permissive phasing from 6:30 p.m. to 6:30 
a.m. From 6:30 a.m. to 6:30 p.m., the exclusive left-tum phase 
is actuated only if there are three or more vehicles in the left­
tum lane. This is accomplished by using two detection loops in 
the left-tum bay. One loop is just behind the stop line and the 
second is 50 ft behind the stop line. The presence of vehicles on 
both detectors is required to call the exclusive phase. The 
exclusive phase is not called when there are less than three 
vehicles in the queue; in this case the through clearance interval 
can process two left-tum vehicles. 

When used, the left-tum arrow leads the through-green 
phase. Overlaps are used if the exclusive phase is actuated for 
left turns in one direction but not the other. 

The previously described operation of the exclusive phase 
was planned so as to limit the following disadvantages of the 
additional phase: 
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1. Loss of progression, 2. Quicker dispersal of left-tum queues, 
2. Increased cycle length, 3. Additional left-tum capacity, 
3. Decreased G/C. ratio for the through movement, and 
4. Increased delay to through traffic. 

4. Reduced interference with through traffic due to 
"spillover" from the left-tum bay, and 

5. Satisfaction of public demand to install left-tum arrows. 
Restricted hours of exclusive phase operation and minimum 
left-tum demand thresholds were efforts to limit its use. The 
main advantages of the addition of the exclusive phase were 

A comparison of traffic flows from the before-and-after films 
shows that the after-phase operation was neither as smooth nor 
as efficient as it was in the before phase. 

1. Reduced left-tum delays, A before-and-after type study was used to reduce, as much 

TABLE 1 VOLUMES BY HOUR OF FILMING 

Northbound Southbound 

Percent Percent 
Hout' Before After Difference Before After Difference 

Through Volumes (vehicles per hour) 

1 942 949 +0.7 1,294 1,209 -6.6 
2 904 1,036 +14.6 1,012 1,123 +11.0 
3 1,037 1,221 +17.7 1,087 1,194 +9.8 
4 1,309 1,267 -3.2 1,239 1,215 -1.9 
5 1,243 1,367 +10.0 1,070 1,233 +15.2 
6 1,330 1,513 +13.8 1,272 1,301 +2.3 
7 1,498 1,790 +19.5 1,335 1,239 -7.2 
8 1,748 1,798 +2.9 1,185 1,295 +9.3 

Left-Tum Volumes (vehicles per hour) 

1 159 169 +6.3 131 140 +6.9 
2 182 208 +14.3 129 156 +20.9 
3 217 251 +15.7 154 172 +11.7 
4 209 260 +24.4 160 203 +26.9 
5 196 273 +39.3 158 176 +11.4 
6 192 238 +24.0 151 168 +11.3 
7 190 264 +38.9 143 185 +29.4 
8 181 217 +19.9 139 195 +40.3 

a Each hour represents one reel of exposed film. Filming began at about 8: 15 a.m. and concluded 
at about 5:15 p.m. 

TABLE2 SIGNAL TIMING AND G/C RATIO BEFORE 

Cycle N-S N-S Green Time 
Length Green Yellow Progression G/C ratio 

Time of Operation (sec) (sec) (sec) Speed (mph) (%) 

6:45 a.m.-8:15 a.m 60 29 4 30 48.3 
8:15 a.m.-4:00 p.m 50 19 4 36 38.0 
4:00 p.m.-5:10 p.m 55 20 4 33 36.4 
5:10 p.m.-5:40 p.m 65 29 4 28 44.6 
5:40 p.m.-6:00 p.m 55 20 4 33 36.4 
6:00 p.m.-6:45 a.m 50 19 4 36 38.0 

TABLE 3 SIGNAL TIMING AND G/C RATIO AFTER 

Green 
N-S N-S Time for 

N-S N-S Left- Left- N-S 
Through Through Tum Tum Through 

Cycle Length Green Yellow Arrow Yellow (G/C 
Time of Operation (sec) (sec) (sec) (sec) (sec) ratio,%) 

6:30 a.m.-9:00 am 105.2 max 30 4.6 10 max 3 28.5 
9:00 a.m.-3:30 p.m 77.2 max 25 4.6 6 max 3 32.4 
3:30 p.m.-6:00 p.m 105.2 max 30 4.6 lOmax 3 28.5 
6:00 p.m.-6:30 p.m 77.2 max 25 4.6 6 max 3 32.4 
6:30 p.m.-6:30 a.m 68.2 max 25 4.6 0 0 36.7 
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as possible, differences in intersection characteristics and oper­
ation when comparing permissive phasing to exclusive/permis­
sive phasing. It is emphasized that some factors, which were 
beyond the control of the researchers, did change. The cycle 
length was increased, the ratio of through green time to cycle 
length was decreased, volumes increased slightly, and the pre­
vious pattern of traffic progression was disrupted. Although it 
would have been desirable for a perfect before-and-after com­
parison to have the same cycle length, progression patterns, 
volume, and ratio of north-south to east-west green time, these 
characteristics could not be controlled. 

DATA COLLECTION 

Time-lapse photography was used for data collection; it is the 
only practical data collection method for accurately obtaining 
information on volume and associated vehicle delay. The films 
were used to determine left-tum volumes, opposing volumes, 
and delay (both to left-tum and through vehicles). 

The time-lapse camera was located on a lift truck adjacent to 
the right lane of the south approach and approximately 300 ft 
from the intersection. The camera was approximately 30 ft 
above the roadway. From this location the through and left-tum 
movements on the north and south approaches were observed 
and recorded on film. 

Eight hours of film were exposed in both the before and after 
phases. The 8 hr covered a time period from about 8: 15 a.m. to 
5:15 p.m. (including short breaks for changing film). The traffic 
observed in the 8-hr period accounted for about 51 percent of 
ADT. A speed of one frame per second was used for all filming. 
Filming was continuous in order to be able to calculate delays 
based on 1-sec intervals. Each roll of film had 3,600 frames (50 
ft roll) and ran for 1 hr. Filming was done for the before phase 
on Friday, April 13, 1984, and for the after phase on Friday, 
February 22, 1985. 

DATA REDUCTION 

The basic types of information obtained from the time-lapse 
films were volume and delay data. Stopped time delay was the 
specific type of delay calculated in this study. It measures the 
time a vehicle is stopped and does not include time losses 
caused by deceleration and acceleration. Wherever the term 
delay is used in this paper, it refers to stopped time delay. 

The time-lapse film was projected using a time-lapse proj­
ector at a slow rate of speed. Viewing of the films, observation 
of vehicle movements, and tabulation of data resulted in the 
collection of data on volume, the number of vehicles stopping, 
the number of vehicles not stopping, total delay, average delay 
per stopped vehicle, average delay per approach vehicle, and 
the percent of vehicles that stopped. These data were collected 
separately for left-tum and through movements and for the 
near- and far-side approaches to the intersection. These data 
were tabulated for 5-min intervals. 

Although the time-lapse film was exposed at a rate of one 
frame per second, 5-sec intervals were used for recording 
volume and delay data. This interval facilitated data reduction 
and analysis. A 5-sec interval of film was projected, and the 
number of vehicles that (a) were stopped, (b) came to a stop in 
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that interval, and (c) did not stop at all while traversing the 
intersection were observed and tallied. A stopped vehicle was 
defined as one that was stopped and waiting for the signal to 
turn green or for a suitable gap (in the case of left-tum 
vehicles). 

Stopped time delay was used for calculating delay. In this 
study, stopped vehicles were counted in 5-sec intervals. Every 
5 sec, the number of vehicles stopped (in through or left-tum 
lanes) was recorded. The total delay (for all vehicles on the 
approach) was calculated as the total number of vehicles ob­
served multiplied by the observation interval (5 sec). 

Volume and delay data were summed for 5-min periods. 
Average delay per stopped vehicle, average delay per approach 
vehicle (vehicles on the approach), and the percent of vehicles 
that stopped were calculated from the volume and delay data. 
In addition, the percentage of all vehicles on an approach that 
turned left was calculated. Data were further summarized by 
summing the preceding factors for 1-hr periods. 

STUDY FINDINGS AND ANALYSIS 

Volume 

Traffic volume increased on all four movements between April 
1984 and February 1985. The number of vehicles per hour 
observed for each movement are listed in order of hour of 
filming in Table 1. This hourly breakdown shows the variations 
throughout the day. The 8-hr totals and overall average vol­
umes are given in Tables 4 and 5. 

The largest increases were in left-tum volume. Average 
hourly southbound left-tum volume increased from 146 to 174 
vehicles, a 19.2 percent increase. The increase was statistically 
significant at the 95 percent level of confidence. 

The increase in northbound left-tum volume is even greater. 

TABLE4 VOLUME--8-HR TOTAL IN VEHICLES 

Percent 
Before After Difference 

Through volume 
(NB and SB) 19,505 20,750 +6.4 

Left-tum volume 
(NB and SB) 2,691 3,275 +21.2 

Southbound volume 
(through and left tum) 10,659 11,204 +5.1 

Northbound volume 
(through and left tum) 11,537 12,821 +11.1 

Total NB and SB volume 22,196 24,025 +8.2 

NoTB: NB = northbound; SB = southbound. 

TABLE 5 VOLUME--8-HR AVERAGE IN VEHICLES PER 
HOUR 

Percent 
Before After Difference 

Southbound through 1,187 1,226 +3.3 
Northbound through 1,251 1,368 +9.3 
Southbound left tum 146 174 +19.8 
Northbound left tum 191 235 +23.2 
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Hourly average northbound left-tum volumes increased by 
23.2 percent from 191 to 235 vehicles per hour. The increase 
was statistically significant at the 95 percent confidence level. 
Total left-tum volume for both directions increased by 21.2 
percent 

Hourly average southbound through volume increased by 
3.3 percent from 1,187 to 1,226 vehicles per hour. This increase 
is not statistically significant. Northbound through volume rose 
from 1,251 to 1,368 vehicles per hour. The increases in through 
volume are not statistically significant. 

The total north-south volume rose 8.2 percent from 22, 196 to 
24,025 left-tum and through vehicles in 8 hr. 

Left-Turn Volume as a Percentage of Total Volume 

The combined increases in southbound through and left-tum 
volumes over an 8-hr period raised total southbound volume by 
5.1 percent from 10,659 to 11,204 vehicles (see Tables 4 and 
6). Southbound left-tum volume grew from 10.9 percent to 
12.5 percent of total (left-tum and through) southbound volume 
for a relative increase of 14.7 percent in the after phase. This 
increase is statistically significant at the 95 percent confidence 
level, but not at the 99 percent level. 

TABLE6 LEFf-TURN VOLUME AS A PERCENTAGE OF 
TOTAL VOLUME 

Percent 
Before After Difference 

Southbound volume 10,659 11,204 +5.1 
(through and left turn) vehicles vehicles 

Southbound volume (left 1,165 1,395 +19.7 
tum only) vehicles vehicles 

Left-tum percentage of 10.9% 12.5% +14.7 
through + left 

Northbound volume 11,537 12,821 +11.1 
(through and left turn) vehicles vehicles 

Northbound volume (left 1,526 1,880 +23.2 
tum only) vehicles vehicles 

Left-tum percentage of 13.2% 14.7% +11.4 
through + left 

SB and NB volume 22,196 24,025 +8.2 
(through and left turn) vehicles vehicles 

SB and NB volume (left 2,691 3,275 +21.7 
turns only) vehicles vehicles 

Left turn percentage of 12.1% 13.6% +12.4 
through + left 

Total northbound volume rose by 11.1 percent, from 11,537 
to 12,821 vehicles in 8 hr. The portion of this volume demand­
ing left turns increased from 13.2 percent to 14.7 percent for a 
relative increase of 11.4 percent. The increase in northbound 
left-tum volume, expressed as a percent of total northbound 
volume, is not statistically significant. 

Whether or not the relatively larger growth of left-tum de­
mand is a result of the addition of left-tum phasing could only 
be answered by a survey of drivers. It is likely that the exclu­
sive phase attracts some drivers because they perceive it as 
safer and more convenient. It may also attract drivers who 
previously used circuitous routes to avoid a lengthy left-tum 
delay. 
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Total Delay 

Definite changes have occurred in the amount of total delay and 
its distribution. Table 7 gives 8-hr totals for delay in vehicle 
hours. The most dramatic changes have been the increases in 
through delay. Total southbound through delay for 8 hr in­
creased from 11.59 to 49.34 vehicle-hours. The after value is 
4.26 times the before value. 

TABLE 7 DELAY-8-HR TOTAL IN VEHICLE-HOURS 

Percent 
Before After Difference 

Southbound through 11.59 49.34 +326 
Northbound through 14.72 52.31 +255 
SB + NB through 26.31 101.64 +286 
Southbound left tum 18.98 15.25 -19.6 
Northbound left turn 42.96 35.26 -17.9 
SB + NB through and left-

turn combined 88.24 152.16 +72.4 

Northbound through delay also increased markedly, from 
14.72 vehicle-hours to 52.31 vehicle-hours. The after value is 
just over 3.5 times that of the before data. 

The total through delay for the before phase is 26.31 vehicle­
hours in 8 hr; for the after phase, 101.64 vehicle-hours or 3.86 
times that of the before phase. Total volume in the after phase 
was only 1.08 times larger. 

Left-tum delay decreased, as expected. Total southbound 
left-tum delay for 8 hr decreased by 19.6 percent, from 18.98 to 
15.25 vehicle-hours. Total northbound left-tum delay de­
creased by 17.9 percent, from 42.96 to 35.26 vehicle-hours. 

Total before north-south delay (through and left-tum move­
ments combined) was 88.24 vehicle-hours in 8 hr. After the 
change in phasing and cycle length, total north-south delay was 
152.16 vehicle-hours in 8 hr. The increase was 63.92 vehicle­
hours or 72.4 percent. 

The decrease in total left-tum delay did not offset the in­
crease in total through delay. The through movements (86.3 
percent of total north-south traffic) were penalized to benefit 
the left-tum movements that comprised only 13.7 percent of 
the total north-south volume. 

The increase of 63.92 vehicle-hours of delay is for an 8-hr 
period during which filming was conducted. There are a total of 
12 hr in the day during which exclusive phasing can be actu­
ated. Based on relative volume levels in the 4 hr that were not 
filmed and the fact that volume increased 8.2 percent between 
the before and after phases, it is estimated that the total daily 
increase in delay as a result of the change in phasing is at least 
87.9 vehicle-hours. 

The use of green time for handling left-tum instead of 
through vehicles resulted in inefficient use of green time, which 
was a primary cause of increases in total delay. The longer 
cycle length caused the stopped through vehicles to be delayed 
longer than before; the loss of progression increased the num­
ber of vehicles forced to stop. 

Average Delay 

The impacts of the increase in total delay have already been 
discussed; however, the relationship of total delay to volume 
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has not yet been explored. Average delays to through and left­
tum movements for both directions are a direct expression of 
the volume/total delay interaction. Table 8 gives average delay, 
in units of vehicle-seconds per vehicle, for the 8 hr of filming. 

Average delay to all southbound through vehicles increased 
from 4.4 to 18.1 vehicle-seconds per vehicle, a 311 percent 
increase. The corresponding change in northbound values was 
from 5.3 to 17 .2 vehicle-seconds per vehicle, a 225 percent 
increase. Average delay to all through vehicles increased by 
259 percent, from 4.9 to 17 .6 vehicle-seconds per vehicle. All 
of these changes were shown to be statistically significant. 

Average delay to southbound left-tum vehicles decreased 
from 58.6 to 39.4 vehicle-seconds per vehicle, a drop of 32.8 · 
percent. The 32.8 percent decrease in average delay per vehicle 
is considerably more than the 19.6 percent decrease in total 
delay reported in the preceding section. This emphasizes the 
importance of examining average delay. Left-tum volume in­
creased while total delay decreased, resulting in a much larger 
drop in average delay. 

TABLE 8 DELAY-AVERAGES OVER 8-HR IN VEHICLE­
SECONDS PER VEHICLE 

Percent 
Before After Difference 

Southbound through 4.4 18.1 +311.4 
Northbound through 5.3 17.2 +224.5 
SB + NB through 4.9 17.6 +259.2 
Southbound left turn 58.6 39.4 -32.8 
Northbound left turn 101.3 67.5 -33.4 
SB + NB left turn 82.8 55.7 -32.7 
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Average northbound left-tum delay was reduced from 101.3 
to 67 .5 vehicle-seconds per vehicle, a decrease of 33.4 percent. 
Again, the decrease in average delay is magnified by a concur­
rent rise in volume. The average delay to all left-tum vehicles 
(both directions combined) decreased from 82.8 to 55.7 vehi­
cle-seconds per vehicle. Surprisingly, analysis of variance 
showed that all of the reductions in average left-tum delay were 
not statistically significant. 

Graphical Analysis of Left-Turn Delay 

Opposing Volume Ranges 

Figure 1 shows average left-tum delay plotted as a function of 
opposing volume. One curve shows left-tum delay for the 
before phase; the other curve shows it for the after phase. The 
graph was constructed by partitioning average left-turn delays 
for 5-min intervals into ranges of opposing volume. The 5-min 
average delay values were used to calculate a mean left-tum 
delay for each volume range. 

The before plot indicates a general tendency for average left­
tum delays to increase with increasing opposing volume. 
Larger opposing volumes result in fewer gaps for left turns; 
thus, left-tum delay increases. The after plot shows a much 
narrower range of left-tum delay. The shape of the curve 
reflects the fact that larger opposing volumes cause longer left­
tum queues. When such volumes persist, the exclusive phase 
may be called for each cycle. This hastens dispersal of the 
queues, thus reducing delay. 

x 

I( 

30 40 50 60 70 80 90 100 110 120 220 230 260 270 

AVERAGE LEFT TURN DELAY 
(vehicle-seconds / vehicle) 
X = before O= after 

FIGURE 1 Plot of average left-turn delay versus ranging of opposing volume. 
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Volume Cross Product 

As described, Figure 1 relates left-tum delay only to opposing 
volume. Figure 2 shows the relationship between average left­
tum delay and volume cross product (VCP). Volume cross 
product is the opposing volume multiplied by the left-tum 
volume. As such, it is a simplified index of conflicts between 
left tum and opposing traffic. Volume cross product is a useful 
measure for relating average left-tum approach delay to traffic 
stream conditions. 

The VCP ranges in Figure 2 represent increments of 200 
vehicles2/5 min. The only difference between the generation of 
this graph and that for the volume ranges (Figure 1) is the 
partitioning of average delays. 

The data in Figure 2 indicate little change in average left­
turn delay at low-volume levels (volume cross product of 500 
to 700 vehicles2/5 min). At these volumes the exclusive/per­
missive system functions like a permissive system because left­
tum demand is low. As volume increases (higher-volume cross 
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products), however, left-tum demand is sufficient to call the 
exclusive phase. As a result there is a significant reduction in 
left-tum delay. 

Percent of Vehicles Stopping 

The addition of the exclusive left-tum phase was not the only 
change made on 44th Street. As the cycle length was increased, 
the ratio of through-green time to cycle length was decreased. 
As a result of the change in cycle length, progression on 44th 
Street could no longer be achieved. The percentage of arriving 
vehicles that were forced to stop at the intersection increased. 

In the before phase, the average fraction of southbound 
through traffic that stopped was 34.7 percent over 8 hr. This 
percentage nearly doubled in the after phase, to 64.5 percent 
stopping (see Table 9). The average percent of northbound 
through traffic that stopped also rose-from 35.7 to 67.7 per­
cent. The increases in the percent of through traffic that stopped 
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FIGURE 2 Plot of average left-tum delay versus volume cross-product 
ranges. 
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TABLE 9 PERCENT OF VEJilCLES STOPPING (8-hr average) 

Percent 
Before After Difference 

Southbound through 34.7 64.5 +85.7 
Southbound left tum 94.9 98.0 +3.2 
Northbound through 35.7 67.7 +89.8 
Northbound left tum 98.4 97.6 -0.8 
SB + NB through and left-

tum combined 42.7 70.6 +65.4 

were statistically significant. The through-traffic movements 
accounted for a very large proportion of the approach volume 
(86.3 percent of total observed volume in the after phase). 

The slight changes in the fraction' of left-tum vehicles that 
stopped were minimal. At least 95 percent of left-tum vehicles 
stopped in both the before and after phases. 

For all movements combined, the percent of vehicles that 
stopped increased from 42. 7 percent in the before phase to 70.6 
percent in the after phase. 

Economic Impact 

It has been demonstrated in previous sections of this paper that 
vehicle delay and the number of vehicles stopping were both 
greatly increased. These impacts result in greatly increased 
costs for the roadway user and the public in terms of increased 
vehicle operating cost, increased travel time, and vehicle emis­
sions. These costs can be estimated based on: (a) the increased 
number of vehicles that must decelerate and accelerate due to 
the increased percentage of vehicles that stop; and (b) the 
increased stopped delay (vehicle hours of idling time). An 
estimate of these costs is described next. 

Costs Due to Additional Number of Stopping Vehicles 

An estimate of additional vehicle operating costs was per­
formed by using procedures described in A Manual on User 
Benefit Analysis of Highway and Bus Transit Improvements, 
1977 (6). Unit costs presented in this report were updated to 
1985 values, and a correction was made for vehicle fleet fuel 
consumption improvemenls. 

From the time-lapse photography it was known that during 
the 8 hr that were filmed the number of vehicles that stopped 
increased by 6,868 vehicles. Expanding this number to a 24-hr 
period yielded 9,444 vehicles per day. For simplicity, it was 
assumed that (a) all of these vehicles were passenger cars; (b) 
they all underwent a speed change cycle from 40 to 0 to 40 
mph; and (c) vehicles that did not stop did not go through a 
speed change cycle at all. These assumptions caused the actual 
increase in costs to be understated. 

The additional vehicle operating cost due to a speed change 
cycle from 40 to 0 to 40 mph (updated to a 1985 value) is 
$31.74 per 1,000 speed change cycles. Therefore, the addi­
tional vehicle operating cost on 44th Street was 

$31.74/1,000 vehicles x 9,444 vehicles= $299.77/day 

This equals $109,416/year. 
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The value of time is related to the activity pursued and the 
length of time involved. It is difficult to quantify such a subjec­
tive cost. Previous studies have assigned values to low, me­
dium, and high time savings, which should logically be appli­
cable to losses of time as well (6). The medium time savings 
value per traveler-hour for average trips was chosen as a 
reasonable estimate. This was $1.80/hr at 1975 prices (6). 
Updated to 1985, the value is $3.66/hr per person. 

Average vehicle occupancy was assumed to be 1.56. This is 
the same value used in 1977 after an FHWA survey indicated it 
to have held true since the late 1960s (7). This increases the 
cost to $5. 71/hr per vehicle. 

Travel time losses were calculated from a base value of 4.42 
hr/l,000 speed change cycles (8). Multiplied by 9,444 addi­
tional vehicles stopping, the result was 41.74 additional hours 
of travel time per day. At $5. 71/hr, this amounts to a travel time 
cost of $238.34/day or $86,992.98/year. 

Data on increased vehicle emissions due to speed change 
cycles are provided by Dale (8). Unit costs of the pollutants are 
also available (9). 

An additional 46 lb of carbon monoxide, 2.1 lb of hydrocar­
bons, and 2.4 lb of nitrogen oxide are generated for every 1,000 
stopping vehicles. By applying the unit costs and multiplying 
by 9,444 vehicles, the additional emission costs were calcu­
lated to be $6.60/day or $2,408.60/year. The increased costs 
due to the additional number of stopping vehicles are sum­
marized in Table 10. 

TABLE 10 ADDITIONAL COST FOR THE ROADWAY USER 
AND THE PUBLIC 

Vehicle 
operating 
cost 

Travel time 
cost 

Emission 
cost 

Total 

Additional 
Cost per 
Day Due to 
Additional 
No. of 
Stopping 
Vehicles ($) 

299.77 

238.34 

6.60 

544.71 

Additional 
Cost per 
Day Due to 
Increased 
Stopped 
Delay($) 

43.12 

501.91 

2.28 

547.31 

Total 
Additional 
Cost per 
Day($) 

342.89 

740.25 

8.88 ---
1,092.02 

Costs Due to Increased Stopped Delay 

Total 
Additional 
Cost per 
Year($) 

125,155 

270,191 

3,241 

398,587 

A Manual on User Benefit Analysis of Highway and Bus­
Transit Improvements (6) was also used to estimate these 
additional vehicle operating costs. Once again, unit costs were 
updated to 1985 values and a correction was made for im­
proved fuel economy. The 1985 rate was $490.60 per 1,000 
vehicle-hours of idling. Multiplied by the additional 87.9 vehi­
cle-hours of stopped delay, this yielded an increased vehicle 
operating cost of $43.12/day. 

The value of a person's time is the largest component of the 
costs due to stopped delay. Using the 87.9 additional vehicle­
hours of delay per day and a value of $5.71/hr per vehicle 
yields a daily travel time cost of $501.91. 
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An additional 434 lb of carbon monoxide, 14.1 lb of hydro­
carbons, and 4.4 lb of nitrogen oxides are generated by 87.9 
vehicle-hours of idling. The emission cost of these pollutants is 
$2.28/day. 

All additional costs due to idling and stopping are given in 
Table 10 in terms of cost per day and cost per year. It is 
emphasized that the values in Table 10 are the increased costs 
for vehicles on 44th Street only. If increased costs for Thomas 
Road were also considered, the costs would be much higher. 

CONCLUSIONS 

1. Volumes of both left-tum and through movements for 
north and south approaches increased in the after phase. The 
increase in left-tum volumes was found to be statistically 
significant; the increase in through volumes was not. 

2. The increase in southbound left-tum volume, expressed 
as a percentage of total southbound volume, was significant at 
the 95 percent level of confidence. 

3. The increase in northbound left-tum volume was not 
significant when expressed as a percentage of total northbound 
volume. 

4. Average delay to southbound through vehicles more 
than quadrupled in the after phase. Average delay to north­
bound through vehicles more than tripled in the after phase. 

5. Average delays to left-tum vehicles decreased to 82 
percent of the before values. The decrease was not found to be 
statistically significant. Delay decreased even though left-tum 
volume increased. 

6. There was a minimum net increase in total delay (on the 
north and south approaches) of 87.9 vehicle-hours per day. The 
net decreases in left-tum delay were only a fraction of the net 
increases in through delay. 

7. The increased vehicle operating, travel time, and emis­
sion costs due to the net increase in delay were at least $547/ 
day or $199,655/year. Additional costs due to the increased 
number of stopping vehicles were $545/day or $198,819/year. 
The combined costs were $1,092/day and $398,587/year. 

8. The percentage of through vehicles that stopped on 44th 
Street increased significantly (from 35 to 66 percent). 

9. Longer cycle lengths and inefficient use of green time 
increased the number of stopping vehicles and vehicle delay. 

10. The loss of progression contributed to the problem of 
inefficient use of through-green time. 

11. The efficiency of through movement operations was 
impaired by the addition of the exclusive phase. The improve­
ments in processing left-tum vehicles were obtained at the 
expense of inconveniencing the through movement. 
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DISCUSSION 

E.C.P.CHANG 
Texas Transportation /nstituJe, Texas MM University System, College 
Station, Tex. 77843-3135. 

Left-tum control strategies have important impacts on the sig­
nal capacity, traffic operations, and safety design of signalized 
intersections. Selecting the proper left-tum signal phasing can 
improve the level of service, decrease intersection delay, and 
reduce left-tum-related accidents. Various jurisdictions fre­
quently have to determine which left-tum treatments are more 
effective for daily traffic operations. Three left-tum signal 
phasings are commonly used with the green arrow or circular 
green indications. These control strategies include the "permis­
sive or permitted," "exclusive or protected," and "exclusive/ 
permissive or protected/permitted" phases for different sig­
nalized left-tum treatments. However, there are currently no 
standard guidelines in the United States for determining which 
left-tum phasing treatment is best at a particular intersection. 

Permissive versus exclusive phasings have been discussed in 
many past studies. However, few studies have examined per­
missive versus exclusive/permissive treatment. Many practic­
ing traffic engineers have been reluctant to convert from per­
missive to exclusive/permissive phasings for three reasons. 
First, they are likely to reduce arterial through-green times for 
progression. Second, the possible delay increase may reduce 
total intersection capacity. Third, no good signal timing 
methods are currently available to calculate exclusive/permis­
sive green splits and provide capacity evaluation. Despite these 
potential disbenefits, the uses of exclusive phases and alterna­
tive phase sequences have been proved to be successful in 
many signalized locations. Overall, implementation of the ex­
clusive left-tum treatment can significantly reduce the pos­
sibility of severe left-tum accidents when a large percentage of 
left-tum traffic exists at a signalized intersection. 

Described in this paper is a field experiment study that 
investigated the conversion from permissive to exclusive/per-
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missive operatioIL The study compared two signal treatments 
and evaluated the before-and-after performance. A signalized 
intersection in Phoenix, Arizona, was converted from pretimed 
to semi-actuated operation. Traffic volume and delay data were 
obtained and processed manually through time-lapse photogra­
phy. Stopped delay and traffic characteristics were identified 
for the arterial left-tum and through movements. Finally, per­
formance evaluations were summarized for the specific study 
intervals. In this study 

1. A statistically significant amount of volume increase in 
left-tum movements was observed in the "after" study. 

2. A significant increase in average arterial through delay 
was noted when the signal control changed from the "before" 
permissive left tum to the "after" exclusive/permissive left­
tum treatment. 

3. A decrease in left-tum delay in the after study was ob­
served even though the overall volume had increased. 
However, the net increases in arterial through delay were far 
greater than the net decreases in left-tum delay after the exclu­
sive/permissive phase was implemented. 

The intent of this study was to evaluate the differences in 
operational performance between permissive and exclusive/ 
permissive operations. However, there are three major con­
cerns about the results of this field evaluation. First, because 
the study team was not able to control the development of 
traffic signal timing plans for after comparisons, the results 
may not be suitable for drawing general conclusions among the 
permissive, exclusive, or exclusive/permissive arterial opera­
tions. Second, because the researchers were not able to design 
desirable signal timing plans to account for the possible effects, 
some of the observed findings may actually originate from the 
fact that these signal timing parameters may not be set properly 
for exclusive/permissive operations. Third, the statements con­
cerning the loss of progression as a result of the use of the 
exclusive phase are somewhat misleading. 

Because of the preceding concerns, three additional com­
ments are recommended: 

1. To use the exclusive or exclusive/permissive left tum 
effectively, the signal timing plans, and especially the arterial 
phase sequences, have to be provided properly in order to allow 
maximum arterial progression and yet maintain minimum stops 
and total delay. 

2. The timing design of exclusive/permissive or permissive/ 
exclusive phasings relies primarily on how to provide short but 
sufficient green time for the required protected left-tum phase 
movements. 

3. Effective signal system operation requires efficient coor­
dination between arterial capacity analysis and signal timing 
optimization. 

When designed and implemented properly, exclusive or exclu­
sive/permissive phases can effectively clear the arterial left­
tum traffic in advance of the arriving progression traffic, 
thereby increasing effective signal capacity and improving op­
erational safety. Therefore, two operational considerations are 
needed for a fair before-and-after comparison. First, the revised 
arterial timing design is needed to generate effective, coordi­
nated progression offsets for exclusive/permissive signal oper-
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ations. Second, accurate signal capacity analyses are also re­
quired to calculate efficient amounts of green splits for the 
exclusive portion of the total left-tum phase. Essentially, three 
basic design questions have to be answered: 

1. What amount of effective green time can be allocated for 
the protected portion of the left-tum phase without having to 
take the opposing through green needed for coordinated arterial 
progression? 

2. How should the permitted left-tum saturation flow be 
accounted for in the permitted left-tum phase to reflect the 
equivalent -added signal capacity in the arterial directions be­
cause of the increased arterial through-green time in the per­
missive phase? 

3. How much should the arterial traffic be adjusted to con­
sider the increased arrival traffic in the arterial directions due to 
the "platooned" traffic from the arterial signal progression 
effects? 

This study confirmed that signal timing design for exclusive/ 
permissive or permissive/exclusive left-tum operations is an 
important yet complicated process. Field performance mea­
surements are extremely susceptible to the way signal timing 
plans are implemented and perceived by motorists. Normally, 
arterial travel time and stopped delay can be reduced by care­
fully timing traffic signal systems for efficient progression 
operations. Each of the permissive, exclusive, or exclusive/ 
permissive left-tum signal treatments may introduce opera­
tional problems to the arterial system if they have not been 
timed properly for coordinated system operation. Therefore, 
the impacts of timing plans on signalized intersection delay 
should be thoroughly examined before any field implementa­
tion can be proved to be successful. Simulation studies or field 
experiments should not only be performed at individual inter­
sections, but the resultant arterial progression should also be 
carefully investigated. In this way, more comparative before­
and-after study results can be used to examine different traffic 
signal control strategies before implementing signal timing 
plans. 

AUTHORS' CLOSURE 

Chang's comments are greatly appreciated; they stimulate 
much needed discussion on this important topic. 

As indicated in the paper, the study team did not have control 
over the signal timing plans used in the "after" portion of the 
study period. Timing plans such as cycle length and G/C ratio 
for each movement were factors that the study team simply had 
Lo accepl. Whether or not the signal Liming parameters in the 
after phase were good or poor is simply conjecture at this point. 

We generally agree with the following comments made by 
Chang. 

1. To use the exclusive or exclusive/permissive left tum 
effectively, the signal timing plans, and especially the arterial 
phase sequences, have to be provided properly in order to allow 
maximum arterial progression and yet maintain minimum stops 
and total delay. 

2. The timing design of exclusive/permissive or permissive/ 
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exclusive phasings relies primarily on how to provide short but 
sufficient green time for the required protected left-tum phase 
movements. 

3. Effective signal system operation requires efficient coor­
dination between arterial capacity analysis and signal timing 
optimization. 

Chang states: "When designed and implemented properly, 
exclusive or exclusive/permissive phases can effectively clear 
the arterial left-tum traffic in advance of the arriving pro­
gression traffic, thereby increasing effective signal capacity 
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and improving operational safety." This is fairly easy to ac­
complish on a single arterial street. However, it is more difficult 
to accomplish in a connected network of arterial streets. As 
Chang points out, "Each of the permissive, exclusive, or exclu­
sive/permissive left-tum signal treatments may introduce oper­
ational problems to the arterial system if they have not been 
timed properly for coordinated system operation." We agree. 

Publication of this paper sponsored by Commiltee on Traffic Control 
Devices. 
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Operational Analysis of Exclusive Left-Turn 
Lanes with Protected/Permitted Phasing 

JAMES A. BoNNESON AND PATRICK T. McCoy 

With the release of the 1985 Highway Capacity Manual, a new 
procedure for analyzing signalized Intersections has been In­
troduced. One of the major differences between the 1965 and 
the 1985 manuals ls in the area of left-turn capacity. A general 
methodology for the analysis of signalized Intersections, par­
ticularly left-turn operations, is described in the 1985 Manual. 
Unfortunately, with regard to exclusive left-turn lanes with 
protected/permitted phasing, the sample calculations provided 
do not appear to explicitly follow the general methodology. 
Moreover, the sample calculations Introduce many new con­
cepts that are not Included In the discussion of the methodol­
ogy. Calculation 3 In Chapter 9 of the manual is reexamined In 
this paper. In particular, the left-turn lane groups with pro­
tected/permitted phasing are reanalyzed according to the gen­
eral methodology, but issue Is taken with some of the "new" 
concepts Introduced within Calculation 3. On the basis of the 
findings reported in this paper, it appears that there is a need 
for some revision of Chapter 9 of the 1985 Highway Capacity 
Manual, particularly with regard to the analysis of left-turn 
lane groups with protected/permitted phasing. 

Chapter 9 of the 1985 Highway Capacity Manual (HCM) (1) 
contains procedures for evaluating the capacity and level of 
service of signalized intersections. The operational~analysis 
methodology presented in the HCM accounts for the effect of 
left-tum movements based on the manner in which they are 
accommodated. Jn the case of left turns made from an exclu­
sive left-tum lane co.ntrolled by protected/permitted phasing, 
the HCM recommends an iterative procedure, which is shown 
in Figure 1. Jn this procedure, all left turns are initially assumed 
to occur in the protected phase. If this assumption results in 
volume-to-capacity ratios that are too high. a portion of the left 
turns, up to the capacity of the permitted phase, is assigned to 
the permitted phase, and the saturation-flow-rate and capacity­
analysis modules are repeated. The portion of left-turns as­
signed to the permitted phase is increased on successive itera­
tions until either acceptable volume-to-capacity ratios are ob­
tained or the capacity of the permitted phase is reached. 

Unfortunately, only a general description of this procedure is 
given in the HCM. Also, the sample calculations presented in 
the HCM do not correctly illustrate the procedure as it is 
described. Consequently, the generality of its description and 
the inconsistency between this description and the sample cal­
culation illustrating its use have been sources of confusion to 
HCM users. 

I. A. Bonneson, Traffic Operations Program, Texas Transportation 
Institute, Texas A&M University System, College Station, Tex. 77843. 
P. T. McCoy, Civil Engineering Department, University of Nebraska, 
Lincoln, Lincoln, Neb. 68588. 

Jn an effort to eliminate this confusion, the operational­
analysis procedure presented in the HCM for evaluating the 
capacity and level of service of exclusive left-tum lanes con­
trolled by protected/permitted phasing is reviewed in this pa­
per, and revisions to the procedure are suggested to make it 
consistent with other procedures in the HCM. The revised 
procedure is presented within the context of a reanalysis of 
Calculation 3, which is the sample calculation used in the HCM 
to illustrate the operational analysis of exclusive left-tum lanes 
with protected/permitted phasing. The reanalysis of Calcula­
tion 3 is presented in the first section of this paper, which 
includes explanations of the revisions made to the procedure 
presented in the HCM. The second section includes a summary 
of the revised procedure recommended. The solution of Cal­
culation 3 is compared with the solution of Calculation 3 
presented in the HCM. 

REANALYSIS OF CALCULATION 3 

Calculation 3, which begins on page 9-50 of the HCM, is the 
operational analysis of a multiphase-actuated signal located at 
the intersection of Fifth Avenue and 12th Street. The input 
worksheet showing the geometric, traffic, and signalization 
conditions at this intersection is shown in Figure 2. Exclusive 
left-tum lanes are provided on all four approaches to the inter­
section. Protected/permitted phasing is provided for the left­
turns from the north-south street (Fifth Avenue), and permitted 
phasing is provided for the left turns from the east-west street 
(12th Street). 

Jn this reanalysis, the procedure suggested in the HCM is 
followed except where revisions are noted. All pertinent work­
sheets are completed and shown in this reanalysis. However, 
the discussion focuses only on those points in the solution 
where revisions to the procedure are made. Although this paper 
is concerned with just the operational analysis of exclusive left­
tum lanes with protected/permitted phasing, all worksheets are 
completed for the entire intersection to better illustrate the 
consequences of the revisions. A discussion of the reanalysis of 
Calculation 3 with respect to each of the modules in the 
operational-analysis procedure follows. 

Input and Volume Adjustment Modules 

The input and volume adjustment modules are performed in the 
same way as they were in the original analysis. The worksheets 
for these modules are shown in Figures 2 and 3. They are 
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Input Module 

Volume 
Adjustment 

Module 

Assignment of All 
Left Turns to 

Protected Phase 

Saturation 
Flow Rate 
Module 

Capacity 
Analysis 
Module 

Assignment of Some 
Left Turns to 

Pennitted Phase 

Level of Service 
Module 

75 

FIGURE 1 Iterative procedure for operational analysis of exclusive 
left-turn lanes with protected/permitted phasing. 

identical to those shown in the HCM and are presented here 
only for convenience. 

Saturation Flow Rate Module 

The saturation flow adjustment worksheet is shown in Figure 4. 
The adjustment factors used are identical to those used in the 
HCM with one exception: the left-tum adjustment factors for 
the eastbound (EB) and westbound (WB) permitted left-turns 
have been modified (i.e., EB: 0.29, not 0.31 and WB: 0.46, not 
0.48). The reason for this deviation is explained by_the iterative 
nature of the method for computing left-tum adjustment factors 
for permitted left turns. In other words; for those situations 
where the signal timing is not known or where the signal is 
actuated, as in this case, the corresponding phase durations 
must be initially estimated and then solved for iteratively. 
Ultimately, the assumed signal timings will converge to reason­
able values, and the result will most accurately reflect the 
intersection's operation. 

In the original analysis of Calculation 3, a 90-sec cycle and a 
18.5-sec phase duration were initially assumed for the calcula­
tion of the eastbound and westbound left-tum adjustment fac­
tors. This represents a good starting solution. But if the analyst 
had iterated through the analysis procedure, better estimates of 
these times would have been obtained as shown in Figure 5. 
Thus, Calculation 3 as presented in the HCM illustrates only 
the first iteration of the analysis process, whereas the results 
shown in Figures 4 and 5 are representative of the last iteration 
and hence the saturation flow rates shown should be more 
accurate than those shown in Figure 9-28 of the HCM. 

It should also be noted that some of the saturation flow rates 
for other movements differ by 1 or 2 percent. This amount is 
negligible and can be attributed to the effects of rounding 
during the analysis process. 

For the purposes of comparison between this analysis and 
that presented in the HCM, a cycle length of 119 sec is used for 
all subsequent analysis steps. This approach highlights devia­
tions resulting from the analysis process rather than those 
attributable to different cycle lengths. 
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INPUT WORKSHEET 
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FIGURE 2 Input worksheet for Calculation 3. 

Capacity Analysis Module Average Cycle Length and Lost Time 

The capacity analysis worksheet is shown in Figure 6. Given 
the phasing plan shown on the input worksheet in Figure 2, the 
combinations of critical lane groups are found according to the 
following rule: 

Using Equation 11.9-1 in the HCM, the cycle length is com­
puted as follows: 

[ 
EB . LT or TH/RI' ] [ NB LT + SB TH/RI' ] 

WB LT ::: TH/RI' + SB LT :r NB 1H/RT 

Thus, the sum of critical fl.ow ratios results from the combina­
tion: WB 111/RT +SB LT+ NB TH/RT= 0.24 + 0.09.+ 0.57 = 
0.90. This represents the percentage of green time needed to 
adequately serve intersection traffic during the analysis hour. 

C = LXj[X,, - l: (v/s)d] 
i 

where 

C = cycle length, in seconds; 
L = total lost time per cycle, in seconds; 

X,, = critical vie ratio for the intersection; and 
(vls)ci = sum of critical fl.ow ratios. 

(1) 
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VOLUME ADJllSTMENT WOIUCSHE£1' 
(!) <D ~ ® (I) (!) (!) (!) (!) 9 ~ 

if.ppr. Mvt. Mvt. Peak Flow Lant Plow nta Number Lant Adj . Prop 
Volume Hour Rate Group la Lua ol l.aftft Utiliz.ltim Flaw of 
(vph) hctor 

~~~ 
Graap N Factor y LT or RT 

PHF ,.;'I., u 
~1'' 

P~1 orP., 
Table9·4 

LT 60 0.8S 71 ---
,. 

71 1 1. 00 71 1.0 LT 

___.,. 
EB TH 270 0.85 Jl8 ~ 424 2 1. OS 445 0. ZS 

• RT 

RT 90 0.8S 106 

LT 100 0.85 118 
,,,,,,.---

118 1 1. 00 118 1. 0 LT ' 
WB TH 510 0.8S 

~ 
600 - 624 2 1. 05 6SS o. 04 

RT 

RT 20 0.85 24 

LT 120 0.90 lJJ ' 
\ ~, +' 

~ 
1JJ l 1.00 1.3.3 1. 0 LT 

NB TH 1480 0.90 1644 tr· 17JJ 2 l. OS 1820 0. 05 
RT 

RT 80 0.90 89 

LT 175 0.90 194 ~\" 194 1 1. 00 194 1. 0 LT 

SB TH 840 0.90 9JJ ..,! ! 1011 2 1. 05 1062 0.08 
RT 

RT 70 0.90 78 

FIGURE 3 Volume adjustment worksheet for Calculation 3. 

According to the HCM, the Xe value for a fully actuated 
signal can be estimated at 0.95. Titls estimate is based on the 
additional assumption that actuated intersections operate effi­
ciently with respect to the allocation of green time. Intuitively, 
this approach is reasonable and should provide a good approx­
imation of the average signal timing during the analysis hour. 

At this point, some discussion is necessary for the deter­
mination of total intersection lost time. The HCM states that 
total lost time per cycle for this intersection and phasing com­
bination is 6.0 sec. This value represents two 3.0-sec incre­
ments of lost time corresponding to the two through phases and 
assumes there is continuous utilization of the tiine element 
occurring between overlapped phases. Although this argument 
appears at first to have validity, it is incorrect. By definition, 
lost time is the time lost due to start-up, delay, and intersection 
clearance (totaling approximately 3.0 sec) that is experienced 

by each critical lane group. Hence, it is experienced by all three 
critical lane groups associated with Calculation 3 for a total of 
9.0 sec of lost time. 

Based on the assumption of Xe equal to 0.95 and a total lost 
time of 6.0 sec, the average cycle length was estimated to be 
118.8 sec in the original Calculation 3 analysis. Using this 
cycle length, the effective green times were estimated by pro­
portionally allocating the total cycle length to the critical lane 
groups as given in Table 1. However, because of the initially 
incorrect assumption of total lost time, the sum of the phase 
lengths given in Table 1 is greater than the cycle length by 3.0 
sec, the amount by which the lost time was underestimated. 

Assuming that total intersection lost time is 9.0 sec, a more 
realistic average cycle length can be estimated using Equation 
1. For a 9.0-sec lost time and the given Xe of 0.95, the average 
cycle length is calculated to be 171 sec. This represents a 44 
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SATURATION FLOW ADJUSTMENT WORKSHEET 
LANE GROUPS AD fl STMENT FACTORS @ 
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-
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\ y 

- - -
/ 

"' 
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.. 
... !Iii. 

WB 1800 2 . 930 .975 1.0 .935 1.0 .90 .990 1.0 2734 

l·~ +1 1800 1 .99 1.0 1.0 1.0 1.0 .90 1.0 .95 1524 

I 

NB l r'· 1800 2 .99 1.0 1.0 1.0 1.0 .90 . 99 1. 0 3180 

~t 1800 1 .99 1. 0 1.0 1.0 1.0 .90 1.0 . 95 1524 

'-+ 

SB ~~l l 1800 2 . 99 1.0 1.0 1.0 1.0 . 90 .99 1.0 3166 

FIGURE 4 Saturation How adjustment worksheet for Calculation 3. 

percent increase in cycle length over the original estimate of 
118.8 sec. Moreover, this illustrates the sensitivity of Equation 
1 to estimates of l, L (vls)c1, and Xe. 

i 

But, as previously mentioned, a 119-sec cycle length is used 
for all subsequent steps in this reanalysis in order to provide a 
more direct comparison between it and the original analysis of 
Calculation 3. Hence, to maintain the equality in Equation 1, Xe 
must be calculated. Given a 119-sec cycle length, a L (vls)ci of 

i 

0.90, and a 9.0-sec lost time, X, is found to be 0.97. 
The signal timing plan for a 119-sec cycle and a 9.0-sec lost 

time is given in Table 2. In this case, as expected, the sum of 
the phase lengths is equal to the cycle length. 

left-Turn Capacity 

During the iteration process, the amount of left-tum volume 
assigned to the protected portion of the protected/permitted 
left-tum phase is reduced, if possible. This reduction is a 
function of the theoretical capacity of the permitted phase 
portion. As specified in the HCM (see Step 10, p. 9-30), the 
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SUPPLEMENTAL WORKSHEET FOR LEFT-TURN ADJUSTMENT FACTOR, fLT 

INPlTT VARIABLES EB WB NB SB 

Cycle Length, C (sec) 119 . a 119.a 119.a 119.a 

Effective Green, g (sec) 29.3 29.3 8a.7 7a.a 

Number of Lanes, N I. a I. a 1.a I.a 

Total Approach Flow Rate, v, (vph) 494 741 1866 12a5 

Mainline Flow Rate, v .. (vph) 423 623 1733 lall 

Left-Tum Flow Rate, v,r (vph) 70 . 6 117 .6 133 194 

Proportion of LT, PL r I.a I. a I.a 1.a 

Opposing Lanes, N. 2.a 2.a 2.a 2.a 

Opposing Flow Rate, v0 (vph) 623 423 
lal/o 

la62 
l~(a) 

182a 
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s ... - ! SOON,. 
36aa v. ~ [ 400 + , .... ] 

36aa 
I ... PLlC' 14!lti - ,.,, 

Y .. = '" .. / S,.r 0.173 0.118 a.2~ 
0.335 

0 .4%; 
a . 572 
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65.fii 

61. 4 
24.~ 

4.4 
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l.g.+O 1.0 I. 0 
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r, 

E, = 1800 / (1400 - v,.) 2.32 1.84 

fm=!'.+~~ 1 
J + 2-c1+P,) 
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fLT=(fm+N-1)/N a.291 a . 457 

FIGURES Supplemental worksheet for Calculation 3. 

capacity of the permitted left-tum phase is calculated as the 
maximum of 

or 

CLT = 2 * 3,600/C 

where 

CLT = capacity of the left-tum permitted phase, 
in vph; 

(2) 

(3) 

V0 = opposing through plus right-tum flow rate, 
in vph; and 

(g/C)PLT = effective green ratio for the permitted left­
tum phase. 

Unfortunately, the methodology does not describe in suffi.­
cient detail the derivation of the (g/C)PLT ratio. Even more 
unfortunate is the omission of Equation 2 from the discussion 
of Calculation 3. The effects of this omission will be more 
evident in the next few paragraphs. 

Further investigation of the effective-green-time term (g) in 
the (g/C)PLT ratio reveals that it is identical to the unsaturated 
green time that is used in the calculation of the left-tum satura-
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FIGURE 6 Capacity analysis worksheet for Calculation 3. 

TABLE 1 SIGNAL TIMING USING HCM CALCULATION OF 
LOST TIME 

Critical Effective Lost Phase 
Flow Greena Time Length 

Movement Ratio (sec) (sec) b(sec) 

EB/WB through 0.241 30.1 3.0 33.1 
SB left-tum 0.088 11.0 3.0 14.0 
NB/SB through 0.573 71.7 3.0 74.7 

Total 0.902 112.8 9.0 121.Sc 

NoT11: Cycle length (C) = 118.8 sec, and critical v/c (X.) = 0.95. 
a Bffective green (g) = (critical flow ratio)(CIX.). 
bPhase length (G) = g + lost time. 
cGreater than cycle length (C = 118.8 sec). 

TABLE2 SIGNAL TIMING USING REVISED CALCULATION 
OF LOST TIME 

Critical Effective Lost Phase 
Flow Greena Time Length 

Movement Ratio (sec) (sec) b(8ec) 

EB/WB through 0.24 29.3 3.0 32.3 
SB left-tum 0.09 10.7 3.0 13.8 
NB/SB through 0.57 70.0 3.0 72.9 

Total 0.90 110.0 9.0 119.oc 

NoTB: Cycle length (C) = 119.0 sec, and critical vie (X.) = 0.97. 
a rufective green (g) = (critical flow ratio)(CIX.). 
bPhase langlh (G) = g + lost time. 
cEqual to cycle length (C = 119.0 sec). 
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tion flow adjustment factor for pennitted left turns. This un­
saturated green time, which is calculated on the supplemental 
worksheet, is computed as follows: 

811 = (g- CY,)/(1- Y,) 

where 

811 = portion of green not blocked by the clearing 

(4) 

of an opposing queue of vehicles, in seconds; 
8 = effective green time, in seconds; 
C = cycle length, in seconds; and 
Y0 = flow ratio for opposing approach. 

At this point some discussion is warranted on the appropriate 
values to use in calculating the opposing flow ratio (Y0 = V cJ 
Sop) on the supplemental worksheet. According to the meth­
odology, V0 is defined as the "mainline flow rate" on the 
opposing approach. In Calculation 3, this value was found in 
Column 5 of the volume adjustment worksheet. However, 
because this procedure is an attempt to account for the dis­
charge time of the longest opposing queue, it is suggested that 
the correct value to use in this instance would be the "adjusted 
flow rate" found in Column 10. This value is identical to that 
found in Column 5 with the exception that a lane utilization 
factor has been applied. 

Intuitively, this approach is more reasonable for estimating 
queue discharge time because it would account for any im­
balance in lane use. Obviously, the pennitted left-tum move­
ment cannot begin until the longest opposing queue has dissi­
pated. H the opposing approach is observed to have unequal 
utilization among through or right lanes, or both, then this 
should be accounted for via the lane utilization factor. A review 
of the literature on left-tum capacity supports this argument 
(2, 3). 

In addition to using the adjusted flow rate, it is also sug­
gested that the derivation of the saturation flow on the opposing 
approach (Sop) be reconsidered. Inspection of the equation used 
on I.he supplementitl worksheet to compute sop indicates that it 
does not consider many of the adjustment factors used in the 
saturation flow adjustment worksheet. For this particular exam­
ple I.he corresponding values of sop taken from I.he saturation 
flow adjustment worksheet are less than 90 percent of those 
calculated using the supplemental worksheet. Therefore, it ap­
pears redundant to calculate the saturation flow rate again when 
a more appropriate value has already been computed on the 
saturation flow adjustment worksheet. 

The implications of using the suggested values for V0 and Sop 
instead of those recommended by the HCM are shown in 
Figure 5. As can be seen in the northbound and southbound 
columns, the variation between analysis approaches can be 
significant. In particular, the equation for 8 increases in sen­
sitivity as the flow ratio (Y0 ) nears 1.0. As a result, estimates of 
8µ for the southbound left-tum differ by more than a factor of 5. 

For the remainder of this discussion the values of g11 calcu­
lated by using the suggested procedure will be employed in 
subsequent computations. Hence, the computations of the ca­
pacity of the left-tum permitted phase (CLT) are as follows: 

Northbound: 

CLT = (1,400 - 1,011) * 61.4/119 

= 201 vph <-- Maximum value 

or 

CLT = 2 * 3,600/119 

= 60 vph 

Southbound: 

CLT (1,400 - 1,733) * 4.4/119 

=Ovph 

or 

CLT = 2 * 3,600/119 

= 60 vph 

81 

<-- Maximum value 

According to the HCM, "up to" the maximum value for the 
permissive flow rate (CLT) may be assigned to the permitted 
portion of the protected/pennitted phase. Because the exact 
number of vehicles arriving during each phase portion is 
unique to each intersection and is a function of arrival patterns 
and upstream progression, the number of vehicles arriving 
during each phase portion can vary considerably. In the case of 
uniformly arriving traffic, the number of left-tum vehicles 
arriving during the protected and permitted phase portions 
would be proportional to their 81C ratios. 

For this reanalysis of Calculation 3, the maximum permitted 
flow rate is assigned to the permitted phase volume; thus 
minimizing the time needed for the protected left-tum phase. 
This approach is assumed to be more reasonable from a mini­
mum total delay standpoint because left-tum phases typically 
move fewer total vehicles than through phases. Hence, pro­
tected left-tum phase lengths are typically kept as short as 
possible to minimize total intersection delay. 

This argument is particularly applicable to pretimed signals 
where the protected left-tum phase interval would be set as low 
as practical. On the other hand, vehicular demand at actuated 
intersections could extend the left-tum phase beyond the mini­
mum requir~ and thus the permitted left-tum phase compo­
nent would not realize its total potential permitted flow rate. 
Also it should be noted that this approach assumes that coordi­
nation for the left-tum movement is not provided because this 
is the most common situation. 

Once the capacity of the pennitted portion of the protected/ 
permitted phase has been calculated, the left-tum volume asso­
ciated with this lane group can be distributed among the appro­
priate phase intervals. The capacity of each phase interval is 
calculated as follows: 

Northbound: 

NB LeftPERM = 201 vph 

NB LeftPR<Yr = 133 - 201 = 0 vph 

Southbound: 

SB Leftpf.RM :::: 60 vph 

SB LeftPR<Yr = 194 - 60 = 134 vph 

One interesting outcome from the preceding calculations is that 
it now appears that the permitted portion of the northbound 
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left-tum phase has sufficient capacity to adequately serve the 
left-tum volume. In other words, it appears that the protected 
portion of the northbound left-tum phase is not necessary. As 
alluded to at the beginning of the previous section, it now 
becomes apparent that the omission of Equation 2 in calculat­
ing permitted left-tum capacity can have a significant impact 
on the analysis process. For Calculation 3, it shows that protec­
tion for the northbound left-tum is not warranted. 

Once the protected and permitted left-tum phase volumes 
have been calculated, the capacity analysis worksheet can be 
completed by using the appropriate HCM methodology. The 
completed worksheet is shown in Figure 6. 

Level of Service Module 

In this module pertinent values from the capacity analysis 
worksheet shown in Figure 6 are carried forward and entered 
on the level of service worksheet shown in Figure 7. From 
these values, estimates of group delay are caleulated and aver­
aged for each approach and the intersection as a whole. Ul­
timately, these delays are translated into levels of service that 
describe the quality of traffic flow associated with each group, 
approach, and intersection. 
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With respect to calculating delay for protected/permitted 
left-tum phases with exclusive lanes, the HCM (1, p. 9-56) 
suggests that total delay for the left-tum lane group can be 
estimated by using approximations for the g/C and vie ratios. 
However, these assumptions are gross estimates and can result 
in delays that are totally unreasonable. 

The difficulty encountered when calculating the delay for 
left-tum movements with protected/permitted phasing arises 
from the variation in saturation flows during one signal cycle. 
This situation is shown in Figure 8 for the southbound left-tum 
movement. As shown in this figure, the southbound left-tum 
has two unique saturation flows: one during its designated left­
tum phase and the other representing sneaker activity at the end 
of the through phase. By comparison, the protected left-tum 
phase for the northbound left-tum was eliminated because of 
ample time during the through phase for filtering left-tum 
operations. Hence, this movement has only one saturation flow 
rate. 

The uniform delay incurred by left-tum vehicles can be 
found by calculating the area under the queue-departure dia­
gram (shaded area) shown in Figure 8. Individual delay compo­
nents can be separately calculated as that area immediately 
preceding the particular phase portion (i.e., the protected and 
permitted phase portions). For this particular example, the 

LEVEL-OF-SERVICE WORKSHE.ET 

~eGroup Finl Term Delay Second Term Delay Total Delay &. LOS 

(i) ® @ © @ @ © @ ® © ® ® @ 

A ppr Lane v/c Green Cycle Delay Lane Delay Progression Lan• Lane Approach A ppr. 
Group Ratio Ratio Length d , Group d, Factor Group Group Delay LOS 
Move- x g/C c (sec/veh) Capacity (sec/;,eh) PF Delay LOS (sec/veh) Tabll! 
men ts (sec) c Table 9-13 (sec/veh) Table 9-1 

(vph) (@+iAl) X(!i 9-1 

t 
I 

0.669 0. 241 119 30.8 _,, 106 9.9 0.85 34.6 D 
29.2 D 

--+ 
EB ~ 0.698 0. 241 119 31. 0 637 2.3 0.85 28.4 D 

/ 
I • 0.709 0. 241 119 31. l 166 8.8 0.85 34.0 D 

44.7 E 

WB ~ 0.974 0.24 119 33.8 672 21.1 0.85 46.6 E ~ 

~ 0.662 119 16.J 201 5,5 1. 00 21.8 c 

NB 

n~ 0.974 0. 581 119 17.9 1869 
24.5 c 11. 2 0.85 24.8 c 

~ 0.978 119 )2,4 199 4J.o 1.00 75,4 F 

SB 

.-il 0.493 0.671 119 7.0 2148 0.2 0.85 6.1 
16,8 c B 

26 ,4 
Intersection Delay ___ sec/veh Intersection LOS __ D __ (Table 9-1) 

FIGURE 7 Level-of-service worksheet for Calculation 3. 
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A A 
Phase Change Times l 

0 

Northbound Left-Turn 

s=J89vphg 

q=194vph Southbound Left-Turn 

FIGURE 8 Queue departure patterns for northbound and southbound left-turn movements. 

southbound left-tum uniform delay was found to incur 32.4 sec 
per vehicle (14.9 protected, 17.5 permitted) (see Figure 7). 

The second term of delay is intended to account for the 
effects of random arrivals with regard to their creating overflow 
from one signal cycle to the next. Because this delay is based 
on overall cycle efficiency, it must account for left-tum opera­
tions during all phases that service left-turning vehicles. This is 
accomplished by calculating the combined protected and per­
mitted capacity for the left-tum movement. As shown in Figure 
7, the combined capacity for the southbound left-tum phase 
components is 199 vehicles per hour and results in an X ratio of 
0.978 (= 194/199). Using this X ratio, the overflow delay can 
be calculated as 43 sec per vehicle. 

As shown in Figure 9-31 of the HCM, a progression factor of 
1.0 was used for the eastbound and westbound left-tum lane 
groups in Calculation 3. Although the use of this factor is a 
subjective determination by the analyst (based on first-hand 
knowledge of vehicular arrivals), it appears that if Table 9-13 
of the HCM was followed explicitly, a factor of 0.85 would be 
recommended here. In particular, one of the notes accompany­
ing this table states: "All Lr. This category refers to exclusive 
LT lane groups with protected phasing only. When LT's are 
included ... " 

The inference here is that it is reasonable to assume that 
permitted left-turns have the same arrival pattern as their adja­
cent through movements. Hence, in the absence of better 
knowledge about arrival patterns, it is suggested that the pro­
gression factors used for the eastbound and westbound left-tum 
lane groups be the same as those used for the adjacent through 
movement. 

As a means of evaluating the impact of the revised approach, 
the delays estimated by it can be compared with those from the 
original analysis of Calculation 3. As can be observed from 
Table 3, the revised estimates of delay vary considerably from 
the original HCM estimates. 

The most significant change can be observed for the north­
bound and southbound left-tum groups. The northbound delay 
has decreased by 69.5 percent whereas the southbound delay 

TABLE3 DELAY COMPARISON 

Lane HCM Revised Change 

Group Delay Delay ('.t) 

EB Left 36.0 34.6 -3.9 

EB Thru 27. 5 28.4 3,3 

WB Left 36.0 34.0 -5.6 

WB Thru 42.0 46.6 11. 0 

NB Left 71. 4 20 .1 -71. 8 

NB Thru 21 .1 24.8 17 .5 

SB Left 54.6 72. 7 33.2 

SB Thru 7.4 6. 1 -17.6 

EB Approach 28.6 29.2 2 .1 

WB Approach 41 .1 44.7 8.8 

NB Approach 24.5 24.4 -0.4 

SB Approach 14. 7 16. 4 11. 6 

Intersection 25. 1 26.2 4.4 

has increased by 38.1 percent. The reason for the decrease in 
northbound delay can be attributed to the additional permitted 
capacity calculated by Equation 2. 

The increase in southbound delay is the result of the revised 
approach for calculating protected/permitted delay for individ­
ual phase components. The original approach reasoned that the 
total lane group delay could be estimated using the combined 
g/C ratio for the entire protected plus permitted phase 
(J, p. 9-56). However, this ratio will typically overestimate the 
true g/C ratio and result in unrealistically low uniform delay 
estimates for the left-tum lane group. 
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Differences in delay for other lane groups are not as great as 
for those of the northbound and southbound left-tum groups. 
These differences are small and can be attributed to slight 
changes in the analysis worksheet variables. For instance, the 
primary reason for the lower delay estimates for the eastbound 
and westbound left-tum lane groups is the different factor used 
to account for progression (i.e., 0.85 instead of 1.00). 

CONCLUSIONS AND RECOMMENDATIONS 

The main implication of this reanalysis is that there are incon­
sistencies between the original analysis of Calculation 3 and 
the HCM methodology. These are most likely misinterpreta­
tions of the HCM methodology that result from the general 
nature of the discussion related to protected/permitted left-tum 
phasing. In particular, the calculation of permitted capacity and 
unsaturated green time for exclusive, protected/permitted left­
turn lane groups needs further clarification. Moreover, there is 
a need for clarification of the proper approach to use in estima­
ting (a) total lost time, (b) amount of left-tum volume to assign 
to the permitted portion of protected/permitted left turns, and 
(c) delay for protected/permitted left-tum lane groups. Finally, 
it is recommended that Calculation 3 be amended to show both 
the initial and final worksheets thereby illustrating the iterative 
process involved in completing the capacity analysis 
worksheet. 
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DISCUSSION 

DANIEL F. BEAGAN 
Stoner & Weruter Engineering Corporation, P.O. Box 2325, Boston, Mass. 
02107. 

Bonneson and McCoy have made an important contribution 
toward clarifying the confusing aspects of the methodology for 
the analysis of signalized intersections as outlined in the 1985 
Highway Capacity Manual (1 ). Their recommendations for the 
total lost time, the progression factor for permitted left turns, 
and the general need for an iterative process in completing the 
worksheets should be incorporated directly in future updates of 
the manual. Their recommendations for opposing volume, the 
permitted portion of capacity, and for the use of effective green 
time in the supplemental worksheet for left-tum adjustment 
factors make valid points but need further discussion. 
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OPPOSING VOLUME 

The authors propose quite reasonably that the opposing vol­
ume, V

0
, be adjusted by the lane utilization factor, LU. It is this 

V0 that is then used in calculating the unsaturated green time, 
g,,. However, when the authors later calculate the capacity of 
the north and southbound left-tum permitted phases the unad­
justed opposing volume is used. H this is not simply an error, 
the reason for using the unadjusted opposing volume at this 
point should be given. 

EFFECTIVE PERMITTED GREEN TIME 

In preparing the supplemental left-tum adjustment factor work­
sheet for the" northbound permitted phase, the authors used the 
value of 80.7 sec, which is the total opposing effective green 
time including both the protected and permitted left-tum 
phases. This is necessary to obtain the proper unsaturated green 
time value because the saturated green includes the opposing 
southbound volume, which moves on the protected phase. 
Although the authors did not fill out the complete worksheet, 
the equations for g

8 
and/m, which both involve g, should use 

the northbound permitted left-tum green time of 70 sec, not 
80. 7. This argues for the need to include a new input variable 
for the worksheet, g0 , which is equal to the total green time 
associated with the opposing volume. It would be used in place 
of g in calculating the unsaturated green time. 

CAPACITY OF PERMITTED LEFT-TURN PHASE 
PORTION 

The authors correctly conclude that the term g used to calculate 
the capacity of the permitted portion of the protected/permitted 
left turn is actually the unsaturated green time, g,,. This main­
tains consistency with the left-tum saturation flow adjustment 
factor for permitted left turns. The authors, however, continue 
to follow the manual in choosing the maximum of the unsatu­
rated portion or the change interval capacity for the permitted 
capacity of the protected/permitted left tum. For complete 
consistency with the supplemental left-tum adjustment factor 
worksheet, the sum, not the maximum, of these capacities 
should be used, and that sum should be multiplied by all of the 
adjustment factors from the saturation flow adjustment work­
sheet contained in Columns 5 through 11. Failure to do this will 
result in a different capacity for the permitted left-tum phase, 
depending on whether it is handled alone or as part of a 
protected/permitted left tum. 

DELAY FOR PROTECTEDIPERMITTED LEFT 
TURNS 

The authors display the results of a uniform delay analysis 
based on calculating the area under the queue-departure dia­
gram as shown in Figure 8. Because this method was actually 
used in the original fonnulation of the uniform delay equation, 
d1, lb.is is !he correct procedure. Those using the method should 
be cautioned, however, lb.at, lo be consistent with !he manual, 
the area must be reduced by 33 percent as the authors have 
done to account for the conversion from total delay to stopped 
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delay. Further, although not noted in Figure 8, the downward 
sloping lines are all the difference between the saturation flow 
rate and the arrival rate. 

Finally, in Figure 8 the end of the northbound queue occurs 
at 83.0 not 100.1 sec as shown, although the average uniform 
delay is correct. The southbound queue after 32.3 sec is 3.4 not 
3.7 vehicles, and the southbound queue is reduced to zero at 
41.5 sec, not 44.8 as shown. For the southbound lane group, the 
area needs to be recalculated. The total average uniform delay 
for the southbound left-tum lane groups should be 28.5 not 
29.8 sec shown in Figure 7. 

DISPLAY OF RESULTS 

In Figure 7, the level of service worksheet, the authors display 
the saturation flow rates and green ratios differently for the 
north-south and the east-west left-tum groups. For the east­
west lane groups, they show the total green time ratio and a 
saturation flow rate accounting for the total green time. For the 
north-south left-tum lane groups they show the unsaturated 
green time ratios and a saturation flow rate accounting for the 
unsaturated green time ratio. Although the delay results ob­
tained will be the same regardless of whether the total or 
unsaturated green ratios are used if the proper associated sat­
uration flow rates are also used, the different presentations may 
introduce unnecessary confusion in the review of completed 
worksheets. 

CONCLUSION 

The authors have made an important step in correcting the 
deficiencies of the signalized analysis methodology of the 1985 
Highway Capacity Manual. The methodology for constructing 
the queue-departure diagram needs to be more fully described 
in the future. The capacity calculation of the permitted portion 
of a potential/permitted left turn also needs further discussion. 

AUTHORS' CLOSURE 
As Beagan notes in his discussion, we have identified several 
areas in need of clarification or revision to the signalized 
intersection analysis methodology in the 1985 Highway Capac­
ity Manual (HCM). Many of our recommendations were for 
further clarification of areas that were vague in their application 
toward protected/permitted left-tum phasing. These include the 
calculation of unsaturated green time and capacity of the per­
mitted phase portion, the progression factor adjustment, assign­
ment of left-tum volume to each phase portion, and the general 
iterative nature of the capacity analysis. On the other hand, 
there are some areas that would appear to need revision. These 
include the calculation of lost time and delay with regard to 
protected/permitted movements. 

Beagan appears to agree with many of our findings while 
talcing issue with others. In general, his discussion highlights 
several points that perhaps were not discussed as exhaustively 
in our paper as they could have been. We are hopeful that his 
comments will provide any further clarification needed in those 
areas. 

With regard to Beagan's discussion, we would like to offer 
some additional comment. In particular, he suggests that further 
explanation is required about the use of the unadjusted oppos­
ing volume (i.e., not adjusted for lane utilization) in calculating 
the capacity of the permitted phase portions. The omission of 
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this adjustment was intentional and reflects the authors' under­
standing of the derivation of the equation used to calculate 
permitted left-tum saturation flow rates (i.e., Equation 2). 

It is believed that this equation is a linear approximation of 
the negative exponential function derived originally by Major 
and Buckley to describe the interaction of two traffic streams at 
a priority intersection (1). This particular equation does not 
explicitly account for the number of opposing lanes although 
there are several equations that do (2). More important, 
however, none of these equations uses a lane utilization factor 
as a means of addressing the number of opposing lanes. 

It should also be noted that a lane utilization adjustment has 
been traditionally used to account for unequal lane use by a 
queue of vehicles on an intersection approach. This adjustment 
is intended to account for the green time required to clear the 
longest standing queue. It is our opinion that lane utilization 
adjustments are inappropriate for determining the permitted 
left-tum saturation flow rate of vehicles filtering through a 
randomly arriving stream. It should be noted that the approach 
used is consistent with that of others (3). 

Beagan also suggests that the combined capacities of the 
end-of-phase "sneakers" and the unsaturated phase portion be 
used for the permitted left-tum capacity instead of simply using 
the larger of the two. We would agree that in many cases both 
of these components combine to serve existing left-tum de­
mand and should be analyzed as such. However, the design of a 
signal timing plan that does not adequately serve the total left­
turn demand, without relying on sneakers, should not be rec­
ommended. Any timing plan that is designed to take advantage 
of sneaker activity encourages improper use of the change 
interval, increases the number of vehicle conflicts, and compro­
mises the safety of all motorists within the intersection. 

The approach developed in our paper is consistent with the 
HCM's methodology and is in recognition of the aforemen­
tioned concerns. Using this approach, enough green time would 
be provided the left-tum phase to serve all left-tum vehicles 
except those that clear during the unsaturated phase portion. 
This approach would minimize the amount of "sneaker" ac­
tivity. However, in special cases where "sneakers" provide the 
greater permitted capacity (i.e., when g,. = 0 or V0 > l,399), 
there will undoubtedly be some vehicles moving at the end of 
the phase. In this situation, it would be advisable to use pro­
tected-only instead of protected/permitted left-tum phasing. 

Beagan also comments on the calculation of the uniform and 
random delay components. In fact, his comments have brought 
to light the need for some,minor changes to the uniform delay 
estimates and Figures 7 and 8. These revisions were made for 
the final version of our paper. 
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Utilization and Timing of Signal Change 
Interval 

FENG-BOR LIN, DONALD COOKE, AND SANGARANATHAN VIJAYAKUMAR 

The problem or timing the signal change Interval has received 
Increased attention In recent years. Much or this attention is 
focused on two Issues: whether a constant yellow interval 
should be used and whether the timing equations suggested by 
the Institute or Transportation Engineers (ITE) can real­
istically refiect driver needs for the change Interval. These two 
Issues are examined on the basis or observed driver behavior. 
The 95th percentile yellow Interval requirements are found to 
vary from 3 to 5 sec. Such requirements do not have a positive 
linear correlation with the approach speed. The 85th and 95th 
total change Interval requirements have strong linear correla­
tions with vehicle clearance time. The ITE's timing equations 
should be replaced by simpler ones that can better explain 
driver behavior. 

A signal change interval is a short time period in a traffic signal 
cycle between conflicting green intervals. A yellow signal 
indication is displayed in this interval, which is often followed 
by an all-red signal indication. There are two major problems 
in timing the signal change interval for the vehicles on an 
intersection approach. One is to determine the total change 
interval requirement, and the other is to divide this total re­
quirement into the yellow interval and the all-red interval 
requirement. 

In general, the total-change interval requirement refers to the 
length of a change interval needed for a safe transfer of the 
right-of-way. The yellow interval requirement represents the 
length of a yellow interval that is needed to allow a reasonable 
driver to take proper action before a red signal indication is 
exhibited. The all-red interval requirement is the additionai 
time following a yellow interval that is needed to clear vehicles 
from the intersection before a green signal indication is dis­
played for the vehicles on other approaches. 

Current practices in determining these various requirements 
associated with the signal change interval vary among traffic 
engineering agencies. Nevertheless, the following equation 
suggested by the Institute of Transportation Engineers (ITE) (1) 
has been adopted by many agencies for determining the change 
interval requirement: 

T = t + V/(2a) + (W + L)/V 

where 

T = change interval requirement, in sec; 
= driver reaction time, in sec; 

(1) 

Civil and Environmental Engineering Department, Clarkson Univer­
sity, Potsdam, N.Y. 13676. 

V = vehicle approach speed, in ft/sec; 
a = vehicle deceleration rate, in ftfsec2; 

W = intersection width, in ft; and 
L = vehicle length. in ft. 

The sum of the first two terms on the right side of this equation 
has also been used by a number of agencies in determining the 
yellow interval requirement. 

The use of Equation 1 requires the selection of representative 
values for the driver reaction time, vehicle deceleration rate, 
and vehicle length. Reported values of the mean and the 85th 
percentile reaction times and deceleration rates vary signifi­
cantly from one intersection to another (2). ITE suggests a 
value of 1 sec for the reaction time and 10 ft/sec2 for the 
deceleration rate. The value for the vehicle length is commonly 
assumed to be 20 ft. 

Equation 1 has been expanded in several studies (3, 4). In 
May 1985, ITE (5) also extended this equation and proposed a 
recommended practice in timing the change interval. This rec­
ommended practice determines the yellow interval according to 

Y = t + V/2/(a ± 0.322G) (2) 

where t, V. and a are as defined for Equation 1, and Y =yellow 
interval requirement, in sec; and G = the grade of approach 
lane, in percent. ITE recommends that the 85th percentile 
approach speed always be used in Equation 2. 

In addition, the ITE's proposed recommended practice al­
lows the use of (W + L)/V, or PIV, or (P + L)/V to determine 
the length of the required all-red interval. The notations used in 
these terms are to be interpreted as follows: 

W = width of the intersection, measured from the 
near-side stop line to the far-side edge of the 
conflicting traffic lane along the actual vehicle 
path, in ft; 

P = width of intersection, measured from the near­
side stop line to the far side of the farthest 
conflicting pedestrian crosswalk along the actual 
vehicle path, in ft; 

L = length of vehicle, recommended as 20 ft; and 
V = speed of the vehicle through the intersection, in 

ft/sec. 

According to ITE, (W + L)/V is to be used if there is no 
pedestrian traffic present; the longer of (W + L)/V and PIV 
should be used if there is the probability of pedestrian cross­
ings, and (P + L)/V should be used if there is significant 
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pedestrian traffic or the crosswalk is protected by pedestrian 
signals. 

To determine the entire change interval, the ITE 's proposed 
recommended practice requires that the sum of the yellow 
interval and the all-red interval be calculated twice--once with 
the 15th percentile speed and again with the 85th percentile 
speed. If the 15th percentile speed produces a longer interval, 
the all-red interval calculated at the 85th percentile speed is to 
be increased by the difference. 

Several recent studies have raised doubt about the wisdom of 
using Equation 1 or its expanded forms in determining the 
change interval and of using Equation 2, or the sum of t and 
V/(2a), for determining the yellow interval. For example, 
Chang et al. have found that the behavior of the drivers who 
entered the intersection after the yellow onset did not change 
significantly with the approach speed (6). Their study showed 
that, over a speed range of 25 to 55 mph, 85 percent of the 
vehicles entering the intersection after the yellow onset took 
less than approximately 3.5 to 3.8 sec to reach the stop line. 
And, over the same speed range, 95 percent of the entering 
vehicles took less than about 4.2 to 4.6 sec to reach the stop line 
after the yellow onset. These findings prompted the three inves­
tigators to suggest that the use of a constant yellow interval of 
4.5 sec may be warranted. A study by Wortman and Fox further 
reinforces the notion that the needs for the yellow interval is 
independent of the approach speed (7). 

Regarding the length of the change interval, a study by Lin 
has shown that the change interval requirement can be better 
estimated as a linear function of the time required for the 
vehicles to clear the intersection (2). However, Lin's study was 
based on a rather limited data base. Subsequent to this study, 
additional data were collected in order to provide a better 
understanding of how the change interval should be designed. 

The objective of this paper is to use the available data to 
discuss the utilization and timing of both the yellow interval 
and the change interval as a whole. 

YELLOW INTERVAL REQUIREMENTS 

Faced with a yellow signal indication, a driver will either 
decide to stop or proceed through the intersection. A yellow 
interval should be long enough to allow a proper choice by a 
driver under such a circumstance. Whether or not a yellow 
interval is adequate can be evaluated in terms of the percent of 

vehicles entering the intersection after the termination of the 
yellow interval (5 ). A shorter yellow interval will likely force a 
larger percent of vehicles to enter the intersection on a red 
signal indication, or force more drivers to take potentially 
dangerous actions. The yellow interval requirement is defined 
in this study as the length of a yellow interval that will allow a 
specified percent of signal change intervals to be free of vehi­
cles entering the intersection on a red signal indication. 

To examine the nature of this requirement, data related to six 
straight-through movements and two left-tum movements at a 
total of five intersections were collected for analysis. Each of 
the subject movements represents the vehicular flows in one or 
more traffic lanes. All the five subject intersections were lo­
cated in the state of New York. Three were on Central Avenue 
in Albany, one was on Almond Street in Syracuse, and the 
remaining one was on Market Street in Potsdam. The two left­
tum movements had their own separate signal phases. As can 
be observed in Table 1, the clearance widths for the eight 
movements varied from 77 to 135 ft. Pedestrian interferences 
were negligible at the time of the data collection. Therefore, for 
each of the straight-through movements, the clearance width 
was measured from the stop line of the approach lane to the 
farthest potential conflicting point on the far side of the inter­
section. Similarly, the clearance widths for the two left-tum 
movements were measured as the length of a representative 
turning path from the stop line to the farthest potential conflict­
ing point downstream. 

The approach speeds given in Table 1 were based on those 
vehicles approaching the intersection near the end of the green 
interval. They were measured with stopwatches as the, travel 
times over a distance of 100 to 150 ft. The lowest mean 
approach speed was 21.9 mph for Movement 8 and the highest 
was 32.5 mph for Movement 4. The grades for all the move­
ments were gentle. 

On average, each of the subject movements was observed for 
about 2-1/2 hr. The number of change intervals encountered in 
such an observation period ranged from 68 for Movement 8 to 
255 for Movement 6. Not every one of these change intervals 
was utilized by vehicles either to enter or to clear the intersec­
tion after the yellow onset. For each utilized change interval, 
the elapsed time from the yellow onset to the moment the last 
entering vehicle reached the stop line was measured with a 
stopwatch. Such an elapsed time represents the length of the 
yellow interval that is needed for a change interval to be free of 
vehicles entering on a red signal indication. The resulting 

TABLE 1 CHARACTERISTICS OF MOVEMENTS EXAMINED FOR YELLOW INTERVAL REQUIREMENTS 

Movement Existing Clearance A22r0ach s12eed, V m12h Grade 
Movement Type Yellow Width % 

sec w, ft 15th Mean 85th 

1 Straight 3.9 77 25.6 30.0 41. 9 +3.0 

2 Straight 3.9 135 26.2 29.8 36.0 +l. 7 

3 Straight 4.0 105 22. 1 2 7. 6 38.0 +0.9 

4 Straight 3.5 96 26.6 32.5 3 7. 8 +o. 7 

5 Straight 3 . 5 92 22.6 26.6 30. 9 +0.8 

6 Straight 3.1 93 27.0 31. 8 3 8. 2 +0.9 

7 Left 3.0 115 21. 9 26.3 31. 7 +0.9 

8 Left 3. 9 105 18.2 21. 9 2 4. 6 -0.6 



88 

measurements for each subject movement were used to con­
struct a cumulative distribution of the yellow interval require­
ment. Figure 1 shows the cumulative distributions of the 
yellow interval requirements for the eight subject movements. 
Based on these distributions, a yellow interval can be chosen 
that will allow a reasonably high percent (e.g., 85 or 95 per­
cent) of the signal cycles to be free of vehicles entering on a red 
signal. The 85th and 95th percentile yellow interval require­
ments for the eight subject movements are given in Table 2 
along with related statistics. 

The 95th percentile yellow interval requirements varied from 
about 3 to 5 sec, and the 85th percentile requirements were 
between 2.2 and 4.2 sec. These variations cannot be explained 
by the differences in the approach speeds of the various move­
ments. Figure 1 shows that it can be quite erroneous to assume 
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that the yellow interval requirements has a positive linear 
correlation with the approach speed. 

Among the eight movements examined, Movement 4 and 
Movement 8 (fable 1) had the largest difference in approach 
speed. Thus, if the approach speed governs the yellow interval 
requirement in a manner as indicated by Equation 2, the 
cumulative distributions of the yellow interval requirements of 
these two movements should have exhibited the largest dif­
ference. To the contrary, Figure 1 shows that they were nearly 
identical. On the other hand, Movement 4 and Movement 6 had 
virtually the same approach speed. Yet, their yellow interval 
requirements displayed a large difference. Movement 4 and 
Movement 5 did show an increase in the yellow interval re­
quirement as the approach speed increased. But, the yellow 
interval requirements of Movement 7 and Movement 8 ex-

3 4 5 

Yellow Interval Requirement , Y Seconds 

FIGURE 1 Cumulative frequency distributions of yellow Interval 
requirements. 

TABLE2 YELLOW INTERVAL REQUIREMENTS 

Requirement Mean Chan9e Interval 
in Seconds Approach Number Percent 

Movement 85th 95th Speed Ub lized Utilized 
mph 

1 3. 9 4. 2 30 . 0 55 49 

2 3. 5 4 . 0 2 9 . 8 55 7 4 

3 3. 4 4.2 27 . 6 60 70 

4 3.9 4.5 32.5 101 76 

5 3.2 3.9 26.6 55 59 

6 2.2 3.0 31. 8 74 29 

7 3.2 3.7 26.3 57 46 

8 4.2 5.0 21. 9 54 79 
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hibited a relationship contradictory to that implied in Equation 
2. 

Thus, a question can be raised as to what really accounted 
for the variations in the cumulative frequency distributions 
shown in Figure 1. With each additional hour of field observa­
tions made by the authors, it became increasingly clear that the 
supply of vehicles that were in a position to enter the intersec­
tion within 5 sec after the yellow onset was a major source of 
such variations. At one extreme, Movement 8 (left turns from 
Wolf Road onto Central Avenue in Albany) had frequent car­
ryovers of long queues from one cycle to the next because of 
the inability of a rather short green interval to discharge all of 
the queueing vehicles in a cycle. As a result, the vehicles would 
often continue entering the intersection long after the yellow 
interval (3.9 sec) expired. 

Similarly, Movement 4 (straight-through flows on Almond 
Street at Harrison Street in Syracuse) provided a high level of 
vehicle supply at the time of the data collection. This move­
ment occupied three straight-through lanes and another lane 
shared by straight-through and right-tum vehicles. During the 
evening peak hours in which most of the observations were 
made, a large number of vehicles were frequently within short 
travel times from the stop line at the yellow onset, and long 
queues often began to develop immediately after the change 
interval expired. Consequently, the yellow interval requirement 
of this movement differed very little from that of Movement 8. 

At the other extreme, Movement 6 (a straight-through flow 
on Market Street at Sandstone Road in Potsdam) had a low 
flow rate of about 300 vph and was regulated by a traffic­
actuated signal. The level of vehicle supply at the yellow onset 
was low because the vehicles were usually more than 4 sec 
away from the intersection when the green interval expired. 
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Over a 4-hr observation period, the longest recorded yellow 
interval requirement for a cycle was 3.4 sec, and the 95th 
percentile yellow interval requirement was only 3 sec. Move­
ment 7 (left turns from Central Avenue onto Everlet Avenue in 
Albany) had a similar characteristic. The yellow interval for 
this movement often began when there were no vehicles within 
a travel time of less than 4 sec from the stop line. This 
phenomenon was created by the signal controls for Movement 
7 and for the movements at the upstream intersection. The 
resulting 95th percentile yellow interval requirement of 3.7 sec 
was significantly lower than that of Movements 4 and 8. 

Although it is evident that the level of vehicle supply at the 
yellow onset is a governing factor of the yellow interval re­
quirement, there are currently no quantitative methods for 
defining such a causal relationship. The percent of change 
intervals utilized by vehicl~s to enter the intersection may be a 
potential measure of the level of vehicle supply. Figure 2_shows 
that such a measure has an apparent correlation with both the 
95th and 85th percentile yellow interval requirements of the 
eight movements. 

Let F be the proportion of change intervals utilized by 
vehicles to enter the intersection after the yellow onset. Then, 
the 95th percentile yellow interval requirements of the eight 
movements given in Table 2 can be related to F according to 

Y = 2.36 + 2.83F (3) 

where Y represents the specified percentile yellow int.erval 
requirement This equation has an R2 value of 0. 73 and a 
standard error of estimate of 0.33 sec. The corresponding 
equation for the 85th percentile yellow interval requirement is 

Y = 1.81 + 2.70F (4) 

I . . 
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Change Intervals Utilized, Percent 

FIGURE 2 Variation of yellow Interval requirement with the rate of 
change Interval utilization. 
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The R2 value of this equation is 0.60 and the standard error of 
estimate is 0.42 sec. 

CHANGE INTERVAL REQUIREMENTS 

The signal change intervul may comprise only a yellow interval 
or include a yellow interval and an all-red interval. The current 
Uniform Vehicle Code (8) allows vehicles to enter the intersec­
tion during the yellow interval and to clear the intersection after 
the red interval begins. This "permissive rule" has a greater 
need for the all-red interval in comparison with the "restrictive 
rule," which requires vehicles to clear the intersection by the 
end of the yellow interval. 

Regardless of which rule drivers should follow, the change 
interval requirement can be defined as the length of a change 
interval that is needed to allow all vehicles to clear the intersec­
tion in a specified percent (e.g., 85 percent) of signal cycles. In 
order to analyze the nature of this requirement, data related to 
the interactions between the change intervals and the vehicles 
of 22 movements were collected. These 22 movements were 
associated with 15 intersections in 5 urban areas in the state of 
New York. Five of the intersections were located in Syracuse, 
four in Albany, one in Rochester, three in Potsdam, and two in 

TABLE3 CHANGE IN'IERVAL REQUIREMENTS 
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Canton. Four of the 22 movements were the same as Move­
ment 1 through Movement 4 described previously in Table 1. 

As can be observed in Table 3, all but one of the movements 
had clearance widths between 74 and 135 ft. The grades of the 
approach lanes were within ±4 percent. The mean approach 
speeds varied from 21.9 to 43.9 mph, and the mean turning 
speeds of the left-tum movements were about 20 mph. At the 
time of the data collection, none of the 22 movements had 
vehicles blocking the intersections because of congestion 
downstream of the stop lines. The "permissive rule" was in 
place at all the intersections for the use of the change interval. 
Pedestrian interferences with the vehicular movements at all 
the intersections were negligible at the time of the data collec­
tion. Therefore, the clearance widths were also measured ac­
cording to the definitions described previously. 

The traffic conditions in an approach lane of a signalized 
intersection may vary substantially within a signal cycle be­
cause of the formation and dissipation of queues. Conse­
quently, the speeds of those vehicles that may interact with the 
change interval may be significantly affected by such changing 
conditions. For this reason, the determination of the vehicle 
speeds took into consideration only those vehicles approaching 
or crossing the intersection near the end of the green interval or 
immediately after the yellow onset. Stopwatches were used to 
measure the travel times of such vehicles over a distance of 100 

Clearance A1212 roach s12eed, m12h c . I. Reg u irement , s e c % of c. I. 
Movement Width Grade Utilized 

ft % 15th Mean 85th 85th 95th 

1 89 -1. 0 25.7 28.9 32.3 6. 3 7. 0 51 

2 89 +4.0 23.8 27.2 35.2 5.6 6.4 60 

3 117 -0.5 27.5 31.1 35.8 5.0 6.0 60 

4 74 -0.9 24.3 27.9 32.0 4.8 5. 5 36 

5 107 -0.3 28. 4 32.2 36 . 5 5.3 6. 0 15 

6 106 -3.9 27.6 30.l 31. 7 5. 5 6. 0 34 

7 90 +0.7 38.6 43.9 49.2 5.5 5. 8 47 

B 96 +0.2 28.1 33.0 37.6 5.0 5. 5 61 

9 195 +l. 0 24.2 30.6 35. 8 7.4 8.3 23 

10 74 +0.4 27. 3 30. 8· 35. 1 5.1 5. 7 55 

11 130 +0.9 27.7 32.5 38.1 5. 8 6 .1 40 

12 77 +3.0 25.6 30.0 41. 9 5.6 6. 3 46 

13 135 +l. 7 26.2 29.8 36.0 6.8 8.3 79 

14 76 -0.l 23.5 28.2 35.6 5.7 6. 6 60 

15 105 +0.9 22.1 2 7. 6 38.0 7.2 8.1 67 

16 llO -3.5 20.8 2 4. 5 28.9 6. 8 8. 0 44 

17 96 +0 . 7 26.6 32.5 37.8 5.4 6. 0 66 

18 130 +0.6 25.9 30.5 35.7 6.2 7. 1 39 

19 105 +0.8 17.9 21. 9 25.2 8. 8 9.3 79 
(14. 9) (18. 0) (22. 7) 

20 l15 +0.9 22.6 26.3 31.1 7. 4 8. 0 26 
(17. 4) (20. 0) (24. 4) 

21 96 -0.5 24.3 28.3 33.6 7. 4 7. 8 44 
(17. 9) (20. 2) (23. 2) 

22 101 +0.8 22.5 26.8 30.8 8.4 9. 4 69 
(16. 2) (18.8) (21.1) 

Note : Values in parentheses are turning speeds 
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to 150 fL For the straight-through movements, the approach 
speeds determined in this manner were equivalent to the speeds 
at which the vehicles cleared the intersection. For the left-tum 
movements, the approach speeds were not a good approxima­
tion of the clearance speeds. Therefore, both approach speeds 
and clearance speeds were determineu for the left-turn 
movements. 

The major task of the data collection was to use stopwatches 
to measure, on a cycle-to-cycle basis, the elapsed time from the 
yellow onset to the moment the last entering vehicle cleared the 
intersection. Only those vehicles entering the intersection after 
the yellow onset were included in the data collection. This task 
was performed for an average of about 2 hr for each subject 
movement. The resulting data were used to construct a cumula­
tive frequency distribution of the change interval requirement 
for each subject movement. The 85th and 95th percentile 
change interval requirements determined from such distribu­
tions are summarized in Table 3 along with other relevant 
statistics. 

The data given in Table 3 can be used to examine alternative 
models for estimating the change interval requirement. One 
such model suggested by Lin (2) can be written as 

T = A + B(W + L)/V (5) 

where 

T = specified percentile requirement of the change 
interval, in sec; 

A, B = coefficients to be calibrated; 
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W = clearance width, in ft; 
L = representative vehicle length, 20 ft; and 
V = mean clearance speed, in ft/sec. 
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This model implicitly assumes that the relationship between the 
change interval requirement and the average clearance time (W 
+ L)/V is linear. Figure 3, which is based on the 95th percentile 
change interval requirements given in Table 3, confirms the 
existence of a strong linear relationship between T and (W + 
L)/V. 

A least-square regression based on the 85th percentile 
change interval requirement given in Table 3 results in the 
following equation: 

T = 2.84 + 1.09(W + L)/V (6) 

This equation has an R2 value of 0.75 and a standard error of 
estimate of 0.58 sec. When the 95th percentile requirements are 
used for the regression, the resulting equation is 

T = 3.33 + 1.17(W + L)/V (7) 

The R2 value of this equation is 0.74 and the standard error of 
estimate is 0.64 sec. 

No attempt was made to analyze the confidence intervals of 
these regression equations and the variances of the regression 
coefficients. Such an analysis requires the assumption that the 
85th and 95th percentile change interval requirements are dis­
tributed normally. The existing data do not support such an 
assumption. 

• 

• 
• 

Linear 
Correlation 
Coefficient 
= o. 86 

6 

(W + L) IV, sec 

FIGURE 3 Variation of the 95th percentile change Interval requirement with 
clearance time. 
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For the subject movements, the last term of Equation 7 is 
virtually the same as the clearance time determined from the 
15th percentile clearance speed. Similarly, the last term of 
Equation 6 has values that are on the average only 0.2 sec 
shorter than the clearance times determined from the 15th 
percentile clearance speeds of the various movements. There­
fore, if the last terms of these two equations are used to 
determine the all-red interval requirement, they would satisfy 
the clearance needs of about 85 percent of the entering 
vehicles. 

Equations 6 and 7 are capable of explaining about 74 percent 
of the variations in the 85th and the 95th percentile change 
interval requirements. The unaccounted-for variations can be 
attributed to differences in vehicle speeds, vehicle lengths, 
vehicle supply patterns at the yellow onset, and so forth. Be­
cause the yellow interval requirement is linearly correlated to 
some extent with the proportion F of change intervals utilized, 
Equation 5 can be improved by adding onto it another term as 
follows: 

T = A + CF + B(W + L)/V (8) 

The resulting regression equation based on the 95th percentile 
requirements is 

T = 2.24 + 2.15F + 1.18(W + L)/V (9) 

with an R2 value of 0.84 and a standard error of estimate of 
0.52 sec. The corresponding equation for the 85th percentile 
requirements is 

T = 2.0 + 1.7F + 1.lO(W + L)/V (10) 

This equation bas an 'ff value of 0.82 and a standard error of 
estimate of 0.51 sec. 

Although Equations 9 and 10 are mor.e powerful than Equa­
tions 6 and 7 in explaining the length requirements of the 
change interval, the improvements do not appear to be large 
enough to warrant the use of either Equation 9 or Equation 10. 
In fact, the inclusion of F in these equations would make the 
equations difficult and expensive to use because data for F 
would have to be collected at each intersection. For the same 
reason, Equations 3 and 4 presented earlier would have little 
use for timing applications. 

An alternative to Equations 5 and 8 for estimating the change 
interval requirements is ITE 's proposed recommended practice. 
For movements that have little pedestrian interference, this 
practice implies a model form of 

T = t + V/2/(a ± 0.322G) + (W + L)/V (11) 

As described previously, the use of Equation 11 requires two 
calculations: once with the 15th percentile speed and once with 
the 85th percentile speed. However, ITE is vague about how 
such calculations are to be performed for protected left turns. 
The last two terms in Equation 11 are a function of vehicle 
speed. If both terms are determin~ from the same percentile 
approach speed for left-tum movements, it can be shown that 
the resulting T values and the 95th percentile change interval 
requirements given in Table 3 have a linear correlation coeffi­
cient of 0.57. If the approach speed is used for the second term 
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on the right side of Equation 11 and the turning speed is used 
for the last term, the resulting linear correlation coefficient 
would become 0.79 (Figure 4). This level of correlation with 
the observed 95th percentile requirements is respectable, but it 
is still below that which can be achieved by a much simpler 
model such as Equation 7 (Figure 3). Therefore, there is no 
reason to adopt ITE's proposed recommended practice unless it 
has a superior theoretical basis for explaining driver behavior. 

The soundness of the theoretical basis for Equation 11 can be 
addressed by rewriting this equation as 

Z = T - (W + L)/V = t + V/2/(a ± 0.322G) (12) 

The term Z in this equation represents the yellow interval 
requirement. H Equation 11 is a valid representation of the 
behavior of drivers in their use of the change interval, the 
values of Z determined as T - (W + L)/V from field observa­
tions should be strongly and positively correlated with the 
approach speed. 

Figure 5 shows that such a linear correlation does not exist 
between Z and the approach speed as far as the 22 subject 
movements are concerned. In this figure, the values of Z are 
determined as T - (W + L)/V from Table 3 based on the mean 
clearance speeds and the 95th percentile change interval re­
quirements. A least-square regression of these Z values on the 
mean approach speeds (in mph) results in the following 
equation: 

Z = 5.32 - 0.049V (13) 

The K value of this equatfon is 0.10 and the standard error of 
estimate is 0.62 sec. 

As can be observed from Figure 5, there is only one Z value 
for mean approach speeds exceeding 34 mph. This Z value is 
weighted more heavily in Equation 13 than the other values. If 
this value is deleted, the resulting regression equation becomes 

Z = 7.85 - 0.14V (14) 

for mean approach speeds ranging from 22 to 33 mph. Equa­
tion 14 has an If value of 0.34 and a standard error of estimate 
of 0.54 sec. 

The regression coefficients of both Equation 13 and Equa­
tion 14 are quite different from the values recommended by the 
ITE. According to ITE, the constant terms in Equations 12 and 
13 should have been 1.0 sec and, for the subject movements, 
the coefficient of V should have been in the range of 0.044 to 
0.057. Therefore, even if Z is really a linear function of the 
approach speed, the swn oft and V/2/(a ± 0.322G) is a poor 
representation of driver behavior. The negative signs of the 
coefficients of Vin Equations 13 and 14 further indicate that an 
increase in the approach speed tends to cause a reduction 
instead of an increase in the yellow interval requirement. It is 
uncertain, however, whether this negative correlation between 
Zand Vreally exists because ·theR2 values of Equations 13 and 
14 are rather small and data are lacking for mean approach 
speeds exceeding 32 mph and for speeds below 26 mph. Over­
all, it is evident that the causal relationship between Z and V is 
very weak and; thus, it is meaningless to treat the yellow 
interval requirement as a fwiction of the approach speed. 
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FIGURE 5 Variation of Z with mean approach speed. 

TIMING DESIGN APPLICATIONS 

The cumulative frequency distributions of the yellow interval 
requirement shown in Figure 1 are bounded by the distributions 
of Movements 6 and 8, which had vehicle supply patterns of 
opposite extremes at the yellow onset. The corresponding 95th 
percentile yellow interval requirements are between 3 and 5 sec 

and the 85th percentile requirements are between 2.2 and 4.2 
sec. The Z values shown in Figure 5, which approximate the 
95th percentile yellow interval requirements of 22 movements, 
also lie between 3 and 5 sec. The same Z values plotted in 
Figure 6 against the percentage of change intervals utilized 
further show that the Z values remain above 3 sec even when 
the rate of change interval utilization drops to as low as 13 
percent. Therefore, a reasonable range of the design values for 
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FIGURE 6 Variation of Z with the rate of change Interval utilization. 

the yellow interval is 3 to 5 sec. Yellow intervals shorter than 3 
sec are not recommended because they may cause some drivers 
to apply excessively high decelerations in order to avoid enter­
ing the intersection on red. 

The variations in the change interval requirements cannot be 
accounted for by the differences in the approach speeds. Relat­
ing such variations to another traffic or signal variable is likely 
to make the resulting timing method difficult to apply. There­
fore, it is preferred that simple guidelines be established in the 
future for the choice of the yellow interval. 

Meanwhile, the yellow interval may be determined accord­
ing to 

Y= 4.0 + C1 (15) 

in order to satisfy the 95th percentile requirements. In this 
equation, C1 is a correction factor with a value between -1.0 
and + 1.0 sec. 

A value between +0.5 and +1.0 sec may be chosen for C1 if 
one of the following vehicle supply patterns exists: (a) frequent 
carryovers of long queues from one cycle to the next; (b) a 
rapid build-up of long queues immediately after the change 
interval expires; and (c) the percent of change intervals utilized 
exceeding 70 percent. On the other hand, a reasonable choice 
of C1 would be between-1.0 and--0.5 sec if (a) the movements 
of concern have low flow rates and are regulated by traffic­
actuated controls; or (b) the vehicle supply to the intersection at 
the yellow onset is frequently cut off due to cyclic flow patterns 
created by signal coordination; or (c) the rate of change interval 
utilization is less than 30 percent. For movements with vehicle 
supply patterns in between the two extremes, C1 may be set to 0 
sec. 

To reflect the actual requirements of individual movements, 
the lengths of the change interval determined from either Equa­
tion 6 or Equation 7 may be adjusted upward or downward. For 
the 95th percentile requirements, the adjustment may take the 
form of 

T = 3.33 + 1.17 (W + L)/V + C2 
where C2 is a correction factor. 

(16) 

For the 22 subject movements given in Table 3, the values of 
C2 range from about -1.0 to + 1.1 sec. These values correspond 
to the deviations of the measured 95th percentile requirements 
from the regression line shown in Figure 3. Again, a reasonable 
choice of C2 is between +0.5 to + 1.0 sec for movements with 
high levels of vehicle supply at the yellow onset (e.g., Move­
ments 1, 7, 13, 14, 15, 16, 19, and 22). In contrast, C2 would 
most likely assume a value between -1.0 and -0.5 sec for 
movements with very low levels of vehicle supply (e.g., Move­
ments 3, 5, 8, 9, 11, and 20). 

For timing applications, C1 and C2 can be considered to be 
the same. Therefore, given a yellow interval and a change 
interval as determined from Equations 15 and 16, the all-red 
interval R can be calculated as 

R = 3.33 + 1.17 (W + L)/V + C2 - 4 - C1 

= 1.17 (W + L)/V- 0.67 (17) 

It should be noted that the all-red interval requirements 
determined from Equation 17 do not take into consideration a 
safety margin that may be provided by the cross traffic. This 
safety margin is the amount of time required for the first 
vehicle in the cross traffic to reach the conflicting point after 
the change interval expires. If queueing vehicles are present on 
the cross street after the change interval expires, the safety 
margin would equal the time needed for the driver in the first 
queueing vehicle to accelerate the vehicle to the conflicting 
point. If no queueing vehicles are pre.c;ent, it will also take the 
first vehicle arriving on the cross street some time to reach the 
conflicting point. 

If this vehicle approaches the intersection at a speed V0 and 
has an intended deceleration b, then the minimum safety mar­
gin provided by this vehicle can be approximated by V J(2b). 
The deceleration rate b can be as high as 18 ft/sec2 (6). Using 
this rate and measuring V0 in ft/sec gives a safety margin of 
V J36 sec. This safety margin can be determined by choosing 
an appropriate value (e.g., the 15th percentile approach speed) 
for V0 • The safety margin allowed for the timing design could 
be taken as the lesser of V J36 and the minimum (or near 
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minimum) time for the first queueing vehicle in the cross traffic 
to reach the conflicting point. 

CONCLUSIONS 

The yellow interval requirement correlates poorly with the 
approach speed. This requirement appears to be governed by 
the vehicle supply pattern at the yellow onset. When frequent 
canyovers of long queues from one cycle to the next exist. the 
95th percentile yellow interval requirement can reach S sec. 
This requirement can be reduced to about 3 sec if vehicular 
movements with low flow rates and under the control of traffic­
actuated signals are involved. 

A constant yellow interval of 4.5 sec would be able to 
accommodate the 90th to the lOOth percentile requirements at 
nearly all the intersections. However, because the 95th percen­
tile yellow interval requirement can vary from 3 to S sec, the 
use of a constant yellow interval may not appeal to some traffic 
engineering agencies. On the other hand, introducing additional 
variables into a timing procedure in order to account for such a 
variation would certainly make the resulting procedure imprac­
tical. Therefore, it is recommended that simple guidelines be 
established to assist in the choice of the yellow interval. Such 
guidelines may evolve on the basis of Equation 15. 

At intersections where grades are within ±4 percent, the 
change interval requirements are strongly and linearly corre­
lated with the vehicle clearance time. Therefore, simple regres­
sion equations such as Equations 6 and 7 can adequately serve 
as a basis for timing design. The ITE's proposed recommended 
practice lacks a sound theoretical basis and is unnecessarily 
tedious to apply. 

Equation 17 provides a convenient and logical tool for deter­
mining the all-red interval requirements. The coefficients of 
this and other regression equations presented previously can be 
modified if additional data become available. The existing data 
base can be enhanced in several respects. Of particular interest 
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are vehicular movements with mean approach speeds exceed­
ing 32 mph, intersections with clearance widths of more than 
130 ft, and intersections where grades are steep. 
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A Behavioral Approach to Risk Estimation 
of Rear-End Collisions at Signalized 
Intersections 

DAVID MAHALEL AND JOSEPH N. PRASHKER 

A conceptual approach to estimating the rlsk or rear-end colli­
sions at a signalized Intersection Is presented. It ls argued that 
the creation or a large option mne Increases the range or the 
Indecision mne, the direction lmpllcatlon or which ls an In­
crease In the rlsk or rear-end collisions. With the aid or field 
data collected for two warning Intervals (3 and 6 sec) before 
the red llght, a large option zone ls shown to Increase the 
variance underlying the stopping probablllty curve, and thus 
to determine a larger range for the Indecision mne. Data from 
urban Intersections support the basic argument that a long 
warning period causes a significant Increase In the number of 
rear-end colllslons. 

At present, a general consensus appears to exist in the literature 
about the effect of traffic signals on rear-end collisions. Most of 
the researchers apparently have concluded that signalizing an 
intersection significantly increases the number of rear-end col­
lisions. For example, in a sample of 34 urban intersections 
Hakkert and Mahalel ( 1) found that after the introduction of a 
traffic signal control, the annual number of rear-end collisions 
increased from 33 to 77."In a similar study of 31 intersections 
in Milwaukee, Short et al. (2) found an increase of 37 percent 
in the number of such accidents. King and Goldblatt (3) ob­
served the same phenomenon of increased rear-end collisions 
in a statistical analysis of U.S. accident data nationwide. 

In addition to the fact that the number of rear-end accidents 
increases after the introduction of traffic signals at an intersec­
tion, it is typical that the highest number of accidents at sig­
nalized intersections are rear-end collisions. A statistical anal­
ysis conducted by the author of almost all signalized 
intersections in Israel (600) indicated that, over a 2-year period 
(1983 to 1985), about 39 percent of all accidents were rear-end 
collisions, compared with about 27 percent that were right­
angle collisions. A similar result was identified by Hanna et al. 
(4) in a study of signalized-intersection accidents in rural com­
munities in Virginia. They found that 43 percent of all acci­
dents were rear-end collisions and 37 percent were right-angle 
collisions. 

In spite of the fact that rear-end collisions at signalized 
intersections are significantly more frequent than right-angle 
collisions, the former have not received much attention either 
in the literature or in practice. The reason for the interest in 
right-angle collisions is their relatively high severity. The gen-

Civil Engineering Faculty and members of the Transportation Re­
search Institute, Technion-Israel Institute of Technology, Haifa, Israel. 

eral belief is that an improvement in existing procedures defin­
ing the change interval will gradually reduce the number of 
right-angle collisions. The term "change interval" means the 
sequence of intervals at a signalized intersection that occWll 

from the moment the green light ends for one direction and a 
green light begins for the conflicting approach. The change 
interval might consist of various combinations and proportions 
of yellow and red for the conflicting approaches. Despite the 
consensus referred to at the outset, much of the research to date 
that is concerned with accidents at signalized intersections 
concentrates on proper design procedures for the change inter­
val to reduce the number and severity of right-angle collisions. 

Because of the large number of rear-end collisions, and in 
spite of their relatively low severity, the authors believe this 
type of accident deserves more attention. The purpose of this 
paper is to present a conceptual approach to estimating the risk 
of rear-end collisions at a signalized intersection. This work is 
based on a behavioral analysis of drivers approaching an inter­
section when the yellow light appears at the end of the contin~ 
uous green light. An analysis will be made of the influence of 
the length of the warning interval-the interval between the 
continuous green and the continuous red--on the probability of 
a rear-end collision. The theoretical analysis is then supported 
by field observations carried out under controlled conditions at 
several signalized intersections. 

RISK-GENERATING PROCESS OF A REAR-END 
COLLISION 

Most rear-end collisions at a signalized intersection occur when 
two successive drivers approaching the intersection make con­
flicting decisions when the yellow light appears. A high risk of 
a rear-end collision will exist if the first driver decides to stop 
while the second one wants to cross the intersection. When the 
collision actually occurs, it is reasonable to assume that the 
second driver did not anticipate the stopping decision of the 
driver in front, and thus could not react in time to prevent the 
accident. The highest probability of a rear-end collision exists 
when the probability of two successive drivers reaching con­
flicting decisions about whether to cross or stop is the highest. 

The probability for conflicting decisions is a function of the 
distance or time of the two drivers from the intersection when 
the yellow light appears. This probability of conflicting deci­
sions can be derived from a stopping probability function that 

· describes the probability of stopping when the yellow light 
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appears as a function of the distance from the intersection. 
Let P(x) be the probability of stopping when a driver is at 

distance x from the intersection when the green phase ends. 
The probability of deciding to cross the intersection will then 
be 1 - P(x). Note that this function (Figure la) represents a 
realization of Bernpulli trials carried out at various distances 
from lhe stop line the moment the green light ends. The 
probability of these trials changes as a function of distance; the 
probability of stopping is high when the driver is relatively far 
from the intersection, and low when the driver is close. 

The probability of two drivers' reaching conflicting deci­
sions about whether to pass or stop will be highest when the 
expression P(x) • (1- P(x)] obtains the maximum value. This 
happens when P(x) = 0.5. Figure lb shows this probability, the 
value of which becomes lower as the distance to the stop line 
increases or decreases. 

The zone around the point at which the stopping probability 
has a value of 0.5 is the zone in which it is most difficult for the 
driver to reach a decision on the proper action when the green 
light ends. 

In practice (5-7), it is customary to describe the area be­
tween the 10th and 90th percentiles of the stopping probability 
function as an indecision zone. An example of the implementa­
tion of the concept of the indecision zone is found in a work by 
Parsonson (6). He suggested placing in this zone a detector 
loop whose purpose would be to prevent, in unsaturated cycles, 
a situation in which a driver is caught in the indecision zone at 
the beginning of the yellow light. 

A necessary condition for the occurrence of a rear-end colli­
sion is the presence of vehicles in the intersection approach 
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when the yellow light appears. The probability of a rear-end 
collision increases when the number of vehicles in the indeci­
sion zone increases. The actual number of rear-end accidents is 
thus a function of two factors: 

1. Traffic volum<>-the larger the volume of vehicles in the 
approach to the intersection, the higher the probability that 
vehicles will be located in the indecision zone when the green 
light ends. 

2. The range of the indecision zon<>-the larger the indeci­
xion zone, the higher the probability that vehicles will be 
located in the zone when the green light ends; the range of the 
indecision zone depends on the value of the variance of the 
random variable that generated the stopping probability 
function. 

The characteristics of this random variable and the stopping 
probability function is discussed in the section entitled The 
Relation Between the Option and Indecision Zones. At this 
point, it will be sufficient to show the effect of this variance. 
Figure 2 shows two stopping probability functions that differ in 
their underlying variance. It is easy to see that the larger this 
variance, the larger the indecision zone. 

The behavioral aspects of the causes of rear-end collisions 
have been discussed, and now deterministic normative methods 
to analyze the intersection-approach problem will be discussed 
next. 

DILEMMA AND OPTION ZONES 

In many studies (8-11) concerned with the events occurring in 
the approach to a signalized intersection, the phenomena are 
analyzed through the use of dilemma and option zones. These 
zones are defined by equations that are based on the normative 
behavior of a reasonable driver when the yellow light flashes. 

Drivers who are located in the dilemma zone at the end of 
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the green light can neither stop their vehicles before the stop 
line nor cross the line before the light turns red. Drivers who 
are in the option zone when the light turns yellow can either 
stop their vehicles at the stop line or cross it before the light 
turns red. The ability of a driver to cross the stop line or to stop 
before it is based on detenninistic nonnative values. It is 
usually asswned that deceleration takes place at a rate of about 
10 ft/sec2 and that when an attempt is made to cross the 
intersection, the driver will continue at a constant speed or 
accelerate at a rate of S ft/sec2 (9). Figure 3 shows the shape of 
the dilemma and option zones as a function of approach speed, 

The importance of the definition of dilemma and option 
zones lies in a nonnative ability to analyze and judge various 
actions taken by drivers at an intersection approach. For exam­
ple, May defined a risk-measurement factor based on the events 
occurring in dilemma and option zones (9 ). It is important to 
realize, however, that these zones describe, under normative 
deterministic assumptions, what a driver can do in each zone. 
They do not describe what a driver will actually do, not even in 
the stochastic sense. Thus, it can be concluded that the dilemma 
and option zones are tools of diagnostics or analysis; they are 
not, and cannot describe, the actual behavior of drivers. 

In many of the studies carried out following the work by 
Gazis et al. (8), special emphasis was placed on reducing the 
size of the dilemma zones. The motivation behind this objec­
tive was to lessen the risk of right-angle collisions. The man­
ifestation of this school of thought is the Proposed Recom­
mended Practice for Determining Vehicle Change Interval by 
ITE (12). In these guidelines, the proposed speed approach for 
delennining the length of the yellow light is the 85th percentile 
of the actual speed distribution or of the posted speed limit. 
This recommendation indicates that the tendency is to use a 
relatively high approach speed to reduce the size of the di­
lemma zone. By doing so, there is a smaller chance that a driver 
who is unable to stop before the stop line when the red signal 
lights up will eventually cross during the red light. This, of 
course, is in line with legal attitudes as expressed in traffic 
laws. 
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The direct implication of determining the length of the 
yellow light according to the relatively fast drivers is to create a 
large option zone for the slower drivers. This option zone 
provides slow drivers a relaxed decision situation because 
whether they decide to stop or cross the intersection, they can 
do so within the legal time frame. Although this situation may 
be desired by the individual driver, it has serious implications 
at the system level. 

The option zone, by definition, is an area in which either 
decision-to stop or to cross-is legitimate; thus, a high pro­
portion of conflicting decisions may be expected by the various 
drivers located in this zone. The high proportion of possible 
conflicting decisions by itself creates a high potential for rear­
end collisions. To demonstrate this contention, imagine that a 
stop sign is considered by some drivers to be a recommenda­
tion to stop and by others a recommendation to cross the 
intersection. This situation, by its very nature, will create con­
flicts and, thus, rear-end collisions. The hypothetical situation 
is analogous to the interpretation of the option zone advanced 
here. 

In the next sections is an analysis, through field data, of 
whether increasing the option zone influences the indecision 
zone as defined in this paper. 

RELATION BETWEEN THE OPTION AND 
INDECISION ZONES 

The implications of increasing the size of the option zone on 
the size of the indecision zone were analyzed under controlled 
conditions at four urban signalized intersections in Tel Aviv. 
The events at those intersections were twice recorded on film 
with a cine camera--once with a small option zone and once 
with a larger zone. At each intersection, the results of the 
experiment were first recorded in the situation in· which signals 
always operated (either with or without flashing green). The 
mode of operation at these intersections was changed to the 
other mode. Appropriate announcements were made on the 
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radio, and the second set of experiments in the new mode of 
operation was made 1 to 2 months later. Thus, it can be 
assumed that drivers adjusted to the new operation mode of 
signals. A detailed description of the data is given by Becker 
(13). 

warning period, to indicate the close appearance of the red 
light. As shown in Figure 3, the increase in the warning period 
significantly increases the option zone. 

The increase in the option zone was achieved, not by length­
ening the yellow light, but by substituting the last 3 sec of the 
green light with a flashing green. The flashing green was not 
new to the Israeli driver because it had been used in Israel for 
years at most interurban signalized intersections and at those 
urban intersections that had high approach speeds. Thus, it can 
be assumed, as was done in this study, that the flashing green is 
perceived by the Israeli driver mostly as an extension of the 

Data Description 

The basic characteristics of the four intersections included in 
the sample are given in Table 1. The size of the sample is the 
nwnber of vehicles at the end of the green light that were 
actually exposed to a stopping or crossing decision. The sample 
does not include vehicles forced to stop by vehicles in front. 

The first three intersections may be seen to be characterized 

TABLE 1 BASIC DATA OF THE FOUR INIBRSECTIONS INCLUDED IN THE 
STUDY 

Intersection Characteristic 
'.larni n') Period 

1 

No. 3 S!!C, 6 sec . 

l No. of cycles 75 67 

Sample size (veh) 2 52 47 

Volume ('IP~) 32') 330 

Ave rage speed (km/ h)3 31. 7 37. 3 

Speed variance 76 147 

2 tlo. of cycles ao 83 

Sample size (veh) 2" ' ~o 341 

Volume (VPH) 950 865 

Ave rage speed (km/h) 22. 1 21.4 

Speed variance 95 72 

3 No. of cycles 73 68 

Sample size (veh) 255 239 

Volume (VPH) 1317 1404 

Ave rage speed (km/h) 37. 1 34.7 

Speed variance 98 111 

4 No. of cycles 42 47 

Sample size (veh) 60 131 

Vo l ume (VPH) l·ii ss i ng Data 1065 

Average speed (km/h) 59.4 63.0 

Soeed variance l 5ii 85 

The 6 sec. warning period is composed of 3 sec. flashing green and 
and 3 sec. yellow. 

TI1e sample size refers to the number of vehicles at the end of the gr~en. 
The vehicles preceded by stopped vehicles are not included . 

Speed of vehicles at the end of the continuous green. 
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by a low approach speed (20 to 40 km/h), and the fourth by a 
higher approach speed (60 km/h). The data were collected in 
two situations: 

1. Three-second warning: a yellow light appeared for 3 sec 
after the continuous green light and was followed by the red 
light. 

2. Six-second warning: a flashing green light of 3-sec dura­
tion appeared after the continuous green, followed by a yellow 
light for 3 sec, and then the red light. All together, the warning 
period lasted for 6 sec. 

For each vehicle, the data included its position at the end of the 
continuous green light, its speed, and its deceleration rate if it 
stopped. 

The Model 

As mentioned previously, the indecision zone is derived from 
the stopping probability function, which was estimated accord­
ing to Sheffi and Mahmassani (7). According to that model, a 
variable T is defined as the driver's perceived time to the stop 
line at the beginning of the warning period (the end of the 
continuous green). Because of differences in driver perception, 
T was assumed to be a random variable with normal distribu­
tion; that is, 

T- N (t, CJ}) 

In addition, it was assumed that ifT is less than a critical value, 
T .,., a driver would decide to cross the intersection; otherwise, 
he would decide to stop. Tc, was also assumed to be a random 
variable: 

Consequently, the probability for stopping at the end of the 
green light is 

(t- t ) PS'f0p(1) = P(Tcr ST)=$ l~ 

where o = ~ + o'f,. - 2or,cr and $( •) denotes the standard 

cumulative nom1al function. 
The two parameters of the model (tcr• o) were estimated with 

a program called CHOMP (Choice Modeling Program), which 
is used to estimate multinomial probit models. 

Results 

The expected value of the critical distance (tcr) defines the 
distance from the intersection in which 50 percent of the 
drivers at the beginning of the warning period will eventually 
stop and 50 percent will cross. The majority of drivers located 
between the stop line and the expected value of the critical 
distance at the beginning of the warning period (yellow or 
flashing green) will decide to cross; at longer distances than the 
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critical, most will decide to stop. It is reasonable to assume that 
the expected value of the critical distance will be between the 
stopping distance and the distance a vehicle can travel during 
the warning period 

From the results given in Table 2, it can be seen that in all the 
samples, the influence of lengthening the warning period is 
expressed in longer expected critical distances (le,). The warn­
ing period in the present study was changed from 3 to 6 sec, so 
a 3 sec change in t.,. demonstrates that, in terms of expected 
time from the intersection, the stopping decisions of drivers 
undergo no alteration. In other words, even in cases of a longer 
warning period, it is the beginning of the red light that deter­
mines the behavior of drivers rather than the length of the 
warning period. 

The actual increase in the length of the warning period was 3 
sec. However, from Table 2 it appears that the increase in tc, 
was not always exactly 3 sec. When the increase in tc, is less 
than 3 sec there will be a higher number of stopping decisions 
as compared with an increase of exactly 3 sec. This means that 
there exists a group of drivers who, when at the same location, 
decide to cross with short warning intervals, but stop with long 
warning intervals when the solid green ends. In cases in which 
the change in tc, is greater than 3 sec, there exists a group of 
drivers who could stop with a short warning interval, but a long 
warning period causes this group to cross. 

At Intersections 1 and 2 (see Table 2), the change in the 
expected critical distance is very close to 3 sec (2.85 and 3.19 
sec, respectively). At Intersection 3, the change is 3.96 sec, and 
at Intersection 4, 2.18 sec. Considering the limitations of the 
sample size and the small number of intersections, it may be 
concluded that, in terms of expected critical distance, a signifi­
cant change in driver behavior does not occur from lengthening 
the warning period 

The variance underlying the stopping probability function 
increased significantly at the first three intersections; at Inter­
section 4, the variance changed only slightly (Table 2). For 
example, the variance at Intersection 1 increased from 0.31 to 
6.14. The direct implication of the increased variances is an 
increase in the range of the indecision zone. As can be seen, 
this increase is about 90 to 350 percent. For example, at 
Intersection 1, the range of the indecision zone increased from 
1.42 to 6.34 sec. The stopping probability curves of Olson and 
Rothery (14), which were estimated during two yellow dura­
tions, also show a tendency for long-range indecision zones 
during a long yellow light. 

Despite the fact that the range of the indecision zone did not 
change at one intersection only, it appears that this result is not 
random. As previously mentioned, Intersection 4 is charac­
terized by a relatively high approach speed. Stopping distances, 
therefore, are longer here than at the other intersections. 11ris 
means that drivers who can stop are situated farther from the 
intersection. It is reasonable to assume that a driver's tempta­
tion to cross when at a short distance from the stop line is 
higher than when at a long distance; thus, a driver is more 
likely to stop at option zones with high-speed approaches than 
at option zones with low approach speeds. This finding is 
related to the hypothesis advanced by Mahalel and Zaidel ( 15) 
that drivers' stopping decisions are more strongly influenced by 
their distance from the stop line than by their approach speeds. 
At low approach speeds, drivers are likely not to stop even if 



Mahalel alld Prashker 101 

TABLE 2 INDECISION ZONE BOUNDARIES FOR TWO WARNING INTERVALS 

z 
Indecision Zone Bounduries 

- -, lnte rsecti on Harning t a· Inner Outer Totul 
Interval I er boundary boundary length 
(sec) (sec) (sec) (sec) (sec) 

l 3 2.42 0. 31 l. 71 3. 13 l. 42 

6 5.27 6. 14 2 .10 8.44 6. 34 

2 3 l. 45 0.87 0.26 2.64 2.38 

6 4.64 3. 16 2.36 6.91 4.55 

3 3 3. 12 0.53 2 .19 4.05 1.86 

6 7.08 4.98 4.22 9.94 5. 72 

4 3 4.46 l. 39 2.95 5.97 3.02 

6 6.64 l. 42 5. 11 8.16 3.05 

A warning interval of 3 sec. consists of 3 sec. amber. A warning interval 

of 6 sec. ·consists of 3 sec. flashing green and 3 sec. amber. 
2 

The inner and outer boundaries are the values of the 10th and goth 

percentiles respectively of the stopping probability function. 

they can; at high approach speeds, whenever drivers can stop 
they do so with high probability. Evidence that drivers' deci­
sions reflect a higher sensitivity to distance than to speed may 
also be found in Chang et al. (16). 

DISCUSSION OF FINDINGS 

The relationship between the option zone and the range of the 
indecision zone has been discussed in this paper. Empirical 
evidence demonstrated that with a low approach speed, the 
resulting increased option zone causes a significant increase in 
the indecision zone. 

The calculations of conflicting decisions were made with the 
assumption of independency behavior between consecutive 
drivers. This simplified assumption ignores the possibility of 
dependency as a result of car-following behavior. However, it 
is logical to assume that the monotone relationships between 
the stopping probability and rear-end accidents will exist, even 
if dependency will be taken into consideration in a more so­
phisticated model. 

In an analysis of the risk of rear-end collisions (see section 
entitled Risk-Generating Process of a Rear-End Collision), it 
was assumed that this risk might increase as a result of an 
increase in the range of the indecision zone. This hypothesis 
thus indicates the possibility that the addition of a flashing 
green light as an extra warning period might increase the 
number of rear-end collisions. Various studies (17-19) have 
revealed that the number of rear-end collisions at urban inter-

sections with a flashing green signal is significantly higher than 
at other signalized intersections. This important finding cor­
roborates the hypothesis regarding the relationship between the 
range of the indecision zone and the risk of rear-end collisions. 

The operational implication of this relationship is that addi­
tional research should be conducted to find the pattern of 
warning intervals that will minimize the range of the indecision 
zone. In other words, ways should be found to shape the 
stopping probability function to be as close as possible to a step 
function. In that way, the number of rear-end collisions might 
decrease. 
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EVIPAS: A Computer Model for the 
Optimal Design of a Vehicle-Actuated 
Traffic Signal 
A. G. R. BULLEN, NORMAN HUMMON, ToM BRYER, AND Rosu NEKMAT 

The EVIPAS model described Is a computer program designed 
to analyze and optimize a wide range of intersection, phasing, 
and controller characteristics of an Isolated fully actuated 
traffic signal. It will evaluate almost any phasing combination 
available In a 2- to 8-pbase NEMA type controller and similar 
phasing structures for a Type 170 controller. The model will 
provide optimum timing settings for pretimed, semi-actuated, 
fully actuated, or volume-density control using a variety of 
measures of effectiveness chosen by the user. A wide range of 
geometric features, phasing alternatives, and detector layouts 
can be evaluated. EVIPAS combines a user friendly Input 
module with a multivariate gradient search optimization mod­
ule and an event-based Intersection microsimulation. It bas 
been field-tested and validated and replicates well-observed 
vehicle and signal behavior. The model Is programmed in 
Fortran 77 and currently can run on VAX 8600 and IBM 3080 
mainframes. 

In recent years traffic signal design has been facilitated by the 
increasing availability of computer software for signal timing 
analysis. Most of the models available, however, are calibrated 
for pretimed signals. The 1985 Highway Capacity Manual (1) 
provides a set of capacity analysis procedures for signalized 
intersections that are heavily dependent on a signal timing and 
phasing plan. Further, a large number of the new signals being 
installed in North America are fully vehicle actuated with many 
of these using volume-density control. Therefore, a clear need 
exists for software that will provide optimal design for vehicle­
actuated traffic signals. 

The software that is currently available has only limited 
applicability. The only single intersection model (2) that opti­
mizes design parameters is SOAP84. This model depends 
heavily on the approach of Webster (3), which is mainly for 
pretimed signals. Although SOAP84 does provide some assis­
tance for dealing with vehicle actuation, it does not attempt to 
provide a complete analysis capability for the many options 
that are available. 

The TEXAS model (4) is not widely circulated. It is a 
microsimulation of an intersection with vehicle-actuated sig­
nals, but provides no direct optimization capability. The model 
is rather slow, and it is not clear how well it deals with all of the 
individual timing parameters for fully actuated volume density 
control. 

A. G. R. Bullen, R. Nekmat, Department of Civil Engineering, and N. 
Hummon, Department of Sociology, University of Pittsburgh, Pitts­
burgh, Pa. 15261. T. Bryer, Pennsylvania Department of Transporta­
tion, 215 Transportation and Safety Bldg., Harrisburg, Pa. 17120. 

NETSIM is a network traffic microsimulation that has a 
detailed vehicle-actuated signal capability for individual inter­
sections (5). This model has no direct optimization capability 
and is also slow. It is primarily intended for the analysis of area 
control type problems. 

The EVIPAS model described in this paper is able to analyze 
and optimize a wide range of intersection geometric configura­
tions, phasing, and controller characteristics of a fully vehicle­
actuated isolated traffic signal. It will evaluate almost any 
phasing combination available in a one- or two-ring NEMA 
type controller and similar phasing structures for a Type 170 
controller. It will provide the optimum timing settings for 
pretimed, semi-actuated, fully actuated, or volume-density con­
trol by using a variety of measures of effectiveness chosen by 
the user. These include delay, fuel consumption, other operat­
ing costs, and emissions. A wide range of geometric features, 
phasing alternatives, and detector layouts can also be 
evaluated. 

The EVIPAS model has a user friendly input module and is 
currently programmed for the VAX 8600 and IBM 3090 
mainframes. 

BACKGROUND 

VIPAS was a model originally developed at the Pennsylvania 
Department of Transportation (PennDOT) in Harrisburg, Penn­
sylvania by Tom Bryer and programmed by John Breon (6). 
The department realized the need for a model to optimize 
actuated signal design and also provide an estimation of the 
economic benefits of installing actuated traffic signals. 

The major component of ;vIPAS was a microsimulation of a 
signalized intersection. The simulation was a second-by-sec­
ond vehicle scanning procedure using the car-following al­
gorithms of the Federal Highway Administration INTRAS 
freeway simulation (7). For vehicle queues and queue dis­
charge from the stop line, more efficient flow discharge models 
substituted for the individual vehicle scanning process. 

An unusual characteristic of the model was the randotnly 
generated vehicle arrivals for multilane approaches. It has been 
well established that the total arrival pattern of a multilane 
approach is not just the simple sum of the random distributions 
on the individual approaches due to the correlation between 
vehicles across lanes. To overcome this problem VIPAS used 
specific multilane arrival distributions calibrated from test runs 
by FHWA on the INTRAS simulation. These distributions were 
stored in VIPAS as the inverse distribution functions in the 
form of nth degree polynomials. 
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Other features of the initial VIPAS model included four 
vehicle types, including car, bus, truck. and semi-trailer, with 
acceleration rates particular to each vehicle type. The accelera­
tion for each vehicle type had two ranges with a higher acceler­
ation below a given threshold speed. Similarly, for decelera­
tion, all vehicles coast at a low deceleration between their 
desired speed and a deceleration threshold of 0.9 times the 
desired speed. Below this threshold a greater deceleration is 
imposed. The desired speeds for the vehicles are generated 
randomly by the normal distribution. 

Various measures of effectiveness were available to the user. 
These include total vehicle delay, stopped delay, person delay, 
fuel consumption, total operating costs, and vehicle emissions. 

The VIPAS model was implemented on the department's 
IBM 3081 computer. Operational use of the model revealed a 
number of difficulties including the following: 

1. It dealt only with a restricted set of geometric and phasing 
configurations. 

2. It allowed only one detector per approach lane. 
3. The model required further field verification. 
4. There was a desire to make it more user friendly. 
5. The total was very large and rather slow, which inhibited 

its use by field engineering staff in the department. 

To enhance the capabilities of the VIPAS model and correct 
any deficiencies, the University of Pittsburgh was awarded a 
research project by the PennDOT Office of Research in 1985. 
The objectives of this project were to expand and generalize the 
capabilities of VIPAS, carry out field studies for calibration and 
validation, provide a user friendly input structure, and make the 
overall model smaller and faster. 

THE NEW MODEL 

An analysis of the structure of the VIPAS model indicated that 
the simulation could not be easily generalized to cover the 
required broad range of traffic and signal conditions, and the 
optimization methodology was not suitable for full multivariate 
situations. Consequently, a new optimization algorithm and a 
new intersection simulation were designed and programmed. 
The original VIPAS traffic characteristics and vehicle genera­
tion routines were combined with these new models to give the 
enhanced version EVIPAS. 

The new EVIPAS model consists of five major modules: 

1. An input module that provides a user friendly interface 
for the user: INPROC, 

2. A generation module that generates all vehicle and pedes­
trian arrivals and their characteristics: GENRAT, 

3. An optimization module that finds the optimum settings 
of the selected timing variables: OPTSIM, 

4. An intersection simulation that provides the function calls 
for the optimization: PROCES, and 

5. An output module: OUTPUT. 

Input Processing: INPROC 

The purposes of the input processing routines are to 

1. Provide a user friendly environment whereby appropriate 
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data files can be created, updated, and edited using an interac­
tive or batch mode; and 

2. Process or transform user data into error free, compiled 
data for use in the VIPAS simulation and optimization 
processes. 

INPROC, which is designed to be used independently, helps 
users to create new data files, update existing files, and edit 
appropriate data elements by using an interactive or batch 
mode. Each data file is used for a specific project. INPROC 
then creates internally two compiled files that will be read by 
GENRAT and PROCES. This ensures that the optimization and 
simulation runs are on error-free data. 

VIPAS requires three data sets per data file: (a) intersection 
characteristics, (b) signalization characteristics, and (c) traffic 
characteristics. 

INPROC will guide users through all three data sets from 
data element to data element in logical sequence or at the users' 
option to edit, review data, or seek help. Given a strict and 
inflexible FORTRAN 77 programming environment, this lib­
eral input philosophy is made possible by a format-free, input 
interface routine (FREFRM) whereby all users' input is re­
ceived and assessed for its validity in terms of the data ele­
ments requested. Valid inputs are those within predetermined 
upper and lower bounds. This strategy is used to filter out 
outliers and unqualified inputs. A default value is assigned with 
the user's approval when an invalid input is encountered. 
FREFRM provides the primary mechanism to filter inputs and 
to achieve some degree of user friendliness while still operating 
in the FORTRAN 77 programming environment. FREFRM 
adopts suggestions by Wright (8) in terms of man-machine 
interfacing in the FORTRAN environment. 

For intersection characteristics, users are requested to 
provide information pertaining to the physical features of the 
study intersection, including (a) number of approaches (max­
imum of 5); (b) number of lanes in each approach (maximum 
of 5); (c) detector locations (combinations of presence or pas­
sage detectors, or both, with up to three per lane); and (d) 
saturation flows adjusted only for width and gradient factors 
according to the 1985 Highway Capacity Manual (1). For a 
particular case study, the intersection characteristics may be 
kept constant or varied to test alternative physical configura­
tions. EVIPAS, however, simulates and optimizes for a given 
set of intersection characteristics. 

EVIPAS is designed to simulate and optimize fully actuated, 
semi-actuated, volume-Oen8it}r, and pretimed signalization with 
or without pedestrian actuation. For simulation purpoees, users 
are required to provide various timing parameter values for 
each phase defined. For an actuated signal this would include 
the initial intervals, the unit extensions, the maximum intervals, 
and the yellow and all-red clearance intervals. For optimization 
purposes, users are not required to provide the timing for those 
parameters they are choosing to optimize. VIPAS will create its 
own timing parameters as a starting point before determining 
the optimum values. Users may provide upper or lower bounds, 
or both, for the variables being optimized. 

The bulk of the data input requirement is in the definition of 
the traffic characteristics. INPROC can handle a week's data 
that has been segmented or separated into periods of similar 
traffic characteristics, such as morning peak-hours during 
weekday, and weekend traffic. For each period, users are to 
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provide parameters that will typically describe the traffic 
characteristics during that period including (a) volume per lane, 
(b) traffic composition, (c) traffic turning movements, (d) aver­
age speeds, and (e) pedestrian counts. Periods may be linked 
together and can be assigned different weighting factors. 

The final stage of INPROC is to check and compile user 
inputs into error-free data. A special routine, COMPILE, 
checks for errors and inconsistencies in user data hierarchically 
from intersection level to approach level and from approach 
level to lane level. In addition, data elements are checked for 
errors and inconsistencies at the same level. If any data element 
is found in error, the user is prompted by COMPILE to make 
the appropriate correction. 

Vehicular and Pedestrian Generation: GENRAT 

The purpose of GENRAT is to generate stochastically the 
traffic and pedestrian arrivals as defined by the traffic charac­
teristics in INPROC for each period of study. Vehicles are 
generated randomly at the source of each approach, which is a 
predefined point upstream of the intersection stop line where 
traffic flow is not influenced by the intersection. Pedestrian 
arrivals are randomly generated at the push-button. Vehicle and 
driver characteristics, which include (a) arrival time, (b) vehi­
cle type, (c) driver type, (d) source lane, (e) turning direction, 
(f) speed, and (g) follower, are assigned randomly to each 
vehicle generated. 

For headways for low traffic volumes of less than 40, 100 and 
200 vph for one-, two-, and three-lane approaches, a negative 
exponential distribution is assumed. For one-lane approaches 
with higher volumes, Kell 's composite exponential distribution 
is used (9 ). For multilane approaches with higher volumes, the 
probability distribution function calibrated from INTRAS is 
used. Special care is taken to ensure logical sequence and 
proportionality of arrivals per lane at the source, especially in 
multilane approaches. 

Other vehicle characteristics such as vehicle type, driver 
type, source lane, and turning direction are generated by dis­
crete uniform distributions, whereas vehicle speeds use the 
normal distribution and pedestrian arrivals use the negative 
exponential distribution. 

The output of GENRAT is a set of vehicles stored in a data 
file, with assigned characteristics for each approach during the 
period of study. Users have the option of checking the statistics 
of the GENRAT output by using the GENSTAT routine, which 
is a support module that computes statistics for the arrival data 
generated by the GENRAT module. For each lane and period, 
GENSTAT computes the mean and standard deviation of head­
ways; median headway; minimum and maximum headway; the 
order statistics for the quantiles 1, 5, 10, 25, 75, 90, 95, and 99 
percent; mean and standard deviation of the vehicle speed; 
vehicle-type frequency distribution; turn-direction frequency 
distribution; and driver-type frequency distribution. 

Optimization: OPTSIM 

As with most current traffic models, such as TRANSYT (10), 
the optimization in the original VIPAS was a sequential uni­
variate procedure. The problem with using these types of 
methods is the time needed to converge and the fact that the 
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method does not guarantee a local optimum. 
The optimization module in the EVIPAS is a multivariate 

procedure that uses quasi-Newton methods to find the optimal 
values of the parameters. Numerical procedures compute first 
and second derivatives of the function for a given vector of 
parameter values. The values of these derivatives are used to 
determine the direction and size of steps from one parameter 
vector to the next and to determine whether the minimum is 
reached. The algorithms are designed to avoid certain types of 
local minima, although there exist conditions for which these 
methods fail to find the optimum solution. In general, however, 
these methods are among the best available for the solution of 
this class of problems. 

The function for the optimization is the measure of effective­
ness (MOE) output of the intersection simulation. To make a 
function out of a simulation model, three computational prob­
lems must be addressed. First, the model must be structured so 
that a run of the simulation model is functionally dependent 
only on the values of the vector of input parameters. All other 
data necessary for the operation of the model must be fixed for 
all iterations of an optimization run. Second, at the start of each 
iteration, the model data and starting conditions must be identi­
cal. Thus the model must be reinitialized to the same status at 
the beginning of each iteration. Third,. the computation of the 
output value must not change from iteration to iteration. Meet­
ing these requirements is an important feature of the EVIPAS 
structure. 

From the perspective of the optimization module, a function 
is a function. It matters not whether the function has a simple 
analytic form or is a large simulation model. The optimization 
module is only concerned with the relation of the parameter 
vector and the associated output value. The optimization al­
gorithms and numerical methods used in EVIPAS are on 
pseudocode programs and subroutines reported by Dennis and 
Schnabel ( 11 ). 

In implementing this general optimization algorithm, several 
important choices must be made. The first is the determination 
of the size of the linear step to ensure that an improvement in 
the function will occur. If no improvement is found, the al­
gorithm backtracks to determine a better one by fitting a cubic 
to the last few values and solving the cubic for its minimum. 

The second choice concerns how to compute the Hessian 
matrix, which can be done by finite-difference approximations 
or secant update methods. The finite-difference approximations 
require that the function be evaluated many times, whereas the 
secant update approach does not require that the function be 
evaluated; instead it solves a set of linear equations using the 
old Hessian method and the current values of the gradient and 
parameter vector. Because function evaluations are computa­
tionally expensive in this application, the preferred method is 
the secant update approach as it minimizes the number of times 
the simulation model must be run. 

Nevertheless, for large problems, many function evaluations 
are required, perhaps approaching several hundred. For­
tunately, most signal problems involve a relatively small num­
ber of variables and the optimization converges rapidly. 

Intersection Simulation: PROCES 

The simulation of an intersection under vehicle-actuated con­
trol presents a set of traffic movement alternatives that are so 
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complex as to require a microsimulation. However, most mi­
crosimulations require considerable computer time-a major 
disadvantage for a model such as EVIPAS, which requires 
many function calls in its optimization. 

The simulation that has been developed for the EVIPAS has 
several structural features that are designed to enhance its 
efficiency. Primarily it is an event-based individual vehicle 
simulation, with the events being green extensions or green 
termination. The simulation constructs vehicle trajectories in 
space-time according to a linear car-following model, which is 
related to the model used in the INTRAS freeway simulation. 
The car-following algorithm has been reformulated. however, 
to provide a more realistic handling of driver reaction times. 
Each trajectory consists of a series of nodes that represent 
changes in acceleration. The linear car-following model is 

a(n) = b[v(n) - v(n-1)] 

where 

a( n) = acceleration of the nth vehicle at time t + T, 
v(n) = speed of the nth vehicle at time t, 

v(n-1) = speed of the (n-l)th vehicle at time t, 
T = driver reaction time, and 
b = a coefficient. 

This formulation leads to a headway condition 

x(n) = x(n-1) + M + kv(n) 

where 

x(n) = distance coordinate of vehicle n at time t, 
x(n-I) = distance coordinate of vehicle n-1 at time 

'· M = minimum stopped distance headway 
between the vehicles, and 

k = driver reaction time = T = l/a. 

(1) 

(2) 

This is the basic car-following model that is used in INTRAS 
but with time-homogeneous processing at I-sec intervals. 
Many calculations are needed to form a following trajectory. 
Although the reaction time Tis in the car-following formula, it 
is not represented well in the simulation. 

In EVIPAS, car following is achieved by first setting a target 
position for the follower in relation to the change of accelera­
tion of the leader and Equation 2. The trajectory of the follower 
is then calculated from Newton's laws of motion to either pass 
through the target coordinates or at least a safe position behind 
the target position. The relative relationship between the cur­
rent speed and position of the follower and its target speed and 
position determines the particular set of Newton equations that 
will be used. Generally the new section of the trajectory can 
include combinations of acceleration, deceleration, and con­
stant speed. 

As the car-following algorithm proceeds, redundant nodes 
are removed by a filtering process that ensures efficiency in the 
trajectory fitting. The existence of the complete vehicle trajec­
tory in the simulation means that only those vehicles that affect 
the controller need to be retained at any time. Generally this 
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includes only the vehicles that have hit the first detector. The 
simulation therefore is actually dealing with a relatively small 
number of vehicles at any time. 

The vehicle simulation proceeds through a moving window 
upstream from the stop line, with vehicles processed in order of 
their position regardless of lane. Green approaches running 
simultaneously are processed together in the same window. 
This simplifies the gap-checking procedures in permissive 
green movements for left turners. The same window format 
handles a permissive green approach, a protected green ap­
proach, a red approach, or an approach with some lanes facing 
green and some facing red. 

Lane changing is allowed in three situations. A through 
vehicle obstructed by a waiting left-tum vehicle can change 
into an adjacent through lane, arriving through vehicles will 
change lanes if a shorter queue is available, and turning vehi­
cles will change into a short turning lane at the start of that 
lane. 

Permissive left-tum vehicles may cross any number of op­
posing lanes. They are allowed an early start at the beginning 
of the green and a late turn on yellow. The default values of the 
probabilities of these maneuvers have been calibrated from 
field studies but can be changed by the user. Both right- and 
left-turning vehicles turn at given turning speeds that are de­
rived from the turning radius specified by the user. 

There are 100 randomly assigned driver types and driver 
reaction times; gap-acceptance probability of an early left turn 
and lane changing are all functions of driver type. 

The simulation code is completely structured such that major 
changes or modifications can be made to one component with­
out affecting other components. The signal controller is cur­
rently set up for a one- or two-ring standard NEMA controller. 
This module could be easily modified to change the existing 
controller or add a new type controller without affecting the 
remainder of the model. Similarly the detectors and vehicle 
actuations have their own module. New detector combinations 
or actuation procedures, or both, can be easily added without 
changing the main model. 

The intersection simulation has been operating under a wide 
variety of phasing and detection scenarios. Its real time to 
computer time ratio is between 1,000 to 1 and 8,000 to 1 for the 
VAX 8600. 

Output Module: OUTPUT 

This module summarizes the model outputs including values 
for the measures of effectiveness and the optimal parameter 
settings. The overall economic benefit of the improvement is 
presented. 

CALIBRATION AND VALIDATION 

Validation of EVIPAS has been undertaken by comparing the 
simulation with . field studies at 10 existing traffic-actuated 
signalized intersections. Data were collected on traffic vol­
umes, vehicle types, vehicle speeds, stopped delay by approach 
lane, phase and phase duration, intersection geometry, and 
timing parameter settings. 

All intersections sampled were located across the state of 
Pennsylvania and included the following types: 
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1. Fully actuated eight-phase with multilane approaches on 
the main line. 

2. Fully actuated five-phase with volume density and multi­
lane approaches on the main line, with and without volume 
density. 

3. Fully actuated two-phase with permissive left tum. 
4. Fully actuated three-phase with a permissive left tum on a 

multilane approach (i.e., at least two through lanes opposing 
the permissive left tum). 
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5. Fully actuated three-phase with leading left turn. 

6. Semi-actuated. 

For each intersection in the field study, the simulation was 
calibrated for one data set and then validated by using one or 
two additional data sets. 

Two types of data were compared: the signal timing and the 
stopped delay of the traffic. The timing comparisons included 
the average length of each phase and the average cycle length. 

TABLE 1 MODEL VALIDATION-SIGNAL TIMING (sec) (INTERSECTION OF 
ROUTE 19 AND WARRENDALE ROAD, WARRENDALE, PENNSYLVANIA, 
FIVE-PHASE FULLY ACTUATED) 

Data Phase 1+5 2+5 1+6 2+6 3 Cycle 
Set 

Field 13.6 7.9 10.9 26.8 21.0 56.0 

Model 11.2 8.4 7.1 26.l 19.6 55.7 

2 Field 13.4 13.7 11.9 24.4 20.8 52.9 

Model 11.2 6.8 9.2 26.2 19.9 56.7 

3 Field 14.1 8.5 10.7 29.6 26.l 68.2 

Model 11.2 8.7 7.2 31.5 21.2 64.9 

TABLE 2 MODEL VALIDATION-AVERAGE STOPPED DELAY (sec) 
(INTERSECTION OF ROUTE 19 AND WARRENDALE ROAD, WARRENDALE, 
PENNSYLVANIA, FIVE-PHASE FULLY ACTUATED) 

Data Approach Lanes Movement Field Model Volume (vph) 
Set 

1 SB 2 Through 14 8 450 

SB Left 22 22 59 

WB 1 All 16 12 94 

NB 2 Through 8 5 425 

NB Left 19 19 73 

EB 1 All 22 16 115 

2 SB 2 Through 14 7 472 

SB l Left 25 26 89 

NB 1 All 14 18 125 

NB 2 Through 8 6 515 

NB 1 Left 28 18 63 

EB All 23 16 82 

3 SB 2 Through 11 7 630 

SB Left 32 22 108 

WB All 17 15 150 

NB 2 Through 11 6 762 

NB 1 Left 25 22 67 

EB 1 All 27 29 137 
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The EVIPAS model replicated the field data very closely. 
Generally the phase lengths and cycle lengths were within 5 
percent of the field results. 

The average stopped delay of the traffic was compared for 
each lane group of each approach. The delay comparisons 
generally were within 20 percent of the field data. Most cases 
in which the delays did not agree very well could be traced to 
irregular detector performance, or local peculiarities in driver 
behavior with regard to the observance of lane directions. 

Tables 1 through 8 give examples of the comparisons be­
tween field observations and the computer model. 

CONCLUSION 

The EVIPAS model is showing considerable promise for the 
evaluation and optimization of a variety of types of traffic 
signal installations. The development efforts have concentrated 
on producing a general capability to model most geometric, 
traffic, and control scenarios and to provide an efficient and 
rigorous optimization structure. 
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The model has been programmed to allow future changes in 
the controller or detection, or both, without any modifications 
to the main program. Testing and validation of EVIPAS has 
shown that it replicates observed vehicle behavior and control­
ler phasing. 
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TABLE 3 MODEL VALIDATION-SIGNAL TIMING (sec) 
(INTERSECTION OF ROUTE 212 AND PERITAN STREET, 
UNIONTOWN, PENNSYLVANIA, SEMI-ACTUATED) 

Data Phase 2 Cycle 
Set 

Field 19.4 84.8 104.2 

Model 18.8 82.8 101.0 

2 Field 20.0 81.9 101.9 

Model 19.0 81. 5 99.9 

TABLE4 MODEL VALIDATION-AVERAGE STOPPED DELAY (sec) 
(INTERSECTION OF ROUTE 212 AND PERITAN STREET, UNIONTOWN, 
PENNSYLVANIA, SEMI-ACTIVED) 

Data Approach Lanes Movement Field Model Volume (vph) 
Set 

SB All 17 17 38 

WB All 2 173 

NB All 17 22 19 

EB All 3 2 231 

2 SB All 19 19 42 

WB All 4 2 223 

NB All 19 9 26 

EB All 3 2 307 

Note: EB, WB is the main highway and is not actuated. 



TABLE 5 MODEL VALIDATION-SIGNAL TIMING (sec) (INTERSECTION OF 
ROUTE 30 AND ROUTE 48, IRWIN, PENNSYLVANIA, EIGIIT-PHASE FULLY 
ACTUATED) 

Data Phase 1+5 2+5 1+6 2+6 3+7 4+7 3+8 4+8 Cycle 
Set 

Field 23.7 None 14.7 50.6 23.0 7.5 2.8 35.2 145.3 

Model 21. 7 3.5 13.9 51.0 19.8 10.1 6.8 38.2 145.9 

2 Field 23.l None 13.4 47.2 20.4 8.0 4.5 36.6 139.6 

Model 21.1 4.1 13.l 54.5 20.5 16.3 3.6 38.8 153.6 

TABLE 6 MODEL VALIDATION-AVERAGE STOPPED DELAY (sec) 
(INTERSECTION OF ROUTE 30 AND ROUTE 48, IRWIN, PENNSYLVANIA, 
EIGIIT-PHASE FULLY ACTUATED) 

Data Approach Lanes Movement Field Model Volume (vph) 
Set 

SB 2 All 62 65 403 

WB 3 All 39 37 642 

NB 2 All NA 48 384 

EB 3 All 33 31 651 

2 SB 2 All 65 69 566 

WB 3 All 43 40 596 

NB 2 All NA 56 401 

EB 3 All 52 48 1105 

TABLE 8 MODEL VALIDATION-AVERAGE STOPPED DELAY 
TABLE 7 MODEL VALIDATION-SIGNAL TIMING (sec) (sec) (INTERSECTION OF ROUIB 322 AND CHURCH STREET, 
(INTERSECTION OF ROUTE 322 AND CHURCH STREET, STATE COLLEGE, PENNSYLVANIA, TWO-PHASE FULLY 
STATE COLLEGE, PENNSYLVANIA, TWO-PHASE FULLY ACTUATED 
ACTUATED) 

Data Approach Lanes Movement Field Model Volume 
Data Phase 1 2 Cycle Set 
Set 

SB 2 All 3 3 984 
Field 43.2 13.4 56.6 

WB All 21 17 62 
Model 42.9 15.9 58.2 

NB 2 All 4 3 388 
2 Field 41.9 15.7 57.6 

EB All 17 16 132 
Model 42.3 15.8 57.5 

2 SB 2 All 5 3 1097 

WB 1 All 19 18 108 

NB 2 All 5 2 452 

EB All 18 29 115 
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The Effectiveness of Railroad Constant 
Warning Time Systems 
BRIAN L. BOWMAN 

Presented in this paper are the results of two tasks of a study 
sponsored by the Federal Highway Administration. The pur­
pose of these tasks was to determine the effectiveness of rail­
road constant warning time (CWT) systems In (a) reducing 
motorists violation of activated at-grade warning systems, and 
(b) reducing vehicle-train accidents. CWT systems have the 
capability of measuring train motion, direction of movement, 
and distance from the crossing. These parameters are Inter­
preted by the control logic to provide estimates of train speed 
and arrival time. When the estimated arrival time achieves a 
preselected minimum, such as 20 sec, the warning displays at 
the crossing are activated. Analysis of operational data Indi­
cated that CWT systems are effective In providing both a 
uniform amount of advance warning and In reducing motorist 
violation of the warning system. A comparative analysis of 
vehicle-train accidents occurring from 1980 through 1984 was 
also performed. This analysis Indicated that, In the majority 
cases, crossings with CWT systems have a lower accident rate 
than crossings without CWT. Nevertheless, this difference was 
not large enough to be statistically significant at the 95 percent 
confidence level. 

The ability to command the respect of motorists is a key factor 
in establishing the effectiveness of traffic control devices. A 
genuine need, proper device placement, and consistent opera­
tion are all important in obtaining and retaining motorist re­
spect. Failure to consider these factors leads to motorist con­
tempt, disregard for traffic controls, and potentially to 
accidents. 

Train-activated traffic controls at railroad-highway grade 
crossings are particularly susceptible to the loss of motorists' 
respect. This is primarily the result of variations in warning 
time and the need for fail-safe design. The majority of train­
activated devices now in use are based on track circuits and 
control logic initially developed approximately 100 years ago. 
This system is based on an approach track circuit length de­
signed to provide a preselected warning time for the fastest 
train. The use of island circuits permits the system to determine 
train direction and cease signal operation after the train has 
passed the crossing. Such a system, unless configured with 
overriding capabilities, provides continuous detection while a 
train is on the approach. Trains traveling slower than the design 
speed or stopping on the approach length result in prolonged 
activation of the railroad-highway warning system. 

The fail-safe design is required because the crossing warning 
devices are active in the presence of a train and unactivated at 
all other times. The absence of the flashing lights is intended to 
indicate to the motorist that it is safe to proceed. This requires 
that the warning system be provided with standby power in 

Goodell-Grivas, Inc., 17320 W. Eight Mile Road, Southfield, Mich. 
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case of a commercial power failure and that the system revert 
to the active mode if failure of an element or component of the 
system, including the rails, occurs. Prolonged and fail-safe 
activation have resulted in motorists often disregarding the 
warning and driving through or around the warning devices (1). 
Accident statistics indicate that more than 49 percent of all 
train-involved accidents and 45 percent of crossing fatalities 
occur at locations with some form of active warning (2). 

The potential consequences associated with excessively long 
warning times resulted in the development of a constant warn­
ing time (CWT) track circuit and control logic system. The 
CWT system, developed during the 1960s, differs from other 
systems in that it is capable of detecting train speed in addition 
to train motion, direction, and distance from the crossing. The 
ability to measure train speed and distance from the crossing 
enables a continuous update on the actual arrival time. When 
the estimated arrival time achieves a preselected minimum, 
such as 20 sec, the warning displays at the crossing are acti­
vated. Trains that enter the approach section and subsequently 
stop or reverse direction without reaching the roadway crossing 
are interpreted by the control logic as not requiring activation 
of the crossing warning system. Motorists are not, therefore, 
subjected to long delays caused by slow or stopped trains and 
can expect the arrival of a train within a uniform and reason­
able length of time following the initiation of the crossing 
controls. 

The research reported here was sponsored by the FHWA to 
determine how effective CWT systems are in reducing vehicle­
train accidents and increasing motorist compliance with acti­
vated at-grade warning devices. This task was accomplished by 
analyzing data obtained from railroads, individual states, the 
Federal Railroad Administration, and operational data col­
lected at railroad crossings. 

EFFECTIVENESS OF CONSTANT WARNING 
TIME SYSTEMS IN REDUCING ACCIDENTS 

The selection of accident-based measures of effectiveness was 
based on the probable impact of providing a uniform amount of 
warning time. This involved analyzing only those accidents 
where the roadway vehicle was struck by or strikes the first unit 
of the train. The rationale behind this analysis was that motor­
ists who believe that there is an excessive amount of warning 
time will cross in front of an oncoming train after stopping or 
try to race the train to the crossing. Accidents where the train 
was fully in the crossing and the roadway vehicle strikes 
subsequent train units cannot be corrected by the installation of 
CWT systems. These accidents are more a result of driver 



112 TRANSPOlffATION RESEARCH RECORD 1114 

inattention, excessive speed, sight restrictions, or improper 
warning device operation than the influence of train detection 
and control logic systems used at the crossing. 

FRA's national inventory, by crossing type, into categories of 
average daily traffic (ADT) and trains per day. Approximately 
60 crossings, for each device type, were randomly selected 
from the cells that maximized ADT and train volumes. The 
complete inventory for each crossing was obtained and the 
operating railroad and the geographic location of the crossing 
were identified. Information was requested from the railroads 
to verify the type of warning device and track circuit and the 
respective date of installation as well as operational and physi­
cal characteristics of the crossing. When possible, the respec­
tive highway agencies were also contacted to request updates 
on the number of roadway lanes and ADT counts. If verified 
information pertaining to the type of warning device and the 
presence of a CWT system was not received on a crossing, it 
was eliminated from further analysis. A flowchart of the site 
selection and verification process is shown in Figure 1. 

Accidents where the train struck the vehicle and the vehicle 
struck the first unit of the train were further stratified into two 
categories: (a) characteristics of the accident and (b) physical 
and operational characteristics of the crossing. 

Site Selection Criteria 

The effectiveness of CWT systems in reducing accidents was 
determined by performing analyses between different combina­
tions of warning devices and track circuit-control logic sys­
tems. The following combinations of crossing types were used 
in the analysis: 

• Flashing lights without CWT, 
• Flashing lights with CWT, 
• Gates without CWT, and 
• Gates with CWT. 

The site selection process was initiated by stratifying the 

The number of crossings verified for each crossing type, and 
subsequently used in the accident analysis, is summarized in 
Table 1. The smallest number of crossings occurs in the flash­
ing light with CWT category because there are relatively few 
crossings that have flashing lights with CWT capabilities. The 
majority of CWT installations occur in conjunction with gates. 

OOT/AAR Nat1onal Inventory 

Stratify public crossings by 
gates with and without CWT 
and flashing lights with and 
without CWT 

Categorize the crossing 
types into increments of 
ADT and trains per day 

Select approximately 60 crossings 
____ __, for each crossing type that maxi­

mizes ADT and trains per day 

Obtain full 
inventory for 
each crossing 
and identify 
appropr iate 
agencies 

Request verification from railroads 
and road way agenci es 

No 

>-------i9ot Use ADT from DOT/ AAR 
inventory 

Yes Update geometrics and ADTs 

Out 

Separate for possible 
further analysis 

FIGURE 1 Flowchart of site selection and verification process used for 
accident analysis. 
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TABLE 1 NUMBER OF CROSSINGS WITH VERIFIED 
TYPES OF WARNING AND TRACK CIRCUITRY DEVICES 
USED FOR ACCIDENT ANALYSIS 

Flashing 
Oates Gates Flashing Lights 
With Without Lights Without 
CWT CWT With CWT CWT 

Number of 
crossings 27 39 13 26 

Many of the replies returned for flashing lights with CWI' 
indicated that either cwr systems were not in place or gates 
had been installed. 

Measure of Exposure 

Comparative accident analysis between independent groups 
requires the use of exposure rates because the probability of an 
accident occurring is directly related to the number of available 
opportunities. For train-involved crossing accidents, the num­
ber of opportunities are represented by the roadway volume 
and the amount of time that the crossing is occupied by the 
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train. The only exposure factors that are prominent in analyzing 
the effectiveness of cwr installations are, however, roadway 
and train volumes. This is because the only accidents that can 
be reasonably associated with the effect of cwr systems are 
those occurring with the first unit of the train. Determination of 
train occupancy time at the crossing is, therefore, not required. 
The exposure measure used in the analysis to obtain the acci­
dent rate is displayed as follows: 

. (number of accidents) ( 1 x 109) 
Accident rate= (ADn (trains per day) (365) (years) 

Results of Accident Analysis 

A search of the computerized train-involved accident files 
provided by the FRA was performed for all of the crossings 
that were verified as possessing the required warning and track 
circuitry devices. Information pertaining to crossing geo­
metrics, operational data, and accident characteristics were 
coded for computer analyses. Analyses were performed on all 
accidents occurring from 1980 through 1984. 

Summaries of accident frequency categorized by accident 
characteristics and physical-operational characteristics are 
given in Tables 2 through 4. Because a different number of 

TABLE 2 SUMMARY OF ACCIDENT TYPES FOR YEARS 1980 
TO 1984 

Crossing Type 

Flashing Flashing 
Oat.es Gat.es Lights Lights 
With Without With Without 

Accident Type CWT CWT CWT CWT 

Struck by train 8 16 5 17 
Striking first unit of train 0 1 2 4 
Striking other unit of Ira.in 2 1 3 ...Q 
Total 10 ii 10 21 

TABLE 3 SUMMARY OF ACCIDENT CHARACfERISTICS REPRESENTED 
AS FREQUENCIES 

Gates With Gates Without Flashing Lights Flashing Lights 
Ace i dent CWT CWT With CWT Without CWT 
Character- Striking Striking Striking Striking 

ist ics Struck 1st Unit Struck 1st Unit Struck 1st Unit Struck 1st Unit 

Driver 
Action 

Drove around 
or through 2 0 5 0 0 0 0 0 

Stopped and 
then pro-
ceeded I 0 1 0 0 0 3 0 

Did not stop 2 -0 4 1 5 2 8 2 
Other 2 0 4 0 5 0 8 1 
Unknown 3 0 6 0 0 0 6 1 

Severity 

Fat al 0 0 2 0 0 0 2 0 
Personal 

injury 2 0 2 0 0 0 8 2 
Property 
Damage only 6 0 12 1 5 2 7 2 
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TABLE 4 SUMMARY OF ACCIDENT FREQUENCY CATEGORIZED BY 
PHYSICAL AND OPERATIONAL CHARACTERISTICS PRESENT AT TIME OF 
ACCIDENTS 

Physical or Gates With Gates Without Flashing Lights nashing Lights 
Operation al CWT C'~T With CWT Without CWT 
Characteri s- Striking Striking Str i king Striking 

tics Struck 1st Unit Struck 1st Unit Struck 1st Unit Struck 1st Unit 

Crossing 
Angle 

0-29 0 0 o. 
30-60 1 0 1 
60-90 7 0 15 

Nu1nher of 
Tracks 

I 1 0 4 
2 3 0 10 
.3 2 0 0 

>3 2 0 2 

Max irnurn 
train speed 

(mph) 

<10 0 0 0 
11-20 1 0 3 
21-40 3 0 3 
41-60 4 0 4 

>60 0 0 6 

Train Speed 
Ratio 

<2: l 3 0 6 
2: 1 z 0 0 
3: 1 0 0 1 

>3:1 3 0 9 

Switching 
Ratio 

0 1 0 6 
0.1-0.9 1 0 0 
1.0-1. 9 1 0 0 
2.0-2.9 5 0 3 
3 . 0-3.9 0 0 3 
4.0-5.9 0 0 0 
6. 0-7. g 0 0 1 

>8.0 0 0 3 

crossings with indigenous ADT and train volumes comprise the 
population of each crossing category, it was necessary to nor­
malize the accident frequencies by the 5-year exposure. The 
exposure measure used for accident type and accident charac­
teristics was based on the total 5-year exposure for each cross­
ing type as presented in Table 5. 

For the purposes of analysis it was necessary to combine 
these categories that had no crossings with the attributes being 
analyzed with adjacent categories to reduce the number of 
missing values. When feasible, those instances of zero acci­
dents were also combined with adjacent categories. When this 
occurred, the exposure rate of the adjacent categories was also 

0 
0 
1 

0 
0 
0 
1 

0 
0 
0 
1 
0 

0 
0 
0 
1 

0 
0 
0 
0 
1 
0 
0 
0 

0 0 0 0 
1 0 1 0 
4 2 16 4 

2 0 10 0 
2 0 5 3 
0 0 2 1 
1 2 0 0 

3 2 0 0 
0 0 0 1 
1 0 4 1 
1 0 8 0 
0 0 5 2 

1 0 g 3 
2 1 0 0 
0 0 2 1 
2 1 6 0 

2 0 9 3 
0 0 0 1 
0 0 0 0 
1 1 6 0 
1 0 2 0 
1 1 0 0 
0 0 0 0 
0 0 0 0 

used in determining the accident rate. A summary of the acci­
dent frequency for the physical and operational characteristics 
is given in Table 6. 

The data were analyzed by performing the Mann-Whitney 
U-test on the accident rates. The rates were determined by 
adding accidents in which the vehicle was struck by the train 
and struck the first unit of the train. This sum was then divided 
by the appropriate measure of exposure. This nonparametric 
test was used to determine if the independent categories of 
similar warning devices with and without cwr were from the 
same population. All of the tests were conducted at a 95 
percent level of confidence. If the two-tailed probability of 

TABLE 5 FIVE-YEAR TOTAL ACCIDENT EXPOSURE FACTOR 
(BILLION VEHICLE TRAINS) AND NUMBER OF CROSSINGS IN 
EACH CATEGORY 

r.rossino TvoP 

Gates With Gates Without Flashing liqhts F l ashing 1 i gh ts 
CwT CWT with CWT without CWT 

Number Exposure Number Exposure Number Exposure Number Exposure 

27 12. 40 39 14.00 13 4.39 26 8.83 
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TABLE 6 SUMMARY OF TIIE NUMBER OF CROSSINGS AND THE 5-YEAR 
EXPOSURE (BllLION VEHICLE TRAINS) FOR SELECTED PHYSICAL AND 
OPERATIONAL CROSSING CHARACTERISTICS 

Crossing Gates with Gates without Flashing lights Flashing lights 
Characteri s - CWT CWT with CWT without CWT 

tics Number Exposure Number Exposure Number Exposure Number Exoosure 

Crossing 
Anqle 

0-29 2 0. 77 1 0. 21 0 0 0 0 
30-60 4 1.14 4 1.85 3 0.87 3 0.56 
61-90 21 10.50 34 11. 90 10 3. 52 23 8. 27 

Number of 
Tracks 

l 11 4.09 5 1.72 9 3.07 8 2. 5 7 
2 6 4.20 22 8.30 3 1.00 8 2.62 
3 3 l. 32 9 2 .99 0 0 6 2 .16 

>3 7 2.77 3 o. 95 1 0. 32 4 l.4q 

Maximum 
train speed 

(mph) 

<10 0 0 2 0 . 73 2 0. 72 6 2. 37 
11-20 4 1. 18 7 2 . 28 1 0. 43 6 1.52 
21-40 9 3. 94 12 4.85 4 1. 29 7 2 .77 
41-60 11 5 .81 10 3.16 5 1. 74 3 1. 37 

>60 3 1. 45 8 2 . 94 1 0. 22 4 0 .80 

Train Speed 
Ratio 

<2: 1 1 0. 57 15 5.88 6 2 .22 6 1.80 
2: 1 4 2. 72 2 0. 76 1 0 .34 2 0 . 69 
3:1 0 0 6 1.97 l 0.22 10 3 . 33 

>3: 1 22 9.10 16 5.65 5 1.60 8 3.01 

Switching 
Ratio 

0 4 2 . 12 10 3.64 5 1.82 11 3.47 
0 . 1-0. 9 4 1.97 3 o. 81 0 0 6 1.79 
1.0- 1. 9 6 l.47 4 1.01 3 1.02 l 0.46 
2.0- 2.9 6 3.47 5 1.87 0 0 2 0.96 
3. 0- 3 . 9 3 l. 34 6 2.02 1 0.20 2 0.95 
4 . 0-5.9 0 0 2 0.99 2 0.50 l 0 . 39 
6 . 0-7 ,g 3 1. 38 4 1.64 0 0 0 0 

>8 .0 l 0. 65 5 1.98 2 0.85 3 0.81 

occurrence from the test was equal to or less than 5 percent, it 
was concluded that CWT systems had an impact on accidents. 

COLLECTION AND ANALYSIS OF 
OPERATIONAL DATA 
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Inspection of Tables 7 through 9 indicates that there were no 
significant differences at the 95 percent confidence level in the 
distribution of accident rates between crossings with CWT 
systems and those without. The accident rate at crossings 
equipped with CWT systems was in the majority of instances 
lower than comparable crossings without CWT systems. This 
difference was not large enough, however, to state with a 95 
percent level of confidence that accident rates are lower at 
crossings equipped with CWT systems. 

Traffic accidents are the most acceptable and widely used 
measure of highway safety. However, the stochastic nature of 
accidents requires relatively large sample sizes collected over 
long periods of time.- This does not pose a problem for loca­
tions with high accident frequencies but for relatively low­
accident frequency locations, such as at-grade railroad cross­
ings, the use of accident statistics becomes increasingly prob­
lematic. As a result of the recognized shortcomings associated 

TABLE 7 RESULTS OF MANN-WHITNEY U-TEST ON TI1E 
ACCIDENT RATES (ACCIDENTS PER BILLION VEHICLE TRAINS) 
FOR ACCIDENT TYPE 

Crossing Type 

Gates Gates Flashing Flashing 
Accident with wi thcut lights 1 i ght s 

Type CWT CWT with CWT without CWT 

Struck by 
Train 0.645 1.143 1.139 1.925 

Striking 1st 
unit 0 0.071 0.456 0.453 

Str iking 
ot her unit 0.161 0.071 0.683 0 

Test statistic and z; 0.2214 z ; 0.6457 
2-tail probabi 1 i ty p ; 0.8248 p; 0.5127 



TABLE 8 RESULTS OF MANN-WHITNEY U-TEST ON TIIE ACCIDENT 
RATES (ACCIDENTS PER BILLION VEIIlCLE TRAINS) FOR 
CHARACTERISTICS OF TIIE ACCIDENT 

Crossing Type 

Ace i dent Gat~s Gates Flashing Fl ashing 
Characteri s- with without lights lights 

tics CWT CWT with CWT without CWT 

Driver 
Act ion 

Drove around 
or through 0.161 0.357 0 0 

Stopped and 
then pro-
ceeded 0.081 0.071 0 0. 340 

Did not stop 0. 161 0.357 1. 595 1.133 
Other 0.161 0.286 1.139 1.019 
Unknown 0. 242 0.429 0 0. 793 

Test statistic and z = 1. 5910 z = 0.2155 
2-ta i l probability p = 0.1116 p = 0. 8294 

Severity 

Fat al 0 0.143 0 0.227 
Personal 

injury 0.161 0.143 0 1.133 
Property 
Damage only 0.484 0.929 1.595 1.019 

Test statistic and z = 0.2214 z = 0.6642 
2-tail probability p = 0.8248 p = 0.5066 

TABLE 9 RESULTS OF MANN-WHITNEY U-TEST ON TIIE ACCIDENT 
RATES (ACCIDENTS PER BILLION VEIIlCLE TRAINS) FOR PHYSICAL 
AND OPERATIONAL CHARACTERISTICS OF TIIE CROSSING 

Crossing Type 
Physical and 
Operational Gates Gates Flashing Flashing 
Ch aracteri s- with without lights lights 

tics CWT CWT with CWT without CWT 

Crossing 
~ 

0-60 0. 52 3 0.485 0.115 0.180 
61-90 0 .667 1.345 1.705 2.418 

Test statistic and z = 0.0000 z = 0.7746 
?-tail probability p = 1.0000 p = 0.4386 

Number of 
Tracks 

1 0.244 2.326 0. 651 3.891 
2 0.714 1.205 2 .002 3.053 

>3 0. 978 0. 762 9.434 0.822 

Test statistic and z = 1.5275 z = 0.2182 
2-t ail probability p = 0.1266 p = 0.8273 

Maxi mum 
train speed 

(mph) 

0-19 0.847 1. 316 4.348 0. 25 7 
20-39 0. 761 0. 619 0.775 1. 805 

>40 0. 551 1.803 0. 512 6. 912 

Test statistic and z = 1.0911 z = 0.2182 
2-t ail probability p = 0.2752 p = 0.8273 

Train Speed 
Ratio 

<2:1 5.245 1.075 0.450 6.667 
2: 1, 3: 1 0. 735 0. 366 5. 319 0. 747 

>3: 1 0.330 1.770 1.875 1.993 

Test statistic and z = 0.2182 z = 0.6547 
2-tai l probability p = 0.8273 p = 0.5127 

Switching 
Ratio 

n.n-Q_Q 0 , 4RQ 1 , 149 l .099 ? , 472 
1.0-2.9 1.214 1.042 0.980 4.222 

>3 0 1.206 1.931 0.929 

Test statistic and z = 1.0911 z = 0.6547 
2-t ail probability p = 0.2752 p = 0.5127 
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with using accidents as the sole measure of safety, the accident 
analysis was complemented with observations of driver be­
havior. This analysis was conducted at 12 railroad crossings 
with the following CWT-crossing control combinations: 

• Three crossings with automatic gates and CWT systems. 
• Three crossings with automatic gates and no CWT 

systems. 
• Three crossings with flashing lights (only) and CWT 

systems. 
• Three crossings with flashing lights (only) and no CWT 

systems. 

Selection of Measures of Effectiveness 

Constant warning time systems are intended to have an indirect 
impact on accidents by increasing the credibility of at-grade 
warning devices. This increase in credibility results from the 
ability of CWT systems to provide a uniform amount of warn­
ing time until train arrival at the crossing. The uniform warning 
time is intended to provide motorists with a consistent expecta­
tion of train arrival thereby resulting in fewer violations of the 
flashing lights and, hence, fewer train accidents. The relation­
ship between the intended purpose of CWT systems, the inter­
mediate objectives, and the ultimate objective of reducing 
accidents is shown in the causal chain of Figure 2. 

The collection of field data was concentrated on obtaining 
quantifiable measures of effectiveness that (a) indicated 
whether CWT systems actually do provide a uniform warning 
time and that (b) could be directly related to the intermediate 
objectives. The measures of effectiveness selected for the study 
are given in Table 10. 
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Test Site Selection Procedure 

The measures of effectiveness determined as being appropriate 
for the analysis of the operational CWT data required observa­
tions of motorists' action only during the activated state. In 
addition, the observational opportunities during the activated 
state, in most instances, were only present for the first vehicle 
on each approach lane. This necessitated that the site selection 
process consider only those crossings with relatively high vehi­
cle and train volumes to maximize the observational oppor­
tunities. Other key locational characteristics were desired to 
help ensure homogeneity between analysis sites. This homoge­
neity was necessary to increase the probability that observed 
differences between the test sites were a result of the train 
detection and type of warning device and not extraneous fac­
tors. The key locational variables for which similarities be­
tween the 12 locations were desired included 

• Sight distance to crossing flashers on the approach, 
• Number of tracks, 
• Railroad-highway intersecting angle, 
• Sight distance along the tracks, 
• Roadway grade, and 
• Elevation of railroad-highway crossing with respect to 

roadway elevation. 

The initial site sel~tion process was performed by selecting 
crossings that had been verified as having CWT systems for the 
accident analysis. Each prospective site was visited to deter­
mine the presence of a suitable observer refuge area, proper 
warning device, and correct locational variables. The respec­
tive highway agencies and operating railroads were then con­
tacted for those sites that satisfied all of the preliminary selec-

MAJOR CAUSAL FACTOR FOR PROJECT INTERMEDIATE 
VEHICLE-TRAIN ACCIDENTS COUNTERMEASURE OBJECTIVES 

Violation of at-grade 
f-. 

Installation of 
i----

t Reduce potent 1 al 
warning devices. constant warning delay. 

• time system • 
• Increase c001pl i-

ance to crossing. 
MAJOR CONTRIBUTORY • FACTORS 

• Excessive motorists ULTIMATE 
delay, __., OBJECTIVE 

• Motorists' impatience . • Reduce train-
vehicle accidents. 

FIGURE 2 Causal chain for the reduction of vehicle-train accidents by 
Installing CWT systems. 

TABLE 10 RELATIONSHIP OF MEASURES OF EFFECTIVENESS TO 
ANALYSIS OBJECTIVES 

Purpose Measure of Effectiveness 

To determine if CWT systems provide Warning t iine until train arrival 
a unifom amount of warning time. analyzed in conjunction with train 

speed. 

To determine if CWT systems reduce Warning time until train arrival. 
vehicle delay. 

To determine if CWT systems result Vial at ion rate. 
in increased vehicle compliance to 
warning devices. 
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tion criteria. These contacts provided information pertaining to 
hourly roadway counts, daily train volume, train schedule, and 
additional verification of the type of train detection and control 
logic present at the site. Twelve locations, three in each cate­
gory of train detection system and warning device, were se­
lected that maximized train and vehicle exposure. 

Field Data Collection Procedure 

Data were obtained manually with the use of radar guns and 
stop-watches. One observer was placed on each crossing ap­
proach. The stopwatches were initiated on first activation of the 
warning device at the crossing. The observers noted the time of 
vehicle arrival for the first vehicle in each lane, the time of 
violation if the flashers were activated, the time of train arrival 
and departure, and the speed of the train. Violation time was 
recorded for each vehicle that went through the activated 
flashers or that drove around the gates. The time of arrival for 
each vehicle that had the opportunity to violate (the first vehicle 
in the queue of each lane) was the time at which the vehicle 
arrived at the stop-bar of the approach. 

Analysis of Operational Data 

Effectiveness of CWT in Providing Uniform Warning Time 

The variations in train speed given in Table 11 indicate that 
accompanying variations in warning time could be expected at 
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each crossing. This variation in warning time would be propor­
tional to the train speed unless the train detection and control 
logic compensated for the variation. For example, for crossings 
without CWT capabilities, if 30 sec was the observed warning 
time at 40 mph (64 km/h), then 240 sec (8 times 30 sec) would 
be required for a train traveling 5 mph (8 km/h). The track 
circuits and control logic prevented this wide variation in 
warning time from occurring at all of the crossings studied. 
Those crossings that were not equipped with CWT systems 
were equipped with motion sensors. The observed instances of 
very low speeds were caused by switching activities in the 
approach circuit before the train entered the crossing. There­
fore, the lower train speeds were the result of trains accelerat­
ing from a stop on the approach circuit. 

The effectiveness of CWT systems in providing uniform 
warning times was analyzed by performing an analysis of 
variance (ANOVA) and plotting intervals of train speed versus 
average warning time. The results of the two-way analysis of 
variance given in Table 12 indicate that there is a significant 
difference at the 95 percent level of confidence between the 
effect of the different types of crossings and the average 
warning times. This difference was further analyzed with the 
Scheffe contrast test to determine where these differences resi­
ded. The results of the Scheffe test given in Table 13 indicate 
that there are significant differences, at a 95 percent level of 
confidence, between crossings equipped with CWT systems 
and those without such systems. Crossings equipped with CWT 
systems, therefore, display different characteristics in their 

TABLE 11 MAXIMUM, MINIMUM, AND STANDARD DEVIATION OF 
1RAIN VELOCITIES (mph) OBSERVED BY TYPE OF CROSSING (1 mph 
= 1.6 km/h) 

Flashing Flashing 
lights lights Gates Gates 

without with without with 
Parameter CWT CWT CWT C\H 

Maximum speed 41 31 44 35 
Minimum speed 5 1 3 2 
Standard deviation 9. 3 17 .5 17.0 12.9 
~atio of minimum to 

maximum speed 1 :8 1:31 l: 15 l: 18 

TABLE 12 ANOVA ON THE MEAN WARNING TIME (sec) PER 1RAIN 
VELOCITY GROUP (mph) FOR DIFFERENT CROSSING TYPES 

Crossin~ Type 

Speed Flashing lights Gates Gates 
Group without CWT 

Flashing li~hts 
with CWT- without CWT with cwT!! 

0-5 81.6 35. 5 
6-10 77 .6 35.0 

11-15 80.6 27.0 
lti-<'U b8.8 JU.8 
21-25 60.4 30. l 
Zli-30 50. 3 34. 4 
31-35 43. 2 33.0 
36-40 33.0 19. 9 

>40 48.9 33.0 

Source df SS MS F ij 

Crossing type 8 3535. 2 441.9 2.43* 
Speed group 3 1251. 3 417 .08 2. 29 
Error 23 4190.0 182. 17 

!! - missing value estimated to minimize SS error 
1 mi/h = 1.6 km/h 
~sterisk (*) indicates significance 

57. 5 36.3 
47 .8 32.2 
49. 5 31. 7 
bo. <' 3J.0 
68.6 33.0 
50. l 37. 2 
50.5 29. 2 
40.0 38 .0 
42 .0 38.0 

95% critical 
F value 

2. 38 
3.03 
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TABLE 13 SCHEFFE CONTRAST TEST ON THE EFFECT OF CROSSING 
TYPE ON MEAN WARNING TIME (sec) 

Flashing Flashing 
lights lights Gates Gates 

without with without with 
CWT CWT CWT CWT 

Flashing lights 
without CWT ---- --- - _ .. _ ----

Flashing lights 
with CWT 265. 7* ........ ---- ----

Gates without CWT 73. 2 192 .5* ---- ----
Gates with CWT 235.8* 29. 9 162.6* ----
Y5 percent Scheffe contrast value = 159.3 
1 ~i/h = 1.6 km/h 
Asterisk (*) indicates significant difference . 

average warning time than crossings not equipped with CWT 
systems. 

The values in Table 12 were plotted and the linear best fit 
regression line obtained. An inspection of these plots, shown in 
Figure 3, indicates a negative slope for all crossing types 
except for gates with CWT. With one exception, this indicates 
that as train velocity increases, the amount of advance warning 
time decreases. The linear approximation for crossings with 
flashing lights and CWT has the least slope. The presence of a 
truly unifonn warning time would be characterized by a slope 
of zero magnitude. Because crossings with CWT are closer to 
the desirable zero slope, the differences demonstrated by the 
ANOVA and Scheffe contrast tests can be interpreted as dif­
ferences in uniformity of warning time. Crossings equipped 
with CWT systems do, therefore, provide a more unifonn 
warning time to motorists. 

100 

90 

80 

70 -"' ... c 60 0 
u .. 
"' (Gates 

Effectiveness of CWT in Reducing Warning Time Violation 

Each of the crossings at which data were collected was located 
on relatively high-volume roadways. The high volumes re­
sulted in a queue of vehicles on each approach lane at every test 
crossing during activation of the warning devices. The oc­
cupied roadway approaches resulted in the number of oppor­
tunities for vehicles to proceed through the activated warning 
devices (violations) being similar, per unit of time, for each test 
site. Because the violation opportunities are time dependent, 
however, a greater number of opportunities exist when the 
amount of time from device activation to train arrival is 
increased. 

The effectiveness of CWT systems in reducing violations of 
the warning system was determined by analyzing violations in 
conjunction with both the total amount of warning time and the 

(Fl ashing lights 
without CWT) 

.. e 
;: 

50 
without CWT)b. -0.3283x--z.-...-­

(Gates 
with CWT) b • 0.1256x ~ "" 40 c 

c 
(Flashing lights b • -0.0094x J 

with CWT) 

.. 
"' :s 30 

20 

10 

0 
0-5 >40 6-10 11-15 16-20 21-25 26-30 31-35 36-40 

Tra1n Speed (m1/h) 

FIGURE 3 Best fit linear approximations and the resultant slopes for each 
crossing type on speed groups and mean warning time. 
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TABLE 14 OBSERVED VIOLATIONS OF TIIE ACTIVATED 
WARNING DEVICE CATEGORIZED BY TOTAL WARNING TIME FOR 
DIFFERENT CROSSING TYPES 

NurrtJer of Violations by Crossinq Type 

Flashing Flashing 
lights l ights Gates Gates 

Total Warning without with without with 
Time (Seconds) CWT CWT CWT CWT 

11-15 0 0 2 0 
16-20 0 0 1 0 
21 -25 3 0 1 0 
26-30 7 33 5 2 
31-35 6 30 1 14 
36-40 25 27 2 4 
41-45 41 4 4 0 
46-50 22 0 9 0 

>50 265 0 192 0 

Tot al s 369 94 217 20 

TABLE 15 OBSERVED VIOLATION OF TIIE ACTIVATED WARNING 
DEVICE AND CUMULATIVE PROPORTIONS CATEGORIZED BY 
TIME UNITL TRAIN ARRIVAL FOR DIFFERENT CROSSING TYPES 

Number of Violations by Crossing Type 

Fl ashing Flashing 
lights lights Gates Gates 

Time until train without with without with 
arrival (seconds) CWT CWT CWT CWT 

0-5 1 1 0 3 
6-10 17 4 3 2 

11-15 34 13 13 4 
16-20 30 26 13 4 
21-25 35 20 18 6 
26-30 38 19 17 1 
31-35 29 10 11 0 
36-40 29 1 20 0 

>40 156 0 122 0 

Tot al s 36g 94 217 20 

TABLE 16 KOLMOGOROV-SMIRNOV TEST ON TIIE NUMBER OF 
VIOLATIONS OCCURRING WITIIlN CATEGORIES OF ADVANCE 
WARNING TIME (sec) FOR CROSSINGS EQUIPPED WITII GATES 

Total Gates Without CwT Gates With CWT Absolute 
'llarning Differences 

Time Cu'!lu lat i ve Cumulative in Cumulative 
Interval Occurrences Occurrences Occurrences Occurrences Occurrences 

0-5 ---- ---- ---- ....... --- -
6-10 - -- - ---- ..... - ---- - ---

11-15 2 0.009 ---- 0.000 0.009 
16-20 I 0.014 --·- 0.000 0.014 
21-25 1 0.018 --- CJ.000 CJ.018 
26-30 5 0.041 ·2 0.100 0.059 
31-35 1 0.046 14 CJ.800 CJ.754 
36-40 2 O.O'i5 4 1.000 0. 945 
41-45 4 0.074 --- 1.000 0. 926 
46-50 9 0.115 ---· 1.000 0.885 

>50 192 1.000 -·-- 1.000 O.OCJO 

Tot al 217 20 

ilaximum difference= 0.945 95 percent critical K-S value= 0.318 

time from vehicle violation to train. arriv!l-1. There. were a large 
number of violations especially at tq.o~e)ocations itiat·.were not 
equipped with CWT systems. Inspectio.p.~r T!ibl614 .~dicates 
that the majority of these violations occilrrec} Wbefflhe apiou:nt · 
of warning time exceeded 50 sec. ThfS·occurrecl.even '8t chose ,. ... I . ~ 

with flashing lights and no cwr when the total warning time 
exceeds 35 sec. 

A sununary of the amount of time remaining from vehicle 
violation (the rear of the vehicle clearing the tracks) until the 
train entered the crossing is given in Table 15. It is interesting 
to note that five of these observations included clearance times 
of less than 6 sec. 

locations where m.otorists had to drive arollnd. the gales: ·TP,ere 
is a definite increase in the number of violatiOm fotic,rossings 
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The Kolmogorov-Smirnov two-sample tests was used to 
determine if the violations observed at crossings equipped with 
CWT systems exhibited the same population characteristics as 
those obtained at crossings without CWT systems. The analysis 
was performed by comparing crossings with similar types of 
warning devices. The analyses for violations occurring within 
categories of total warning time are given in Tables 16 and 17. 
Similar analyses for violations by time before train arrival are 
given in Tables 18 and 19. Each of these tests indicates that at 

the 95 percent level of confidence, there are significant dif­
ferences between crossings with comparable types of warning 
devices, with and without CWT. CWT systems reduce the 
number of violations and, because they provide a more uniform 
amount of warning time, result in a greater proportion of 
violations occurring with smaller clearance time (interyal of 
time between a vehicle clearing the tracks and the time of train 
arrival} than at crossings without CWT systems. The majority 
of vehicles that violate the warning devices at crossings 

TABLE 17 KOLMOGOROV-SMIRNOV TEST ON THE NUMBER OF 
VIOLATIONS OCCURRING WITHIN CATEGORIES OF ADVANCE 
WARNING TIME (sec) FOR CROSSINGS EQUIPPED WITH FLASHING 
LIGHTS 

Total Flashing Lights With CWT Fl ashing Lights Without c,n Absolute 
Warn i nq Differences 

Time Cumulative Cu mu lat i ve in Cumulative 
Interval Occurrences Occurrences Occurrences Occurrences Occurrences 

21-25 3 0.008 ---- 0.000 0.008 
26-30 7 0.027 33 0.351 0.324 
31-35 6 0.043 30 0.670 0. 627 
26-40 25 0.111 27 0.957 0.846 
41-45 41 0 .222 4 1.000 0.778 
46-50 22 0.282 -- -- 1.000 0. 718 

>50 265 l.000 ---- l.000 0.000 

Tot al 36Y 94 

Maximum difference = 0. 846 95 percent critical K-S value= 0.157 

TABLE 18 KOLMOGOROV-SMIRNOV TEST ON TIME (sec) FROM 
VEHICLE VIOLATION UNTIL TRAIN ARRIVAL FOR CROSSINGS 
EQUIPPED WITH GATES 

rime fro.11 
Violation Gates l~i tho11t CWT Gates With r.wr Absolute 

Until Differences 
Train Cumulative Cu;oul at ive in Cumulative 

Arrival Occurrences Occurrences Occiirrences Occurrences Occurrences 

0-5 .. -.... ,.. -- - 3 0. l'iO 1). 150 
6-10 3 0.014 2 o. 250 () . 231) 

11-15 13 0.074 4 0.450 0. 17'i 
16-20 13 0.134 4 0.650 C) . 51 fi 
21-25 18 0.217 6 0 . 950 0. 733 
26-30 17 0 .295 1 1-000 0 . 705 
31-35 11 0. 346 --- - 1.000 1) .654 
36-40 20 0.438 ---- 1.000 ll.51)2 

>40 122 1.000 ---- 1.000 o. ooo 

Total 2 lJ 20 

Max irnum difference 0. 733 95 percent critical K-S value 0.318 

TABLE 19 KOLMOGOROV-SMIRNOV TEST ON TIME (sec) FROM 
VEHICLE VIOLATION UNTIL TRAIN ARRIVAL FOR CROSSINGS 
EQUIPPED WITH FLASHING LIGHTS 

Time from 
Vial at ion Flashing Lights Without CWT Flashing Lights With CWT Absolute 

Until Oi f ferenc e 
Train Cumulative Cumulative in Cumulative 

Arrival Occurrences Occurrences Occurrences Occurrences Occurrences 

0-5 1 0.003 1 0.011 0.008 
6-10 17 0.049 4 0.053 0.004 

11-15 34 0.141 13 0 .191 0.050 
16-20 30 0.222 26 0.468 0.246 
21-25 35 0.317 20 0.681 0. 364 
26-30 38 0.420 19 0.883 0.463 
31-35 29 0.499 10 0.989 0.490 
35-40 29 0.577 1 1.000 0.423 

>40 156 1.000 ---- 1.000 0.000 

Total 369 94 

Maximum difference = 0.490 95 percent critical K-S value= 0.157 
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equipped with CWT systems are, therefore, exposed to an 
increased probability of being struck by a train than violators at 
crossings without CWT systems. However, the number of 
violators is much smaller at crossings with CWT systems. 

CONCLUSIONS 

CWT systems are effective in providing a uniform warning 
time and in reducing motorist violations of the activated warn­
ing devices at the crossing. 

The comparative analysis of vehicle-train accidents occur­
ring from 1980 through 1984 indicated that crossings equipped 
with CWT systems have a lower accident rate than crossings 
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without CWT. This difference was not, however, large enough 
to be statistically significant at the 95 percent confidence level. 
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Accident Causation Analysis at Railroad 
Crossings Protected by Gates 

JOHN A. HALKIAS AND LAURENCE BLANCHARD 

The purpose of this study was to Identify probable causes of 
and factors responsible for accidents occurring at railroad 
crossings protected by gates. Two Important goals of this study 
were to (a) compare the results obtained for the two types of 
warning systems activating the gates: fixed distance and con­
stant warning time systems, and (b) test the hypothesis that 
extended, or widely variable, warning times create a lack of 
credlblllty In warning signals. These objectives were achieved 
by statistically analyzing accident data obtained from the Na­
tional Rall-Highway Crossing Inventory and the Railroad Ac­
cident/Incident Report files for the period 1975 through 1984. 
An accident classification by circumstance (movement and 
position of the car In relation to the tracks and the trains) 
highlighted some causes and factors responsible for the dif­
ferent types of accidents. The classification Indicated results 
and led to the development of a similar Interpretation of the 
accidents for both types of warning systems. Further analysis 
confirmed and quantified the small Impact of environmental 
factors (bad weather, poor visibility at crossings, etc.). Trends 
found In relation to warning times tended to Indicate that lack 
of credibility In warning signals was a factor In the accidents. 

More than 7 ,000 accidents involving grade crossings occur 
each year in the United States. They are responsible for approx­
imately 600 fatalities and 2,500 injuries annually (1 ). The high 
ratio of fatalities and injuries to the number of accidents at rail­
highway grade crossings ranks these accidents among the most 
severe in the public safety area. As a reference, this ratio is 
approximately 40 times greater than the same ratio for all 
motorist accidents (2). 

In an attempt to reduce railroad crossing accidents, warning 
devices have been installed on or adjacent to the highway 
approaches to railroad grade crossings. These devices can be 
classified as either passive or active. Passive devices include 
stop signs, crossbucks, and pavement markings. They are used 
to direct attention to the location of the crossing and thus 
permit motorists to take appropriate action. Active devices 
include flashing lights and gates (automatic gates include flash­
ing lights as a part of the warning display) that are train 
activated. They inform the motorist of the approach or presence 
of trains at grade crossings. 

It should be pointed out that automatic gates are the most 
sophisticated and restrictive of all the grade crossing control 
devices: when activated, gates physically separate motor vehi­
cles from the grade crossing. However, while 8 percent of 
public grade crossings are protected by gates, these crossings 
still account for about 15 percent of all train accidents involv-

J. A. Halkias, Department of Civil Engineering, Aorida Institute of 
Technology, Melbourne, Ha. 32901. L. Blanchard, Matra Transport, 
Paris, France. 

ing grade crossings (1). If this disproportion may be partly 
explained by high exposure (crossings having higher train and 
vehicle volume are usually equipped with automatic gates), it is 
still clear that a desirable safety level has yet to be achieved and 
more research is needed to investigate causes of these 
accidents. 

WARNING DEVICES 

Two basic types of automatic control systems exist at crossings 
protected by gates: (a) fixed distance warning system, and (b) 
constant warning time system. 

With a fixed distance warning system, trains activate the 
flashing lights and the gates at a predetermined distance from 
the crossing. This distance is calculated by using the speed of 
the fastest train allowed over the crossing and a specified 
minimum warning time. The major drawback of such systems 
is that the warning devices operate continuously while the train 
is on the approach track circuit, regardless of train speed. This 
leads to inconsistent warning time lengths for crossings used by 
trains having a wide speed range. Lengthy time intervals (e.g., 
slow train) between the signal activation and the arrival of the 
train at a crossing may lead to loss of credibility. Drivers may 
become impatient in situations where the warning device is 
active for a long time. Such repeated experiences can lead them 
to disregard the signals and to maneuver around crossing gates. 

Signals activated by a constant warning time system do not 
present such a drawback. Constant warning time equipment has 
the capability of sensing a train in the approach section, mea­
suring its speed and distance from the crossing, and activating 
the warning devices. Thus, regardless of train speed a uniform 
warning time is provided. 

Many studies include lack of signal credibility as a factor in 
accidents and recommend equipping gates with a constant 
warning time system. Studies by Wilde et al. (3) and Halkias 
and Eck (4) provide useful information and recommendations 
for further analysis. Wilde et al. studied driver behavior at six 
crossings protected by gates activated by a fixed distance sys­
tem (3). Analysis of warning times at those crossings indicated 
an extreme variability from alarm period to alarm period as 
defined by standard deviations. The most variable warning 
times (ranging from 50 to 205 sec) occurred at a crossing at 
which several accidents involving train-vehicle collisions had 
occurred in the past. From this, the authors concluded that it 
can be speculated that the more variable the warning time, the 
higher the frequency of train-vehicle collisions. 

By comparing accident rates at crossings before and after 
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upgrading from a fixed distance to a conslant warning time 
system, Halkias and Eck (4) found a 28 percentreduoLion in the 
accident rate. They concluded that this result tends to confmn 
the hypothesis that constant warning time systems have greater 
credibility than do fixed distance systems. 

In-depth analysis of warning times appears necessary to test 
the hypothesis that extended or widely variable warning times 
conlribute to accidents because they create a loss of credibili ty 
of the warning signals. Furthermore, although some studies 
( 3, 5) have analyzed drivers' behavior at crossings protected by 
gates and deduced from it possible responsible factors, there 
are no statistical analyses on the circumstances and causes of 
the accidents. For this reason, and because it was believed that 
comparison of accident causes for the two types of warning 
systems (fixed distance warning and constant warning time 
systems), as well as any trend related to warning times would 
be more significant if studied on a large data sample, a statisti­
cal approach on a large data base was used for this study. 

METHODOLOGY 

The National Rail-Highway Crossing Inventory file and the 
Railroad Crossing Accidenl/Incident data file for the period 
January 1, 1975, through December 31, 1984, were obtained 
from the Federal Railroad Adminlslration on six magnetic 
tapes. These two files were merged and correlated with the 
crossing identification number. 

Two subfiles were exlracted that contained all the accidents 
that occurred at railroad crossings protected by gates activated 
by both fixed distance warning system and constant warning 
time system. These subfiles were analyzed separately using the 
same procedure (except for the study concerning credibility 
factor, which was not applicable in the case of the constant 
warning time device). 

Data Analysis 

The analysis was divided into two parts: an accident classifica­
tion by circumstance and an analysis of the accidents that 
remained unexplained by the circwnstances. 

Accident Classification by Circumstance 

All the parameters available on the motorist action. the relative 
position of the car with respect to the Ito.in or ltains (in a case of 
a second train), and the car movement when the impact oc­
curred, were used to classify the accidents by circwnstance. 
Table 1 gives the list of the parameters used and the type of 
information they provide. This classifi.calion also includes the 
interpretation of the accidents, the causes of which were under­
standable by the circumstances. 

The data elements (or parameters) am those directly avail­
able from the inventory or accident/"mcident data files. Their 
definitions are given according to the procedures manual (6) 
and the FRA Guide for Preparing Accident/Incident Reports 
(7). 
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TABLE 1 CIRCUMSTANCE PARAMETERS 

Parameter 

Motorist 

Car position 

Second train: The motorist drove 
behind or in front of a train 
and sliuck or was struck by a 
second train. 

Position of car I unit train: 
Identify the position within the 
train of the first locomotive 
unit or car that sliuck or was 
sliuck by the higher user. 

Values 

Drove around or through the 
gate 

Stopped and then proceeded 
Did not stop 
Other 
Unknown 

Stalled on crossing 
Stopped on crossing 
Moving over crossing 
Unknown 

Yes 
No 
Unknown 

Analysis of the Accidents Unexplained by the Circumstances 

Accidents in which the causes could not be explained by the 
circumstances were further analyzed to obtain additional infor­
mation. These accidents were examined by using all of the 
available parameters that might highlight the causes of the 
accidents. 

It should be pointed ouL Chat one important factor was miss­
ing-no human factor data were directly available from the 
file. Indeed, the only data elements available about the motorist 
were related to the action or more precisely to the movement of 
the car before impact. Information such as driver's age, loca­
tion of residence (from which might be inferred the driver's 
familiarity with the crossing), and condition (whether or not 
intoxicated?) would have been helpful for a helter Wlderstand­
ing of the accidents. For this reason, only two parameters 
available were analyzed: (a) environmental conditions and (b) 
warning times. 

Environmental Conditions 

All the environmental elements that might have been contribu­
tors to the accident (wet roadway, poor visibility at the cross­
ing, etc.) were regrouped in this category. For each element, a 
weight (w) of either 0, 0.5, or 1 was given to the probable 
adverse effect of the driver's response: 0 corresponding to a 
lack of adverse effect (good environmental conditions at the 
crossing) and 1 corresponding to a possible adverse effect. For 
each accident, a summation on (w) for all elements was calcu­
lated. An accident obtaining a total of 0 could be considered as 
not being adversely affected by any of these environmental 
conditions. The elements used and their corresponding weights 
are given in Table 2. A weight of 0.5 was given for fog or rain 
because these weather conditions were judged less dangerous 
than sleet or snow. Indeed, even if visibility is poor in case of 
fog or rain, stopping distance will not be severely affected as 
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TABLE 2 ENVIRONMENTAL PARAMETERS 

Element 

View of Track° 
Not obstructed 
Obstructed (permanent structure, standing railroad 

equipment, topography, highway vehicles, 
vegetation, other) 

Weather 
aear or cloudy 
Fog or rain 
Sleet or snow 

Visibility 
Day 
Dawn, dusk: crossing illuminated by street lights or 

special lights: 
Yes 
No 

Dark: crossing illuminated by street lights or special 
lights: 

Yes 
No 

Weight 

W=O 

W= 1 

W=O 
W=0.5 
W= l 

W=O 

W = O 
W = 1 

W=O 
W=0.5 

alndicales if the driver's view approaching the crossing was obstructed 
to the exlent that he/she might have been aware that a train was about 
to occupy or was occupying the crossing. 

opposed to sleet or snow conditions where the motorist can 
completely lose control of the vehicle. 

When the crossing was not illuminated by street lights or 
special lights, dark conditions received a weight of only 0.5 
because they were considered less dangerous than dawn or 
dusk conditions. Red flashing lights offer more contrast with 
black background and are thus more conspicuous and visible. 
Furthermore, visibility at twilight is likely to be more dimin­
ished because of the continuously changing luminosity and the 
associated need for visual adaptation. When the crossing was 
illuminated by street lights or special lights, dark, dawn, and 
dusk conditions were judged similar to day conditions (weight 
of 0). 

Warning Timl!s 

Warning times were obtained from the following data 
elements: 

Maximum timetable speed (MxITSp): The maximum train 
speed permitted over a crossing; 

Typical minimum train speed (MinSp): The typical minimum 
train speed over a crossing; and 

Train speed (TrnSp): The train speed when the accident 
occurred 

The concept of a fixed distance warning device is .the provi­
sion of minimum warning time (MinWI) for the fastest train 
speed (MxITSp) permitted over the crossing. To accomplish 
this requirement a train detection track circuit system is placed 
at a certain distance (d) from the crossing such that 

d = MxITSp x MinWI' (1) 

The minimum warning time (Min WI) corresponds to the inter­
val of time between the arrival of the train at the track circuit-
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beginning of the signal's activation-and the arrival of the train 
at the crossing, for the case of a train traveling at the maximum 
timetable speed. This minimum warning time should be long 
enough to enable vehicles to stop or clear the crossing (8). It 
was set to 24 sec for all of the crossings. 

Furthermore, with maximum timetable speed and the typical 
minimum train speed known for each crossing, it is possible to 
work out the typical maximum warning time (MaxWI), which 
corresponds to the same interval of time as defined previously, 
but for a train traveling at the typical minimum speed. 

d = MxITSp x MinWI' 

d • MinSp x MaxWI' 

Hence 

MaxWI' = (MxITSp)/(MinSp) x MinWI' 

MaxWI' = (MxITSp)/(MinSp) x 24 sec 

(2) 

(3) 

(4) 

From the warning times a ratio was developed, the object of 
which was to enable the plotting of the actual warning time 
(WI) with respect to the minimum and maximum warning 
times (MinWI' and MaxWI) for each accident. The following 
scheme explains the calculation of the ratio. Considering a line 
with three points A, B, and X of respective coordinates Min WI', 
MaxWI', and WI'; 

A x B 

the location of X is given by the parameter r such that 

AX=rxAB (5) 

r =AX/AB (6) 

Because 

AX = WI' - MinWI' (7) 

AB = MaxWI' - MinWI' (8) 

r = (WT - MinWI)/(MaxWT - MinWI) (9) 

As an example, r = 0 corresponds to an actual warning time 
equal to the minimum warning time, and r = 1 corresponds to 
an actual warning time equal to the maximum warning time. 
The sketch below shows the relative scale adopted and the 
plotting of two actual warning times (WTl and WT2 as 
examples): 

0 

Min WT 

r=O 

WTl 

r = 1/2 

MaxWT 

r=l 

WT2 

r=2 (10) 

The idea was to highlight the credibility problem, if any, by 
finding a correlation or trend between the frequency of acci­
dents and the warning times calculated or the ratio developed, 
or both. 

It should be noted that this procedure is not applicable in the 
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case of constant warning time systems because, regardless of 
the train speed, the warning time remains constant and, in 
general, equals 24 sec. 

RESULTS 

The results obtained for both types of warning devices (fixed 
distance and constant warning time devices) were similar and 
led to identical classifications and interpretations of the acci­
dents (except for the accidents related to the credibility factor). 
The data in Tables 3 and 4 show the distribution of accidents 
for both types of warning devices. The data in Table 5 and 
Figure 1 compare the results obtained for the two types of 
warning devices by using the valid percentage. 

TABLE 3 ACCIDENT CLASSIFICATION BY 
CIRCUMSTANCE-FIXED DISTANCE WARNING DEVICES 

Circumstances Frequency Percent 

Accidents remaining unexplained 2,585 43 
Stopped 1,058 18 
Stalled 1,136 19 
Struck or was struck by a second 

train 175 3 
Struck a car other than the leading 

car 451 8 
Missing or unknown 569 9 --
Total 5,974 100 

TABLE 4 ACCIDENT CLASSIFICATION BY CIRCUMSTANCE 
(CONSTANT WARNING TIME DEVICES) 

Circumstances Frequency Percent 

Accidents remaining unexplained 723 36 
Stopped 342 17 
Stalled 359 18 
Struck or was struck by a second 

train 54 3 
Struck a car other than the leading 

car 135 7 
Missing or unknown 375 19 
Total 1,988 100 

45.00% 
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• Twenty percent of the accidents that occurred at railroad 
crossings with fixed distance warning systems (21 percent for 
constant warning time systems) involved motorists stopped on 
the crossing. The presence of a highway intersection within 75 
ft of the crossing was found to contribute to these accidents. 
Another factor believed responsible for these accidents was 
motorists' lack of driving experience. 

• Twenty-one percent of the accidents that occurred at rail­
road crossings with fixed distance warning systems (22 percent 
for constant warning time systems) involved motorists stalled 
on the crossing. The cause of these accidents was believed to 
be engine failure or automobile malfunction. 

• Eight percent of the accidents that occurred at railroad 
crossings with fixed distance warning systems (9 percent for 
constant warning time systems) involved motorists who drove 
around or through the gate and struck a train car other than the 
leading car. The environmental factor did not have a strong 
adverse effect because more than 50 percent of these accidents 
occurred during good weather and good visibility conditions 
(Tables 6 and 7). Alcohol and drug intoxication, brake failure, 
or inattentiveness were believed to contribute to these 
accidents. 

• Forty-eight percent of the accidents that occurred at rail­
road crossings with fixed distance warning systems (45 percent 
for constant warning time systems) involved motorists who 
drove around or through the gate, and while moving over the 
crossing, struck or were struck by the leading train car (acci­
dents classified as remaining unexplained by the circum­
stances). This last category of accidents was further analyzed 

TABLE 5 COMPARISON OF ACCIDENT CLASSIFICATION 
BY CIRCUMSTANCE (VALID PERCENT) FOR FIXED 
DISTANCE AND CONSTANT WARNING TIME DEVICES 

Circumstance 

Accidents remaining unexplained 
Stopped 
Stalled 
Struck or was struck by a second train 
Struck a car other than the leading car 

4800% 

Valid Percent 

Fixed 
Distance 

48 
20 
21 

3 
8 

Constant 
Warning 
Time 

45 
21 
22 

3 
9 

9.00% 3.00% 8.00% 3 00% 

Fixed Distance Warning Device Constant Warning Time Device 

• Stopped on the crossing 
• Stalled on the crossing 
• Struck or was struck by a second irain. 
£11 Struck a train car other than lhe leading car 
D Accutents remamect unexplamect 

FIGURE 1 Comparison of the accident classification by circumstance 
for fixed distance and constant warning time systems. 
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TABLE6 ACCIDENTS BY ENVIRONMENTAL FACTOR 
WEIGHT (VEHICLE STRUCK A TRAIN CAR OTHER THAN 
THE LEADING CAR, FIXED DISTANCE WARNING DEVICES) 

Weight Frequency Percent Valid Percer 

0.0 168 37 51 
0.5 85 19 26 
1.0 58 13 18 
1.5 12 3 4 
2.0 3 1 1 
Missing 125 27 Missing -
Total 451 100 100 

TABLE? ACCIDENTS BY ENVIRONMENTAL FACTOR 
WEIGHT (VEHICLE STRUCK A TRAIN CAR OTHER THAN 
THE LEADING CAR, CONSTANT WARNING TIME DEVICES) 

Weight Frequency Percent Valid Percent 

0.0 61 45 54 
0.5 22 16 19 
1.0 19 14 17 
1.5 8 6 7 
2.0 1 1 1 
2.5 3 2 2 
Missing 21 16 Missing 

Total 135 100 100 

by examining the environmental conditions and the warning 
times. 

Environmental Conditions 

For approximately 30 percent of these accidents (results similar 
for both types of warning systems), bad weather or poor vis­
ibility at crossings might have had a likely or strong adverse 
effect (weight larger or equal to 1) on motorists' action and 
decision (Tables 8 and 9). Although the relative weights given 
to some environmental factors such as fog and rain versus sleet 
and snow and variable luminosity can be questioned, the results 
indicate that a small change in the relative weights would not 
have affected the conclusion that most of the accidents occur 
during good weather and good visibility conditions. 

Warning Times 

The >>x% sign to the right of Figures 2 and 3 indicates that x 
percent of the accidents had an actual warning time larger than 
the extreme value plotted. These cases were largely spread on 
the time scale, and for reasons of scale, do not appear on the 
figures. 

For fixed distance, several conclusions were drawn from the 
analysis of warning times. 

• Warning times have an extreme variability. They range 
from less than 20 sec up to 16 min (Figure 2). This variability is 
much larger than the one found by Wilde et al. (3 ). It should be 
noted that their research was based on the study of only six 
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TABLE 8 ACCIDENTS BY ENVIRONMENTAL FACTOR 
WEIGHT (FIXED DISTANCE WARNING DEVICES) 

Weight Frequency Percent Valid Percent 

0.0 826 32 47 
0.5 363 14 21 
1.0 445 17 26 
1.5 63 2 4 
2.0 39 2 2 
2.5 4 0 0 
Missing 845 33 Missing 

Total 2,585 100 100 

TABLE 9 ACCIDENTS BY ENVIRONMENTAL FACTOR 
WEIGHT (CONSTANT WARNING TIME DEVICES) 

Weight Frequency Percent Valid Percent 

0.0 295 41 51 
0.5 104 14 18 
1.0 150 21 26 
1.5 16 2 3 
2.0 10 1 2 
Missing 148 21 Missing 

Total 723 100 100 

crossings. It can be assumed that these few crossings were not 
representative of the whole crossing population. 

• Three percent of the accidents occurred because of warn­
ing times that were too short (smaller than the minimum warn­
ing time) to enable motorists to clear the crossing before the 
arrival of the train (Figures 2 and 3). This was believed to be a 
result of the introduction of high-speed rail service at existing 
facilities without any corrective action having been undertaken 
to provide a minimum required warning time at the crossing. It 
should be noted that this percentage might have been biased by 
incorrect data, such as maximum timetable speed smaller than 
the true value or overestimation of the actual train speed. 

• Comparing different groups of crossings (classification 
based on the value of the typical maximum warning time), a 
general trend was found: the larger the typical maximum warn­
ing time, the less the accidents are spread on the time scale, and 
the more concentrated they 'are near the minimum warning 
time. In other words, the more variable the warning times (the 
larger is the train speed range), the more accidents occur when 
the actual warning time is short and close to the minimum 
warning time (e.g., actual train speed close to the maximum 
timetable speed). Also, the smaller the warning time range, the 
more accidents occur when the actual warning time is large and 
beyond the typical maximum warning time (actual train speed 
smaller than the typical minimum speed). 

The distributions obtained for the first two charts in Figure 4 
(maximum warning times less than 0.75 min and maximum 
warning time between 0.75 and 1.5 min) are unexpected in 
terms of the large percentage of accidents occurring out of the 
typical warning time range (61 and 48 percent, respectively). 
Indeed, because most of the trains can be expected to provide a 
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FIGURE 2 Accident percentage versus actual warning time. 
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FIGURE 3 Accident percentage distribution with respect to the minimum 
and typical maximum warning time. 

warning time between the minimum and the typical maximum 
times, most of the accidents should be expected to occur within 
this range of warning times. From this result, it can be inferred 
that, in the case of crossings providing a small range of warn­
ing times (e.g., typical minimum speed close to the maximum 
timetable speed), larger warning times are dangerous. These 
large warning times, being out of the typical range, are by 
definition infrequent. They are, however, involved in a high 
percentage of accidents. If it is considered that the driver 
involved in the accident was familiar with the crossing 
(2, 9, JO), it is likely that he experienced short warning times at 
the crossing. A longer alarm period without an approaching 
train might have led drivers to distrust the signal, and, getting 
impatient, they might have proceeded without looking for a 
train. 

The trend leading to a concentration of accidents when the 
typical maximum warning time increases is optimal for the last 
chart in Figure 4 (maximum warning time greater than 6 min), 
with 40 percent of accidents occurring when the actual warning 
time is close to the minimum warning time. Referring to the 
probable familiarity of the driver with the crossing; this trend 
can be explained by a lack of driver trust in the signal. The 
larger the typical maximum warning time, the higher the proba­
bility that the driver familiar with the crossing has experienced 
a long alarm period at the crossing. The driver might have 

finally developed the expectancy to have to wait a long time at 
the crossing and decided that there was enough time to proceed 
before the arrival of the train. Changes in the train pattern 
(faster train providing a shorter warning time) may be respons­
ible for this large number of accidents. 

Although it was impossible to quantify the importance of the 
lack of credibility in warning signals, the trends found indicate 
that it is a factor in accidents. 

In the case of accidents occurring at gates activated by a 
constant warning time system, the credibility factor should not 
be involved because the warning time provided at these cross­
ings is short, constant, and approximately 24 sec. However, 
crossings equipped with fixed distance warning systems are 
much more numerous than crossings equipped with constant 
warning time systems. In 1984, 12,483 crossings were equipped 
with fixed distance warning systems compared with 3,953 
crossings equipped with constant warning time systems. The 
probability that a driver will encounter a crossing equipped 
with a fixed distance warning system is therefore much higher. 
Furthermore, drivers do not have any knowledge about warn­
ing devices that would enable them to differentiate between 
crossings equipped with constant warning time systems and 
those equipped with fixed distance warning systems. Thus 
drivers might in some cases have carried over their expectancy 
of extended or inconsistent warning times developed at cross-
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for five ranges of typical maximum warning times. 
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ings equipped with fixed distance warning systems to crossings 
equipped with constant warning time systems. In other words, 
it might be inferred that the effectiveness of constant warning 
devices is influenced by the inconsistency of warning times at 
the nwnerous crossings equipped with fixed distance warning 
systems. In this case, the warning signal's lack of credibility 
would also be a factor in accidents occurring at crossings 
equipped with constant warning systems. The similarity of the 
results for both types of warning systems and the high percent­
age of accidents remaining unexplained by the circumstances 
and environmental factors, would tend to confirm this theory. 
An analysis of driver familiarity with crossings equipped with 
constant warning time systems might have allowed this prob­
lem to be highlighted; for drivers involved in these accidents, a 

lack of familiarity with such crossings will reinforce the hy­
pothesis developed. 

CONCLUSIONS AND RECOMMENDATIONS 

Conclusions 

This study highlighted some causes of and factors that are 
responsible for accidents at railroad crossings. Unlike previous 
studies, it analyzed a large data base and provided primary 
statistical data on accidents occurring at railroad crossings 
protected by gates. The study might be useful as a base for the 
development of necessary countermeasures for improving 
safety at railroad crossings protected by gates. 
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Some of the conclusions reached are as follows: 

• Results from the present large data sample confirm the 
theory generally adopted that the majority of accidents occurs 
during good weather and good visibility conditions. 

• Physical and environmental conditions are not sufficient to 
explain accidents. For a large percentage of cases, the cause of 
the accidents remained obscure or uncertain essentially because 
of a total lack of data elements on the driver. 

• Study of warning times led to two main conclusions. (a) 
Inconsistency in warning time length leads motorists to distrust 
signals. At railroad crossings that have a narrow typical warn­
ing time distribution, most of the accidents occur beyond the 
typical maximum warning time. (b) Extended warning times 
lead motorists to ignore warning signals and cross the railroad. 

From these results, it was concluded that lack of credibility 
in warning signals was a factor in accidents occurring at cross­
ings equipped with fixed distance warning systems. 

For crossings equipped with constant warning time systems, 
it was hypothesized that the effectiveness of this warning 
device was biased by the inconsistency of warning times at the 
numerous crossings equipped with fixed distance warning sys­
tems. From this, it was concluded that the warning signals' lack 
of credibility might also contribute to the accidents occurring at 
crossings equipped with constant warning time systems. 

Recommendations 

Based on the work undertaken for this research, the study of the 
data sources, and the results obtained, several suggestions are 
presented. They concern two important subjects: (a) the data 
available in the U.S. Department of Transportation Crossing 
Inventory and the FRA Rail-Highway Crossing Accident/Inci­
dent files, and (b) areas in which further research could prove 
helpful. 

The following recommendations are made: 

• For better quality and reliability in the data, it is important 
to minimize inconsistencies. This can be achieved by running 
programs to check the consistency of the values entered in the 
data file. Programs as simple as the one that checks whether a 
field declared as numerical contains only digits might enable 
the correction of mistyped characters. Other checking pro­
grams should detect incompatibilities such as a vehicle stopped, 
on the crossing with a speed other than zero. 

• More precise information is needed on the motorist's 
action when the accident occurred. The phrase "motorist drove 
around or through the gate" has to be reviewed For a better 
understanding of the accidents, it is important to be able to 
distinguish the cases in which the motorist drove around the 
gate from those in which he drove through the gate. Further­
more, these two motorist actions involve two different ap­
proaches of solving the problem. For example, a 
countermeasure to stop drivers from driving around the gates 
would be to install four half-gates (instead of two) to com­
pletely separate the motorist from the tracks. However, this 
countermeasure would probably not have any impact on the 
accidents in which the motorist drove through the gates. For 
these cases increasing the conspicuousness of the gates might 
improve safety. 
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• Information about the motorist is indispensable for acci­
dent causation analysis. Motorist data elements that may prove 
valuable are age, alcohol and drug intoxication, and location of 
residence (from which can be inferred driver familiarity with 
the crossing). 

• Additional data on the train speed pattern at crossings 
(such as median train speed) will enable a more accurate 
definition of the warning time distribution at crossings and thus 
will provide more information on the effect of warning times 
on accidents. 

Further research could prove valuable in two areas: 

• A further causation analysis of these accidents is needed. 
This analysis should concentrate on the possible contributing 
factors about which information was not available in the data 
source used for this research. The important factors to be 
examined are alcohol and drug intoxication, advanced age, lack 
of driving experience, and automobile malfunction. 

• The results obtained lead to the development of the hy­
pothesis that the credibility factor might also be involved in 
accidents occurring at crossings protected by constant warning 
time systems. An analysis of driver familiarity at these cross­
ings might provide valuable information. For drivers involved 
in the accidents at these crossings, a lack of familiarity with the 
crossings would reinforce the hypothesis developed 
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How to Estimate the Safety of Rail­
Highway Grade Crossings and the Safety 
Effects of Warning Devices 

E. HAUER AND B. N. PERSAUD 

The safety or a rail-highway grade crossing should be estl· 
mated by mixing Information about causal ractors suc.b as 
train and traffic Hows, type of warning device, and geometry 
wJth the accident history or the site. A tbeoretlcaUy sound and 
logically coherent procedure for doing so Is suggested. This 
procedure Is applicable not only to crossings but also to lnter­
sectlo.ns, road segments, drivers, and vehicles. Current esti­
mates or the safety effect or warning devices used at crossings 
are incorrect. This claim ls supported In this paper. The afore­
mentioned coherent procedure ror estlmatlng safety also en­
ables corrected estimates of effectiveness to be furnished, 
which should be used In the allocation of resources to warning 
devices. 

Addressed in this paper are two fundamental questions that 
arise in the context of managing safety at rail-highway grade 
crossings: first, how to identify crossings that are "unsafe"; 
second, how to estimate the safety effect of warning devices. 
To answer the first question it is necessary to be in a position to 
estimate the safety of a crossing. To answer the second question 
it is necessary to estimate what the safety of an-upgraded 
crossing would have been had the warning device not been 
changed and what the safety of the crossing is with the new 
warning device in place. For both questions the elemental task 
is the task of safety estimation. The same elemental tasks are 
required when the entity under consideration is not a crossing 
but an intersection of roads, a road section, a driver, or a 
vehicle. This is why matters of method discussed in this paper 
are of general interest. 

To forestall the possibility of miscommunication it is best to 
define the term safety. Safety is considered a property of a 
specific entity; in this case, it is the property of a certain 
crossing. The safety property of a crossing is defined as the 
number of accidents and their adverse consequences expected 
to occur on a crossing per unit of time. The term expected 
means "what would be the average in the long run were it 
possible for all relevant conditions to remain unchanged." It 
should be noted that the term "safety" is certainly not equiv­
alent to the count of accidents recorded on a crossing. The 
count of accidents is a reflection of the safety of the crossing 
and serves as a clue for the estimation of safety. 

Safety Studies Group, Department of Civil Engineering, University of 
Toronto, Toronto, Ontario, Canada M561A4. 

HOW TO ESTIMATE SAFETY 

When asked to give an estimate of the safety of a specific 
crossing, the natural inclination is to ascertain the key features 
of the crossing (type of warning device used, prevailing train 
and traffic flows, character of the surrounding area, etc.) and 
base the answer on what is known to be the typical "accident 
experience" of crossings with similar characteristics. The acci­
dent experience of the crossing about which the inquiry is made 
does not appear to ordinarily affect the estimate. Of the 12 
"common rail-highway crossing hazard models" listed by Farr 
(1), 8 take this approach. 

In contrast, were a traffic engineer asked about the safety of 
a certain intersection, he would likely base his answer on the 
history of accidents for that specific intersection. H a few years 
of accident history are available, it is not common to base the 
safety estimate on information about traffic flows and other 
causal factors. 

Thus, in principle, two sources of information bear on the 
task of safety estimation: causal factors, which tell something 
about the safety of similar entities (crossings, interseetions, 
etc.), and accident records, which capture the history of the 
specific entity, the safety of which is examined. It makes 
common sense, that neither source should be disregarded. 
Therefore, at least in principle, both examples of practice are 
lopsided and less than fully efficient in estimating safety. 

Of course, the difference between crossings and intersec­
tions is that crossing accidents are very rare whereas intersec­
tion accidents occur relatively more often. Thus, in practical 
terms, perhaps not much is lost by disregarding in estimation 
the accident history of a crossing or the characteristics of the 
intersection. Still, to be sure, solid analysis is required. 

Some crossing hazard models (e.g., the Oregon, Utah, De­
troit, and Wisconsin formulae) do incorporate the accident 
experience of a crossing, usually as an additive term. For these, 
it is unclear why the accident record term should be simply 
added to the other variables and if so what should be the 
relative weights of the two diverse pieces of evidence. The 
DOT "General Accident Prediction Formula" (2) is, to the 
authors' knowledge, the first model to explicitly advocate that 
an estimate of crossing safety based on causal factors be lin­
early combined with an estimate of safety based on the accident 
history of the crossing. The approach is credited to Mengert (3) 
and draws on the techniques of empirical Bayesian analysis as 
does the discussion in the next section. Thus, the problem to be 
analyzed in the next section is how to combine data about 
traffic, geometry, and other causal factors with the accident 
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history of a crossing so as to obtain an efficient and logically 
sound estimate of the hazard of the site. 

THEORY AND EVIDENCE 

The aim is to obtain an estimate of the nwnber of accidents 
(perhaps by type and severity) expected to occur at a specific 
crossing during a certain period of time. This expected nwnber 
will be denoted by m, and it will serve to measure the safety of 
the specific crossing under scrutiny. The safety of this crossing, 
m, will never be known precisely, and an estimale of m to be 
denoled by m will have to suffice. The estimate m, which is 
sought here, is to be based on the causal factors that describe 
the crossing as well as on its recorded accident history. It is in 
this dual foundation that the approach to estimation advocated 
here differs from much of current practice. 

Empirical evidence will be used to both motivate the theory 
and to support its validity. However, the main strength of the 
theory offered here is not that it fits accident data but that it is 
derived from plausible postulates by deductive reasoning. For 
this reason, it may have rather general validity and wide 
applicability. 

The point of departure is the assertion that every crossing is 
characterized during a specific period of time by its own m. 
Even if a group of crossings are considered that are similar in 
terms of traffic, warning device used, and other measured 
characteristics, their m's will not be identical. There is always 
much about a crossing that is unique and remains unmeasured. 
For such a group of similar crossings, the mean of their m's will 
be denoted by E(m) and the dispersion of their m's will be 
measured by their variance, to be denoted VAR(m). 

Let x denote the count of accidents for a specific crossing of 
this group during a certain period of time. Furthermore, let n(x) 
denote the nwnber of crossings in the group on which the 
accident count was x. It is not surprising that from the n(O), 
n(l), n(2) .. ., which describe the count of accidents in this 
homogeneous group of crossings, something can be learned 
about both E ( m) and VAR ( m). It can be shown that if accident 
occurrence on each crossing obeys the Poisson probability law, 
then 

E(x) = E(m) (la) 
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VAR(x) = VAR(mJ + E(m) (lb) 

Equations la and 2b allow the assertion that the m's vary 
from crossing to crossing to be substantiated and VAR ( m) to be 
estimated. This will be done with reference to real data. 

The data consist of a full description of some 200,000 
crossings in the United States-their geometry, train and vehi­
cle volwnes, warning devices used, nwnber of tracks, type of 
area, and, of course, complete record of accident occurrence 
(during the years 1980 to 1984). From this data set a fairly 
homogeneous group of crossings have been extracted (for pur­
poses of illustration) with the following characteristics: urban 
area, 1 track, 1 to 2 trains per day, 0 to 1,000 vehicles per day, 
and equipped with crossbucks. Table 1 gives the number of 
such sites with 0, 1, 2 ... accidents in each of the years 1980 
to 1984. 

From the data in Table 1, it is easy to calculate the sample 
mean X and sample variance i of the number of accidents in a 
homogeneous group of crossings using the following 
equations: 

x = L x • n(x)/L n(x) (2) 

i = L[(x -'X)
2 

• n(x)]/L n(x) (3) 

These two sample statistics can be used to estimate E(x) and 
VAR(xJ in Equation 1. Thus, the standard deviation of the m's 
in a group of crossings can be estimated by 

" /l~ 1/2 2 l/2 a(m) = (VJV((m)) = (s - x) (4) 

Using Equations 2-4 on the data in Table 1, the entries of 
Table 2 are calculated. 

Inspection of Table 2 reveals that the standard deviation of 
the m's in this group of crossings is perhaps twice the mean of 
the m's. This confirms the assertion that even within a fairly 
homogeneous group of crossings it may not be assumed that all 
m's are the same. Perhaps this conclusion should have been 
self-evident even without empirical substantiation. 

It could be argued that the group of crossings used in this 
illustration is still not entirely homogeneous; that, were the 
group to consist of crossings that all carried, for example, 500 

TABLE 1 ACCIDENTS OCCURRING IN A HOMOGENOUS GROUP 
OF CROSSINGS 

Number Of Number of Crossings with x 

Accidents Accidents 

[X) [n Ix) J 

1980 1981 1982 1983 1984 

0 9770 9796 9794 9790 9838 

160 138 14 1 143 96 

2 8 5 4 5 5 

3 0 0 0 

NoTB: Url>an; 1 track; 1-2 trains/day; 0-1000 vehicles/day; crossbucks. 
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TABLE 2 SAMPLE MEAN (X), SAMPLE VARIANCE (l}, VAR(m} AND 
a(m) 

1980 1981 

x . 0180 . 0149 

s2 . 0199 . 0157 

"' VAR!mJ . 0019 . 0008 

"' cr(ml . 04 . 03 

vehicles per day, the variance of m would approach 0. Com­
putation based on analysis of variance relationships as well as 
empirical investigation of more homogeneous groupings show 
that this contention is not valid; that there is a limit beyond 
which the VAR ( m} cannot be reduced. At this point VAR ( m} 
reflects the differences between the entities of a group that are 
not captured by their measured characteristics. The point of 
departure was the assertion that in a group of crossings that are 
homogeneous in their measured characteristics, the m's have a 
distribution with a positive variance. This assertion ls now 
assumed to have been substantiated. 

At this point an assumption needs to be introduced that 
cannot be directly substantiated; only evidence can be shown 
that it allows good predictions. It is well known that if the 
distribution of m's within a group of crossings can be described 
by a Gamma probability distribution, the counts n(x) should 
obey the negative binomial distribution. Listed in Table 3 are 
the observed counts n(x) and what is predicted by the negative 
binomial distribution. The correspondence between the ob­
served and the predicted values is embarrassingly close. For the 
present purpose it can be taken to mean that the assumption that 
the distribution of m's can be represented by the Gamma 
distribution is not contradicted by data. 

It bas been shown in a recent paper (4) that when on each 
crossing, accident occurrence is governed by the Poisson prob­
ability law, and when the distribution of m's in a group of 
crossings can be described by a Gamma probability distribution 
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. 02 . 04 . 02 

function, it is best to estimate the m of a crossing on which the 
count of accidents was x by the estimator £: 

£ = x + [E(m}/(VAR(m} + E(m})] [E(m} - x] 

= a.E(m} + (1 - a)x 

where 

a= (1 + VAR(m}/E(m}f1 

(5a) 

(5b) 

In Equation 5, £is the estimator of m for a crossing, which 
recordedx accidents and, which by its measured causal factors, 
belongs to a population of crossings in which the m's have a 
mean E ( m} and variance VAR ( m}. This is the central result of 
this section. It shows that the estimator£ is always a mixture of 
what is observed (x) and of what is known to be the mean of the 
m's for the group to which the site belongs (E ( m )). The 
"weight" (a) of E(m} is always a number between 0 and 1. 
When the VAR{m} >> E(m} (the group of crossings is very 
diverse in m's), a will be very small and e::x. That is, little can 
be learned from the fact that a crossing has certain measured 
characteristics because crossings with similar characteristics 
differ widely in their m's. Conversely, when VAR(m} << E(m} 
(the group of crossings is homogeneous in their m's), the 
weight 1 -a will be very small and £ = E ( m}. In this case, little 
weight attaches to x, which is given to random fluctuations, and 

TABLE 3 OBSERVED AND PREDICTED COUNTS OF CROSSINGS 

Number of Number Of Cross1ngsM (n (X) ) with ( X) Accidents 

Accidents 1980 1981 1982 1983 1984 

( X) Obs. Fred. Obs. Fred. Obs. Fred. Obs. Fred. Obs. Fred. 

0 9770 9770 9796 9796 9794 9794 9790 9791 9838 9838 

160 159 138 139 14 1 141 143 14 1 96 97 

2 8 9 5 4 4 4 5 7 5 4 

3 0 0 0 0 0 0 0 

NoTB: Urban; 1 track; 1-2 trains/day; 0-1000 vehicles/day; crossbucks. 
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one should rely mainly on the fact that crossings in this group 
all have similar m's. 

Note that in Equation 5 the period over which x accidents 
have been counted must be of the same length as that to which 
E(m} and VAR(m} pertain. Consider a case in which what is 
known about the m's is for a period i years long whereas the 
count x has been obtained over a period of j years. If the m's do 
not change in time, Ei(m} = U/i)E;{m) and VAR1(m} = 
(j/i)2 VAR;{m}. The subscripts are used to designate the length 
of the period to which them 's pertain. Thus, for example, if i = 
2, m has the dimension of accidents in 2 years. Now the weight 
to use in Equation 5 is given by 

(6a) 

and therefore 

(6b) 

It is instructive to note in Equation 6a that as the length (J) of 
the recorded accident history increases so ai diminishes. Thus, 
the more that is known about the accident hisrory of a crossing, 
the lesser is the weight attached to what happens at similar 
crossings, and the more the actual accident record is relied on 
for estimation. When the length of the accident history in­
creases without limit, m = x. Conversely, when the recorded 
accident history is meager, most of the weight attaches to what 
is gleaned from the accident record of similar sites. In the limit, 
when no accident history exists, the best estimate is the mean 
value for similar sites. 

It remains to be seen what should be used for E{m} and 
VAR{m}/E{m} in Equations 5 and 6. Two distinct options are 
considered. One option is to create groups of crossinp that are 
similar and to estimateE;(m} byXj and VAR1{m) by s;-'X;· This 
makes Equations 5 and 6 into 

"'1 = &,{j!i~j + (1 - ~)xj (7) 

~ = [1 + (j/i) cs: - x1)tx;r1 (8) 

To illustrate, consider the following example. A grade cross­
ing equipped with crossbucks is in an urban area, has one track, 
two trains per day, carries 800 vehicles per day, and in the last 
10 years has recorded two accidents. The safety of that crossing 
can be estimated as follows. From annual accident counts on a 
large group of similar crossings the sample mean is 0.015 
accidents per year and the sample variance is O.Ql 7 (accidents 
per yearf Thus1 i = 1 year while j = 10 years and &10 = [ 1 + 10 
x o.00210.01sr = 0.43. It follows that the estimate of mlO• 

m10 = 0.43x (10 x 0.015) + 0.57 x 2 = 1.2 accidents in 10 years 
or an annual rate of 0.12 accidents. 

Ten years of accident data are used in this example for 
purposes of illustration; no suggestion is implied about what 
should be proper practice. The natural inclination is to ask 
whether in view of the many changes that occur during a 
decade, the use of a shorter accident history may not be appro­
priate. It can be countered that at a crossing at which an 
accident occurs on the average once in 67 years (1/0.015), 10 
years of accident history is too short. This question needs to be 
explored further. 

The second distinct option for estimating E{m} and 
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VAR{m}/E(m} is to make use of the results of multivariate 
analysis. After all, E { m} is the "mean of the m's" for crossings 
with specified characteristics. This is precisely what multivari­
ate models are supposed to estimate. Similarly, the "residuals" 
that are a by-product of multivariate modeling contain informa­
tion about the VAR(m}. 

A "generalized linear modeling" software package GLIM 
(5) has been used for this purpose. This appears to be the 
preferred approach for several reasons. First, it allows the 
representation of accident counts as coming from a negative 
binomial distribution. Second, it yields maximum likelihood 
estimates of the parameters. 

The data consisted of the 1980 to 1984 accident records of 
some 200,000 crossings in the United States and information 
about train traffic, vehicular traffic, and other crossing charac­
teristics that have been extracted from the grade crossing in­
ventory file. Crossings were classified into eight groups by 
warning device (crossbucks or flashers), type of setting (urban 
or rural), and number of tracks (single or multiple). The same 
classification has been used earlier by Coleman and Stewart 
(6). For each group of crossings, parameters of a model equa­
tion were estimated The model equation is of the form 

In this equation, E{m} is for the 5-year period 1980 to 1984; 
the four parameters b are estimated by GLIM; C stands for 
average annual daily traffic, and T is the total number of 
through trains per day. 

This model form has been chosen after several trials and is 
consistent with the Coleman and Stewart models (6) and the 
U.S. Department of Transportation "best volume" accident 
prediction formula (3). The intent was to obtain a proper basis 
for the estimation of VAR(m} and not to improve on the DOT 
basic formula, which contains many more parameters. Table 4 
gives the parameter estimates for Equation 9. 

To estimate VAR(m}, use has been made of the fact that (if 
the model equation is correct) each squared residual can be 
regarded as an estimate of VAR{x}. Figure 1 shows a plot of 
means of squared residuals for groups of crossings that have 
similar estimates of E(m}. Such plots as well as the literature 
(7) suggest a relationship of the form: 

VAR(x} = E(m} + [E(m}]2 /k (10) 

In view of the relationship in Equation 1 b, Equation 10 implies 
that VAR(m} is proportional to the square of E(m} with l/k as 
the coefficient of proportionality. (This notation is consistent 
with what is used in GLIM.) Maximwn likelihood estimates of 
k for Equation 10 are given in the following table: 

Single track 
Multiple track 

Crossbucks 

Rural Urban 

0.48 0.52 
0.62 0.54 

Flashers 

Rural Urban 

0.66 0.74 
0.49 0.65 

To illustrate the use of these results, consider again the 
crossing equipped with crossbucks: it is in an urban setting, has 
one track, two trains per day, carries an average of 800 vehicles 
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TABLE 4 PARAMETERS FOR MODEL EQUATION 

bo b1 b2 b3 

GrossbucKs, Rural, Single TracK - 6. 07 8 0. 524 o. 966 -0. 092 

Multiple TracKs - 5. 704 o. 431 1. 200 -0. 147 

" Urban, Single TracK -5. 345 0. 405 1. 039 - 0. 115 

" Multiple TracKs - 3. 826 0. 295 0. 550 -0. 034 

Flashers, Rural, Single TracK - 6. 160 0. 495 0. 821 - o. 080 

Multiple TracKs - 5 . 146 0. 392 0. 538 

Urban Single TracK - 5. 7 19 0. 457 0. 780 -0. 060 

" Multiple TracKs - 4 , 055 o. 350 0. 378 - 0. 011 

per day, and has recorded two accidents in the last 10 years. 
Using Equation 9, the estimate of E(mJ for such crossings is 
0.139 accident in 5 years or 0.278 accident in a 10-year period. 
On this basis and using Equation 10, the estimate of VAR ( m) is 
0.148 for a 10-year period. Therefore, by Equations Sb and 6, 
m10 = 0.876 accident or 0.09 accident per year. 

The intent of this section is to describe a logically sound 
procedure for estimating the expected number of accidents at a 
grade crossing when something is known about the number 
expected at similar crossings and also about the accident record 
of that particular crossing. It turns out that the estimator to use 
is a linear combination of both ingredients (Equation 5). This is 
the form that the DOT General Accident Prediction Formula 
takes. It was suggested by Mengert in 1980 (3). The weight to 
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FIGURE 1 Plot of means of squared residuals for groups 
of crossings with similar estimates of E{m}. 

be attached to each ingredient depends on how variable the m's 
are within the group of crossings considered similar. Two 
methods for obtaining numerical estimates of E(mJ and 
VAR(mJ have been described. 

Data can be used to provide empirical support for results that 
were obtained earlier by deduction from plausible premises. 

Consider, for example, the data in the first two columns of 
Table 5. These data pertain to the same 9,939 crossings on 
which the earlier tables are based. 

For the 3 years 1980 to 1982, x = 0.0478 and s2 = 0.0570. 
Thus, if a site recorded two accidents in the 1980 to 1982 
period, its m is estimated (by Equations 7 and 8, setting i = j) to 
be 0.3629 accidents for that period. Therefore, were there no 
secular changes in the 5 years 1980 to 1984, 0.3629 x 2(3 = 
0.24 accident could be expected from 1980 to 1982. This 
compares with the observed average of0.19. To account for the 
secular trend it might be better to multiply by the ratio of 
accidents instead of years. The total number of accidents that 
occurred on these 9,939 crossings was 476, whereas in the 
subsequent 2 years 262 accidents occurred (see data in Tabl't 
1). Therefore, for the 2 years 1983 to 1984, the estimate is 
0.3629 x 262/476 = 0.1997 accident. This is the entry in 
Column 3 of Table 5 against x = 2. In Column 4, the average 
number of accidents actually observed on these crossings dur­
ing the 2 years 1983 to 1984 was recorded. If the estimate in 
Column 3 is any good. there should be a close correspondence 
between the entries of Columns 3 and 4 in those rows for which 
the observed average is based on a fairly large number of 
accidents. This is in fact so. It appears, therefore, that the data 
on accident occurrence at grade crossings do provide empirical 
support for the deductions in Equations 5-8. 

Early in this paper the question was raised as to whether 
much is lost by disregarding in estimation either the accident 
history of a crossing or the characteristic accident experience of 
similar crossings. It is now possible to answer "yes" to both 
parts of the question. To see why, imagine that the task is to 
estimate them for 1980 to 1982 for one of the crossings that 
recorded two accidents in that period. Recall that the correct 
estimate is 0.36 accident and that this is confirmed by observa­
tions on 36 similar crossings in 1983 and 1984. Had the fact 
that two accidents were recorded been disregarded, the m of the 
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TABLE 5 PREDICTED AND OBSERVED ACCIDENTS 

2 3 

Number of Number of Crossings with x Average No. of Accidents 

Accidents Accidents during 1980-1982 per crossing in 1983-8~ 

[ X) [n (X) ) Estimated Observed 

0 9512 0. 0221 0 . 0216 

385 0. 1106 0. 117 

2 36 0. 1997 0. 19 

3 5 o. 2876 0 . ~ 

0. 3774 3. 

Norn: Urban; single track; 1-2 trains; ADT = 0-1000 vehicles; crossbucks. 

crossing would have been estimated to be 476/9,939 = 0.05 
during the period 1980 to 1982. The correct estimate is seven 
times higher. Similarly, had the accident history alone been 
relied on, the estimate of m would be 2. This overestimates m 
by a factor of 5.5. 

In this section the discussion focused on the question of how 
to estimate the safety of a crossing. It is concluded that the best 
estimate is a linear combination of the accident history of the 
crossing under scrutiny with the mean accident experience of 
similar crossings. The weight to be used in combining these 
two sources of information depends on the variance-to-mean 
ratio of the m's. 

These results apply to "steady state" conditions under which 
the m of a crossing is regarded as constant in time. This is, in 
general, not the case. The m of every entity can be expected to 
change in time. How to estimate under such circumstances 
requires further exploration. The authors have provided only an 
ad-hoc answer here assuming that each crossing follows the 
general secular trend. 

The results have broad application. The word crossing need 
only be replaced by the word "intersection," "road section," 
"driver," or "airport." It follows that the theory and pro­
cedures of this section can be applied to two common tasks. 
The first task is that of identifying deviants, be these unsafe 
crossings, accident blackspots, or dangerous drivers. For an 
application to the examination of high-accident road sections 
see Hauer and Persaud (8). The se.cond task is that of estima­
ting the safety effect of treatment from before-and-after data. 
The results of several such applications to intersections are 
discussed elsewhere (9-11). This second task, the estimation of 
the safety effect of warning devices at crossings, is discussed 
next. 

THE SAFETY EFFECT OF WARNING DEVICES AT 
CROSSINGS 

The principal warning devices used at crossings are 
crossbucks, flashers, and flashers with gates. The safety effect 
of replacing a warning device with a costlier one has been 

investigated in two basic ways. First, by comparing the acci­
dent histories of crossings before and after conversion from one 
type of warning device to another. Such studies are said to be of 
the before-and-after type. Second, by comparing the safety of 
crossings that are similar in all measured characteristics except 
that one crossing is equipped with, for example, crossbucks, 
whereas the other is equipped with flashers. Such studies are 
often called cross-section studies. Both approaches have their 
strong and weak points. 

The main results of five major before-and-after studies are 
given in Table 6. 

Estimates of the safety effect given in Table 6 are remarka­
bly consistent. Such consistency is not often found in research 
on safety and might inspire confidence. Were it not that results 
of cross-section studies tell a different story, the inclination 
might be to accept these estimates as correct and lay the matter 
to rest. 

Data are used in a cross-section study to flesh out a model 
that estimates the expected number of accidents as a function of 
several causal factors. The DOT Basic Accident Prediction 
Formula (1) is the result of one such effort. Using such models, 
it is then possible to compare the estimates of the expected 
number of accidents for two crossings that are identical in all 
measured causal factors except that they are equipped with 
different warning devices. Such a comparison is then assumed 
to reflect the safety effect of the different warning devices 
when used under identical conditions. 

The model published by Schultz et al. in 1969 implies that 
replacing crossbucks with flashers leaves the hazard index 
unchanged (17). Eight years later, Coleman and Stewart (6) 
published their results. The model equations appear to indicate 
that sometimes flashers are better than crossbucks (single­
track, rural), sometimes the reverse is true (multiple-track, 
urban), and sometimes the two types of protection are equal in 
accident rate (multiple-track, rural). The most recent effort in 
this direction is the DOT Accident Prediction Formula (1 ). 
Under some typical and identical conditions, replacing 
crossbucks with flashers appears to reduce the probability of 
accident occurrence by about 30 percent. 
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TABLE 6 ESTIMATES OF PERCENT REDUCTION IN ACCIDENTS FROM 
(UNCONTROLLED) BEFORE-AND-AFTER STUDIES 

Author: Calif . 
P. U. C. 

(1.£) 

Year PulJl i shed : 19H 

No. of Crossings: 1552 

Passive to Flashers 6'!/. 

Passive to Gates 88/. 

Flashers to Gates 66/. 

It appears that uncontrolled before-and-after comparisons 
indicate that the upgrading of warning devices at grade cross­
ings leads to substantial safety benefits. In contrast, cross­
section comparisons lead to an entirely different conclusion. 
Two questions arise: (a) How can these discrepant findings be 
explained? and (b) Which conclusion is correct? 

When sites are selected for treatment because they appear to 
be hazardous and when no "matched control sites" are used, 
estimates of safety effectiveness based on simple before-and­
after comparisons are known to be inflated. Because a conver­
sion from passive to active warning is on occasion motivated 
by the accident history of that crossing, a built-in and systema­
tic bias exists in such before-and-after comparisons. It makes 
conversion look more effective than it really is. To see why, 
consider the 143 crossings (fable 1) that had one or more 
accidents in 1981. During 1981 these crossings recorded a total 
of 148 accidents. The same crossings (which continued to be 
equipped with crossbucks) recorded only 16 accidents in 1982. 
The drop from 148 accidents to 16 cannot be attributed to a 
change in causal factors; it occurred because in 1981 these 
crossings had a larger than average number of accidents, and in 
1982 they returned to their natural mean. Imagine now what the 
results of a before-and-after comparison would be had the 
warning devices at these 143 crossings been upgraded to 
flashers on January 1, 1982. To attribute the drop in accidents 
from 148 to 16 (which would have occurred anyway) to the 
change of warning device would inflate its estimate of safety 
effectiveness. 

The before-and-after studies (the results of which are given 
in Table 6) did not use matched control crossings to avoid the 
danger of bias-by-selection. It follows that without a reanalysis 
of the data, it is impossible to say how much of the effect 
indicated in Table 6 is illusory and how much of it is genuine. 

Similarly, estimates of safety effectiveness that are based on 
cross-section studies are also in danger of being wrong. To see 
why, remember that it is under the more difficult circumstances 
(poor sight distances, downgrades, higher approach speed, 
more heavy trucks, proximity to schools, etc.) and perhaps 
because of a history of accident occurrence, that the costlier 
protection device tends to be used. Therefore, on the average, 
the costlier the warning device, the higher was the m of the 
crossing to begin with. This should not be forgotten when the 
results of cross-section studies are interpreted. When the safety 

Morris- Coleman Eck & Farr & 
sey Halkias Hitz 

tLlJ t!..i.l U . .fil (j.fil 

1981 1982 1985 1985 

299'! N. A. 773'! 5903 

65/. 711. 691. 70/. 

8 'i I. 82/. 8'!/. 83/. 

6'! I. 691. 72/. 72/. 

of crossings "with" a warning device is compared with the 
safety of crossings "without" a warning device, one is compar­
ing "high-m" crossings with the palliative effect of a warning 
device to "lesser-m" crossings without the warning device. 
Obviously, the effect of the warning device will appear to be 
smaller than it really is. 

Although it is still not known how to disentangle cause and 
effect in cross-section studies, methods to cleanse before-and­
after comparisons of bias-by-selection are now available (9). It 
so happens that the methods that provide correct estimates of 
the expected number of accidents at a crossing are the same 
methods that facilitate the efficient estimation of the safety 
effect of warning devices. These are the methods espoused in 
the earlier section on Theory and Evidence. 

To show how the methods for efficient estimation are used to 
estimate the safety effect of a treatment, it is best to continue 
the thread of earlier illustrations. Consider a crossing similar to 
those given in Table 1. From 1980 to 1982, the crossing 
recorded two accidents. Had there been no change in warning 
device this crossing could be expected to have, on the average, 
0.20 accidents between 1983 and 1984 (see Table 5). This 
estimate is based on the methods described in the Theory and 
Evidence section. Let this estimate be entered into a "before 
conversion" column of a ledger. Assume now that flashers 
replaced the crossbucks at this crossing on January 1, 1983, and 
that no accidents were recorded there during the 2 years that 
followed. A zero is recorded in the "after conversion" column 
of the ledger. Every crossing converted from crossbucks to 
flashers adds one line to both columns. The sum of entries in 
the "before conversion" column indicates the number of acci­
dents that should have been expected had conversions not taken 
place; the sum of entries in the "after conversion" column 
indicates what did happen with the new warning devices in 
place. The difference in the two sums allows the safety effect 
of such conversions to be estimated 

It is now possible to point out the difference between the 
method used to obtain the estimates given in Table 6 and the 
method suggested here. The essence of all procedures for the 
estimation of the safety effect of some measure is a comparison 
between what would have happened without the measure and 
what did happen with the measure in place. In the studies given 
in Table 6, the assumption has been made that, if nothing is 
changed, the accident history before conversion is a good 
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indication of what "would have happened" in the after period 
without the conversion. This assumption is in general untrue 
and has been shown so by extensive empirical evidence similar 
to that given in Table 5 [see also Hauer (4) and Hauer and 
Persaud (18)]. The method suggested here is based on the 
assumption that, if nothing has changed, the estimator in Equa­
tions 5 and 6 gives an estimate of the m for the before period, 
which is the best estimate of what "would have happened" in 
the after period. 

The estimate of m suggested in the Theory and Evidence 
section appears to be a sound and sensible way to merge 
information about the causal factors that characterize a crossing 
and its accident history. However, the method described in that 
section does not account for factors that are unmeasured. Nor 
does it account for the effect of the engineering judgment that 
might be used to decide which of several candidate crossings is 
ultimately selected for improvement. To the extent that the 
exercise of such judgment results in the selection of a subset of 
crossings that is materially different from the set of crossings 
from which the selection has been made, the accuracy of 
estimation by the suggested method may be impaired. Whether 
the subset of sites is in fact materially different and, if so, the 
inaccuracies in estimation that may result, is at present un­
known. Nevertheless, it is important to note that the unbiased 
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estimates discussed next do not take into account the possible 
effects of engineering judgment. 

A comprehensive study to revise the currently used estimates 
of the safety effect of warning devices at crossings (such as 
those on which Table 6 is based) is now in progress. Prelimi­
nary results are given in Table 7. The first three rows in Table 7 
give an impression of the extent of the data on which estimates 
are based Row 4 provides information similar to that used in 
biased before-and-after comparisons. The suspicion was that 
this is not a correct estimate of the expected number of acci­
dents at the converted sites; that it is an overestimate because 
the occurrence of an accident on a crossing increases the 
chance that subsequently it will be equipped with a higher level 
warning device. Rows 5a and 5b give two estimates of the 
number of accidents expected to occur in the after period had 
the warning device not been changed. The estimate in paren­
theses (Row 5a) has been derived by the method referred to as 
"the first option" in the Theory and Evidence section. The 
estimate in brackets (Row 5b) has been obtained by multivari­
ate modeling-the second option described in the Theory and 
Evidence section-by using more homogeneous groups than 
those used in earlier illustrations. As is clear from the com­
parisons of entries in Rows 4 and 5, the suspicions noted 
previously were well founded. The entries in Row 4 are inflated 

TABLE 7 ESTIMAIBS OF THE SAFETY EFFECT OF WARNING DEVICES 

Crossbucks Crossbucks Flashers 
to to to 

Flashers Gates Gates 

1. No . of crossings converted (1981-1983) 891 1037 934 

2. No. of "Before" crossing-years 1734 1962 1855 

3. No. of "After" crossing-years 1828 2186 1881 

4. No. of "Before" accidentsw 165. 0 239. 285. 7 

5a. Expected No. of "After" acc., option Iww (99. 4) ( 150. 8) (202. 1) 

5b. Expected No. of "After" acc., option II [ 100. 8) [ 162. OJ [208. OJ 

6. No. of "After" accidents 49 50 114 

7. Apparent reduction (4) - (6) 116. 0 189. 1 171. 7 

8. Apparent I. reduction [ (4) - (6) ] / (4) 701. 791. 601. 

9a. Unbiased reduction (5a) - (6), option I (50. 4) ( 100. 8) (88. 1) 

9b. Unbiased reduct.ion (5b) - (6), option II [51. 8] [112.0J [ 94. OJ 

10a. Unbiased I. reduction I, [ (5a) - (6) )/ (5a) (511.) ( 671.) (441.) 

10b.Unbiased I. reduction II,[(5b)-(6)]/(5b) [511.] [ 691. J [ 4 51. J 

w Corrected to equalize before and after crossing years . 

**Estimated number of accidents expected during the "After" 
crossing-years had the warning device not changed. Corrected for 
secular trend, but not corrected for changes .in train and car 
traffic. 
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by "selection bias" and CBilllOt be used to estimate the safety 
effect of warning devices. The entries in Rows 5a and 5b 
estimate the same quantity by using the same data. 

Although the two estimates are sufficiently similar, an even 
closer correspondence would apply were it possible to use 
more homogeneous groups of entities for "option one" esti­
mates (Row 5a). Thus, more credence should be given to the 
estimates in brackets, which were obtained by multivariate 
modeling. The difference between the apparent (inflated, bi­
ased) safety effect and the actual safety effect is evident when 
Rows 7 and 8 are compared with Rows 9 and 10. 

When crossbucks are changed to flashers, the apparent re­
duction is from 165 accidents to 49. Actually, much of this 
reduction would have occurred even if the warning device was 
not changed. Only the reduction from 100.8 to 49 can be 
attributed to the safety effect of the conversion. The difference 
between the apparent and the real reduction is sizeable. Think­
ing in terms of "accidents saved," the saving is 52, not 116 
accidents. 

It follows, also, that when crossbucks are converted to 
flashers, the percent reduction in accidents is not 70 percent 
(see Row 8) but only 51 percent (see Rows 9a and 9b). Results 
for the other two types of conversion are 69 percent, not 79 
percent, and 45 percent, not 60 percent. The biased estimates of 
effectiveness in Row 8 (70 percent for conversion from 
crossbucks to flashers, 79 percent for conversion from 
crossbucks to gates, and 60 percent for adding gates to flashers) 
are similar to estimates obtained in the earlier before-and-after 
studies given in Table 7. This serves to confirm the earlier 
assertion that the entries in Table 7 are inflated. Were bias-by­
selection purged from the earlier studies, results similar to 
those in Row 10 would apply. The end result is that the 
provisional correct estimates of safety effect that are cleansed 
of bias are (a) crossbucks to flashers, 51 percent; (b) crossbucks 
to gates, 69 percent; and (c) flashers to gates, 45 percent. 

It is tempting to check whether the effect of converting 
crossbucks to flashers and later flashers to gates adds up to the 
effect obtained by changing from crossbucks to gates in one 
step. To see that it does, consider the following argument: if, 
for a group of crossings all equipped with crossbucks, the 
expected number of accidents is 100, conversion to flashers is 
estimated to reduce the number of accidents to 49. A further 
change from flashers to gates is expected to prevent another 22 
accidents on the average. Thus, the joint effect is approx­
imately a 73 percent reduction whereas 69 percent was esti­
mated independently. 

SUMMARY 

The question of "how to join data about the accident history of 
a site with information about its geometry, traffic, and other 
characteristics in order to estimate safety" has been posed. It 
turns out that a coherent and simple estimate is a linear com­
bination of the mean of the m's that characterizes the popula­
tion of "similar" sites (E{m}) with the accident count recorded 
at the site. The proportions in which these two constituent 
elements are to be mixed depend on the variance-to-mean ratio 
VAR(mJ/E(mJ. The application of this theoretical result' is 
illustrated. 

To make use of the suggested estimator requires estimates of 
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E{mJ and VAR{m). Two ways in which such estimates can be 
obtained are presented. 

Presently used estimates of the safety effect of warning 
devices at grade crossings have been derived from a sequence 
of uncontrolled before-and-after studies. They are inconsistent 
with what is found by multivariate modeling, and there is 
reason to believe that they are inflated as a result of bias-by­
selection. The method of safety estimation described in this 
paper has been used to obtain revised estimates of the safety 
effect of warning devices. The preliminary findings are that 
conversions (affected during 1981-1983) from crossbucks to 
flashers, from crossbucks to gates, and from flashers to gates 
reduced the chance of an accident by 51, 69, and 45 percent, 
respectively. 
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Analysis of Railroad-Highway Crossing 
Active Advance Warning Devices 
BRIAN L. BOWMAN 

The purpose of this study was to determine which one of three 
candidate active advance warning devices for use on roadway 
approaches to rall-hlghway crossings was the most effective. 
Each of the candidate devices, developed during a previous 
study, consisted of a primary message sign, a supplementary, 
WATCH FoR TRAINS message plate, and two 8-in. amber, alter­
nately Hashing beacons. The devices differed only in the config­
uration and message of the primary sign. The study was con­
ducted at four sites where sight restrictions on the approach 
resulted in an Insufficient safe stopping distance. The train 
detection circuitry at each site was modified to provide train 
activation of each advance warning device approximately 10 
sec before the activation of the at-grade warning system. Each 
test device was Installed at aU four sites. The results of the 
speed proftle analysis during the activated state indicated that 
the alternately Hashing beacons produce a significant decrease 
in vehicle velocity. Slmllar analysis, during the unactivated 
state, revealed that there was no significant difference in vehi­
cle velocities resulting from the use of different primary signs. 
These results Indicate that the test configuration that used a 
48-in. standard (Wl0-1) railroad advance warning sign would 
be effective In providing motorists the required advance 
warning. 

The number of annual rail-highway crossing accidents has 
decreased since the maintenance of records was required by the 
Accident Reports Act of 1910 (1). Statistics are currently 
available on grade crossing accidents beginning in 1920. Dur­
ing that year, 1,791 persons died in accidents occurring at 
public grade crossings (2). By comparison, there were only 542 
fatalities in 1983 (2, 3 ). This reduction in accidents is primarily 
the result of improvements to the railroad crossing environ­
ment. These improvements include the increased use of active 
warning devices (flashing lights and gates), improvements in 
track circuitry and control logic, and the installation of advance 
warning signs and pavement markings. 

Hazardous crossing environments exist, however, where 
safety could be further enhanced by the installation of active 
advance warning devices. Crossing environments in need of 
these devices are those where sight restrictions on the approach 
prevent motorists from viewing either the at-grade warning 
system or a queue of vehicles stopped at the crossing until an 
insufficient safe stopping distance exists. These devices would 
become active only on the presence of a train with the purpose 
of providing motorists sufficient advance warning to permit a 
safe stop or a reduction in speed. The devices would be in­
tended for use only on approaches to crossings that are 
equipped with train detection circuitry. 

Goodell-Grivas, Inc., 17320 West Eight Mile Road, Southfield, Mich. 
48075. 

Many roadway jurisdictions have devised and implemented 
their own active advance warning devices. These devices usu­
ally consist of flashing hazard identification beacons in con­
junction with standard or unique advance warning signs. The 
use of these specialized advance warning systems demonstrates 
an awareness that standard, passive advance warning signs do 
not provide motorists with adequate warning at certain types of 
crossings. 

BACKGROUND 

In the interest of highway safety, the Federal Highway Admin­
istration sponsored a project to develop and test prototype 
active advance warning devices (AAWDs) for use with existing 
train detection circuitry and associated railroad crossing sig­
nals. Completed in the project concentrated on the develop­
ment of a simple, relatively inexpensive device that would 
meet several criteria. These criteria were that the device have 
high conspicuity, a readily understandable and unambiguous 
message (even in the fail-safe mode), and that it conform with 
current signing practices. The result was the selection of three 
candidate advance warning devices consisting of three princi­
pal components: (a) a primary message sign with optional 
directional arrows, (b) a supplemental message plate, and (c) a 
pair of alternately flashing yellow beacons. All devices used 
alternately flashing beacons positioned one above and below 
the primary and supplementary signs as shown in Figure 1. The 
supplementary message plate, common to the three candidate 
devices, consisted of a 3-ft x 2-ft (90 x 60 cm) sign with the 
message WATCH FoR TRAINS. The primary signs identified as 
candidates by Ruden et al. are described next (4). 

• Primary Sign A, shown in-Figure 2, was a 48-in. (120-cm) 
version of the standard-passive warning sign (Wl0-1) specified 
in the Manual on Uniform Traffic Control Devices (MUTCD). 
Because of its circular shape and the R X R symbol filling a 
large portion of the surface area, Primary Sign A was not used 
with directional arrows. 

• Primary Sign B, a diamond-shaped sign with a black 
legend on a yellow background, incorporated a red X, 
bracketed by two Rs (R X R). The red X was used to increase 
the sign's target value. Instead of the X being constructed at 90 
degrees, as with the standard Wl0-1, it was flattened to 60 
degrees. The resultant asymetric symbol had the advantage of 
being 5 to 10 percent longer than the 90 degree X of the 
Wl0-1. In addition, the flattened X provided sufficient room 
for insertion of directional arrows. This sign has a straight 
arrow option and is shown in Figure 3. 
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10-inch (25-cm) square housing 

A l--- 8-inch (20-cm) yellow fl ashing beacon 

12 feet 
( 3. 7 m) 

TRAINS 

48 inch (120 cm) 
primary sign A (Wl0-1) 

3-foot by 2-foot ( 90 x 60-cm) 
supplementary message plate 

4 feet (120 cm) above road surface 

_J 
FIGURE 1 Front view of AAWD device. 

48-inch (120-cm) diameter 

FIGURE 2 Primary Sign A (Wl0-1). 

• Primary Sign C has an arrow option and was intended for 
use at a horizontal curve (see Figure 4). The sign incorporated a 
miniature facsimile of the standard Wl0-1 with red upper and 
lower quadrants on a yellow background. The miniature 
Wl0-1 's diameter was one-half the dimensions of the diamond 
sign. 

STUDY SCOPE AND OBJECTIVES 

The purpose of this study was to conduct extensive field tests of 
the three candidate AAWDs to determine the most effective 
configuration. The effort consisted of three primary tasks: (a) 
selection of appropriate test sites, (b) modification of the exist-
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Yellow 

tilack (3-1/2 inches x 17 inches) 
Red (4 inches) 

Black (10 inches) 

48 inches x 48 inches 

inches) 

FIGURE 3 Primary Sign B (with vertical curve arrow option). 

inches x 17 inches) 

Slack (5-1/2 inches) 

Black (2-1/2 inches) 
diameter 

FIGURE 4 Primary Sign C (with left horizontal curve arrow option). 

ing train detection circuitry to provide AAWD activation be­
fore the start of the crossing signals, and (c) collection of 
vehicle operational and driver behavior data. 

The specific objectives of the study were to 

• Perform field demonstration and data collection for each 
candidate AAWD, 

• Analyze the data and evaluate the candidate AAWDs, and 
• Determine the most effective AAWD. 

METHODOLOGY SUMMARY 

Four railroad-highway crossings located in southeastern Michi­
gan were selected as test sites. Each site had (a) sight restric­
tions that prevented the motorist from observing the crossing 

on at least one approach, (b) two roadway lanes, (c) a single 
pair of tracks, and (d) relatively high train and vehicle volumes. 
The test devices were installed on only one approach to each 
crossing in the same position as the original advanced warning 
sign (Wl0-1). Modifications were made to the train detection 
circuitry to cause the asynchronous flashing beacons of the test 
device to activate before the at-grade warning flashers. A 
summary of selected characteristics for each site is given in 
Table l. 

Experimental Design 

The design used in this project was a modified before-during­
after design. It was modified in that the measurements con-

TABLE 1 SUMMARY OF TEST SITE CHARACfERISTICS 

Site Posted Distance from Amount of advance 
lles i qn a- Train Speed the crossing activation time 
tion ADT Volume mi/h to AAWD (feet) (sec). 

1 2000 8 45 530 g 

2 1100 12 55 560 7 

3 6000 10 45 530 9 

4 1800 10 45 600 10 

lft=0.3m 
1 mi/h = 1.6 km/h 
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__ l::i ~.e,cl -- l::iN 
~ 

·~ 0 
4 weeks 

I 
4 weeks 4 weeks 

Original Sign Experimental Sign Original Sign Original Sign 

BEFORE < DURING > AFTER 

repeated for three 1xperimental signs 

6 "' Short observations 

F1GURE 5 Data collection scenario. 

• - Full day and night observations 

tained observations designed to measure the novelty effect of 
the three different sign installations at each test site. Another 
deviation from the conventional design is that the during period 
consisted of three experimental and two intermediate original 
sign installations. A better understanding of the data collection 
scenario can be obtained by considering Figure 5 in context 
with the following paragraphs. 

Full day and night observations (01) were conducted on the 
original sign configuration before the installation of any experi­
mental sign. These measures provided the threshold values that 
were used to gauge the novelty effect and, when analyzed with 
the after measurements, provided information on long-term 
trends. On the day that an experimental sign configuration 
(A, B, or C) was installed, a short observation (denoted by Ni 
for i =A, B, C) was obtained. These observations were inter­
preted to represent the maximum novelty effect for that particu­
lar configuration. The data were statistically analyzed to deter­
mine if the measures were significantly different from the 
appropriate original (01) sign observations. 

After 4 weeks, another short observation (Si for i =A, B, C) 
was taken. If the speed observations approached those obtained 
from the original sign (01). then full observations were ob­
tained. If, however, the observations of Si were similar to Ni, 
then observation Si was repeated after 1 week. If the Si mea­
surements were still similar to Ni then a steady state situation 
was assumed and full observations were obtained. 

After full day and night observations were conducted, the 
new sign configuration was removed and the original condi­
tions were reestablished. After another 4 weeks had passed, a 
short reading (N

0
) was taken. If this measure was found to be 

similar to the initial measurements on the original sign config­
uration (01). then the next experimental sign was installed. The 
same process (denoted by N8 , S8 , B and Ne, Sc, and C) was 
then repeated for the final sign configuration. After the third 

experimental sign had been replaced, the original sign was 
installed and full observations (O~ were conducted. A 
flowchart of the data collection procedure is shown in Figure 6. 

Evaluation Methodology 

The evaluation methodology consisted of four principal parts: 
(a) determining the presence of trends over time, (b) ascertain­
ing the presence and dissipation of novelty effects, (c) deter­
mining device effectiveness within sites, and (d) determining 
device effectiveness between sites. 

Trends Over Time 

The presence of changes resulting from extraneous factors was 
identified by applying the Scheffe pairwise comparison pro­
cedure. This procedure was applied to data that were collected 
on the original sign in two time periods: before and after the 
test sign installation procedure. When the Scheffe pairwise 
comparison procedure resulted in a simultaneous confidence 
interval that did not include zero, then a significant difference 
between the before and after data existed. This difference 
signified a trend, and a pooled mean and variance were calcu­
lated. The pooled parameters were then used as the base, or 
threshold value, for subsequent analysis to determine the effec­
tiveness of the test configurations. 

Novelty Effect 

An installation and novelty testing procedure was developed 
that used a 4-week waiting period and statistical tests to ensure 



No 

Full observations* 
on ex1st1ng sign 

conf1 urat 1on 

One observation 1111de on 
day of 1nstallat1on 

(novelty 111easure) 

l ~ 4 weeks 

Short observation on 
exper1111ental sign 

1nstalhti n 

I ! Y6 

-----'-es------·/ Full j 

* Observations refer 
to multiple-hour 
data collection on 
e.:h t«>E. 

observations 

+ 
Installation of 
original sign 
configuration 

l .?. • ..... 

FIGURE 6 Flowchart of data collectlon procedures. 
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that the novelty effect had dissipated. The statistical tests in­
cluded plotting a 95 percent confidence interval and performing 
the Scheffe pairwise comparison procedure to identify signifi­
cant data differences. 

Configuration Effectiveness Within and Between Sites 

A two-way analysis of variance (ANOVA) was used to analyze 
the effects of the different sign configurations on the selected 
measure of effectiveness (MOE) for each site and between all 
test sites. ANOVA was used to determine if any exhibited 
differences were a result of the effect of the devices being 
tested or a result of the differences exhibited by either the 
measurement zones or the test sites. H a significant difference 
was determined as being caused by the test devices, the Scheffe 
contrast test was used to identify the combination of test de­
vices that caused that difference. When the sample sizes were 
sufficiently large, separate analyses were performed under the 
following conditions. 

• Daytime/active AA WD 
• Nighttime/active AA WD 
• Daytime(mactive AA WD 
• Nighttime(mactive AAWD 

Application of the ANOVA and Scheffe procedures was 
basically the same for tests of effectiveness both within and 
between sites. The differences resided in the MOE being ana­
lyzed and the structure of the ANOVA matrix. The purpose of 
the within-site analysis was to determine which test device was 
the most effective at each particular site. This was performed 
by testing the mean spot speeds by specific measurement loca­
tions at each site against the types of test device. 

The purpose of the between-site analysis was to determine 
the impact of the test configurations irregardless of the test site 
location. Because this involved testing for the differences be­
tween sites, it was necessary to use a MOE that accounted for 
the various distances of the measurement points from the cross­
ing. The ANOVA for the between-site analysis was performed 
by testing the average acceleration at every test site against the 
types of test device. 

TRANSPOIITAT/ON RESEARCH RECORD 1114 

DATA ANALYSIS RESULTS 

Summary of Unactivated Data Analysis 

Within-Site Results 

The results of the within-site statistical analysis, during the 
unactivated state, are summarized in Table 2. The data in this 
table, which result from the site-by-she analysis of the mean 
spot speeds contained in Tables 3 and 4, indicate that during 
night conditions al Site 4, Primary Sign A was the only sign 
that displayed a significant difference from the original sign 
and every other sign tested. The within-site analysis, therefore, 
indicated that Primary Sign A was the only sign to display a 
conclusive impact on vehicle speeds during the unactivated 
state. 

Between-Site Results 

The effectiveness of the test devices between sites during the 
unactivated state was determined by grouping all of the sites 
together and performing a two-way ANOVA. The purpose of 
this analysis was to determine if those differences that were 
identified by analyzing the spot velocities on a site-by-site basis 
were sufficiently prevalent to result in an overall effect. 

Because the magnitude of data variations between the dif­
ferent analysis sites was of interest, it was necessary to provide 
a measure of effectiveness that was common to all of the sites. 
Measures based on velocity were not appropriate because the 
distance from the crossing for the spot speed measurements 
varied at each site. The larger the distance between the mea­
surement points, the larger the expected velocity change. The 
overall acceleration was, therefore, used as the measure of 
effectiveness for comparisons between sites. 

The results of the analysis of variance on the overall mean 
acceleration are given in Tables 5 and 6 for day and night 
conditions, respectively. The only significant difference re­
vealed by this analysis was that between sites for night condi­
tions, as indicated in Table 6. This result supports those of the 
within-site analysis, which concluded that the primary signs 
had similar impacts on vehicle velocities during the unactivated 
state. 

TABLE 2 SUMMARY OF STATISTICAL ANALYSIS OF MEAN SPOT VELOCITIES 
CONDUCfED WITHIN EACH SITE DURING THE UNACTIVATED STATE 

Site #1 Site #2 Site #3 Site #4 

Condition Device 0 A B c 0 A B c 0 A B c 0 A B c 

Day 0 - - - - * 
A * 
B 
c 

Night 0 * * * - -
A - - * * - - - -
B - - - - - - - - * * * 
c * - - - - * 

Asterisk (*) indicates significant difference. 



TABLE 3 SUMMARY OF DAY MEAN SPOT SPEED (mph) MEASUREMENTS 
OBTAINED DURING THE UNACTIVATED STATE 

Distance Site Mean Spot Speed (mi /h~ for 
from Designation T~st Conf i gurations 

Cross i ngl 0 A B c 
1169 1 41.0 44.5 42 .8 43.7 
1038 2 53.2 51.4 50.6 51.2 
1350 3 48. 7 49 .0 47 .4 49.7 
84J 4 47 . 3 46 .9 48 . 7 45.8 

715 1 41.6 41. l 37.7 40.6 
480 2 51.4 50.2 45.4 48.5 
545 3 41. 9 39 .6 41.4 3g_1 
550 4 39 .1 41. 9 36 . 5 35.2 

415 1 39 . 7 31. 7 34.9 36.7 
240 2 47.7 47.8 44.7 45.2 
311 3 41.3 40 .8 39.5 39.8 
430 4 39 . 4 38 . 3 40 . l 37 .1 

215 1 29.8 30.8 28.4 30. 3 
30 2 40.0 43. l 39 .0 42.2 
15 3 33 .9 30.l 33 .6 27.2 

270 4 35.0 34.9 35.8 33. 7 

15 1 26.0 23.4 21. 7 23. 5 
-- 2 --- --- --- ---
- - 3 - - - --- --- ---
15 4 30.2 3?.0 25 . 4 23.l 

l. l ft = 0. 3 m 

2· 1 mi/h = 1.6 km/h 

TABLE 4 SUMMARY OF NIGHT MEAN SPOT SPEED (mph) MEASUREMENTS 
OBTAINED DURING THE UNACTIVATED STATE 

iJistance Site Mean Spot Speed (rn i /h~ for 
from Designation Test Configurations 

Crossinql 0 A B c 

1169 1 41.0 42.6 41.6 43. 4 
1038 2 53. l 54.4 51.3 51.;> 
1350 3 48.0 48.2 51.8 46.fl 
845 4 48 . l 48.6 49.l 49.4 

715 1 41. 3 39.4 33 .2 39.9 
480 2 50. 8 51.1 47.3 48.4 
545 3 40. 5 39.5 46.0 33. 7 
550 4 36. 3 42.9 35.6 35.8 

415 1 37 .3 34 .9 27 .9 36.6 
240 2 48 . 9 49 . 3 46.4 45. 3 
311 3 40.7 41.4 44 .9 36.0 
430 4 37 . 3 39 . 1 37.? 37.3 

215 1 29.9 31.4 28.2 30. 9 
30 2 44.5 48 .4 44.0 41. 7 
15 3 32 . 7 30.2 42 .o 2 2. 1 

2 70 4 31.4 35.1 29.8 29 .8 

15 1 25.0 23.5 23.1 23.9 
-- 2 --- --- --- - --
-- 3 --- --- --- ---
15 4 26 .0 30.7 24.2 24.3 

1. 1 ft = 0.3 rn 

2 • 1 rn i I h = 1. 6 km/h 
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TABLE S ANOVA ON THE AVERAGE DAYTIME ACCELERATION (ft/seCl) FOR 
EACH DEVICE CONFIGURATION AT THE DIFFERENT TEST SITES DURING THE 
UNACTIVATED STATE 

Test 
Configuration Site #1 Site #2 Site #3 Site #4 

Orig i nal -1. 31 -1.67 -1.01 -1. 49 
A -1.42 -1.11 -1.14 -1.69 
B -1.31 -1.09 -1.01 -1.55 c -1. 53 -1.11 -l.36 -1.52 

Source df SS MS 
%% Crit ic~l 

F3, 9 F Va 1 ue 

Site 3 0.41 0.14 3. 61 3 .86 
Device 3 0.05 0.02 0.50 3.86 
Error 9 0.34 0.04 

TABLE 6 ANOVA ON THE AVERAGE NIGHTTIME ACCELERATION (ft/seCl) FOR 
EACH DEVICE CONFIGURATION AT THE DIFFERENT TEST SITES DURING THE 
UNACTIVATED STATE 

Test 
Configuration Site #1 Site #2 Site #3 Site #4 

Original -1.31 -1.14 -0. 94 -1. 74 
A -1.39 -0.63 -1.07 -1.98 
B -0.99 -0.66 -0. 73 -1.93 
c -1.47 -1.15 -1.15 -1.98 

95% Critical 
Source df SS MS F3 ,9 F Value 

Site 3 2.55 0 .85 28.33* 3.86 
Device 3 0.27 0.09 3.00 3. 86 
Error 9 0.25 0.03 

l mi/h = 1.6 km/h 
Asterisk (*) indicates significance. 

Summary of Activated Data Analysis 

The number of observations obtained while the devices were 
activated were, with one exception, too small to perform a 
statistical analysis. The one exception was when the at-grade 
flashers and the flashing beacons of Device B were operating in 
the fail-safe mode because of problems with the train detection 
circuitry. This provided the opportunity to analyze the dif­
ferences in the spot velocity measurements at the locations that 
were influenced by the active advance warning device. 

The analysis consisted of comparisollll between the mean 
spot velocities obtained for the activated and unactivated states 
of Device B at measurement locations that were influenced by 
the active warning device (S2, S3, and S.J. The free speed (S1) 

was not used; because of the presence of a horizontal curve, the 
device was not visible until the vehicles had passed point S 1. 

The spot velocity at the crossing (S5) was also not used because 
it would be expected to be lower for the activated state. Ve­
locities at S5 would, therefore, include the effect of the at-grade 
flashers in addition to that of the active warning device. 

The activated and unactivated data collected on Device B is 
given in Table 7. A t-test performed on the area of this table, 

which is designated by hatch marks, revealed that there was a 
significant difference between the activated and unactivated 
data of Device B. This indicates that the flashing beacons are 
effective in reducing spot velocities. 

Summary of Study Results 

Analysis of data obtained during the activated condition indi­
cated that the flashing beacons were effective in reducing 
vehicle speeds. This analysis was performed by concenLraLing 
on the spot speeds obtained from locations that were directly 
influenced by the activated advance warning device. Free­
running approach speeds and vehicle speeds obtained at the 
railroad crossing were not, therefore, included in detennining 
the impact of the devices during the activated state. 

With one exception, all of the primary signs evaluated during 
the unactivated state displayed a similirr impact on vehicle 
velocity and acceleration. The exception was Primary Sign A, 
which was significantly different from the original sign and all 
of the other test devices during the night at one site. 

An active advance warning device, configured as specified 
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TABLE 7 ACTIVATED AND UNACTIVATED MEAN SPOT VELOCI1Y (mph) DATA 
OBTAINED ON DEVICE B AT 22-mi ROAD 

NurrlJer of 
Test Observa-

Condition Configuration t ions 

Unactivated B 5 72 

Activated B 61 

1 mi/h = 1.6 km/h 
t-test performed on / / //// area 
t = 6.2 
95-percent critical t value = 2.8 

by Ruden et al. with a 48-in. (120-<:m) standard (Wl0-1) 
railroad advance warning sign (Primary Sign A), would be 
effective in reducing vehicle speeds during the activated state 
(4). 

COST ANALYSIS 

Estimates of the total cost associated with installing an active 
advance warning device were obtained by itemizing incurred 
project costs and requesting price quotes from traffic depart­
ments located in three different states. These costs are site 
specific and dependent on the following considerations. 

• Costs of train detection circuitry changes. The costs of 
changes to the train detection circuitry are inherently related to 
three issues: (a) the economic relationship with the operating 
railroad, (b) the amount of prior warning time needed, and (c) 
the amount of at-grade warning time being provided. The first 
issue is more related to who assumes the cost than to the cost 
magnitude. 

The remaining two issues are closely related. For example, 
suppose that 12 sec is the amount of time that is desired 
between the activation of the advance warning device and the 
start of the grade crossing flashers. Suppose further that the 
crossing is provided with 40 sec of warning until train arrival, 
but only 20 sec are required by applicable regulations, existing 
geometrics, and operating conditions. Under these conditions, 
there exists an excess of 20 sec from which 12 sec can be 
provided to the advance warning device. This could result in 
activating the advance warning device 40 sec and the at-grade 
flashers 28 sec before train arrival. 

When these conditions exist, it is possible to provide the 
necessary timing changes by installing a capacitive timing 
relay. This is a relatively inexpensive procedure. When these 
conditions are not present, it often becomes necessary to extend 
the detection loop further upstream. This can be expensive, 
especially if the proximity of adjacent streets complicates the 
task of extending the loop. 

• Electrical connection from crossing control box to active 
advance warning device. The applicability of providing power 
to the device by underground trenching or an overhead drop 
depends on the site environment and preferences of the road­
way agency. If overhead wire already exists on the side of the 
roadway on which the sign is to be installed, then providing an 

Time 
of 

Day S1 S2 S3 S4 S5 

Day 42.8 23 . 7 

Day 41. 7 4. 2 

overhead drop is less expensive than trenching and laying 
conduit. If overhead wiring d<>es not exist, providing overhead 
capabilities necessitates the installation of a support system 
such as utility poles. This not only decreases the cost benefits 
of overhead wiring, but can result in additional roadside 
hazards. 

These considerations were used to develop both low and 
high installation scenarios. The estimate for an overhead power 
supply was developed by considering only those installations 
for which overhead power lines already exist. The high and low 
installation cost scenarios were used in conjunction with the 
1984 accident cost estimates provided by the National Safety 
Council (5). The results given in Table 8 indicate the number of 
accidents that need to be prevented to return the installation 
cost. The components used in developing the high and low cost 
scenarios are given in Table 9. 

INSTALLATION GUIDELINES 

Identifying Sites In Need of AA WD Installation 

The types of railroad-highway crossings that warrant the in­
stallation of an AAWD are characterized as those where the 
warning devices at the crossing are not visible to vehicles on 
the approach until an insufficient safe stopping distance exists. 
One method of initially identifying crossings with sight-re­
stricted approaches is through accident analysis. 

Identification through aq;ident analysis requires an inves­
tigation of the total number of accidents in the vicinity of the 
crossing. The accident analysis should be conducted in a man­
ner that is similar to that used for roadway intersections. This 
involves including all accidents occurring within at least 150-ft 
(45-m) from the crossing. Approaches with total number of 
accidents exceeding the areawide mean (for railroad crossing 
approaches) indicate that further analysis is required. A high 
incidence of rear-end, run-off-the-road, fixed-object, and train­
involved accidents are often an indication of approach sight 
restrictions. 

Ascertaining that a sight restriction contributes to accident 
occurrence requires an on-site inspection and an application of 
safe stopping sight distance (SSSD) concepts. The on-site in­
spection should include obtaining the 85th percentile speed for 
use in determining the perception-reaction time and the total 
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TABLE 8 REQUIRED ACCIDENT REDUCTION TO RE1URN AAWD INVESTMENT 
COST FOR DEVICE PLACED AT 600 ft (180 m) FROM CROSSING CONTROL BOX 
FOR BOTH UNDERGROUND AND OVERHEAD INSTALLATION 

AAWD Costs Required Accident Reduction 

Accident 1984 Underground Overhead Underground Overhead 
Severity NSC Costs Low High Low High Low High Low High 

Fatality 220,000 6,000 10,300 2,000 6,300 1 1 1 1 

Personal 9,300 6,000 10 ,300 2,000 6,300 1 2 1 1 
Injury 

Property 1,190 6,000 10 ,300 2,000 6,300 5 9 1 1 
Damage 

TABLE 9 ESTIMATE OF ACTIVE ADVANCE WARNING DEVICE FABRICATION 
AND INSTALLATION COSTS 

Activity 
Itemized Unit Cost 1 

Cost Seen ari os 
Siqn Fabrication Low Hiqh 

Square Tube 2 pcs. @ 39 inches 2 1/2 x 2 1/2 inches 
(Pre-galvanized) 2 pcs. @ 12 inches 2 3/16 x 2 3/16 inches 

1 pc. @ 108 inches 1 3/4 x 1 3/4 inches 
2 pcs. @ 48 inches 1 3/4 x 1 3/4 inches 
Fastening hardware 

Tel spar Subtotal 115 

Sign Faces Primary Sign 75 
Supplement al Message 30 

Beacons 2 - 8 inch lens units @ $80 160 

Pre-assembly 3 man hours @ $25/ hour 75 

Flashing Capa- CD4047 free running multi-
bi l ity vibrator integrated circuit 100 

Total Sign Fabrication 555 555 

Train Detection Pre-emptive method 1,000 1,000 5,300 
Modifications track circuit change 5,300 

Inst al lat ion Underground 4,400 4,400 
(Overhead) ( 450) ( 450) 

Approximate tot al s for underground installation 6,000 10, 300 

Approximate totals for overhead i nstal lat ion (2,000) ( 6,300) 

1 1 inch 2.54 cm. 

safe stopping distance. The crossing warning system should be 
visible to drivers throughout the perception-reaction zone. 

Placement Distance From the Crossing 

If it is determined that insufficient perception-reaction or 
safe stopping distances exist, then the installation of an active 
advance warning device may be beneficial. However, consid­
eration should be given to other countermeasures such as addi­
tional flashing lights on extended masts, removal of foilage, 
and other measures to increase the visibility of the crossing 
warning devices. 

The safe stopping sight distance criteria determines the mini­
mum d~stance that the AAWD should be placed in advance of 
the crossing. If necessary, this minimum distance should be 
increased in order to maximize the distance at which approach­
ing drivers can view the device. For vertical and horizontal 
curves, this may require that the devices be placed further in 
advance of the crossing. 
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Timing of AAWD Activation 

The AA WD should be activated before the activation of the 
crossing warning system by an amount of time equal to the 
travel time between the AAWD location and the crossing 
location. 

Where a queue of vehicles is expected to occur during the 
presence of a train, it may be necessary to retain AAWD 
activation beyond deactivation of the crossing warning system. 
The amount of retention time will be dependent on the charac­
teristics of each site but can be accomplished by the use of a 
delay timer. 

CONCLUSIONS 

The following conclusions were drawn from project activities. 

1. During the activated state, the flashing beacons were 
effective in producing large speed reductions. Statistical anal­
ysis performed at the 95 percent level of confidence between 
the activated and unactivated states revealed (Table 7) that a 
significant reduction in velocity occurred during the activated 
state of the device. This velocity reduction occurred in the 
vicinity of the activated advance warning device. 

2. The within-site analysis summarized in Table 2 indicated 
that Primary Sign A was the only test sign to display a conclu­
sive impact on vehicle speeds during the unactivated state. 
Primary Sign A [a 48-in. (120-cm) standard (Wl0-1) railroad 
advance warning sign] displayed a significant difference from 
the original sign and all of the other primary signs during the 
night at one site. 

3. The active advance warning device, configured as spec­
ified by Ruden et al. (4) and using the 48-in. (120-cm) standard 
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(Wl0-1) railroad advance warning sign, is effeetive in reducing 
vehicle approach speed. 

4. Practically all of the test configurations, when initially 
installed, had a novelty effect on the mean velocity of individ­
ual vehicles. In most cases, this novelty effect had dissipated 
after the device was in place for approximately 4 weeks. 

S. The approximate cost of device assembly and installation 
can range from $6,000 to $10,300 for underground and from 
$2,000 to $6,300 for overhead installation. These costs can be 
expected to vary from site to site depending on the physical and 
operational characteristics of the crossing. 

6. The most expensive installation scenario would require 
the prevention of either nine property damage, two personal 
injury, or one fatal accident during the life of the active warning 
device to return the investment cost. Accident types to be 
included in this analysis would include vehicle-train, vehicle­
vehicle, fixed object, and run-off-the-road. 
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Abridgment 

A Comparison of Formulae for Predicting 
Rail-Highway Crossing Hazards 

ARDESHIR FAGHRI AND MICHAEL J. DEMETSKY 

The need for Improvement at a rail-highway crossing typically 
Is based on the expected accident rate (EAR) In conjunction 
with other criteria carrying lesser weight. In recent years new 
models for assessing the need for Improvements have been 
developed, and In the research reported here, five such models 
selected from a list established from a literature review and a 
user survey were evaluated. The selected models-the U.S. 
Department of Transportation (DOT), Peabody-Dimmick, 
NCHRP Report SO, Coleman-Stewart, and New Hampshire-­
were evaluated using a data base maintained by the Virginia 
Department of Highways and Transportation. In addition, the 
performance of the methods for predicting the EAR were 
compared by using the chi-square test and the power factor. 
The results Indicated that the DOT formula outperformed the 
other four methods in both the evaluative and comparative 
analyses, and thus was recommended for use. The priority list 
produced by this formula ls only one criterion used In deter­
mining the need to Improve conditions at any crossing. This 
Information must be supplemented by regular site Inspections 
and other qualitative Issues that cannot be feasibly incorpo­
rated Into a mathematical formula. 

The need for improvement at a rail-highway crossing typically 
is based on the expected accident rate (EAR) as states use this 
rate with other criteria to rank crossings. The model used in 
Virginia to estimate the EAR is documented in NCHRP Report 
50 and is a modified version of the New Hampshire model 
(1, 2). 

Virginia maintains a grade crossing inventory based on the 
format used by the Federal Highway Administration (FHWA), 
Federal Railroad Administration (FRA), and the Association of 
American Railroads (AAR). Part of the information is main­
tained in a computerized data base, and the remainder is main­
tained in written form (1). This data base supports the presently 
used prediction method, but lacks data that some important 
alternative models require. 

In recent years, new methods, such as the U.S. Department 
of Transportation (DOT) Accident Prediction Formula (3) and 
the Coleman-Stewart model (4 ), have been developed. With the 
availability of these methods, the Rail and Public Transporta­
tion Division of the Vrrginia Department of Highways and 
Transportation requested that several of the most promising 
methods be evaluated for its use in conjunction with both state 
and U.S. data bases (DOT, AAR national rail-highway crossing 
inventory, and FRA accident files). In response a study was 
conducted to (a) establish a list of nationally recognized mod-

Virginia Transportation Research Council, Virginia, Department of 
Highways and Transportation, Charlottesville, Va. 22903. 

els; (b) evaluate representative models for their ability to use 
available data to show hazard potential at crossings; and (c) 
recommend whether the currently used method, a modification 
of it, or a different method should be used by the Rail and 
Public Transportation Division to predict the accident potential 
at a crossing. 

REVIEW OF AVAILABLE MODELS 

Information on 13 nationally recognized models was collected 
and reviewed (1). These models included the following: 

Coleman-Stewart 
Peabody-Dimmick 
Mississippi 
New Hampshire 
Ohio 
Wisconsin 
Contra Costa County 
Oregon 
North Dakota Rating System 
Idaho 
Utah 
City of Detroit 
DOT 

The information obtained for seven of these models-the Cole­
man-Stewart, Peabody-Dimmick, New Hampshire, Oregon, 
Utah, city of Detroit, and DOT-provided full documentation 
on their development, testing, verification, and application. In 
addition to the information collected on these 13 models, data 
were obtained through a survey questionnaire sent to the de­
partments of transportation in 49 states and the District of 
Columbia to determine the formulae and methods they use to 
predict accidents at public rail-highway crossings. 

The empirical formuhi.e for calculating hazard indices that 
have been developed by various organizations and researchers 
can be categorized into two basic groups. In one group are 
relative formulae that provide a measure of the relative hazards 
or the accident expectations at various types of railway cross­
ings. These may be used to rank a large number of crossings in 
order of priority for improvemeni, the crossing with the highest 
hazard index being regarded as potentially the most dangerous 
and hence the most in need of attention. The second group 
consists of absolute formulae that forecast the number of acci­
dents likely to occur at a crossing or a number of crossings over 
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a certain time period, and the nwnber of accidents that may be 
prevented by making improvements at these crossings. 

Based on the infonnation obtained and reviewed on the 13 
aforementioned models and the results of the survey question­
naire to the states, 5 fonnulae were selected for testing and 
evaluation. The DOT, Peabody-Dimmick (5), NCHRP Report 
50, and Coleman-Stewart represent the absolute fonnulae. The 
Coleman-Stewart model, which is relatively new, was included 
in the evaluation because little is known about its performance. 
The New Hampshire represented relative fonnulae. 

PRELIMINARY COMPARISONS 

The five representative models, though of different fonns, 
share some common features in their basic formats including 

1. The use of nationwide data. for developing the models. 
2. Employment of linear regression techniques for deter­

mining the parameters. (Except the DOT model, which was 
developed by using nonlinear regression analysis.) 

3. The expectation that the absolute models cannot predict 
the exact nwnber of accidents that will occur at a crossing. At 
best, they can predict only the mean nwnber of expected 
accidents at a crossing during an extended time period. 
However, the expected value should be a better indication of 
the nwnber of accidents that will occur at a location than even 
that location's history (2). 

DATABASE 

The Rail and Public Transportation Division maintains a grade 
crossing inventory program that was developed by the FHWA, 
FRA, and the AAR. Part of the infonnation used for predictive 
purposes is maintained in a computer data base, and the re­
mainder is maintained in written fonn. 

The computer data base is sufficient for computing the New 
Hampshire, Peabody-Dimmick, and NCHRP Report 50 mod­
els, but must be supplemented to compute the DOT and Cole­
man-Stewart models. The supplemental data items include the 
number of through trains per day during daylight hours, max­
imum timetable speed for each crossing, and highway type. 
Data on the nwnber of school buses per day per crossing and 
the sight distance for each crossing were also included to 
permit further analysis. 

For this study, the data base was recorded on an NBI (384k) 
microcomputer. Three computer programs were written to (a) 
compute the 5-year accident rate for each crossing according to 
the four absolute models and the hazard index for the New 
Hampshire model, (b) perform the chi-square statistical testing 
for the models, and (c) compute the power factors of the 
models. The computed nwnbers of accidents, as well as the 
hazard index for all the crossings determined by each of the 
models, were saved on the data diskette. 

EVALUATION 

Methodology 

The two methods described next were used to evaluate the 
representative models. 
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1. A statistical chi-square formula of the form 

1'~ (A01 - Ac/· 
i-l AC; 

was used to determine the relative goodness of fit of the four 
absolute formulae. In this formula, AO is the nwnber of ob­
served accidents, and AC is the nwnber of computed accidents 
for each of the 1,536 crossings. The computed nwnber of 
accidents according to each of the four representative absolute 
fonnulae (DOT, NCHRP Report 50, Coleman-Stewart, Pea­
body-Dimmick) were determined and tested by means of the 
preceding formula. 

2. The primary tool for comparison of the representative 
relative formula (the New Hampshire model} and the four 
absolute formulae used in this study is the power factor defined 
as follows. The 10 percent power factor is the percentage of 
accidents that occur at the 10 percent most hazardous crossings 
(as determined by the given hazard index) divided by 10 
percent (6). The same type of definition holds for the 5 percent 
power factor, and so forth. Thus, if PF(5%) = 3.0, then 5 
percent of the crossings account for 15 percent (3 x 5% = 15%) 
of the accidents (when the 5 percent referred to is the 5 percent 
most hazardous according to the hazard index in question). 

RESULTS 

The chi-square tests on the four absolute models indicated that 
the number of accidents computed by the basic DOT formula 
had the closest fit to the actual nwnber of accidents at all of the 
crossings. The summation of chi squares for all of the crossings 
by the four absolute models is given in the following table. 

Model 

Peabody-Dimmick 
NCHRP Report 50 
Coleman-Stewart 
DOT 

Chi 
Squares 

2175.6()<) 
3810.222 
961.166 
833.096 

The performance. of all five representative models in the 
second test (the power factor) is summarized in Table 1. 

The data in Table 1 indicate the stability of the basic DOT 
formula as compared with the other four. Research results have 
also indicated that once the accident history is incorporated into 
the basic DOT formula, that is, the main DOT fonnula is used, 
the DOT power factors for different percentiles of hazard will 
be significantly better than those of any other model (6). 

Testing the Significance of Other Variables 

In order to study the significance and possible inclusion of 
other important variables in the final hazard prediction formula, 
data were obtained on 9 crossings that had restricted sight 
distances and 913 crossings that had school bus traffic. 

The nine crossings that had inadequate sight distances were 
statistically insignificant because the 5-year accident data did 
not indicate the occurrence of an accident on any of these 
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TABLE 1 RANKING OF THE REPRESENTATIVE MODELS IN THE POWER FACTOR TEST 

Percentage of Rank 

Crossings 1 2 3 4 5 

1 DOT New Hampshire NCHRP Report 50 Peabody-Dimmick Coleman-Stewart 
2 DOT New Hampshire NCHRP Report 50 Peabody-Dimmick Coleman-Stewart 
3 DOT NCHRP Report 50 New Hampshire Peabody-Dimmick Coleman-Stewart 
6 NCHRP Report 50 DOT Peabody-Dimmick Coleman-Stewart New Hampshire 

10 New Hampshire NCHRP Report 50 DOT Peabody-Dimmick Coleman-Stewart 
20 DOT Peabody-Dimmick NCHRP Report 50 New Hampshire Coleman-Stewart 
40 DOT Coleman-Stewart Peabody-Dimmick NCHRP Report 50 New Hampshire 

Norn: No. 1 has the highest power factor, No. S has the lowesL 

TABLE2 SCHOOL BUS DATA 

Frequency 
Average 

No. Percent of 
Crossings School Bus 

No. of Total No. With Total 
Accidents Crossings Percent School Bus Percent Traffic Range(%) 

0 1,392/1,536 90.60 816/1,392 58.6 
1 130/1,536 8.40 91/130 
2 10/1,536 0.65 5/10 
3 4/1,536 0.26 1/4 

crossings. A summary of the statistics regarding the school bus 
traffic on the 913 crossings is given in Table 2. 

As can be seen from Table 2, of all the crossings that 
experienced one accident during the last 5 years, 70 percent 
had an average of 1.54 percent daily school bus traffic. Fifty 
percent of all crossings that experienced two accidents had an 
average of 0.74 percent daily school bus traffic, and 25 percent 
of the crossings with three accidents had l ,94 percent daily 
school bus traffic. 

It can thus be concluded that the two variables.:...._sight dis­
tance and number of school buses-are statistically insignifi­
cant, and that their inclusion in the final hazard prediction 
formula will not alter the results. 

CONCLUSIONS 

In this study, the DOT accident prediction formula outper­
formed the other four nationally recognized accident prediction 
formulae. The DOT formula is fully documented in the Rail­
Highway Resource Allocation Procedure User's Guide. Also 
described in the guide is a resource allocation model that, 
together with the accident prediction formula, provides an 
automated and systematic means of making a cost-effective 
allocation of funds among individual crossings and available 
improvement options. The FRA will run the DOT model for 
states, if requested, on receiving an updated version of the 
states' inventory file. 

The DOT accident prediction formula takes into account the 
most important variables that are statistically significant in 
predicting accidents at rail-highway crossings. However, it 
must be noted that there is no general consensus as to which of 
the site characteristics are the most important. As a result, the 
priority list that is produced by using this formula must serve as 
only one of the criteria for improving conditions at any cross­
ing. This information must be supplemented by regular site 

70.0 1.54 0.10--7.14 
50.0 0.74 0.46-0.96 
25.0 1.94 1.94 

inspections and other qualitative issues that cannot be feasibly 
incorporated into a mathematical formula. 
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DISCUSSION 

w. D. BERG 

Department of Civil and Environmental Engineering, University of 
Wisconsin, 2206 Engineering Bldg., Madison, Wis. 53706. 

The authors report on a study that was designed to evaluate 
several rail-highway grade crossing accident prediction and 
hazard index models with respect to their potential applicability 
in the state of Virginia. One aspect of the paper that merits 
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discussion and comment is the evaluation of the significance of 
sight distance as a hazard-influencing variable. 

Although the authors report that 9 selected grade crossings 
having restricted sight distance (out of a total of 1,536 cross­
ings available for study) did not experience any vehicle-train 
accidents over a 5-year period, this is not a sufficient basis to 
conclude that sight distance is a statistically insignificant vari­
able which, if incorporated in an accident prediction model, 
would 'riot alter the results. Prior research has shown otherwise 
(1 ). Unfortunately, sight distance data are expensive to collect 
and therefore are not often available to model developers. 

It should also be noted that the influence of sight distance on 
safety, and thus accident rates, will vary with the nature of 
other prevailing conditions at the crossing. For example, given 
that grade crossings equipped with only passive warning de­
vices experience on an average of about one accident every 20 
years, then a 5-year accident history (as used by the authors) 
may be misleading. The crossing that is truly average will not 
experience an accident in 19 out of every 20 years. Clearly a 
5-year sample period could not be expected to yield the actual 
average rate of 0.05 accidents per year. Rather, a rate of either 
0.0 (no accidents in 5 years), or 0.2 (one accident in 5 years) 
would be observed; neither would be a good estimate of the 
mean. 

The contribution of sight distance to hazards at those high­
exposure crossings equipped with automatic warning devices is 
related to track configuration (number and alignment), as well 
as the design of the track circuit. The presence of multiple 
tracks where one train can obscure a second train creates a sight 
distance problem for which a common countermeasure is the 
addition of gates. A set of tracks that approach the crossing 
from a horizontal curve may not afford adequate sight distance 
to a motorist (especially a trucker) who has stopped because of 
activated flashing light signals. If the track circuit design speed 
is significantly greater than the train approach speed, the sight 
distance problem will be worsened because of diminished cred­
ibility caused by an unnecessarily long warning time (during 
much of which the train may not be visible). 

Based on the foregoing observations, there is little basis to 
support the authors' contention that sight distance is a statis­
tically insignificant hazard-influencing variable and, if included 
in a hazard prediction model, would not be likely to alter the 
results of an application of the model. It is hoped that this 
discussion will stimulate future research into this important 
aspect of rail-highway grade crossing safety. 
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AUTHORS' CLOSURE 

The study reported in this paper was performed in response to a 
request by the Rail and Public Transportation division of the 
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Vrrginia Department of Transportation. The scope of the work 
was confined to evaluation of available methods (developed by 
others) to evaluate hazard potential at rail-highway crossings. 
The investigation was further limited to use of data currently 
available from the state of Vrrginia and the U.S. Department of 
Transportation (DOT). The emphasis was therefore on practical 
applications of the methodology. 

The models tested were selected as a result of a literature 
review and a national survey of users. The most widely used 
approaches did not include sight distance as an explanatory 
variable. As a result of discussions with the client who recog­
nized the potential effects of sight distance as well as the 
number of school buses using a crossing, it was decided to 
investigate the significance of these two data items on accident 
potential. 

Berg's concern that the study dismissed the significance of 
sight distance as a hazard-influencing variable is unrealistic in 
view of the scope and constraints on the study. This view is 
based on the following facts. First, the conclusions stated that 
the priority list produced by using the formula must serve as 
only one criterion for improving conditions at any crossing. In 
the final sentence of the paper, it is explained that this informa­
tion must be supplemented by regular site inspections and other 
qualitative issues that cannot be feasibly incorporated into a 
mathematical formula. It is implicit that sight distance falls into 
this latter category. In the study, the data were interpreted to 
indicate that the large majority of crossings had adequate sight 
distance and that crossings with inadequate sight distance (9 of 
1,536) were not represented in the sample. The suggestion of 
site observations in conjunction with formula ratings provides 
the opportunity for officials to detect inadequate sight distance 
and overrule the initial prioritization. In this sense, sight dis­
tance is given priority over the other variables. 

It is possible that many of the variables used in the models 
tested have statistically insignificant coefficients; this is also 
true of the coefficients for sight distance in Berg's 1969 paper. 
He states in the discussion that prior research (1) has shown 
otherwise (i.e., the inclusion of a sight distance ratio altered the 
results). This is not shown in his paper; it only includes the 
sight distance ratio as one of seven explanatory variables. 

The real question is, Why did the models developed after 
1969 not include sight distance? The literature did not reveal 
any correlation analysis between sight distance and accidents 
using a large data base that is common to the applications at 
hand. If the transportation community feels strongly about this 
issue, the DOT should sponsor a study to resolve this issue of 
sight distance once and for all. 
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