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Foreword 

In the paper Approaches to Modal Transferability and Updating: The Combined Transfer 
Estimator, by Ben-Akiva and Bolduc, model transferability is found to be a practical approach 
for estimating a model when the size of the available sample is small. The combined transfer 
estimator, which is based on a mean squares error criterion, extends the Bayesian procedure to 
explicitly discount for the presence of transfer bias. The combined estimator has better accuracy 
in a mean square error sense than direct estimation when the transfer bias is small. 

In his paper Assessment of Transfer Penalty to Bus Riders in Taipei: A Disaggregate Demand 
Modeling Approach, Han discusses transfer penalty in monetary and time units and assesses it 
with a disaggregate demand modeling approach. The modes developed use a binary logit format 
with two alternative path choices. The first path requires a transfer en route; the other does not. 
In current practice, transit planners may underestimate the transfer penalty to bus riders. 

In Neels' and Mather's paper, Forecasting Intermodal Competition in a Multimodal Environ­
ment, mathematical structure of an innovative model to allocate demand across seven primary 
modes is described. Representation of the intermodal competition this model provides is 
considered. Its properties are contrasted with those of some commonly used variants of the 
familiar logit model. The paper also presents the empirical and cross elasticities of demand 
implied by the model coefficients, broken down by mode, service attribute, and geographic area. 

In a second paper, Modeling Mode Choice in New Jersey, Neels and Mather describe a mode 
choice model for evaluating proposals for increasing capacity and use of the existing Hudson 
River crossing focusing on the choice of a.m. peak period east-bound commuters. Data sources 
used in the effort, specifications of the model, procedures used to estimate the model coeffi­
cients, statistical results of the model estimation, and the model's forecasting performance are 
discussed. 

In their paper North Carolina Procedure for Synthesizing Travel Movements, Poole and 
Newman describe procedures developed by the staff of the North Carolina Department of 
Transportation for synthesizing travel movement in small and medium-sized urban areas. The 
four methods discussed require comprehensive traffic volume counts and inventories of employ­
ment, commercial vehicles, and dwelling units. The procedures reduce time and cost for the 
modeling phase, increasing time for travel forecasting, plan development, and evaluation. 

In the paper Characteristics of Urban Transportation Demand: An Updated and Revised 
Handbook, Parody et al. survey data on urban travel demand characteristics incorporated into a 
newly revised and updated handbook. The handbook is a convenient reference for analysts who 
need particular statistics or who would like to compare forecast of travel demand with critical 
volume data. The handbook will be progressively updated. 

iv 
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Approaches to Model Transferability and 
Updating: The Combined Tran sf er Estimator 

MOSHE BEN-AKIVA AND DENIS BOLDUC 

The idea of model transferability is to use previously estimated 
model parameters from a different area for model estimation. 
The combined transfer estlmator Is based on the mean squares 
error criterion and extends the Bayesian procedure to ex­
plicitly account for the presence of a transfer bias. The sug­
gested estimator Is easy to apply because It ls expressed as a 
linear combination of the direct estimation resultc; and the 
previously estimated parameters. The combined estimator is 
shown to have superior accuracy In a mean square error sense 
to a dJrect (unbiased nontransfer) estimator whenever the 
transfer bias ls relatively small. Numerical examples of the 
transfer region-where the combined estimator is superior to 
the direct estimator-are provided. 

Model transferability is a practical approach to the problem of 
estimating a model for a study in an area for which the size of 
the available sample is small [for detailed discussions of trans­
ferability methods, see Ben-Akiva (1) and Koppelman and 
Wilmot (2)]. The model transfer approach is based on the idea 
that estimated model parameters from a previous study in a 
different area may provide useful information for estimating 
the parameters for the same model in a new area, even when 
the true values of the parameters are not expected to be equal. 
In the present notation, ~ 1 and ~2 denote the true (K x 1) 
parameter vectors of Areas 1 and 2 (the new area), respectively. 
The difference A = ~1 - ~2 is called the transfer bias. In 
model transferability, one attempts to use the estimated param­
eters from Area 1, denoted by b1, to improve the accuracy of 
the estimation of ~2. The difficulty occurs because b1 is an 
estimator of ~1 and not of ~2. 

If the transfer bias is negligible (as indicated, for example, 
by a Chow test of the null hypothesis that the vectors, or 
specific subvectors, of the model parameters for the two areas 
are equal), the two data sets can be pooled, and identical 
parametric values can be estimated for the two areas. Alter­
natively, and particularly if the original data for Area 1 are not 
available, a Bayesian updating procedure can be used (3). 
However, these pooled and Bayesian estimators are not appro­
priate for situations in which coefficients for the transfer bias 
cannot be assumed to be negligible. The transfer scaling ap­
proach previously applied in these situations is described in the 
following section. It takes the estimator b1 and attempts a 
correction of the transfer bias by using the data from Area 2. 

In this paper, a new model transfer estimator, the combined 
transfer estimator, is developed. It is stated as a weighted 
average of the direct estimators b1 and b2. The term direct 

M. Ben-Ak:iva, Department of Civil Engineering, Massachusetts In­
stitute of Technology, Cambridge, Mass. 02139. D. Bolduc, Departe­
ment d'economique, Universite Laval, Quebec GlK 7P4, Canada. 

estimator is used in this paper to mean an unbiased estimation 
procedure that would be performed if no transfer was at­
tempted. The weights are assigned in such a way that for each 
value of the transfer bias, the mean square error (MSE) of the 
combined estimator is minimized. This approach is expected to 
yield better estimates of ~2 when the transfer bias is small. 

THE TRANSFER SCALING APPROACH 

A relationship between the true values of the parameters in the 
two areas is called a transfer bias model. Consider the fol­
lowing: 

(1) 

where µ is a (K x 1) vector of unknown bias scale parameters 
and diag(µ) and diag(p1) are (K x K) diagonal matrices in 
which the kkth elements are µt and ~lk• respectively. For 
simplicity, the matrix diag(µ) will be denoted by M. The 
relation P2 = M~1 is such that the transfer bias, (~ 1 - ~i) = (I -
M)~1 • is nonzero unless µk = 1, V k = 1, ... , K. Denote the 
number of distinct parameters inµ by M. In general, Ms; K, 
and the usefulness of the transfer scaling approach, described 
in the following, is for cases where M < K. Gunn et al. (4) 
thoroughly tested the transfer scaling approach by classifying 
the independent variables of a travel demand model into groups 
with similar transfer bias properties. 

Equation 1 can also be expressed as 

P2 = M~1 = Mb 1 + M(~ 1 - b1) 

= diag(b 1)µ + M(~1 - b1) (2) 

If b1 is an unbiased estimator of ~1 • the vector M(~1 - b1) is a 
simple transformation of the sampling error in Area 1 estimates 
and has an expected value of zero. In a transfer scaled model, µ 
denotes the vector of parameters that are estimated from Area 2 
data. If m is called the vector of estimates for µ, the transfer 
scaling estimator of P2 is computed as diag(b1)m. In all pre­
vious applications of the transfer scaling approach, the tenn 
M(~1 - b1) has been ignored. In the estimation with Area 2 
data, it represents measurement errors in the independent vari­
ables. This term plays a critical role because unless it is negligi­
ble, the transfer scaling estimator is inefficient and potentially 
biased because it is correlated with the independent variables in 
the model estimated with Area 2 data. 
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The transfer scaling approach can be implemented at dif­
ferent levels of detail with M (the number of bias scale param­
eters) ranging from none (i.e., assuming P1 - P2 = 0 by im­
posing µ1 = µz = ... = µK = 1) to K (i.e., one bias scale 
parameter per model parameter). For M = K, the transfer scale 
estimator diag(b1)m is identical to Area 2 direct estimator b2. 

Thus transfer scaling is a useful approach when the data 
available for the new area permit estimation of only a small 
number of new parameters and an accurate estimator, that is, 
one with small (b1 - p1), is available from another area. The 
latter requirement is needed to justify the assumption that the 
term M(P1 - b1) is negligible. 

In a related paper, Ben-Akiva and Bolduc (5) also develop a 
second model transferability approach-a mixed estimation 
procedure that jointly estimates the new area model and a 
transfer bias model. This mixed estimation may be viewed as 
an extension of the transfer scaling approach that overcomes 
the deficiencies due to a nonnegligible M(P1 - b1) value. 

MINIMUM MSE ESTIMATOR 

The objective of model transfer is to improve the estimation of 
~2 by combining the sample information from Area 2 with 
knowledge of b1. The transfer scaling approach achieves this 
objective by postulating a specific transfer bias model and 
estimating the parameters of the transfer bias model from Area 
2 data. The Area 2 data are used only to correct the transfer 
bias, and differences in sampling errors between the two data 
sets are not explicitly recognized. By using the two direct 
estimates b1 and b2 directly, an estimator is developed that 
treates the trade-off between sampling errors and transfer 
biases explicitly. 

The Problem 

Giwn the direct estimators b1 and b2, find a combined estima­
tor defined by the function 

that in some sense is a better estimator of P2 than the direct 
estimator b2• 

We use the MSE criterion, which implies, for example, that 
for a variance reduction one is willing to allow a bias. A brief 
description of optimal MSE estimation with a single parameter 
follows. A more extended treaLment can be found in the work 
of Judge et al. (6). 

The Minimum MSE Approach 

Use the MSE criterion to find whether 

MSE(b2) S MSE(b2) 

or 

.. 2 
E(bz - Pz) s E(bz - P2)2 (3) 
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holds. An MSE is equal to the square of the bias plus the 
variance. Because b2 is assumed to be unbiased, the criterion is 
reduced to 

.. 2 
E( b2 - ~2) S Var (b2) (4) 

OT 

(5) 

where the bias of b2 is defined as B(b2) = E (b2) - P2 and the 
variance definition is, for example, Var [b2 - E(b2)]2. This 
inequality, demonstrated in Figure 1, reveals how the advan­
tage gained from variance reduction [i.e. , Var(b2) S Var(b2)] 
may be significantly reduced or even totally lost by the pres­
ence of a significant transfer bias. 

MSE 

MSE(b2) 

~ 

transfer no transfer 

bias 2 

FIGURE 1 When to transfer as a function of the 
transfer bias. 

For a model with K parameters, the combined transfer es­
timator developed later in this paper is based on a weighted 
average of the two direct estimators (i.e., h is assumed to be a 
linear function) and is expressed as follows: 

b2 = (I - A)b2 + Ab1 

or 

(6) 

where A is a (K x K) matrix of weights. The matrix A is a 
general matrix for which element ai} of ma~~ A gives the 
relative importance of b 11 in the estimation of b2;. 

THE COMBINED TRANSFER ESTIMATOR 

The MSE optimal value for the weighting matrix A of the 
combined estimator can now be obtained First, the one param­
eter case is developed in detail and then the derivation is 
extended to the multiparameter case. 
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Derivation of the Combined Transfer Estimator 

For K = l, the combined transfer estimator is expressed as a 
linear combination of the direct estimators with fixed weights, 
as follows: 

.. -1 -1 
b2 = (a.1 + Clz) a.1b1 + (a.1 + a.2) cx.zb2 

= b2 + a.(b1 - b2) (7) 

where a.1, cx.z ~ 0 and a.= (a.1 + cx.zr1cx.1. This is a non­
Bayesian estimator that combines the information from the two 
samples. In a Bayesian setting the random vector b1 would be 
replaced by the fixed mean of the prior distribution of P2. 

The expected value of b2 is 

(8) 

The MSE optimal value for ex. is obtained by minimizing the 
MSE as a function of a.: 

Minimize MSE = [Var(b2) + B2(b2)] 
Cl 

where 

i = 1, 2 

The first-order condition is 

()MSE 2 ----ao: = 2cx.oi - 2(1 - cx.)oi + 2a.t. = O 

which implies 

oi oi 
ex.= - -or + o~ + 62 - D 

(10) 

where t. = P1 - P2 and D = oi + oi + 6 2. Because a. is a 
function oft. (which is an unknown quantity), in an empirical 
application 6 will have to be replaced by an observed quantity. 
Use of d = b1 - b2 is suggested. Another possibility is to apply 
the transfer scaling approach to estimate the transfer bias. 
Therefore, ex. is random in practice. The implications of this fact 
will be analyzed later on. 

At this value of a., the optimal combined estimator is ex­
pressed as 

Multiplying ex. by 

<oi + 62r1022 

<oi + 62r1022 

3 

implies 

For t. = 0, the weights are obtained in the Bayesian updating 
formula, which is MSE optimal if the transfer bias is zero. 

Properties of the Combined Transfer Estimator 

The optimal combined estimator b2 just derived can be com­
pared with b2, the direct estimator. Substitution of a. from 
Equation 10 in the objective function of Equation 9 yields 

MSE(b2) = ex.or~ + (1 - a.) [or +D 
62

] oi + ex.~ t.2 

= a. [or ~ t.2] oi + (1 - a.) [or +D t.2] oi 

= [ oi ~ 62
] oi 

= (1 - a.)ai (11) 

Because 0 s; a. s; 1, 

MSE(b2) s; Var(b2) (12) 

Thus the optimal combined estimator always stays in the 
transfer region. It is always better because as the bias increases 
ex. decreases, and for IP1 - P21--+ 00, ex.--+ 0, and b2 --+ b2. The 
pattern of MSE(b2) as a function of the transfer bais is investi­
gated next. The first and second derivatives with respect to t.2 

are as follows: 

This is because 

At t. =- 0, MSE(b2) = oi[ot/(ot + o~]. The pattern of 
MSE(b2) as a function of t.2 is shown in Figure 2. 

The results of the analysis have been obtained under the 
hypothesis that ex. is a known fixed constant. When t. is re­
placed by an estimate d (i.e., a random variable), it becomes 
difficult to evaluate E(b2) and Var (b~). In what follows, these 
moments are approximated by a Taylor's series expansion. It 
will be shown that in the case of an estimated a. it is not 
impossible for the combined estimator to be inferior to the 
direct estimator. In this analysis, or and oi are assumed to be 
known, and therefore the randomness in a. arises only from the 
substitution of d for t.. 
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MSE 

0 

FIGURE 2 The combined estimator Is always 
superior. 

bias 2 

Recall the combined estimator in Equation 10, and replace A 
with its estimator d, as follows: 

(13) 

with 

where 

The b2 is a nonlinear function of the random variables b1, b2, 

and d. The moments of b2 are approximated by a Taylor's 
series expansion around the true values of P1 and P2 (as well as 
A = 13 1 - 13 2), as follows: 

E(b2) = P2 + ClA 

and 

Var(b2) = 1'"£1 

where 

and 

L. = (oi o) 
0 o2 

2 

The calculations are performed under the assumption 

(14) 

(15) 

(16) 
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The partial derivatives of b2 in J are derived by Ben-Akiva and 
Bolduc (7) and lead to 

J' = [a - 2A2a/D, 1 - ex + 2~a./D] (17) 

Substitution of Equation 17 into Equation 15 yields 

Var(b2) = orcx.2 (1 - 2fl.2!D)2 

+ ~(1 - a)2 [1 + 2A2a/D(l ...., a.)] 2 

The MSE is 

At the two limits A2 = 0 and A2 ~ oo, this MSE expression 
coincides with the one obtained before for deterministic a. 
However, depending on the values of the parameters, it is now 
possible that for a finite value of A2 the MSE of the combined 
estimator, MSE(b2), will exceed the variance of the Area 2 
direct estimator, Var(b2). This is demonstrated in the numerical 
example in Figure 3 for cry = 1 and o~ = 4. 

The combined estimator presents an improvement over a 
direct estimator only within a limited transfer region in which 
the transfer bias is relatively small. If the transfer bias is greater 
than some critical value, the combined estimator is, in fact, 
inferior to the direct estimator. Thus in practical applications 
the transfer region for the optimal combined estimator is not 
global. Clearly, any application of the notion of transferability 
is based on the prior assumption that the transfer bias is rela­
tively small, or in other words, that there are a priori expecta­
tions that the model parameters are similar between the two 
areas. 

The sensitivity of the transfer region to the value of <if and 
o~ is demonstrated in Figures 4 and 5, respectively. In general, 
it is shown that increasing <if or o~ leads to a larger transfer 

region. Figure 4 shows that as <if gets larger, the gain in 
accuracy from the transfer estimator is reduced in situations 
with small transfer bias. In general, as or increases, the value of 
a decreases, and the combined estimator approaches the direct 
estimator. Thus for oy --) oo (inaccurate information from 
Sample 1) the MSE(b2) curve approaches the horizontal line of 
ai. The dramatic effects of o~ on the transfer region and the 
accuracy of the combined estimator are demonstrated in Figure 
5. The size of the transfer region appears to be more sensitive 
to oi than to or. and at the limit for~ ~ 00 the transfer region 
is obviously global. 

Monte Carlo experiments were performed to evaluate the 
accuracy of the expression for MSE(b2) that was developed 
wider the asswnplion of known df and a~ and a first-order 
Taylor's series approximation. The experiments, described by 
Ben-Akiva and Bolduc (7), compare the true MSE and the 
MSE curve computed by using the previous approximations. 
The results clearly show that the approximate MSE curve 
significantly underestimates the point at which the true MSE 
curves intersect with al In other words, the approximate MSE 
curve provides a conservative estimate of the transfer region. 
The Monte Carlo results show that the critical value may be as 
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FIGURE 3 The transfer region of the combined estimator. 
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FIGURE 4 The effect on the transfer region of Var (1). 

high as 3 or 4 times greater than the one obtained from the 
approximate analysis. This result should be taken into account 
in empirical applications. 

THE MULTIVARIATE EXTENSION OF THE 
COMBINED ESTIMATOR 

Here, the derivation of the combined transfer estimator is 
extended to the multivariate case. The combined estimator is 
defined with nonsingular fixed-weight matrices A 1 and A 2 as 
follows: 

Let 

and note that 

40 

bias 2 
o V•(1)•8 

5 

(18) 
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FIGURE 5 The effect on the transfer region of Var (2). 

Rewrite the combined estimator (Equation 18) as 

and obtain the following expectation of b2: 

(19) 

Let !l = P1 - P2 and express the bias of b2 by 

B(b2) = E(b2) - P2 = A!l 

Denote the covariance matrices of the direct estimators by 
Var(bi) = :Ei, i = 1, 2. The two samples are independent, and as 
a consequence, b1 and b2 are independently distributed. Under 
this hypothesis, the covariance matrix of the combined estima­
tor is given by 

Var(b2) = (I - A):E2(I - A)' + A:E1 A' 

= :E2 - :E2A' - A:E2 + A:E2A' + A:E1 A' 

The latter results in the following MSE expression for b2: 

MSE(b2) = :E2 - :E2A' - A:E2 

+ A(:E1 + !l!l' + :E2)A' (20) 

Define the optimal weighted average estimator as the matrix 
A that minimizes the trace of the MSE(b~) matrix, as follows: 

tr [MSE(b2)] = tr [:E2] - 2 tr [:E2A'] 

+ tr [A(:E1 + !l!l' + :E2)A'] 

The optimal value of matrix A is given by 

(21) 

which can also be written as 

For a detailed derivation, see Ben-Akiva and Bolduc (7). Note 
that in the scalar case (e.g., K = 1), the matrix A reduces to the 
value of a derived earlier. 

Equation 21 implies that the optimal weight matrices can be 
taken to be 

Substitution of these matrices in the estimator (Equation 18) 
yields 

b2 = [CE + !l!l'r1 + E21 r1 [CE1 

+ !l!l')"1b1 + Ez1b2] (22) 

As in the scalar case for !l = 0, this estimator reduces to the 
Bayesian updating formula. 

The approach used in the single parameter case is now used 
to derive an expression for MSE(b2) when the matrix A is re­
placed by an estimate A. As in the one-parameter case, assume 
that :E1 and :E2 are known and that the randomness in A arises 
from the use of d, which is an estimate of ~. As suggested 
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earlier, the most straightforward estimate of Li is the difference 
between the direct estimates: d = b1 - b2. 

Recall matrix A in Equation 21 and replace Li with its 
estimate d, as follows: 

with 

where 

The Taylor's series approximation yields the following: 

where 

The partial derivatives of b2 are 

and 

where ® denotes a Kronecker product [for details, see Ben­
Akiva and Bolduc (7)]. These expressions can be used to derive 
the multivariate transfer regions that are useful in situations 
with significant off-diagonal elements in ~ 1 and ~2. 

CONCLUSION 

A new approach to model transferability based on the MSE 
criterion was developed The combined transfer estimator was 
derived, and it was shown that for sufficiently small transfer 
bias it dominates the direct estimator of the model in a new 
area. The combined estimator may be viewed as an extension 
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of the Bayesian updating procedure that explicitly accounts for 
the possible presence of a transfer bias. The computational 
requirements of the combined transfer estimator are the same 
as those of the transfer scaling or the Bayesian updating 
procedures. 

A linear approximation was employed to analyze the proper­
ties of the combined transfer estimator. However, results of 
Monte Carlo experiments have shown that the linear approx­
imation underestimates the improvement of the c·ombined es­
timator over the direct estimation. To overcome this problem, it 
will be necessary in further research to develop exact distribu­
tional results for the combined estimator. 

Another approach that overcomes the statistical deficiencies 
of the transfer scaling approach but is computationally more 
demanding is to view transferability as a mixed estimation 
problem. Jn a related paper, a mixed estimator is proposed that 
jointly estimates the new area model and the transfer bias 
model used in the transfer scaling approach (5). 
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Assessment of Transfer Penalty to Bus 
Riders in Taipei: A Disaggregate 
Demand Modeling Approach 

ANTHONY Fu-WHA HAN 

A transfer penalty to bus riders has long been recognized as an 
important factor characterizing the service performance of a 
transit system. Nevertheless, the way the transfer penalty is 
treated in current transit network design and improvement 
planning processes is rather subjective. The transfer penalty is 
usually treated by use of either subjective values assigned by 
transit planners or time-value proxies inferred from activities 
irrelevant to transfers in transit travel. In this paper, the 
transfer penalty is assessed in terms of monetary and time 
units with a disaggregate demand modeling approach. The 
models developed take a binary loglt format with two alterna­
tive path choices, one that requires a transfer en route and 
another that does not. Data collected from 1,850 randomly 
sampled transit users in Taipei are used for model calibration. 
The penalty of one bus-to-bus transfer is approximately equiv­
alent to the cost of 4.5 N.T. dollars (14 U.S. cents), 30 min of in­
bus travel, or 10 min of waiting at a bus stop. The assessment 
results suggest that in current practice transit planners may 
underestimate the transfer penalty to bus riders. Some· charac­
teristics of transit travel in Taipei are also explored and 
discussed. 

Transfer penalty or transfer inconvenience to transit users has 
long been recognized as one important factor characterizing the 
service performance of a transit system (1, 2). Nevertheless, in 
the past, few studies have been concerned with the assessment 
of transfer penalties to transit users. Recently, some studies 
(3, 4) have attempted to derive subjective values of transfer 
penalties by using market research methods for scaling attitude 
measures of user perceptions of transfers into numerical values. 
Results of these studies can help promote better understanding 
of the demand of transit travel and predict responses of transit 
users to service-oriented actions. However, subjective values of 
transfer penalties have limited use for transit network optimiza­
tion and evaluation purposes. As a result, the way the factor of 
transfer penalty is treated in current transit network design or 
optimization models (5, 6) is arbitrary. Specifically, transfer 
penalty is usually treated through the use of either subjective 
values assigned by transit planners or proxies inferred from 
time value analyses that are irrelevant to transfer activities. 

In this study, results more useful than subjoctive values of 
transfer penalties are derived. A behavior-based choice-model­
ing approach is applied to determine the values of transfer 
penalty and other related service attributes such as in-vehicle 

Department of Transportation Engineering and Management, National 
Chiao Tung University, Hsinchu, Taiwan, Republic of China. 

travel time, wait time, and walk time in transit travel. These 
values, when assessed in monetary or equivalent time units, can 
be used for quantifying economic benefits of service-oriented 
transit projects, enhancing current transit planning to achieve 
better service performance. 

Analysis procedure of this study consists of three steps. First, 
disaggregate binary logit choice models were specified for 
describing the behavior of bus riders choosing between two 
alternative paths, of which one requires a transfer en route and 
the other does not. Second, the utility functions underlying the 
choice model were calibrated with data of 327 sampled bus 
riders in Taipei, Taiwan. Finally, values of transfer penalty and 
related attributes were assessed from the estimates of coeffi­
cients associated with various attributes in the calibrated utility 
functions. 

Before describing the analysis works of this study, a brief 
introduction of the Taipei transit system is given at the outset of 
this paper. 

TAIPEI TRANSIT SYSTEM 

Taipei is the capital city of Taiwan, the Republic of China. The 
city is hilly in the southeast, mountainous in the northeast, and 
flat in the west. The central part of the city is surrounded by 
three natural boundaries-the Tamsui, Hsintein, and Keelung 
Rivers. The southwest portion, from where the city originated, 
is now the city's central business district (CBD) area. Cur­
rently, the city of Taipei has an area of 272 km2 within its 
administrative boundaries, and a population of about 2.5 mil­
lion (7). 

As population and travel activity increased rapidly in the last 
20 years, the city expanded and developed along its six radiat­
ing transportation corridors from the old city district into its 
surrounding areas to form a metropolitan area about 20 km in 
diameter. With a land area of 538 km2, the Taipei metropolitan 
area currently has an estimated population of about 4.5 million. 
Following this growth trend, the population in the metropolitan 
area is expected to reach about 6.1 million by the year 2001 (8 ). 

At present, all travelers in Taipei depend almost entirely on a 
road-based transportation system. Bus transit is the most im­
portant transportation mode. It carries more than 40 percent of 
the total daily passenger trips generated in the metropolitan 
area. The remaining trips rely on paratransit as well as private 
transportation modes such as taxis, automobiles, motorcycles, 
and bicycles (Table 1). 
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TABLE 1 DAILY PASSENGER 1R1P VOLUME IN TAIPEI 

1981 2001 PREDICTION 

MODE TRIP/DAY MODE SHARE TRIP/DAY MODE SHARE 
( 1 o3 l 

PUBLIC 
TRANSPORTATION 2,508 

PRIVATE 
TRANSPORTATION 2,647 

TAXI 606 

OTHERS 270 

TOTAL 6, 031 

Scheduled transit services in the Taipei area are currently 
provided by 17 bus companies of which 10 major companies 
have joined to form the Unified Operating System (UOS). In 
1985, the UOS operated 205 routes with 3,158 buses, carrying 
approximately 2.6 million passenger trips per day (7). All UOS 
companies use the same tickets for providing convenient trans­
fers between UOS routes. Students, policeman, the military, 
and the elderly are privileged to use discount bus tickets of 
which the price is half that of the regular tickets. It was 
estimated in 1985 that approximately 48.9 percent ofUOS bus 
riders were discount ticket users (data provided by UOS). 

A significant portion of passenger trips in Taipei transit 
travel involves transfers. Major bus transfer locations in the 
Taipei area are shown in Figure 1. On the average about 60 
percent of passenger trips originating from bus stops at these 
locations are transfer trips. It is roughly estimated that in the 
Taipei area more than 1 million passenger trips per day are 
made through bus transfers. 

CHOICE MODELING ANALYSIS 

Binary Choice Set 

Disaggregate binary choice models are developed in this study 
to assess transfer penalties in transit travel. The choice set of 
each individual is defined by two alternative paths connecting a 
fixed pair of origin and destination points. As shown in Figure 
2, Path 1 is the no-transfer choice alternative; Path 2 is the one­
transfer alternative, which requires a bus transfer en route. 
Because the Taipei area is well covered by more than 200 bus 
routes, most of the bus riders in the Taipei area can complete 
their trips with no more than one transfer. Therefore, for sim­
plicity, the path choices involving more than one transfer en 
route are not considered in this study. 

Note that, due to the overlapping route structure of the Taipei 
transit network, the actual situation in Taipei is slightly dif­
ferent from that depicted in Figure 2. Specifically, in most cases 
in Taipei, the boarding stops A and A' as well as transfer stops B 
and B' coincide with each other. When the two alternative paths 

( 103) 

41 • 6 % 4,479 39% 

43.9% 5,616 48.9% 

10.5% 978 8.5% 

4.0% 414 3.6% 

100.0% 11 , 487 100.0% 

start with the same boarding bus stop, a bus rider's choice may 
be influenced by which bus arrives at the stop first. The factor 
of first-arrival bus is thus considered in the analysis and will be 
discussed later. 

As mentioned earlier, the transit network in Taipei is charac­
terized by its overlapping route structure; almost all bus routes 
overlap in part with other bus routes. Although many transit 
systems outside North America are characterized by networks 
with extensively overlapping routes (9 ), the competition among 
the 17 bus companies makes this phenomenon even more 
significant in Taipei. At major transfer locations in Taipei as 
shown earlier in Figure 1, there are generally more than 25 bus 
routes passing the same streets. Therefore, the no-transfer path 
alternative is actually an abstract presentation of a set of over­
lapping bus routes connecting A and C (Figure 2). Similarly, 
the one-transfer alternative represents the combination of two 
sets of overlapping routes connecting A' and B, and B' and C, 
respectively. Consequently, the service attributes (travel time, 
walk time, wait time, fare, etc.) associated with the two choice 
alternatives are measures of the overall performance of a set of 
overlapping routes rather than those performance measures of a 
specific route. 

Model Specification 

The choice models developed in this study take the format of 
binary logit models. The two choice alternatives are as defined 
in the previous section: Alternative 1 is the no transfer alterna­
tive, and Alternative 2 the one-transfer alternative. Notation 
used for specifying the utilities functions of these two alterna­
tives is defined as follows: 

vi 
WKi 

WT; 

= 
= 

= 

measured utility of Alternative i (i = 1, 2); 
walk time in minutes of Alternative i (i = l, 
2); 
wait time in minutes of Alternative i (i = 1, 
2); 
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FIGURE 1 Major transfer locations in Taipei metropolitan area. 

IV; = in-vehicle travel time in minutes of 
Alternative i (i = 1, 2); 

FRi = bus fare in N.T. dollars of Alternative i 
(i = 1, 2); 

OV; = out-of-vehicle time of Alternative i, 
OV; = WKi + WTi (i = l, 2); 

Bi = 1 if the first available bus belongs to 
Alternative i, 0 otherwise (i = 1, 2); and 

P, = coefficients to be estimated (j = 1, 2, . . . ) 

Although most of these attributes are well-defined, a few points 
need Lo be clarified. The wait time associated with the one* 
transfer alternative WT2 includes wait times both for the first 
and second bus en route. WK2 includes walk times both from 
the trip origin to the first boarding stop and from the first 
alighting stop co the second boarding stop. Similarly, both IV2 
and FR2 consist of two components each of which is associated 
with the first and second bus journey, respectively. Therefore, 
in this study the transfer penalty means the inconvenience of 
the bus-to-bus transfer activity per se, and does not include that 
of the additional in- or out-of-vehicle travel times of the second 

bus journey. The dummy variable oj needs to be explained as 
well. The variable denotes the first available bus instead of the 
first arrival bus because in Taipei, particularly during peak 
hours, the buses are usually operated close to or at their capaci­
ties. As a result, in Taipei the first arrival bus at a bus stop may 
not be the first available bus for an individual to get on board. 
Therefore, for this study the factor of the first available bus is 
considered more appropriate than that of the first arrival bus. 

Three model specifications are given in Table 2. All three of 
these models have generic service attributes of WK, WT, IV, 
and FR to form linear utility functions, and use the constant 
term P1 to measure the revealed utility (or disutility) of one 
bus-to-bus transfer to the rider. Yet these models are somewhat 
different from each other. Model 1 (as defined in Table 2) 
includes only the aforementioned four service attributes and is 
the simplest one among the three. Both Models 2 and 3 take the 
dummy variable Bi for the first available bus into consideration. 
Model 3 combines WK and WT into a single attribute OV, and 
is just a simplified version of Model 2. The model yielding the 
best results will be applied to determine the values of transfer 
penalties and other related service attributes. 
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FIGURE 2 'l\vo path choices. 

TABLE 2 MODEL SPECIFICATION 

V1 ={3 1 +f3,(WK) 1 +f3,(WT)1 +f3.(IV)1 +{3.(FR)1 
Model 1 

v, = f3 2 (WK) 2 + {3, (Wf) 2 + {3, (IV) 2 + /3 s (FR) 2 

Mode I 2 
V 1 =f3 1 +(l,(WK) 1 +f3,(Wf)1 +{3.(IV)1 +f3,(FR)1 +{3.(01) 

V2 = /1, (WK), +13,(Wf)2 +,8.(IV)2 +,Bs(FR), +{3.(o,) 

Model 3 
V2= fl , ( OV) 2 + {3 , ( IV) 2 + {3, (FR) , + f3 s (a 2 ) 

Data Sampling 

The three models are calibrated with a data set containing 
disaggregate information associated with 327 bus riders in 
Taipei. The data collection was done during the period from 
December 1985 through January 1986. There were 1,850 bus 
riders randomly selected and interviewed at the major transfer 
locations in Taipei, as shown in Figure 1. Each interviewee was 
asked to provide detailed data associated with the interviewee's 
previous bus trips. The data items included estimates of service 
attributes (walk time, wait time, bus fare, and in-vehicle travel 
time) as well as the path choice made during the last bus trip. 
Among those 1,850 interviewed, 327 riders provided complete 
information on their experienced path choices, forming the 
basis of the data set used for model calibration. 

Some characteristics of the 327 sampled bus riders are as 
follows: 

1. Age is approximately normally distributed; the majority 
(63.6 percent) is in the range of 20 to 30 years of age. 

2. In occupation 54.4 percent of the sampled riders are 
students; 20.4 percent work for private business or industries, 
and 12.9 percent for government agencies; the other 12.3 per­
cent are not employed. 

3. Most trips are school trips (53.8 percent) and work trips 
(34.3 percent); the other 11.9 percent of trips are social and 
shopping trips. 

4. Sampled riders using discount tickets amount to 56.3 
percent. 

No statistical tests have been conducted to show the lack of 
bias of the sample of 327 bus riders. Yet the aforementioned 

· characteristics of the sample show a reasonable profile of 
transit travel in Taipei; the sample is thus deemed appropriate 
for representing the target population of riders who regularly 
face the binary path choices defined by our models. 

Model Calibration 

The TROMP computer package developed by Sparmann and 
Daganzo ( 10) was applied to calibrate the three binary logit 
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TABLE 3 CALIBRATION RESULTS 

Model 1 
Attribute 

1 t. 

Constant Term, f3 1 0.328 1 .695 

Walk Time, WK -0. 133 -5. 143 

Wait Time, \IT -0.078 -4.089 

Out-of-Vehicle NA NA 
Time,OV 

In-Vehicle Time, -0.028 -2. 194 
IV 

Bus Fare, FR -0. 123 -2.502 

Dummy Variable, 0 NA NA 

U,(' 'P') -178.668 

U,(O) -226.659 

2 l LL(S) 
p • - LUO) 0 . 212 

• Asymtotic t value 

•• Not Applicable 

models specified in Table 2. Calibrat~on results of each model 
included the estimates of coefficients p, the asymptotic t values 
of the estimates, and the value of the likelihood ratio index p2• 

These results are presented in Table 3. 
As shown in Table 3, all three models yield estimates of 

reasonable signs, explaining logical travel behavior underlying 
the specified utility functions. Nevertheless, Model 1 does not 
yield a statistically significant estimate of p1, which is essential 
for the assessment of the transfer penalty, and thus cannot be 
accepted for further analysis. Models 2 and 3 yield similar 
results; both yield a p2 value greater than 0.28 and statistically 
significant estimates of all parameters except for that of in­
vehicle travel time N (of which the absolute asymptotic t value 
is less than 2). Yet Model 2 explores significantly different 
values of walk time WK and wait time WT; thus, calibration 
results of Model 2 will be used for determining the values of 
transfer penalties and other related service attributes. 

The choice behavior of bus riders using regular tickets is not 
much different from that of bus riders using discount tickets. 
As shown in Table 4, Model 2 yields statistically indifferent 
results when calibrated with two subsamples of regular and 
discount ticket users. The formal statistical test procedure 
given in the appendix shows no significantly different taste 
variations between the two subgroups of transit users in Taipei. 
Therefore, the assessment of transfer penalties will be made for 
all transit users in Taipei as a whole; detailed assessment for 
different subgroups of bus riders seems unnecessary. 

ASSESSMENT RESULTS AND DISCUSSION 

The values of transfer penalty and other related attributes can 
now be determined on the basis of the calibration results of 
Model 2. Specifically, the estimate of a coefficient in the utility 
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(Sanple Siie N= 327) 

Medel 2 Model 3 

p t p t 

0.600 2.815 0.446 2. 168 

-0. 121 -4.430 NA•• NA 

-0.059 -2.870 NA NA 

NA NA -0.081 -4.776 

-0.020 -1.421 -0.023 -1.589 

-0. 134 -2.508 -0. 124 -2.387 

0.875 5.382 0.8~ 5.474 

-160.307 -162.674 

-226.659 -226.659 

0.293 0.282 

TABLE 4 RESULTS OF TWO SUBSAMPLES 

Regular Ticket Discount Ticket 

Users Users 
Attribute 

(lM43) (Nal84) 

p t p t 

Qxistant Term, p, 0.605 1.748 o.~ 2.522 

Walk Time, 1K -0. 112 -2.844 -0.131 -3. 164 

Wa.1 t Time, IT -0.068 -2.509 -0.045 -1.546 

In-Vehicle Time, -0.019 -0.951 -0.023 -1 .385 
IV 

a. Fare, m -0. 140 -2.006 -0. 1,, -1 .334 

~ Vari&lbe, d 0.956 3.641 0.857 4.420 

LL(,) ~.233 -94.626 
·-

LL(O) -99.120 -127.539 

p• • 1-~ LL(O 0.342 0.258 

functions represents the value in utility units per unit of its 
corresponding attribute. The negative of the estimated constant 
P1 represents the disutility or penalty of one transfer. Time or 
money equivalents of the values of each attribute can be ob­
tained from the ratios between appropriate pairs of the esti­
mates. The assessment results are given in Table 5. 

As presented in Table 5, the disutility of one bus transfer 
perceived by an average transit user in Taipei is approximately 
equivalent to 4.5 N.T. dollars (about 14 U.S. cents, assuming an 
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TABLE 5 ASSESSMENT RESULTS 

~ In-Vehicle Time Wait Time Walk Time Bus Fare Transfer Penalty • 

e (minute) (minute) (minute) (N .T. Dollar) (utility unit) 

Estimate of Coeffi- -0.020 -0.059 
cient (utility unit) 

Money Equivalency 
0.15 0.44 

(N.T. Dollar) 

In-Bus Travel Time 1.00 2.95 
Equivalency (minute) 

Wait Time 

Equivalency (minute) 
0.34 1.00 

Walk Time o. 16 0.49 
Equivalency (minute) 

•The disutility of one bus transfer. 

exchange rate of 1 U.S. dollar to 32 N.T. dollars), 5 min of walk 
time, 10 min of wait time, or 30 min of in-bus travel time. 
These values suggest that in current practice transit planners 
may underestimate the transfer penalty to bus riders. Conse­
quently, a truly optimal transit network structure might be more 
connective than what transit planners originally thought. 

The estimated values of walk time, wait time, and in-bus 
travel time associated with transit travel in Taipei are also given 
in Table 5. The value of in-bus travel time is approximately 9 
N.T. dollars (28 U.S. cents) per hour, which is about 10.5 
percent of the hourly wages of an average worker in Taipei. 
The value of wait time is about 26.4 N.T. dollars (82.5 U.S. 
cents) per hour, and the value of walk time is about 54 N.T. 
dollars (1.68 U.S. dollars). 

The values of walk time and wait time are six and three times 
of the value of in-bus travel time, respectively. The apparently 
overestimated value of walk time implies that pedestrians in 
Taipei are experiencing significant inconvenience or unpleas­
antness when they walk on the streets because the design of 
traffic signs and signals in Taipei tends to ignore the pedestrian 
traffic. Pedestrians in Taipei also lack adequate walking space. 
Many sidewalks are blocked with parked motorcycles, and 
most covered walkways are constantly crowded with stalls of 
illegal peddlers. All this makes it difficult for pedestrians to 
move about in Taipei. 

The first available bus has a tremendous influence on the 
transit behavior of bus riders in Taipei. As shown in the cali­
brated utility function of Model 2 (Table 3), the preference for 
the first available bus is even greater than that for avoiding a 
bus transfer: P6 = 0.875, which is greater than p1 = 0.60. This 
difference means that a bus rider in Taipei is likely to get on 
board the first available bus, even if it requires a transfer en 
route. Specifically, all other factors being equal, a first available 
bus requiring one transfer en route would be preferred with a 
probability of 0.56. This preference implies that when the 
capacity of a transit system is not sufficient to carry its demand, 
bus riders might be more concerned about getting on a bus than 
about avoiding bus transfers. 

-0. 121 -0. 134 -0.600 

0.90 1.00 4.48 

6.05 6.70 30.00 

2.05 2.27 10. 17 

1.00 1. 11 4.96 

The assessment results and implications reported in this 
paper may not apply to those transit systems in North America 
that have relatively low demand volumes as compared to their 
capacities. To what degree the assessment results of transfer 
penalty to bus riders in Taipei can be transferred or applied to 
transit systems in other geographic areas appears to be an 
interesting question and needs to be further studied. 
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APPENDIX: TEST OF TASTE VARIATIONS 
BETWEEN TWO GROUPS OF TRANSIT 
USERS IN TAIPEI 

The transit users in Taipei can be divided into two groups: one 
that uses regular tickets; the other, discount tickets. Let two 
market segments, g = 1 and 2, which represent regular and 
discount ticket user groups, respectively, be defined. To test if 
there are significant taste variations between these two groups 
of transit users in Taipei, the following hypothesis testing is 
performed. 

The null hypothesis is that there are no taste variations 
between the two groups of users or market segments, that is, 

where ~8 is the vector of coefficients of market segment g (g = 
1, 2). The test statistic is given by 
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where 

LN(~) = the maximum log likelihood of the 
restricted model that is estimated on the 
pooled data set with N observations, and 

= the maximum log likelihood of the 
model estimated on the gth subset of the 
data with N

8 
observations (g = l, 2). 

From Tables 3 and 4, using the results of Model 2, 

N = 327, 

N1 = 143, 

N2 = 184, 

LN(~) = -160.307, 
"1 

LN1(~ ) = -65.233, and 
"2 

LN2(~) = -94.626. 

The value of the test statistic is thus 0.448. 
The test statistic as just defined is x,2 distributed with six 

degrees of freedom. At a= 0.05, the critical value is x'·o.os,6 = 
12.592, which is larger than the calculated test statistic, 0.448. 
Therefore, H 0 cannot be rejected. This result implies that there 
are no significant taste variations between the two groups of 
transit users in Taipei. 

Publication of this paper sponsored by Committee on Passenger 
Travel Demand Forecasting. 
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Forecasting Intermodal Competition in a 
Multimodal Environment 

KEVIN NEELS AND JOSEPH MATHER 

In this paper, the problem or accurately describing patterns of 
intermodal competition in a situation in which there are a 
large number of alternative modes available Is discussed. This 
research was motivated by efforts to increase the capacity and 
usage of the existing Hudson River crossings connecting Man­
hattan and northern New Jersey. This corridor is charac­
terized by the presence of an unusually large number or dis­
tinct transportation options and a high level of transit use. In 
such a setting, it is important to know not just how many 
commuters might use a new service, but also from which 
existing services they would be drawn. The mathematical 
structure of an innovative model developed for NJ Tran It and 
the Port Authority of New York and New Jersey to allocate 
demand across seven primary modes is presented. The repre­
sentation ofintermodal competition that this model provides is 
considered, and its properties are contrasted with those of 
some commonly used variants of the familiar logit model. 
Empirical estimates of the own- and cross-elasticities of de­
mand implied by the model coefficients are broken down by 
mode, service attribute, and geographic area. 

In recent years the situation in the corridor connecting northern 
New Jersey and Manhattan has been described as a crisis. In 
the early 1980s after a decade of relative stability, the demand 
for travel across the Hudson River into Manhattan began to 
grow. As a result of changes in the structure and growth rate of 
the Manhattan economy, as well as shifts in the pattern of 
development in northern New Jersey, peak travel demand in the 
trans-Hudson corridor increased substantially throughout the 
early years of the decade. Because of the geography of the 
region and the structure of its transportation network, all of 
these trips had to funnel through one of a limited number of 
river crossings. Congestion at these bottlenecks increased dra­
matically, generating serious needs for extra capacity and im­
provements in service. 

NJ Transit, the agency charged with responsibility for provi­
sion of public transportation services in the state of New Jersey, 
responded to this need by initiating a major program of im­
provements to the trans-Hudson system. A wide range of pro­
posals was developed to increase the capacity and use of the 
existing Hudson River crossings. In order to assess the cost­
effectiveness of these proposals and design the package of 
improvements that would relieve the crisis in the most efficient 
way, NJ Transit needed a planning tool that would permit the 
agency to predict the responses of trans-Hudson commuters to 
the proposed improvements. In cooperation with the Port Au­
thority of New York and New Jersey, NJ Transit asked Charles 

K. Neels, Charles River Associates, 200 Clarendon Street, Boston, 
Mass. 02116. J. Mather, NJ Transit, McCarter Highway & Market 
Streets, Newark, N.J. 07101. 

River Associates to develop a modal split model for the north­
ern New Jersey-Manhattan travel market. 

It was immediately apparent that in order to address the key 
policy questions raised by the trans-Hudson crisis and NJ 
Transit's efforts to resolve it, it was essential that the model 
provide an accurate representation of intermodal competition in 
the corridor. In this complex multimodal environment charac­
terized already by extremely heavy transit usage, policy makers 
and planners had to know not just how many commuters might 
be attracted to a new service, but also from where they would 
be drawn. To contribute to the solution of the trans-Hudson 
crisis, a transportation improvement had to draw commuters 
out of automobiles and other low-occupancy vehicles, and not 
simply cannibalize existing transit ridership. 

How the model was developed and the problem of inter­
modal competition are described in this paper. The next section 
describes in general terms the form and specification of the 
model. The mathematical properties of this specification are 
then analyzed, and formulas are derived for own- and cross­
elasticities of demand and contrasted with the formulas of the 
more common multinomial logit (MNL) model. A fourth sec­
tion discusses empirical results. In the conclusion, the implica­
tions of this work for travel demand forecasting are considered. 

MODEL SPECIFICATION 

The model allocates travel demand across seven distinct travel 
modes. These include automobile, three combinations of con­
ventional transit (bus, commuter rail with a PATH trans-Hud­
son link, and commuter rail to Manhattan), two fringe park­
and-ride modes (using either bus or PATH for the trans-Hudson 
segment), and local PATH (which as a mode in itself is defined 
to be available only within an inner core area along the Hudson 
River). 

The explanatory variables used to define the level of service 
along each trip segment are those traditionally found in mode 
choice models. These include variables describing ease of 
access and egress, wait time, transfer time, cost, and line-haul 
time. To take into account the multimodal trans-Hudson en­
vironment, the model incorporates separate coefficients for the 
different types of line-haul time to capture the distinctly dif­
ferent characteristics of the different line-haul technologies. 

The model was formulated as a set of logistic regression 
equations estimated across origin-destination (0-D) pairs (1 ). 
The dependent variable in each equation consisted of the log of 
the ratio of the transit share for the mode in question for that 
0-D pair, divided by the corresponding automobile share. Six 
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equations were estimated---one for each transit mode. The 
automobile mode was thus used as the reference mode, and the 
automobile share was computed from the log-odds ratio predic­
tions using the constraint that the estimated shares had to sum 
to one. The mathematical form of the resulting model is ex­
pressed in Equation 1. 

(1) 

where 

Si = share for Transit Mode i; 
Sa = share for automobile mode, 
X; = explanatory Variable i and 
a. = estimated Coefficient i. 

I 

Each demand equation contains three sets of independent 
variables: measures describing the service offered by the sub­
ject mode; measures describing the service offered by compet­
ing alternatives (which include the reference automobile 
mode); and measures describing characteristics of the 0-D pair 
itself. The latter category includes selected socioeconomic 
variables, as well as dummy variables specifying whether or 
not specific modes are available for trips between that origin 
and destination. 

The definitions of the variables included in the model, as 
well as the data sources and procedures used for model estima­
tion, are described in more detail in another paper by Neels and 
Mather in this Record. 

PROPERTIES OF THE MODEL 

The principal advantage of this formulation is its explicit repre­
sentation of the attributes of the competing modes. The pres­
ence of these variables permits a pair of modes to be either 
close or distant substitutes. The degree of competition between 
them can vary continuously between these two extremes, and 
be estimated empirically. Thus, both the independence of irrel­
evant alternatives problem that characterizes the MNL model 
and the sometimes arbitrary groupings that are often found in 
nested logit models can be avoided. In this respect, the trans­
Hudson model represents a considerable advance in the anal­
ysis of travel behavior in multimodal environments. 

The ability of the model to capture complex patterns of 
intermodal competition can best be illustrated by an examina­
tion of the formulas it implies for the own- and cross-elas­
ticities of demand with respect to level-of-service variables. 
The formulas for these elasticities of demand are derived in this 
section. The next section presents values for selected elas­
ticities derived from the model coefficients. 

Elasticity of demand for travel with respect to some level-of­
service variable I is defined as 

where 

n1,.. = elasticity of demand for Mode m with 
respect to level-of-service variable/; 

(2) 
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= volume of trips made by Mode m, and 
a level-of-service variable such as 
automobile travel time or bus cost. 

In the multimodal framework of the model, I can describe an 
aspect of the level of service offered by Mode m, or a measure 
of the level of service offered by any competing mode. 

The modal split model assumes implicitly that the total 
number of trips remains constant, and that any change in the 
level of demand for a particular mode is the result of modal 
shifts. Equation 2 can thus be rewritten as 

(3) 

where S,.. is the share of trips made by Modem. 
In calculating elasticities with respect to the level-of-service 

variable/, all other level-of-service variables are held constant. 
This assumption implies that 

(4) 

Substituting Equation 4 into Equation 3 yields 

(5) 

To complete the derivation of the formula for the demand 
elasticity, the particular functional form of the line haul mode 
share model must be considered and the partial derivative 
as,..1a1 must be evaluated 

The line-haul mode share model takes the general form 

(6) 

where 

Si = share of trips for Transit Mode i, 
SA = share of trips for automobile mode, and 

/ 1, ... , In = explanatory variables. 

The overall mode will include one such equation for each of 
the six line-haul transit modes. The explanatory variables can 
refer to the level of service offered by the subject mode, or by 
any competing mode. For the purposes of this derivation, all six 
demand equations are assumed to contain the same set of 
explanatory variables but different variable coefficients. Some 
coefficients, of course, can be equal to zero. 

In computing the partial derivative, all explanatory variables 
except the one of interest are held constant. Thus, the explana­
tory variables can be folded into the constant term, and without 
loss of generality the system of equations can be expressed as 

(i = 1, ... ' 6) (7) 

referring to the six transit modes; and ci, bi are the constant 
terms and coefficients of variable I in Equation 7. 
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The share for automobiles can be computed as a residual. 
Solving the set of equations for SA yields 

1 
SA = --~6------

1 + ti exp(cj + bj I) 

From Equations 7 and 8 it can be shown that 

exp(ci + bi /) Si = __ ....,6 _____ _ 

1 + L exp(ci + bi I) 
j=l 

Therefore, 

(8) 

(9) 

With the help of Equations 8 and 9, this expression can be 
simplified to 

as. ( 6 ) 
-

1 = s. b· - Lb·S· CJ/ I I j=l J J 

Substitution of Equation 11 into Equation 5 then yields 

(11) 

(12) 

where nli is the elasticity of demand for Travel Mode i with 
respect to level-of-service variable/. 

The specification used for the trans-Hudson mode choice 
model includes the MNL model as a special case. In the 
standard MNL context, a demand equation of the form shown 
in Equations 1 and 6 for a transit mode would include only 
level-of-service variables associated with that mode and the 
reference mode of automobiles. As a result, in the formula 
shown in Equation 12, 

forallj-:t. i. (13) 

If I represents a level-of-service variable associated with 
Mode i, Equation 12 reduces to 

(14) 

which is the formula for the own-elasticity of demand implied 
by the multinomial logit model. 
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If I represents a level-of-service variable associated with 
some Mode i -:t. j, Equation 12 reduces to 

(15) 

which is, of course, the formula implied for the cross-elasticity 
of demand implied by the MNL model. 

Note that the formula shown in Equation 15 is independent 
of i. Thus, the cross-elasticity of demand with respect to level­
of-service Variable I will, in the MNL model, be the same for 
all other modes. If one mode is improved, the MNL model 
predicts that it will draw share from all other modes in propor­
tion to their current shares. In the trans-Hudson context, where 
there are seven distinct modes, some of which are closely 
related, this is a restrictive and unrealistic assumption. 

RESULTS 

Because the value for the elasticity depends on both modal 
shares and the value taken by the level-of-service variable, it 
was necessary to select a reference point in order to calculate 
what values the model implies for own- and cross-elasticities of 
demand. The point chosen represents average conditions in the 
Newark Division-the portion of New Jersey served by NJ 
Transit commuter trains running through Newark and on to 
Penn Station, New York. Values calculated for selected own­
elasticities of demand using the formula shown in Equation 12 
and the estimated mode coefficients are presented in Table 1. 

The different modes presented in Table 1 differ dramatically 
in their sensitivity to changing levels of service. With their low 
modal shares, the two park-and-ride modes show the greatest 
sensitivity to changes in level of service. This sensitivity is 
especially pronounced in connection with access time, which 
constitutes a large fraction of the total trip time for these 
modes. In contrast, the two commuter rail modes show much 
less sensitivity to changes in the level of service. Automobiles 
and buses fall between these two extremes. 

The elasticity values reflect the geometry of the transporta­
tion system. Although demand for direct rail is less sensitive 
than demand for rail witq transfer to PATH to changes in travel 
time or travel cost, it is much more sensitive to changes in ease 
of access. Their differing responses to changes in access time 
reflect the fact that whereas rail with transfer to PATH is 
relatively ubiquitous, direct rail service to Penn Station, New 
York, is available only in the Newark Division. Demand for 
direct rail service from an area is thus strongly influenced by 
that area's proximity to the lines offering that service. 

In general, the elasticity values presented in Table 1 are 
considerably higher than those normally found in travel de­
mand research. This higher level of sensitivity is attributable to 
the large number of alternatives that are available in this region 
and represented in the model. 

Table 2 presents own-elasticities of demand for the different 
modes with respect to cost, broken down by geographic area. 
The Newark Division, which was described briefly earlier, 
constitutes the southern portion of the study region. The 
Hoboken Division, which is served by NJ Transit commuter 
rail services terminating in Hoboken, constitutes the northern 
portion of the study region. The local PATH area, which com­
prises the remainder, consists of the portions of Hudson and 
Essex counties served directly by the PATH system. 



TABLE 1 SELECTED OWN-ELASTICITIES OF DEMAND, BY MODE, 
NEWARK DIVISION 

Elasticity of Demand with Respect to: 
Mode Line Haul Time Cost Access Time 

Auto -2.69 -2.21 N.A. 

Bus -1.10 -0.64 -0.89 

Au to-to-Bus -0.95 -2.04 -9.21 

Rail-to-PA TH -0.93 -0.58 -0.89 

Auto-to-PATH -1.02 -1.25 -7.73 

Direct Rail -0.37 -0.24 -1.61 

SOURCE: Calculations from mode split model coefficients 
and level of service data. 

TABLE 2 OWN-ELASTICITIES OF DEMAND WITH RESPECT TO COST, BY MODE AND 
GEOGRAPHIC AREA 

Mode Hoboken Division Newark Div is ion PATH Area 

Auto -1.52 -2.21 -1.57 

Bus -0.38 -0.64 -0.30 

Auto/Bus -1.55 -2.04 -1.07 

PATH N.A. N.A. -0.19 

Rail/PATH -0.49 -0.58 N.A. 

Auto/PATH -1.14 -1.25 N.A. 

Direct Rail N.A. -0.24 N.A. 

SOURCE: Calculations from mode split model coefficients and level 
of service data. 

TABLE 3 OWN- AND CROSS-ELASTICITIES OF DEMAND WITH RESPECT TO 
LINE-HAUL TIME: NEWARK DIVISION 

With Respect to Line Haul Time of: 
Demand For: Auto Bus Auto/Bus Rail/PATH Auto/PATH 

Auto -2.69 0.04 O.Ql 0.30 0.15 

Bus 0.20 -1.10 0.01 0.36 0.15 

Auto-to-Bus 1.65 0.04 -0.95 0.30 0.1.5 

Rail-to-Path 0.22 1.13 0.01 -0.93 0.15 

Au to-to-Pa th 1.58 0.04 0.01 0.30 -1.02 

Direct Rail 0.21 0.04 0.01 0.36 0.15 
SOURCE: Calculations from mode split model coefficients and level of 
service data. 

Rail 

0.07 

0.07 

0.07 

0.09 

0.09 

-0.37 
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The elasticity values in the Newark Division, where more 
alternatives are available, are without exception higher in abso­
lute value than the corresponding values for the Hoboken 
Division. This fact emphasizes once again the effect that the 
presence of a large number of alternatives has on individual 
elasticity values. Conversely, elasticities are lower in the local 
PATH area because of the smaller number of trans-Hudson 
modes available there. In addition, the price elasticity of de­
mand for PATH is low because of the huge share of the market 
that PATH commands in that area. In effect, there are few trans­
Hudson commuters left to be diverted to PATH. 

Table 3 presents the own- and cross-elasticities of demand 
with respect to line-haul time that the model implies for the 
Newark Division. Here the ability of this specification to 
provide a flexible treatment of a large number of travel alterna­
tives is apparent. The first column of the table shows that an 
improvement in automobile travel time will have a major effect 
on demand for the two park-and-ride modes, and much less 
effect on demand for the more traditional transit alternatives. 
The second column shows that improvements in regular bus 
service are likely to have a much bigger effect on use of the rail 
with transfer to PATH option than on other transit modes. This 
result confirms impressions formed by NJ Transit staff based 
on recent shifts in patterns of demand. The third column, 
however, indicates that a change in automobile-to-bus travel 
time would be likely to have a uniform effect on the demands 
for other modes. The competing mode terms in Equation 1 
were insignificant for automobile-to-bus mode, providing di­
rect statistical support for the appropriateness in this case of the 
IIA assumption. A similar result was found in the case of the 
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automobile-to-PATH mode. Changes in travel time for either 
rail with transfer to PATH or direct rail would have differential 
effects on demands for the other modes, although in these cases 
the differences are not pronounced. 

CQNCLUSION 

The results presented are intuitively plausible, and generally 
conform closely to the expectations of knowledgeable ob­
servers of recent developments in the trans-Hudson travel cor­
ridor. They demonstrate the ability of this model form to 
provide a sensitive, accurate treatment of the complex multi­
modal environment of the northern New Jersey to Manhattan 
market. With seven primary modes and an empirically esti­
mated pattern of intermodal competition, this model represents 
a considerable advance in the ability to deal with markets of 
this type. It has proven to be a useful, flexible tool for evaluat­
ing potential solutions to the trans-Hudson crisis. 
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Modeling Mode Choice in New Jersey 

KEVIN NEELS AND JOSEPH MATHER 

In this paper, a mode choice model developed for NJ Transit 
and the Port Authority of New York and New Jersey to assist 
in the evaluation of proposals for Increasing the capacity and 
use of the existing Hudson River crossing connecting Manhat­
tan and northern New Jersey is described. The model focuses 
on the choices of a.m. peak period eastbound commuters. It 
allocates demand across seven primary modes, including auto­
mobile, bus, two park-and-ride modes (automobile to bus and 
automobile to PATH), and three rail modes (commuter rail to 
Penn Station, commuter rail with transfer to PATH, and local 
access to PATH). The emerging trans-Hudson crisis that 
provided the impetus for the model development effort, the 
planning program of which it was a part, the data sources used 
In the effort, the speclficatton of the model, the procedures 
used to estimate the model coefficients, the statistical results of 
the model estimation, and the model's forecasting performance 
are also discussed. 

In this paper, the mode choice model developed by NJ Transit, 
the Port Authority of New York and New Jersey, and Charles 
River Associates is described. This model is explicitly de­
signed to be sensitive to the presence and comparative quality 
of the large number of travel alternatives available in that 
market. With the large number of modes it handles (se,ven) and 
the flexible way in which it captures intermodal competition, it 
represents one of the most ambitious efforts to date to forecast 
travel demand in a complex, multimodal environment. 

The model was developed to help NJ Transit and the Port 
Authority to deal with the trans-Hudson crisis. Over the past 
several years, the growth in service employment in Manhattan 
has stimulated a rapid increase in journey-to-work travel. 
Largely a result o~ its high-quality and comparatively inexpen­
sive housing stock, New Jersey has provided a growing share 
of the workers filling these new jobs. According to the Bureau 
of the Census, in 1980, 10 of every 100 Manhattan jobs were 
held by New Jersey residents. However, recent Port Authority 
estimates suggest that of the new Manhattan jobs being created 
in the late 1980s, 34 of every 100 jobs will be held by New 
Jersey residents. Already in the first half of the decade, trans­
Hudson commuters have experienced lengthening backups and 
delays at the Hudson River crossings and passenger loadings 
that strain the capacity of trans-Hudson transit links. The trans­
Hudson crisis is due to the system's inability to serve current 
demand and the constraint this places on New Jersey's eco­
nomic development. 

Because of the problems the model was intended to address, 
the development team had to strike a balance among a number 
of distinct and sometimes conflicting goals. There were a 
number of important features that were incorporated into the 
model, including 

K. Neels, Charles River Associates, 200 Clarendon Street, Boston, 
Mass. 02116. J. Mather, NJ Transit, McCarter Highway & Market 
Streets, Newark, N.J. 07101. 

• Statistical estimation of model parameters, 
• Accurate representation of intermodal competition, 
• Appropriate responses to policy changes, 
• High levels of forecast accuracy, and 
• Ease of estimation and use. 

The primary requirement was that the model parameters be 
eslimated statistically from locally collected data. This pro­
cedure was the only way to achieve the best fit to the data, to 
ensure that the model parameters fully reflected local patterns 
of behavior, and to guarantee the objectivity of the model 
results. 

It was also critically important that the model be able to deal 
with the large number of modal alternatives that are available 
in the trans-Hudson commuter market and provide an accurate 
representation of the complex patterns of competition that exist 
among them. In this complex, multimodal environment charac­
terized already by extremely heavy transit usage, policy makers 
and planners had to know not just how many commuters might 
be attracted to a new service, but also from where they would 
be drawn. To contribute to the solution of the trans-Hudson 
crisis, a transportation improvement had to draw commuters 
out of automobiles and other low-occupancy vehicles, and not 
simply cannibalize existing high-eapacity transit ridership. 

It was decided early in the development effort to build into 
the model appropriate responses to key policy variables. The 
most important goal of the calibration effort was to produce a 
model that would provide appropriate and accurate predictions 
of the responses of trans-Hudson commuters to changes in 
service levels or modal attributes. To achieve this goal, the 
process had to build into the model appropriate values for the 
key behavioral parameters. Specifically, the model had to imply 
reasonable values for self- and cross-elasticities of demand. It 
also had to be sensitive to the service attributes that were 
important from a policy point of view. 

Because the output of the model would be used to evaluate 
the financial feasibility of alternative capital improvements and 
to make key engineering decisions regarding capacity and 
station location, it was essential that the model be able to 
reproduce and forecast patterns of travel behavior with a high 
degree of accuracy. 

Because this model was to be a working model that would be 
used on an ongoing basis to analyze and solve practical plan­
ning problems, it was important that the model be easy to 
estimate and easy to use. The goal was to develop an easily 
applied forecasting tool that could be used by all agencies to 
analyze trans-Hudson travel. It was also necessary to develop a 
model that could be updated by NJ Transit or Port Authority 
staff or reestimated as better or more recent data became 
available. These goals led to a decision to rely on microcom­
puters to build and run the model. 
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The remainder of this paper is divided into four sections. The 
section that follows presents the form and specification of the 
model that emerged from this effort. The third section of the 
paper describes the sources of data that were used in the model 
estimation. The fourth section describes procedures used to 
estimate the model coefficients. The final section presents es­
timation results and summarizes what was learned. 

MODEL SPECIFICATION 

The model was formulated as a set of logistic regression equa­
tions estimated across origin-destination (0-D) pairs (1). The 
dependent variable in each equation consisted of the log of the 
ratio of the transit share for the mode in question for that 
0-D pair, divided by the corresponding automobile share. Six 
equations were estimated--one for each transit mode. Auto­
mobiles were thus used as the reference mode, and the auto­
mobile share was computed from the log-odds ratio predictions 
using the constraint that the estimated shares had to sum to one. 
The mathematical form of the resulting model is shown in 
Equation 1. 

where 

share for Transit Mode i; 
share for automobile mode, 
explanatory Variable i and 
estimated Coefficient i. 

(1) 

Each demand equation is composed of three sets of indepen­
dent variables: measures describing the service offered by the 
subject mode, measures describing the service offered by com­
peting alternatives (which include the automobile reference 
mode), and measures describing characteristics of the 0-D pair 
itself. The last category includes selected socioeconomic vari­
ables, as well as dummy variables specifying whether or not 
specific modes are available for trips between an origin and 
destination. 

The principal advantage of this formulation is its explicit 
representation of the attributes of the competing modes. The 
presence of these variables permits a pair of modes to be either 
close or distant substitutes. The degree of competition between 
them can vary continuously between these two extremes, and 
can be estimated empirically. Thus, both the IIA problem that 
characterizes the multinomial logit (MNL) model and the 
sometimes arbitrary groupings that are often found in nested 
logit models can be avoided. In this respect, the trans-Hudson 
model represents a considerable advance in the analysis of 
travel behavior in multimodal environments. 

One of the thorniest problems lay in the definition of the 
modal alternatives. Mode definition was difficult not only be­
cause many different transportation technologies were avail­
able in the trans-Hudson market, but also because these tech­
nologies were used by commuters in such varied and complex 
ways. A standard technology-based approach to mode defini­
tion in this region might have resulted in only three modes: 
automobile, bus, and rail. However, a close look at the way in 
which these traditional modes manifest themselves within 
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the region quickly reveals the inadequacy of this simple 
trichotomy. 

Consider, for example, rail. A substantial number of com­
muters drive long distances to access PATH, the rapid transit 
system connecting northern New Jersey and Manhattan. The 
PATH systems serves two other distinct markets as well: local 
walk-on or bus access riders, and commuter rail riders who 
transfer to PATH for the final trans-Hudson leg of their journey. 
The commuter rail riders transferring to PATH, in turn, make 
up a different market from that of the commuters who travel 
directly to Penn Station, New York, on NJ Transit or Amtrak 
trains. 

In order to understand patterns of travel demand in this 
market it was important to account both for the characteristics 
of the technology and the way in which it was used by com­
muters. For this reason, the model was based on modal defini­
tions that reflect distinct patterns of travel behavior, rather than 
distinct vehicle or guideway technologies. The model allocates 
travel demand across seven distinct travel modes. These in­
clude automobile, three combinations of conventional transit 
(bus, commuter rail with a PATH trans-Hudson link, and com­
muter rail to Manhattan), two fringe park-and-ride modes 
(using either bus or PATH for the trans-Hudson segment), and 
local PATH (which as a mode in itself is defined to be available 
only within an inner core area along the Hudson River). 

The explanatory variables used to define the level of service 
along each trip segment are those traditionally found in mode 
choice models. These include variables describing ease of 
access and egress, wait time, transfer time, cost, and line-haul 
time. In a further effort to take into account the multimodal 
trans-Hudson environment, separate coefficients for the dif­
ferent types of line-haul time were incorporated into the model 
to capture the distinctly different characteristics of the different 
line-haul technologies. 

Measures of ease of access were constructed using a parallel 
impedance formulation. This formulation, which is based on an 
analogy to electrical circuit theory, was used because of its 
ability to deal with situations in which multiple-access modes 
are available. The parallel impedance formula reflects both the 
number of access options available as well as their quality. It 
has the property that the addition of a new access mode always 
improves ease of access, regardless of the quality of the new 
option. Hence it avoids the feeder bus paradox in which the 
introduction of a new but inferior access mode increases aver­
age access time and decreases the share of the line-haul mode 
that has been improved. The exact formula used is shown in 
Equation 2 for a two-access mode example. 

(.1 1)-1 

A = lTw + Ta 

where 

A 
Tw 
Ta 

= 
= 
= 

ease of access, 
walk access time, and 
automobile access time. 

(2) 

In exactly the same way, egress parallel impedances were 
calculated for representation of the egress alternatives in this 
region. 
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DATA SOURCES 

The data set used for estimation of the model coefficients was 
constructed from two primary sources. A comprehensive set of 
travel surveys administered by the Port Authority and NJ Tran­
sit provided information on patterns of demand and selected 
socioeconomic characteristics of commuters. A combination of 
published schedules, time tables, and field measurements 
provided travel times, cost, frequency, and other level-of-ser­
vice measures. 

The funneling of the entire target travel market through the 
Hudson River crossings created an environment in which sur­
veying commuters was relatively easy. Partly for this reason, a 
large body of recently collected travel survey data was avail­
able for the model development effort. Within the 2 years 
preceding the initiation of the project, on-board surveys were 
administered to bus riders, commuter rail passengers, and users 
of the PATII system In addition, comprehensive surveys of 
users of automobile facilities were available. Usable responses 
were obtained from approximately 50 percent of all eastbound 
peak-period trans-Hudson commuters. 

Level-of-service variables were developed from schedules, 
timetables, and field measurements. Starting with times, costs, 
and frequencies for individual bus and rail lines, the data were 
first summarized to the minor civil division level for bus and 
the station level for rail. Subsequent aggregations summarized 
the information at an 0-D level using zone definitions de­
veloped specifically for this project. 

An early decision was made to rely on an aggregate ap­
proach to model development and forecasting. In contrast to 
many recent model development efforts, the project was carried 
out in a data-rich environment. Hence, the economies in es­
timation that disaggregate modeling can offer were not needed. 
The use of data based on zonal level averages offered a number 
of advantages. First, the aggregate data structure made it possi­
ble to carry out all calibration and forecasting on a microcom­
puter and thereby realize significant time and cost savings. 
Second, the small datasets and microcomputer-based process­
ing permitted by an aggregate approach gave the model the 
potential for wide distribution and easy use. Third, the use of 
aggregate data permitted the manual generation of much of the 
initial input data. This last feature was a great advantage in the 
early stages of the effort, before much progress towards auto­
mating the process of developing model inputs was made. 

Because the focus of the modeling effort was entirely on 
peak-period trans-Hudson travel, the trip table was structured 
to contain one-way (eastbound) trip flows from origins west of 
the Hudson to destinations east of the Hudson. Working within 
a practical limit of approximately 1,000 trip interchanges, the 
study region was divided into a relatively coarse zone system. 
This zone system used the region's transportation network as a 
skeletal framework. The commuting region west of the Hudson 
River was divided into 23 radial corridors. Each corridor was 
defined around either a rail line, a bus service corridor, or a 
concentration of automobile users. Within each corridor, varia­
tions in residential density and demographic characteristics 
were used to define three to four concentric sectors, as appro­
priate. The final zone system in New Jersey was composed of 
68 origin zones, each containing an average of 2,916 peak­
period trips in an area of 74 mi2. 
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The destination area east of the Hudson River was seg­
mented into 10 Manhattan central business district (CBD) anal­
ysis zones, with four additional external destination zones to 
maintain consistency with overall trip control totals. The 10 
destination zones considered in the analysis are all in Manhat­
tan, south of 60th Street. These zones were defined from 
smaller Port Authority zones primarily on the basis of prox­
imity to Manhattan's various transportation terminals. 

ESTIMATION 

In this section, the procedures followed in calibrating the trans­
Hudson mode split model are outlined. Calibration is defined as 
the full process of bringing up an operational model for practi­
cal use. Thus, calibration includes but is not limited to the use 
of statistical procedures to estimate model coefficients. Much 
of the hard work involved in achieving the ambitious goals set 
for this effort actually took place in the calibration process. 

Ordinary least squares estimation was used in initial explora­
tory work. This procedure was consistent with the basic form 
of the model and with the use of aggregate demand and service 
data. It generated results quickly and cheaply, and permitted 
both establishing the basic outlines of the model and refining 
the data procedures. 

In an effort to build the desired policy sensitivity into the 
model, a number of cross-coefficient constraints were imposed 
on the various demand equations. These constraints typically 
set the coefficient for one service attribute to be a multiple of 
the coefficient for a related service attribute. They were made 
necessary by the limited amount of variation in these service 
measures contained in the base data set, and the consequent 
difficulty of obtaining precise coefficient estimates directly. 

Such constraints were relied on heavily in the PATII equa­
tion and in the equations for the two park-and-ride modes. For 
example, in the case of PATH it was important for the sake of 
completeness and consistency with other modes to consider 
separately line-haul time, wait time, and transfer time. The 
PATII system is not extensive, however, and has relatively little 
variation in service frequency. The only transfer in the entire 
system is an insignificant across-the-platform transfer at the 
Journal Square Station. Rather than drop these two variables 
from the model, relationships found in travel demand literature 
were used and these two coefficients were set at twice the line­
haul time. In this way, the desired policy sensitivity was built 
into the model. 

The use of cross-coefficient constraints solved another po­
tential problem associated with this particular model specifica­
tion. The incorporation of the competing mode variables pre­
sented estimation problems in that there was a large number of 
such variables. Including all of them could have quickly ex­
hausted the available degrees of freedom. Because all that was 
sought by including these variables was a general indication of 
how attractive the alternatives were, the detailed level of ser­
vice variables for each competing mode were combined into a 
summary measure of the generalized cost of that mode. 

This generalized cost was the sum of the travel cost and the 
dollar equivalent of a weighted sum of access, waiting, line­
haul, transfer, and egress travel times for the competing mode. 
Access impedance was weighted at three times the value of 
line-haul time; and waiting, transfer, and egress times were 
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tendency to overestimate shares for these minor modes. To 
compensate for this problem. a set of threshold limits was 
estimated that set a lower bound for the estimated share for 
each mode. These thresholds were set at the values for each 
mode that best distinguished between zero and nonzero share 
0-D pairs in the baseline dataset. In applications, mode shares 
below the threshold limit are set to zero. In effect, the mode 
split model is applied conditionally, given a prior judgment 
about which modes will have nonzero shares. That judgment, 
in turn, is based on the relative attractiveness of the differ~mt 
modal options. This procedure is consistent with the way in 
which the coefficients of the model were estimated, because in 
using a logistic regression approach 0-D pairs with a zero 
mode share were eliminated from the estimation dataset. 

RESULTS 

The following list presents goodness-of-fit and summary statis­
tics for the regression carrying out the simultaneous estimation 
of the six demand equations. 

Statistic 

R2 
Corrected R2 

F statistic 
Number of observations 

Value 

0.6530 
0.6484 
142.8 
1,999 
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Despite the large number of primary modes and the complexity 
and diversity of the region the model describes, the percentage 
of variation explained by the model is relatively high. The 
model coefficients are highly significant. 

Tables 1-6 present the estimated coefficients of the six 
individual transit demand equations. As a result of the rich set 
of data available for model estimation and the use of a priori 
information in the form of cross-coefficient and cross-equation 
constraints, the individual coefficient estimates are, as a rule, 
extremely precise. Standard errors are small. 

The ability of the model to replicate the baseline demand 
data varies somewhat by mode. Automobile and PATH modes 
are forecast with the highest accuracy. Prediction errors for 
these modes are about one-third the average number of trips per 
interchange. The model deals well with these two modes 

TABLE 4 REGRESSION RESULTS FOR RAIL-TO-PATii EQUATION IN MODAL-SPLIT MODEL 

Standard 
Variable Coefficient Error T-Statistic 

Rail-to-PATH Service Variables: 

Rail-to-PA TH Cost -.2162 .00.54 -39.828 
Rail-to-PATH Rail Time -.0301 .0008 -39.828 
Rail-to-PA TH PA TH Time -.0301 .0008 -39.828 
Rail-to-PA TH Wait Time -.0602 .001.5 -39.828 
Rail-to-PA TH Transfer 

Time -.0903 .0023 -39.828 
Rail-to-PATH Access 

Impedance -.1230 .0096 -12.825 
Rail-to-PATH Egress 

Impedance -.1748 .0217 -8.037 

Competing Mode Variables: 

Auto Time .0364 .0018 20.71.5 
Auto Cost .2871 .0137 20.927 
Bus Generalized Cost .1840 .o 167 11.041 
Direct Rail Generalized 

Cost .0026 .0004 6.906 

Modal Availability Flags: 

Local PATH Market Area 
Flag -.1353 .3000 -0.451 

Direct Rail Market Area 
Flag -~0874 .o 127 -6.906 

Other Terms: 

Intercept -2.9703 .5066 -.5.863 

NOTE: The standard error shown for the intercept term is based upon an 
approximate calculation that ignores the covariance between the 
intercept term for the pooled regression and the intercept shift for 
this equation 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 



TABLE 5 REGRESSION RESULTS FOR NONLOCAL PATH EQUATION 
IN MODAL-SPLIT MODEL 

Variable Coefficient 

Nonlocal PATH Service Variables: 

Nonlocal PA TH Cost 
Nonlocal PATH Line 

Haul Time 
Nonlocal PATH Wait Time 
Nonlocal PA TH Transfer 

Time 
Nonlocal PA TH Access 

Impedance 
Nonlocal PA TH Egress 

Impedance 

Competing Mode Variables: 

-.483.5 

-.0623 
-.1246 

-.1246 

-.1869 

-.1246 

Auto Time .0.53.5 
Au ID Cost .4 J .56 
Direct Rail Generalized 

Cost .0042 

Modal Availability Flags: 

Direct Rail Market Area 
Flag 

Other Terms: 

Intercept 

-.1392 

-2.7.571 

Standard 
Error T-Statistic 

.0322 J.5.012 

.0041 -J.5.012 

.0083 -1.5.012 

.0083 -1.5.012 

.0124 -J.5.012 

.0083 -J.5.012 

.0030 17.639 

.0236 17.639 

.000.5 7.970 

.017.5 -7.970 

• .5361 -.5.143 

NOTE: The standard error shown for the intercept term is based l4JOn an 
approximate calculation that ignores the covariance between the 
intercept term for the pooled regression and the intercept shift for 
this equation. 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 

TABLE 6 REGRESSION RESULTS FOR DIRECT RAIL EQUATION IN 
MODAL-SPLIT MODEL 

Standard 
Variable Coefficient Error T-Statistic 

Direct Rail Service Variables: 

Direct Ra ii Cost -.0779 .0254 -3.068 
Direct Rail Line Haul 

Time -.0104 .0034 -J.068 
Direct Rail Wait Time •• 0208 .0068 -J.068 
Direct Rail Transfer 

Time -.0312 .0102 -J.068 
Direct Rail Access 

Impedance -.J.593 .0141 -11.324 
Direct Rail Egress 

Impedance -.2367 .0290 -8.176 

Competing Mode Variables: 

AulD Time .0363 .0018 20.663 
AulD Cost .2865 .0137 20.884 
Rail-to-PA TH Generalized 

Cost .0098 .0079 J.248 

Modal Availability Flags: 

PA TH Market Area Flag -.1301 .452.5 -0.287 

Other Terms: 

Northeast Corridor 
1-'lag 1.4130 .2180 6.483 

Intercept -.9501 .6480 -1.466 

NOTE: The standard error shown for the intercept term is based upon an 
approxima'te calculation that ignores the covariance between the 
intercep t term for the pooled regression and the intercept shift for 
th is equation. 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 
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weighted at twice the value of line-haul time. Time was con­
verted to dollars by using one-half the average hourly wage rate 
of the users of the competing mode as reported in on-board 
surveys. 

In subsequent refinements of the model a procedure was 
adopted that permitted estimating the coefficients of all six 
equations simultaneously. To do this, the estimation datasets 
for the six demand equations were concatenated and slope shift 
variables were introduced to allow each equation to take a 
different set of coefficients. Use of this procedure allowed the 
imposition of cross-equation constraints on coefficients and use 
of generalized least squares to correct for cross-equation cor­
relation of error terms in subsequent reestimations. 

The ability to impose cross-equation constraints on coeffi­
cients permitted more efficient estimation of model coefficients 
and ultimately improved the policy sensitivity of the model. 
These constraints were used in two ways: to incorporate prior 
information about relationships between modes, and to place 
bounds on the cross-elasticities of demand between modes. 

An example of the first use occurred with the two commuter 
rail modes, where there was ample reason to believe that an 
extra minute of commuter rail time was viewed in the same 
way by users of either mode. The coefficients on rail time in the 
two equations were constrained to be the same, thereby im­
proving the precision of the overall model estimate. 

We also used cross-equation constraints to correct a number 
of instances in which the estimated cross-elasticities of demand 
between modes were slightly negative. This typically occurred 
in cases where the modes in question were not close substitutes 
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and where the estimated cross-elasticity was not significantly 
different from zero. With such constraints, these elasticities 
could be constrained to remain strictly, though only slightly, 
positive. 

As part of the calibration process, two adjustments to the raw 
regression results were carried out to improve the model's 
accuracy in practical applictions. 

The first such adjustment corrected for functional form bias. 
Because the ordinary least squares method was used in con­
nection with a log-odds transformation of the underlying de­
pendent variable, the means of the model's predicted shares did 
not necessarily equal the means of the raw data. This potential 
bias was corrected by adjusting the constant terms. A set of 
mode-specific factors was estimated to adjust the total pre­
dicted demand for each mode to the total actual demand found 
in the base trip table. This procedure resulted in a distribution 
of over and under predictions at the zone level that summed to 
zero by mode and were, therefore, unbiased. An iterative pro­
cess estimated the values of these mode-specific adjustment 
factors. 

The second adjustment improved forecasts of minor share 
modes. Minor share modes (those attracting less than 2 percent 
of the trips within an interchange) result from the method used 
to define the analysis zones. Because these zones are defined 
around major transportation facilities, they tend to be domi­
nated by a single mode. Hence, at least one of the competing 
modes typically assumes a small share. For the two park-and­
ride modes, which had small shares regionwide, shares at an 
0-D level would often be zero. Because the log form of the 
model prevents estimates of a zero share, the model had a 

TABLE 1 REGRESSION RESULTS FOR BUS EQUATION IN MODAL-SPLIT MODEL 

Standard 
Variable Coefficient Error T-Statistic 

Bus Service Attributes: 

Bus Cost -.1946 .0164 -11.882 
Bus Line Haul Time -.0182 .0015 -11.882 
Bus Wait Time -.0364 .0031 -11.882 
Bus Access Impedance -.2141 .0303 -7.060 
Bus Egress impedance -.0364 .0031 -11.882 

Competing Mode Variables: 

Auto Time .0363 .0018 20.629 
Auto Cost .2865 .0137 20.884 
Rail/PA TH Generalized 

Cost .0098 .0079 1.248 

Modal Availability Flags: 

Local PA TH Market Area 
Flag .1921 .1710 1.123 

Rail/PATH Market Area 
Flag -.3928 .3147 -1.248 

Other Terms: 

Percent of All HH's In 
High Income Category -.0492 .0052 -9.519 

Intercept -.0233 .3240 -0.072 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 



TABLE 2 REGRESSION RESULTS FOR LONG-HAUL AUTOMOBILE-TO-BUS EQUATION IN 
MODAL-SPLIT MODEL 

Standard 
Variable Coefficient Error T-Statistic 

Auto-to-Bus Service Variables: 

Auto-to-Bus Cost - • .5089 .0904 -.5.631 
Auto-to-Bus Line Haul 

Time -.0.567 .0101 -.5.631 
Auto-to-Bus Wait Time -.113.5 .0202 -.5.631 
Auto-to-Bus Access 

Impedance -.1702 .o .30 2 -.5.631 
Auto-to-Bus Egress 

Impedance -. J J 3.5 .0202 -.5.631 

Competing Mode Variables: 

Auto Time .0.54.5 .0099 .5 • .509 
Auto Cost .4890 .0888 .5 • .509 

Other Terms: 

Intercept -3.8394 .6760 -.5.679 

NOTE: The standard error shown for the intercept term is based upon an 
approximate calculation that ignores the covariance between the 
intercept term for the pooled regression and the intercept shift for 
this equation. 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 

TABLE 3 REGRESSION RESULTS FOR LOCAL PATH EQUATION IN MODAL-SPLIT MODEL 

Standard 
Variable Coefficient Error T-Statistic 

Local PATH Service Variables: 

Local PA TH Cost -1.0370 .0917 -11.314 
Local PATH Line Haul 

Time -.0773 .0068 -11.314 
Local PA TH Wait Time -.J.54.5 .0137 -11.314 
Local PA TH Transfer Time -.1.54.5 .0137 -11.314 
Local PA TH Access 

Impedance -.2318 .020.5 -11.314 
Local PATH Egress 

Impedance -.1.54.5 .0137 -11.314 

Competing Mode Variables: 

Auto Time .0342 .001.5 22.849 
Auto Cost .2831 .0117 24.23.5 
Bus Generalized Cost .0447 .0046 9.614 

Other Terms: 

Intercept 2.6844 . .5717 ti.695 

NOTE: The standard error shown for the intercept term is based upon an 
approximate calculation that ignores the covariance between the 
intercept term for the pooled regression and the intercept shift for 
this equation 

SOURCE: Regression Analysis of Travel Demand and Level of Service Data 
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because each captures a significant number and consistent 
share of the trips within its market area. 

Bus park and ride and PATH park and ride are handled least 
well. The primary motivation for defining these travel paths as 
modes was to remove the influence of fringe park-and-ride 
users from bus and local PATH coefficient estimates. In doing 
so, two small share modes were created, neither of which had a 
strong facility orientation. They drew a small market share 
from a wide region, and were difficult to predict. However, the 
accuracy of Auto-Bus and Auto-PATH forecasts was judged 
adequate given the small number of trips these modes attract 
both across the region and within each interchange. It should 
also be noted that other modeling efforts are under way at NJ 
Transit to deal more specifically with the park-and-ride modes 
and to supplement the more aggregate forecasts of this model. 

The uniform forecast accuracy among the conventional tran­
sit modes is a positive characteristic of the model. Bus, direct 
rail, and rail with transfer to PATH are all replicated well by the 
model. Predictions for these modes are only marginally less 
accurate than the automobile forecasts. The model is not biased 
toward any of the conventional transit modes. The model also 
does not exhibit any strong geographic bias in predictive ac­
curacy. Root mean square errors by mode within the northeast 
test area (Hoboken Division) are consistent with those 
throughout the region. Predictive accuracy within the south­
west (Newark Division) is generally consistent with the region, 
though the treatment of automobiles there is somewhat less 
accurate. 
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The model has been applied extensively by NJ Transit and 
the Port Authority of New York and New Jersey, as well as by a 
variety of consultants to analyze options for improving access, 
travel times, and capacity in the trans-Hudson corridor. It has 
proven itself to be a sensitive and flexible tool that has made an 
important contribution towards resolution of the trans-Hudson 
crisis. 
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North Carolina Procedure for Synthesizing 
Travel Movements 

MARION R. POOLE AND JAMES T. NEWNAM, JR. 

A procedure for synthesizing travel movements in small and 
medium-stud urban areas begun in 1961-1963 by the plan­
ning staff of the North Carolina Department of Transportation 
ls described. Four methods are used, depending on the extent 
of travel surveys done as part of the transportation study. 
Method 1 uses data from an external-cordon, origin and desti­
nation (0-D) survey and small-sample, internal, 0-D survey. 
Method 2 procedures are followed if only an external-cordon, 
0-D survey Is done. Method 3 requires only travel data from 
an internal 0-D survey. Method 4 is followed if no 0-D surveys 
are done. All four methods require comprehensive traffic vol­
ume counts and comprehensive Inventories of employment, 
commercial vehicles, and dwelling units. The North Carolina 
procedure has greatly reduced the time and cost required for 
the travel-modeling phase of transportation studies and has 
enabled more time and effort to be devoted to travel forecast­
ing and transportation plan development and evaluation. A 
brief history of the evolution of the synthesis procedure Is 
Included. 

If every land area had a sufficient variety of required natural 
resources; if people had uniformly adequate basic skills; and if 
people were satisfied with a relatively fixed level of goods, 
foods, and other benefits, there would be no need for travel. 
However, natural resources are not evenly distributed, and 
people have fundamental desires to increase their individual 
benefits and happiness. These factors have led people to spe­
cialize in various endeavors to increase productivity and bene­
fits. This specialization or division of labor and increased 
benefits have increased the need to travel-in order to trade, 
work, play, and obtain required services. Today's complex 
urban society requires extensive travel to fulfill the needs of its 
population and its economic activity. 

Prediction of future travel desires is a basic prerequisite for 
developing an adequate transportation plan for any urban area. 
Conventional techniques for travel forecasting have generally 
involved the development of a series of models that describe 
travel in terms of major components: (a) trip generation, (b) 
trip distribution, and (c) transportation system. From inputting 
of specific future assumptions about factors that create travel, 
the models produce estimates of future travel. The procedure 
for travel model development and travel forecasting has tradi­
tionally included inventories of travel, socioeconomic data, and 
transportation facilities; data validation; trip generation model 
development; transportation system coding and calibration of 
through-traffic assignment; trip distribution modeling; modal­
split modeling; and projection of future travel through pro­
jection of future socioeconomic data and input of the data into 

Planning and Research Branch, Division of Highways, North Carolina 
Department of Transportation, Raleigh, N.C. 27611. 

the travel models. The process has been expensive and tirne­
consuming, particularly in the inventory, data validation, and 
model development phases. 

The purpose of this paper is to describe the synthesis pro­
cedure developed by the planning staff of the North Carolina 
Department of Transportation over more than two decades to 
shorten, simplify, and reduce the cost of travel forecasting. In 
the following sections, evolution of the synthesis procedure 
and current methods of approach is described. 

EVOLUTION OF SYNTHESIS PROCEDURE 

The North Carolina experience in transportation planning be­
gan with the 1959 General Assembly and the enactment of 
general statutes requiring cooperative major street planning. 
These general statutes (a) required state and municipal de­
velopment of a thoroughfare plan; (b) provided for state and 
municipal adoption of the plan; (c) required state and municipal 
agreement on street and highway responsibilities on mutual 
adoption of the plan; (d) defined state and municipal respon­
sibilities; and (e) provided for mutual revision of the plan. The 
statutes applied to all municipalities, but did not affect counties 
because counties in North Carolina have no road ~onstruction 
or maintenance authority. 

In 1958-1962, consultants were used for studies in the larger 
cities that generally included comprehensive internal-home­
interview and external-cordon, origin and destination (0-D) 
traffic surveys. The basic techniques for projection of travel 
were the growth factor method (1) and the combination growth 
factor and modified gravity model (2). 

Beginning in 1961-1963, travel synthesis was initiated in 
smaller cities (3, 4). The technique was based on the Iowa 
gravity model procedures (5) using data from a small-sample, 
home interview, 0-D survey and employment data. An exter­
nal-cordon traffic survey was done. All gravity model computa­
tions and traffic assignments were manual. 

Following the enactment of the federal transportation plan­
ning regulation in 1962, comprehensive studies were required 
for cities over 50,000 population in the 1964-1971 period The 
studies, which were expensive, included comprehensive 0-D 
surveys, extensive gathering of land use and socioeconomic 
data, use of regression analysis techniques to develop estima­
ting equations for trip productions and attractions, and use of 
the gravity model for trip distribution. 

For smaller urban areas, during 1964-1976, the synthesis 
procedure for estimating travel was refined in an effort to 
reduce the cost of planning studies. The refinement included 
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the standardization of procedures, building of a data bank for 
trip generation rates and trip length frequency curves from 
internal 0-D surveys in 17 urban areas of various size, de­
velopment of specialized computer programs, and research on 
procedures for synthesis of through-travel. The cost of internal 
0-D surveys was reduced in urban areas of less than 50,000 by 
reducing the sample size to 5 percent based on research by 
Horn et al. (6) and Parsonson and Horn (7). In 1968, Cochrane 
(8) evaluated the ability of the synthesis approach to duplicate 
traffic volumes on the street system for Mooresville, North 
Carolina, and concluded the synthesis method had better du­
plicating ability than did a uniformly upgraded 0-D survey. In 
1971, Modlin (9) developed a method for estimation of exter­
nal and through-travel that provided means for reducing costs 
associated with external-cordon traffic surveys. Studies for 
Marion, North Carolina (10), and Ahoskie, North Carolina 
(11), were the two earliest studies that used borrowed trip 
generation rates and trip distribution curves as means for mod­
eling and synthesizing travel movements. A study for 
Wilkesboro-North Wilkesboro, North Carolina (12), involved 
the first complete synthesis of all travel patterns-internal, 
external, and through. 

During 1974-1984, dependence on the synthesis methodol­
ogy and its application to urban areas over 50,000 population 
increased 

NORTH CAROLINA PROCEDURE FOR 
MODELING TRAFFIC MOVEMENTS USING 
A SYNTHESIS APPROACH 

The steps involved in the North Carolina modeling procedure 
followed the conventional sequence of (a) study area and traffic 
zone definition, (b) inventory of existing conditions, (c) model 
development, and (d) model validation. Procedures varied de­
pending on whether travel data were totally absent or partially 
available. 

Study Area and Traffic Zones 

Subdivision of the planning area into traffic analysis zones is 
the first step in segregation of travel into component parts for 
model development. Care in delineation of the planning area 
and zones minimizes potential problems in the synthesis pro­
cedure. It is important that the planning area boundary include 
all the land area that may become urban in character during the 
usual 20-year design period, that it follow easily defined to­
pographic features, and that it be located so as to minimize the 
number of street crossings. If an external traffic survey is to be 
done, it is desirable to minimize the number of external stations 
to reduce survey cost, or to minimize analysis required if 
external and through-movements are to be synthesized. An 
external survey done previously in the area would also be 
considered 

Traffic analysis zones should define areas of similar lane use, 
be of regular shape, and contain an area not to exceed 1 mi2. 
Typical urban areas have traffic zones that vary in size from 
10-15 acres in densely developed areas to 500-600 acres in 
sparsely developed areas. Considerations in establishing traffic 
zone boundaries include census tract boundaries; local plan­
ning zone boundaries; topographic features; the existing and 
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proposed street system; existing transit routes; and unique or 
significant travel generators such as airports, shopping centers, 
sports complexes, hospitals, schools, and universities. Because 
travel, from the standpoil).t of the travel forecast models, in 
theory originates and terminates at centroids of traffic zones, 
the analyst delineates zones considering the forecast models. 
The establishment of a large number of small zones means that 
traffic assignment models are more refined but that more error 
is likely in estimation of trip generation on a zonal basis. 
Contrariwise, larger zones produce greater confidence in trip 
generation estimates on a zonal basis, but less confidence in 
assignment model results. 

One or two screenlines are normally defined that completely 
bisect the planning area. The screenlines are used to check and 
validate the travel models. They should follow natural to­
pographic features, cut as few streets as possible to minimize 
travel inventories, and should be common to traffic zone 
boundaries. 

Inventories 

Travel inventories conducted to validate and assist in travel 
model calibration include (a) comprehensive traffic volume 
counts on segments of the major street network and at external­
cordon and screenline stations; and (b) some vehicular classi­
fication counts at selected external-cordon and screenline sta­
tions. Traffic volume counts on street segments are usually 
taken by automatic traffic counters for minimum periods of 48 
hr. Counts at external-cordon and screenline stations are pre­
ferably hourly machine counts taken over a 2-week period 
Vehicular classification counts at selected screenline stations 
and external cordon stations are to determine trip distribution 
by hour of day and vehicle classification. Classification counts 
may be taken for 8-, 16-, or 24-hr periods. 

A small-sample, internal, home interview, 0-D survey or 
external-cordon 0-D survey may be done depending on the 
scope of the study, funds available, and time constraints. An 
external-cordon traffic survey is usually avoided if at all possi­
ble because of the high cost and time required. A small-sample, 
internal survey of 400-600 dwelling units is needed occasion­
ally to update information in the trip data bank on dwelling unit 
trip generation rates, trip purpose distribution, and trip length 
frequency. 

Socioeconomic data inventories required for synthesis of 
travel are employment and number of dwelling units. The 
employment inventory consists of a survey of all employers in 
the planning area to determine number of employees and num­
ber of trucks, commercial automobiles, and taxis. The dwelling 
unit inventory identifies the number of dwelling units in each 
zone by five housing classes--excellent, above-average, aver­
age, below-average, and low. A sixth category of housing can 
be used to identify population in group quarters such as mili­
tary bases and college campuses. 

The employment survey is obtained by field survey by either 
city staff, state staff, or by temporary employment of a local 
person by the state or city. The last method has proved to be 
cost-effective. Two recent inventories were done using this 
approach for urban areas of 18,000 and 25,000 for less than 
$1,000 each. 
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Two procedures have been used to stratify dwelling units 
into the five housing classifications. If a recent tax assessment 
had been done for an area, property tax records and maps were 
used to determine dwelling unit numbers and classes in a cost­
effective manner. Because tax reassessment is usually not 
frequent or recent, the most consistently used procedure for 
completing the dwelling unit inventory has been to do site 
inspections of all households and classify them based on spec­
ified criteria. 

Travel Modeling 

Travel modeling is accomplished by one of four methods 
depending on whether travel inventory data are obtained. The 
four methods are illustrated by the four flowcharts shown in 
Figures 1-4. 

Method 1 

Figure 1 shows the procedure followed if an external-cordon, 
0-D survey and a small-sample, internal, 0-D survey are done 
as part of the transportation study. The internal 0-D survey 
provides areawide information on dwelling unit trip generation 
rates, distribution of trips by purpose, and trip lengths. The 
external 0-D survey provides a through-trip table, a summary 
of external-trip generation and attraction. a total number of 
internal trips generated by vehicles garaged outside the study 
area, and information on external trip length. 

In Method 1, a multiple linear regression analysis is done to 
relate external trip attractions to employment and dwelling 
units. The usual regression form is 

Y = a + bX1 + cX2 + dX3 + eX4 + fX5 + gX6 (1) 

where 

y = external trip ends, 
X1 = industrial employment, 
Xz = retail and wholesale employment, 
X3 = highway retail employment, 
X4 = office employment, 
Xs = service employment, and 
x6 = number of dwelling units. 

The resulting equation is used as an estimator for external trip 
attractions and internal, nonhome-based (NHB) trip attractions 
and internal, other-home-based (OHB) trip attractions. 

An internal data summary (IDS) computer program is a key 
program in the North Carolina synthesis procedure. Inputs to 
the program are (a) occupancy per dwelling unit class; (b) trip 
generation rates for dwelling unit classes; (c) trip generation 
rates for trucks, commercial automobiles, and taxis; (d) per­
centage of internal trips remaining inside the cordon; (e) per­
centage of home-based work (HBW), NHB, and OHB trips; (f) 
number of occupied dwelling units in each class in each zone; 
(g) number of trucks, commercial automobiles, and taxis in 
each zone; (h) total number of internal trips generated by traffic 
garaged outside the study area; and (i) trip attractions by zone. 
Trip attractions for HBW trips are total zonal employment. 
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Trip attractions for other trips (NHB and OHB) are the 
factors from the regression equation. The IDS program does 
the following: 

1. Computes total internal trips generated by dwelling units, 
trucks, commercial automobiles, and taxis for each zone. 

2. Reduces the trips generated by the percentage of internal 
trips that cross the cordon. 

3. Separates the remaining trips into HBW, NHB, and OHB 
trip purposes by zone. 

4. Sums NHB trips and adds to internal NHB trips generated 
by external traffic. 

5. Reallocates NHB trip productions to internal zones based 
on NHB trip attraction factors. 

6. Factors HBW, NHB, and OHB attractions to equal 
productions. 

Outputs of the IDS program are (a) zonal totals of trip produc­
tions and attractions by purpose (HBW, NHB, and OHB), (b) 
zonal and areawide totals of trips; (c) zonal and areawide totals 
of population and employment; and (d) zonal and areawide 
totals of dwelling units, trucks, commercial automobiles, and 
trips. 

Several checks for reasonableness are made on the output of 
the IDS program. The total trips generated by dwelling units 
divided by the total number of dwelling units should approxi­
mate the areawide trip generation rate. The distribution of 
dwelling units according to housing condition should be a 
normal and reasonable distribution. Population estimate totals 
within corporate limits or townships should be checked against 
Bureau of the Census data or other independent estimates. 

In Method 1, trip data from the small-sample, internal, 0-D 
survey and external-cordon survey are both processed through 
the trip length distribution (TDIST) computer program that 
assigns trip data to the existing street network and tabulates the 
number of trips occurring in each time increment. The output 
of the TDIST program is plotted and smooth curves are derived 
from the data. 

Two programs in the FHWA battery of computer programs 
used to calibrate a gravity model and estimate internal and 
external trips are the gravity model calibration (GMCAL) pro­
gram and the gravity model (GM) program. 

The procedure requires the processing of data through these 
two programs and validation of the results through assignment 
of output trip tables to the existing street network. 

The standard gravity model form is 

where 

TiJ = 
P; = 

Ai = 

F;i = 

K;1 = 

(2) 

trips produced at i and attracted to j; 
total trip production at i (may be by purpose, 
mode, etc.); 
total trip attraction at j (may be by purpose, 
mode, etc.); 
calibration term for interchange ij (travel time 
factor); 
socioeconomic adjustment factor for 
interchange ij; 
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= origin zone number (i = 1, 2, .. . , n ); 
j = destination zone number (j = 1, 2, ... , n ); 

and 
n = number of zones. 

The GMCAL program repeatedly adjusts travel time factors 
(F;j) until a satisfactory match is achieved between the desired 
areawide trip distribution curve and the output of the gravity 
model. Input to the program includes the zone-to-zone travel 
times (termed "skim trees" and "vines"), zonal productions 
and attractions from the IDS program, and trip length distribu­
tion for the trip purpose being analyzed. The user may also 
supply an initial trial set of F factors and specify the number of 
iterations desired. For proper operations of the GMCAL pro­
gram, input must satisfy the following conditions for each trip 
purpose: 

Total P trips = total A trips 
= total trips in given distribution curve 

One iteration of the GMCAL program involves 

1. Computation of trip distribution based on given P and A 
trips, skim trees and vines, and given, or assumed, F factors. 

2. Comparison for each time increment of trips distributed 
by gravity model to desired trips (input trip distribution). 

3. Computation of adjusted F factors on basis of compari­
son. 

4. Smoothing of adjusted F factors by fitting to a smooth 
curve using the least squares technique. 

5. The smooth F factors are subsequently input to the sec­
ond iteration. 

There are opposing views as to whether F factors should 
conform to a smooth curve. For a large urban area with a large 
number of analysis zones and extensive transportation network, 
F factors can reasonably be expected to conform to a smooth 
curve; but, for smaller urban areas of the size typically found in 
North Carolina, this expectation may not be reasonable. Distor­
tions in impedances resulting from network configuration or 
spatial location of travel generators tend to have a more signifi­
cant effect in distorting impedances. 

In North Carolina, the best procedure for accomplishing the 
GMCAL calibration phase has been to run three iterations of 
the GMCAL program and selected adjusted F factors from the 
best iteration for input to a second run of the program. A 
second run usually results in adequate calibration. F factors 
chosen should generally adhere to a decreasing number set with 
the exception of the first and second minutes. 

The result of the GMCAL calibration process is a set of F 
factors for input to the GM program. The objective of the GM 
program is to produce trip tables that reasonably duplicate the 
travel patterns existing in the study area. Calibration is 
achieved in the GM program by holding F factors constant and 
making adjustments in input attraction factors (A's) until out­
put trips attracted equal desired attractions. Input to the pro­
gram includes the zone-to-zone travel times (skim trees and 
vines), zonal productions and attractions, and F factors derived 
from the GMCAL process. 

One iteration of the GM program involves 
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1. Computation of trip distribution based on given P and A 
trips, skim trees and vines, and F factors. 

2. Comparison by zone of actual trips attracted to des.ired 
input attractions. 

3. Computation of adjusted attractions on basis of com­
parison for input to second iteration. 

If socioeconomic adjustment factors Kij are used, their need 
may first appear during the GM calibration phase. Unlike the F 
factor term, the Kij term applies only to interchange i and j or 
other points specified. If used, it may be necessary to recycle 
through the GMCAL calibration phase. A 1972 FIIWA manual 
(13) provides good documentation for using K factors. 

Trip tables from the GM calibration and through trips are 
assigned to the existing street network and compared to actual 
volumes on the system as a check of the ability of the synthesis 
procedure to reproduce travel. Checks consist of both 
screenline comparisons and comparisons on an individual link 
bases. COMPARE, an FHWA computer program, may be used 
to make the link comparisons. 

Some additional network calibration, that is, adjustment in 
speeds on various links, may be required at this stage. This 
additional network ealibration may require that several of the 
steps in gravity model calibration be retraced because such 
changes result in changes in output of the skim trees and vines 
that is input to the calibration programs. Whether or not such 
retracing is required depends on the magnitude of changes 
made in the network. 

Care must be exercised during the synthesis process to en­
sure that the models are not forced to duplicate givens too 
precisely during calibrations. Throughout the process it is im­
portant to remember that there are few if any absolute givens. 
For example, 

1. 0-D surveys are only estimates of existing travel; 
2. Traffic volume counts and screenline counts are estimates 

of actual travel on the system; 
3. Regression equations and trip rates provide estimates of 

attractions and productions; and 
4. The gravity model provides estimates of travel patterns. 

When discrepancies occur, data inputs as well as model perfor­
mance must be examined before a decision is made as to what 
is in error. 

Method 2 

Figure 2 shows the procedure followed if only an extemal­
cordon 0-D traffic survey is done as part of the transportation 
study. The major difference between Method 1 and Method 2 is 
that borrowed trip generation rates and estimated percentage of 
internal trip purposes must be used as input to the IDS pro­
gram. It is also necessary that estimated or borrowed HBW, 
NHB, and OHB trip distribution curves be used as input to the 
GMCAL gravity model program. 

Average family income from the Bureau of the Census and 
areawide employment base is normally used as a guide in 
selecting trip generation rates and trip purpose distribution. The 
trip generation rates may need to be adjusted for changes in 
vehicle ownership, vehicle usage, and persons per dwelling 
unit if the borrowed rates are several years old. Adjustments to 



Till ST 

SK1!'1 TREES 
VINES 

NETIIORK 
COD INC 

STREET 
IllVENTORY 

EXTERNAL 

ATTRACTIONS 

EXTERNAL 
SECONDARY 

TRIPS 

EXTERNAL 

0-D 
TABULATIONS 

REGRESSION 
ANALYSIS 

INTERNAL 
TRIP ATTRACTIONS 

INTERNAL 
DATA 

SUMMARY 

TRAFFIC 
ASSIGNMENT 

SCREENLINE 

PlDICIPAL 
PUC! 

LISTING 

EMPLOYHENT 
INVENTORY 

l,EHPLOYMENT 
2,TRUCXS 
3 • COtlKEllC IAI. 

AUTOS 

DU 
INVEln'ORY 

1. BORROWED INTERNAL 
TRIP RATES 

2. ESTIMATED INTERNAL 
TRIP PURPOSE 
PERCENTAGE 

ESTIMATED 
INTERNAL 

TR;n DISTRIBUTION 
CURVES 

AND ASS IC!ll1'E"7T~i--------I 
CHECKS 

TRAFFIC 
VOLUME 
COUNTS 

FIGURE 2 Synthesis of travel with an external-cordon, 0-D traffic survey. 



INTEIUIAL 
0-D 

0-D 
TABULATIONS 

1. TRIP RATES 
2. TRIP PURPOSE 

PERCENTAGE 

TnIST 

SKIH TREES 
VINES 

NE'NORK 
CODING 

STREET 
INVENTORY 

ESTIMATED TRIP I ATTRACTION EQUATIONS 

ESTIMATED EXTERNAL 
TRIP ATTRACTIONS 

INTERNAL 
DATA 

SUMMARY 

PRINCIPAL 
PLACE 

LISTING 

EMPLOYMENT 
INVENTORY 

l.EMPLOYMEST 
2,TRUCKS 
3.COMMERCIAL 

AUTOS 

DU 
INVENTORY 

GM CAL f.STlMATEn EXTER."AL ___ _,.....__ TRIP CURVE 

GH 

TRAFFIC 
ASSIGNMENT 

SCREENLINE 
D ASSicmmrr ... -------1 

CllECltS 

SYNTHESIS OF 
THROUGH TRIPS 

TRAFFIC 
VOLUMt 
COUNTS 

FIGURE 3 Synthesis of travel with a small-sample, internal, 0-D travel survey. 



Poole and Newnam 35 

1. ESTIMATED TltIP 
ATTltACTIONS EQUATIONS 

EKPLOYMrt.'T 
INVENTOR\' 

1,!MPLOnu:NT 
, 2,TRUCKS 
J.COKHERCIAL 

AUTOS 

2. BORROll[D I~ERNA!. 
TRIP RATES 

J. ESTIMATF.O IMTF.RNAL 
TltIP PURPOSE 
PERCEWTAC! 

ESTIMATED EXTERNAL 
TRIP ATTRACTIONS 

INTERNAL 
DATA 

SUMMARY 

DU 
IN\IE1''TORY 

SKIH TREES 
VINES 

!IET\IORJ( 
CODI NC 

ESTIHATED EYTER:'IAI . 
.,,. ___ "-- AND INTERNAL 

TRIP CURVES 

SYNTIIES IS 01' 
TIIRQltt:ff TRIPS 

STl.!ET 
tllVDTOltT 

SCl.!Eln.tN! TRAFFIC 
VOLUME 
COUNTS 

ASSIC!Ctllll'Tt-._-----~ 
CR!CXS 

FIGURE 4 Synthesis of travel with no 0-D travel surveys. 

rates are made by factoring the areawide average and adding 
the incremental difference to each rate category. 

The remainder of the synthesis procedure under Method 2 
follows in a manner similar to Method 1. However, it is 
important in Method 2 to carefully examine the first iteration 
trip generation curve output of the GMCAL program. Because 
the internal trip distribution curves have been borrowed, they 
may not adequately represent the travel patterns of the area 
under study. The first-iteration output of the GMCAL program 
sometimes signals that adjustments may be needed in the trip 
distribqtion curves. 

Method 3 

Figure 3 shows procedures that are followed if only a small­
sample, internal, 0-D survey is done as part of the transporta­
tion study. In this procedure, a borrowed trip attraction 

equation is used to estimate trip attractions for NHB, OHB, and 
external trips. If an external-cordon, 0-D survey was done for 
the area in prior years, it would serve as a basis for synthesis of 
through-travel movement and external-travel productions. If 
information on through- and external-travel data is totally ab­
sent, the synthesis procedure for estimation of through-travel, 
developed and updated by Modlin (9, 14), is used to estimate 
through- and external-travel productions. An estimated or bor­
rowed external trip distribution curve must be used in the 
GMCAL program in this method. 

Method 4 

Figure 4 shows the procedure followed if neither an external­
cordon nor internal, home interview, 0-D survey is done as part 
of the transportation study. The only inventoried data used 



llT[IM.. 
C>-D 

0-D 
T AIULAT I OllS 

STlt:ET 
llMKIORY 

TDIST 

AUTO ClllfltSHIP 
~HICU USME 
P£llSCllS I 1111 
PllOJECTI OllS 

ll51511 YEAR 
HIP RATES 

EXTEM. 
STATllll 
'8T1t 
FACTOllS 

CAPllCITY 
M.YSIS 

&CIALS I 
UCTl~S 

AltM.llY 
MM.TSIS 

EXTEM. 
0-D 

MCOtlllUY ,....~__,.'---~~ 
Tl I Pt 

l.n., ... ,u 
2,TtlP Pl.ll:'°IE 

PIJtCE•TAIE 

i .... 
~ .. . 

SCREElll.llt: 
Cl4ECXS 

Sil.~ 
lt:illSSIOll 
~TIOllS 

ASSIMIT TO 
EXI STI 116 SYSTDI 

l,...LOTIWJtr 

PttllCIPAL 
Pl.AC£ 

LISTlll& 

Ell'UIYIDT 
llMllTORY 

1111 
llMJITORY 

EltVIRORJTAL 
llMllTotllES 

TRAFFIC 
WI.lit: 
crurrs 

POPULATIOll I 
EWl.O'llEIT 
PROJECT I OllS 

POPULAT IOll I 
Ell'LOVIOT 
AUDCATIOll 

TO ZOllES 

ASSIMIT TO 
Rt:ClllEIEI PIM 

FIGURE 5 Transportation plan development flowchart. 

LOCAL PMT IC I l'ATI 111 

LOCAi. 
OFFICIALS 

CITIZEllS 

UlCAI. 
OFFICIALS 

PllESOITATllll TO 
LOCAi. Pl.Amllli I 

rmulllll6 llODIES 

lllTllDICTllll 

PlllOlllTIES 
PiWI• 
TWFIC 

OPUATIOIS 
TllAISIT 

lll'UJDTIOll 

FllAI. 
lt:l'OKT 



Poole and Newnam 

in the synthesis process in this procedure are data from employ­
ment and dwelling unit inventories, and from traffic counts. 
Borrowed or previously developed trip attraction equations 
must be used to estimate trip attractions for NHB, OHB, and 
external trips. Estimated trip generation rates and estimated 
percentage of internal trip purposes must be used as input to the 
IDS program. It is also necessary that estimated or borrowed 
HBW, NHB, and OHB trip distribution curves be used as input 
to the GMCAL gravity model program. Through and external 
travel must be estimated generally as described in Method 3. 

Method 4 requires careful checks on reasonableness of data 
and output at each step of the process because assumptions are 
much more extensive in number. 

SELECTION OF SYNTHESIS METHOD 

Since the early 1960's, North Carolina has completed 69 stud­
ies applying one of the four synthesis procedures. Currently, 
selection of one procedure over an alternative depends on (a) 
perceived transportation problems, (b) extent of prior studies 
completed for the area, (c) study time constraints, (d) cost, and 
(e) staff availability. In general, Method 4 typically requires 
1-3 months to complete traffic counts and the employment and 
dwelling unit inventories, and 2-4 months to complete the 
synthesis of travel. If a small-sample, internal 0-D survey is 
done as in Method 3, an additional 3-6 months are needed to 
plan, conduct, and tabulate the survey data. Methods 1 and 2 
have typically required 12-18 months to plan, complete, and 
tabulate data from 0-D surveys. 

In some cases, locally preconceived ideas as to the cause of 
the transportation problem may dictate the synthesis method 
used. For example, it may be perceived locally that the major 
travel problem is through traffic. In this case, it may be desir­
able to include a partial or full, external, 0-D survey to obtain 
hard data on through traffic. In another situation, local officials 
may feel internal travel characteristics of the area are signifi­
cantly unique, or have changed. In this case, it may be neces­
sary to schedule a small-sample, home interview, 0-D survey 
as a part of the study to ensure local confidence in the study. 

The extent of travel data obtained in a prior study, problems 
encountered in prior travel modeling, and the type of travel 
modeling used in a prior study may influence the decision on 
which procedure to use. In most instances, if 0-D surveys have 
been done earlier for an area, Method 4 is the preferred pro­
cedure for travel synthesis for an update study. 

In recent years, cost and staff availability have been control­
ling factors in the decision process. Staff and monies have just 
not been available for conducting 0-D surveys. In 1985, a 
thoroughfare planning study was completed for Reidsville, a 
city in north-central North Carolina with an estimated planning 
area population of 23,700. Method 4 was used in the study and 
the total study cost was $24,000. If a small-sample, internal, 
0-D survey was done, an estimated additional cost of $10,300 
would have been incurred. If an external-cordon, 0-D survey 
was done, the estimated additional cost would have been 
$68,000. 

SUMMARY 

The North Carolina procedure for synthesis of travel discussed 
herein is but one part of several sequential steps involved in the 
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transportation plan development process (Figure 5). Histor­
ically, considerable time and monies have been expended in 
data inventories and travel modeling. The North Carolina pro­
cedure has greatly reduced the time and cost required for this 
part of the transportation study and allowed more time and 
effort to be devoted to travel forecasting and plan development 
and evaluation. 

The procedure was developed for use in small- to medium­
sized cities where transit has not been a major consideration. In 
urban areas where it has been desirable to consider transit, 
procedures developed by Modlin et al. (15) have been used to 
estimate transit travel and its impact on automobile driver 
travel. 

A data bank of information on trip generation rates, trip 
attractions, trip purpose distribution, and trip length frequency 
is needed to apply the synthesis procedure. In North Carolina, 
this information was gathered over a number of years. Method 
1 procedures that included an external-cordon, 0-D survey and 
a small-sample, internal, home interview, 0-D survey were 
widely used in the 1960s. Today, Method 4, which involves no 
0-D surveys, is the procedure used almost exclusively. Method 
3, which entails a small-sample, internal, 0-D survey, is occa­
sionally followed in order to add to the data bank new informa­
tion on trip generation rates, trip purpose distribution, and trip 
length frequency. 

The synthesis procedure requires detailed inventories of 
dwelling units, employment, and traffic counts. No substitute 
has been found for a comprehensive inventory of employment 
numbers, trucks, and commercial automobiles. Attempts at 
using alternative sources for employment data have proved to 
be inefficient, costly, time-consuming, and inadequate. 
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Characteristics of Urban Transportation 
Demand: An Updated and Revised 
Handbook 

THOMAS E. PARODY, HERBERT S. LEVINSON, AND DANIEL BRAND 

In this paper, a selection of updated data on a wide variety of 
statistics pertaining to urban travel demand, and how they 
have been integrated Into the UMTA report, Characteristics of 
Urban Transportation Demand: An Update, are discussed. This 
report presents a compilation of almost exclusively post-1970 
data on travel demand for all major urban modes. It is de­
signed to be used by transportation planners and analysts as a 
source of data to check the validity and reasonableness of local 
forecasts developed from either conventional or emerging 
planning and modeling techniques, or as a cross-check on the 
similarity of travel statistics from one locality to another. Cer­
tain data also may be used as default values for modeling 
purposes, when such Information is not available locally or 
would require new or extensive data collection efforts. Another 
application is in examining how key statistics have changed 
over time and transferring these changes from one area to 
another. Much of the information contained in the report was 
obtained from reports, documents, and memoranda produced 
by or for each study area contacted. A main criterion of the 
study was that the Information collected be based on surveys, 
measurements, counts, and so forth, and not be synthesized 
results from analytical modeling efforts. Many source docu­
ments have not been circulated widely, adding to the usefulness 
of the data contained in this report. 

In urban transportation planning, an analyst must often borrow 
a particular factor related to travel demand, especially when 
such estimates or factors are not available locally or, if avail­
able, are believed to be out of date. This situation is typically 
encountered when results are needed in a quick-response time 
frame (sometimes referred to as "yesterday"). Alternatively, 
after a fairly complex and laborious exercise of forecasting the 
volume of vehicle- or person-trips that may be made on a 
proposed system is completed, it may be useful to undertake a 
reasonability check by comparing such forecasts to actual vol­
umes observed elsewhere. To help meet these needs, UMTA 
released the report Characteristics of Urban Transportation 
Demand-A Handbook for Transportation Planners (CUTD) 
in April 1978 (1). A description of the overall objectives and 
use of the original CUTD Handbook was presented by Levin­
son (2). 

The original CUTD Handbook ( 1) drew heavily from facts 
contained in the comprehensive, large-scale, urban transporta­
tion planning studies that were conducted in many localities 
during the 1950s and 1960s. While providing a rich source of 

T. E. Parody and D. Brand, Charles River Associates, Inc., 200 Oaren­
don Street, Boston, Mass. 02116. H. S. Levinson, Polytechnic Univer­
sity of New York, Brooklyn, N.Y. 11201. 

data that has not been duplicated, the information contained in 
these studies generally reflects travel behavior before 1970. 
Since these early studies, many changes have occurred in the 
nation's transportation system (e.g., fuel price increases, transit 
retrenchment, and expansion) and in the socioeconomic 
characteristics of travelers and households; for example, house­
hold sizes have generally declined over time and the avail­
ability of automobiles has continued to increase. It is therefore 
reasonable to expect that changes have also occurred in many 
of the travel demand factors presented previously. 

In this paper, the results of a study to update and reorganize 
data on a wide variety of statistics related to urban travel 
demand characteristics (3) are described. Except for a paucity 
of recent data on urban truck travel, the CUTD Update (3) 
presents a compilation of almost exclusively post-1970 data on 
travel demand. It is designed to be used by transportation 
planners and analysts as a source of data to check the validity 
and reasonableness of local forecasts using either conventional 
or emerging planning and modeling techniques, or as a cross­
check on the similarity of travel statistics in various localities. 
Certain data may also be used as default values for modeling 
purposes when such information is not available locally, or 
would require new or extensive data collection efforts. Another 
use for the CUTD Update (3) is in examining how key statistics 
have changed over time and transferring these changes from 
one area to another. 

DATA SOURCES 

Since 1970, few urban areas have conducted comprehensive 
transportation studies of the type undertaken in the 1950s and 
1960s. Many areas, however, have conducted small-scale data 
collection efforts either to update earlier data for model valida­
tion purposes or for some specialized (rather than area-wide) 
planning purposes. As might be expected, those localities that 
have available more recent data on travel demand statistics tend 
to be the larger metropolitan areas that are able to support an 
ongoing transportation planning staff. Thus, the updated travel 
demand data available for small- to medium-sized urban areas 
are not as voluminous as those in the 1978 CUTD Handbook 
(1). 

Much of the updated information on travel demand charac­
teristics was obtained from reports, documents, and memo­
randa produced by or for each study area contacted. A main 
criterion was that the information collected be based on 
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surveys, measurements, counts, and so forth, and not be syn­
thesized results from analytical modeling efforts. Many of 
these source documents have not been circulated widely, which 
should add to the usefulness of the data contained in the CUTD 
Update (3). One objective of the work undertaken was to 
summarize useful travel demand statistics that may not be 
readily available elsewhere. Therefore, little information was 
reproduced from many other widely circulated but potentially 
relevant publications (4-9). 

ORGANIZATION AND USE OF THE 
UPDATED CUTD REPORT (3) 

As an aid to using and locating data within the cum Update 
(3), tables were grouped into the following nine sections in a 
sequence consistent with the traditional cooperative, com­
prehensive, and continuing (3C) transportation planning 
process: 

A. Socioeconomic Characteristics for Study Areas, 
B. Trip Generation-Person and Vehicle Trips, 
C. Trip Length and VMT Data, 
D. Mode Choice and Automobile Occupancies, 
E. Temporal Distribution of Travel, 
F. CBD Characteristics and Travel Statistics, 
G. Truck Travel, 
H. Transit Usage Statistics, and 
I. Highway and HOV Usage Statistics. 

Presented in the following is an overall description of the 
types of data that can be found in Sections A-1, along with 
selected tables that highlight the updated travel demand data 
that have been collected. 

Section A: Socioeconomic Characteristics 
for Study Areas 

Section A of the CUTD Update (3) contains data on popula­
tion, land areas, and densities for cities, urbanized areas, and 
standard metropolitan statistical areas (SMSAs) along with 
vehicle availability statistics from the 1980 Census for major 
urbanized areas in the United States. Users of the CUTD 
Update (3) can refer to this information to determine which 
other cities are most comparable to their own locality in terms 
of area, density, and vehicle availability. Vehicle availability 
can be viewed as a proxy for the amount of transit available or 
the relative income level of the study population. The attrac­
tiveness of these data is that the geographical boundaries are 
defined according to a consistent set of census definitions. This 
is rarely the case for the geographical areas traditionally used in 
regional transportation planning studies. 

Once one or more comparable cities have been identified, the 
user should refer next to the table that presents key so­
cioeconomic statistics about many of the study areas for which 
data are presented in subsequent tables of the report. In particu­
lar, this table identifies for these study areas: (a) the year the 
information was collected, (b) the size (i.e., population) or 
boundaries for the study area examined, and (c) the so­
cioeconomic characteristics of the study area. Generally (but 
with some exceptions), information on study areas from this 
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table can then be matched with information on study areas in 
any other table for which the study area name, year, and study 
area description are the same. 

In addition to these factors, certain travel demand data can 
be expected to change over time. Even though the inclusion of 
data before 1970 has been minimized, there is a time span of at 
least 15 years between the earliest and latest entries. An even 
longer time span exists if comparisons are made to data con­
tained in the original CUTD Handbook (1 ). Consequently, to 
assist users in transferring data between two points in time, 
selected key socioeconomic characteristics taken from the 
1960, 1970, and 1980 censuses are presented (9). For example, 
it is evident that the work force has expanded as a result of 
population growth and the increase in the number of women 
who work outside the home. Automobile ownership levels 
have increased, bringing about increases in the percentage of 
commuter trips made by automobile at the expense of mass 
transit modes. An understanding of the implications of these 
types of trends for travel demand should assist users of the 
CUTD Update (3) in examining or transferring data between 
different points in time. 

Certain tables in the CUTD Update (3) also present summary 
statistics on average nationwide travel demand characteristics 
from the 1969 and 1983 Nationwide Personal Transportation 
Study (NPTS) reports. These statistics are useful in highlight­
ing how a given travel factor may have changed over time. The 
NPTS results can also be used as a reference point to determine 
how similar factors from a particular study area compare to a 
nationwide estimate. Users should note, however, that dif­
ferences in definitions, questionnaire designs, and relatively 
small sample sizes associated with the 1983 NPTS may not 
always yield a true comparison. 

Section B: Trip Generation-Person and 
Vehicle Trips 

Section B of the CUm Update (3) presents data on total 
person and vehicle trip rates for selected study areas in the 
United States. Trip rates are further cross-classified by perti­
nent factors such as number of automobiles per household, 
income, size of household, and trip purpose. Depending on 
local practice, certain trip purpose factors are presented accord­
ing to the home-based and nonhome-based convention, which 
classifies trips according to both the origin and the destination 
purpose, whereas other tables use only destination purpose to 
assign trip purpose. In some instances, transit trip rates are also 
presented. 

Given information on population and average trip rates for 
either an entire area or disaggregated by a particular market 
segment, it is possible to compute an approximate estimate of 
the total number of trips made in an area. Caution must be 
exercised regarding the basic definition of trips; for example, 
do they include walking or only motorized modes, trips by 
trucks, trips by persons of all ages, and are they linked or 
unlinked (particularly for transit)? 

Table 1 presents motorized trip generation rates per person 
and per household for selected study areas. For each study area, 
Table 1 indicates (as do all tables) the year and study area 
description (either the population or a common terin for the 
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TABLE 1 TRIP GENERATION: PER PERSON, PER HOUSEHOLD 

Study Area Person Tri,es ,eer: Persons per Persons per Vehicles per 
Stud~ Area Year Descri2tion Person Household Household Vehicle Household 

Atlanta 1972 1,640,000 2.49 7.20 2.9 2.1 1.38 
Baltimore 1977 T.P.A. 2.9 8.3 2.8 
Buffalo 1973 1,234,000 2.5 7.5 3.0 2.5 J.2 
Chicago 1979 City 1.6 4.6 2.9 
Chicago 1979 SMSA 2.4 7.2 3.0 
Dallas 1984 T.P.A. 3.40 8.68 2.6 1.4 1.84 
Denver 1971 T.P.A. 2.83 8.76 3.10 2.21 1.40 
Fresno/Clovis 1972 295,000 3.00 8.25 2.74 2.27 1.21 
Los Angeles 1976 6 County 2.99 8.15 2.8 1.8 1.6 
Louisville 197.5 Urban Area 2.19 6.34 2.90 1.91 1..52 
Philadelphia 1977 SMSA(+) 2.45 7.66 2 • .5 2.4.5 1.27 
Phoenix 1980 T.P.A. 2.44 6 • .58 2.7 
Portland 1977 SMSA 3.67 8.66 2.4 
Rochester 1974 73.5,000 2 • .56 8.03 3.14 2.7.5 
Sacramento 1978 3 County 3.39 9.34 2.6 1.6 1.6 
San Diego 1977 County 3 • .5 9.8 2.8 1.71 1.64 
San Francisco 80/81 CMSA (-) 3.40 8.71 2.56 1 • .52 1.70 
Washington, DC 1968 2,714,000 2.17 2 • .58 

SOURCE: Reports from individual study areas. 

TABLE 2 PERSON-TRIPS GENERATED PER HOUSEHOLD BY AUTOMOBILE OWNERSHIP 

Study 
Area Autos 2er Household All 

Stud~ Area Year Descri2tion 0 I 2 3+ Households 

Buffalo 1973 1,234,000 1.6 6.9 11.5 16.9 7.5 
Chicago a 1979 City 1.9 5.3 7.7 9.5 4.6 
Chicagoa 1979 SMSA 1.7 6.4 10.7 12.7 7.2 
Fresno 1971 295,000 1.3 6.7 -----12.0----- 8.2 
Los Angeles 1976 6 County 2.0 5.8 -----11.0----- 8.1 
Milwaukee 1972 7 County 1.9 7.0 11.5 16.0 7.9 
Minneapolis/St. Paul 1982 7 County 1.8 6.5 11.1 16.4 9.1 
Portland 1977 SMSA 3.0 6.8 -----11. 5----- 8.7 
Rochesterb 1974 735,000 2.2 7.1 ) I. I 14.0 8.0 
San Diego 1977 County 3.0 6.6 -----13.0----- 9.8 
San Francisco 80/81 CMSA (-) 4.0 6.3 IO.I 13.4 8.7 

Key to Notes 

a - Shown are person trips per occupied dwelling unit. 
b - Person trips not including motorcycle, bicycle, walking. 

SOURCE: Reports from individual study areas. 

geographic boundary, or, if neither are available, the local 
transportation planning area) that applies to the data item listed. 
Many travel demand factors can differ simply because of dif­
ferences in study area sizes .. For example, as given in Table 1 
for Chicago, the number of person-trips made per household in 
the city of Chicago compared to the larger SMSA varies con­
siderably because of differences in automobile availability, 
income, and household composition. 

Table 2 shows how person-trip rates per household increase 
with the number of automobiles owned per household (which 
implicitly would also reflect increases in the number of individ­
uals per household). For the cities shown, households with no 
automobiles average about 2 person-trips/day, increasing to 
about 10.5 person-trips/day for households with 2 automobiles. 
From Table 3, the vast majority of trips made are home based, 
although over time it appears that the percentage of trips that 
are home based has declined. Work trips still represent the 
largest category of home-based trips. 

As given in Table 4, a much higher percentage of transit trips 
represents home-based trip purposes. This difference is largely 
due to the increased likelihood of individuals using transit for 
work and school trips, offset partially by the decreased likeli-

hood of their using transit for home-based trips made for 
shopping, social, and recreational purposes. 

Section C: Trip Length and VMT Data 

Section C of the CUTD Update (3) represents the output of the 
trip distribution phase of travel demand analyses. Data are 
reported on average trip length characteristics for all trips and 
disaggregated by trip purpose and by mode. Where possible, 
trip lengths are reported in miles or minutes, or both. For 
example, Table 5 presents average trip lengths by trip purpose 
expressed in miles and minutes. (Differences in the definitions 
of trips and whether or not trip times include line-haul as well 
as access or transfer times can affect the transferability of the 
data.) As is typically observed, home-based work trips are the 
longest-measured in terms of either miles or minutes. Aver­
age trip lengths for home-based nonwork and nonhome-based 
trips, while shorter than for work trips, are more nearly equal to 
each other. 

Categorized by motorized modes, the longest trips are made 
on commuter rail, followed by rapid transit, automobile, bus, 
and taxi. Table 6 also presents a comparison of average trip 
length from individual cities to average trip length reported in 



TABLE 3 HOME-BASED PERSON-TRIPS BY TRIP PURPOSE 

Study Home-Based Total Home-
Area Trips as% Percent of Home-Based Tri s to lie from: Based Trips 

Stud Area Year Descri tion of All Tri s Work School Sho Soc Rec Other r HH 

Dallas 1984 T.P.A. 74.7 36.1 63.9 6.4 
Denver 1982 Urbanized Area 79.2 31.8 21 • .5 46.7 
Detroit 1980 7 County 74.1 27.4 72.6 5.5 
Detroit 1965 lf,042,000 77.6 20.8 17.0 19.8 22.2 22.0 6.6 
Detroit 1953 2,969,000 87.0 41.6 6.3 13.9 20.1 18.1 4.7 
El Paso 1970 363,000 7.5.6 26.0 14.0 19.0 17.0 24.0 6.6 
Fresno 1971 245,000 69.3 24.8 18.3 56.9 .5.9 
Louisville 1975 Urban Area 80.7 33.0 21.6 21.2 24.2 
Philadelphia 1977 SMSA (+) 78.0 29 • .5 70.5 
Philadelphia 1960 4,007,000 85.4 34.8 6.6 12.7 17.1 28.8 3.9 
Phoenix 1980 T.P.A. 79.2 32.4 11.4 20.5 3.5.7 
San Diego 1977 County 71.0 22.3 18.2 59.5 7.0 
San Francisco 80/81 CMSA (-) 73.2 29.6 14.9 19.8 35.7 6.4 
Washington, DC 1968 2,714,000 87.2 28.0 8.0 23.4 17.7 22.9 6.3 

SOURCE: Reports from individual study areas. 

TABLE4 TRANSIT PERSON-TRIPS BY TRIP PURPOSE 

Study 
Area Trip Home-Based Transit Tries Nonhome-

Stud;i: Area Year Descrietion Mode Defin ition Work School Shoe SoclRec Other Based Tota~ 

Atlanta 1980 7 County Rapid Rail Linked 50.4 19.5 1.8 7 2b 9.7 11.4 100 
• b 

Atlanta 1980 7 County Bus Linked 50.0 16.3 4.8 9.8b 7.8 11.3 100 
Atlanta 1980 7 County All Linked 50.l 17.4 3.7 8.9 8.5 11.4 100 
Boston 1978 79 Cities Bus Unlinked 48.5 18.3 8.1 4.4 10.4 10.4 100 
Boston 1978 79 Cities Rapid Rail Unlinked 53.6 12.6 17.5 16.3 100 
Cincinnati 1978 T.P.A. Bus Linked 40.1 17.6 24.8 17 • .5 100 
Detroit 1980 7 County Bus Unlinked 36.7 50.0 13.J 100 
Denver 1978 4 County Bus Unlinked 49.9 15.6 8.4 4.5 7.6 14.0 100 
Indianapolis 1973 T.P.A. Bus Unlinked 58.2 13.6 11.9 16.J 100 
Minn./St. Paul 1982 7 County Bus Linked 36.8 a 41.4 21.8 100 
Philadelphia 1977 SMSA(+) All Linked 55.4 34.0 10.6 100 
Portland 1977 SMSA Bus Linked 31.9 18.9 9.9 22.l 17.2 100 
San Diego 1977 County All Unlinked 35.0 24.4 10.8 ---19.4---- 10.4 100 
San Francisco 80/81 CMSA (-) llus Linked 36.9 22.6 15.2 8.0 c 17.3 100 

Ke;i: to Notes 

a - School bus trips not included. 
b - Personal business. 
c - Included in "shop." 

SOURCE: Reports from individual study areas. 

TABLE 5 AVERAGE PERSON-TRIP LENGTH BY TRIP PURPOSE 

Study Area Home-Based Work Home-Ba$1!d Nonwork Nonhome-Based All Tries 
Stud:i:: Area Year Descrietion Miles Minutes Miles Minutes Miles Mi nutes Miles Minutes 

Baltimore 1977 T.P.A. 6.6 4.0 4.9 4.? 
Dallas 1984 T.P,A. 10.l 5,3 6.5 6.9 
Indianapolis 1970 T.P.A, 19.0 12.9 14.2 14.5 
Minn./St. Paul 1982 7 County 8.1 .5.0 5.11 5.7 17 
Philadelphia 1977 SMSA(+) 22.1 16.6 1.5.0 17.5 
Phoenix 1980 T.P.A. 18.9 12.8 13.0 14.4 
Portland 1977 SMSA 6.6 4.1 4.1 5.0 
San Diego 1977 County 8.9 14.3 4.9 8.4 4.9 8.3 5.5 9.3 
·San Francisco 80/81 CMSA (-) 26.6 17.6 16.7 19.3 
Seattle 1977 T.P.A. 22.1 15.4 
Tucson 1977 T.P.A. 17.7 12.3 10.9 13.0 

SOURCE: Reports from individual study areas. 
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TABLE 6 AVERAGE TRIP LENGTH BY MODE 

Study Area 
Study Area Year Description 

Baltimore 1977 T.P.A. 
Chicago 1970 7,593,000 
Chicago 1979 SMSA 
Denver 1982 Urbanized Area 
Minn./St. Paul 1982 7 County 
New York 1983 City 
Philadelphia 1977 SMSA (+) 
Portland 1977 SMSA 
San Diego 1977 County(-) 
Washington, DC 1980 SMSA(-) 

NPTS 1983 USA 

Ke )'. to Notes 

a - Measured in airline miles. 

All Commuter Rapid 
Auto Transit Rail Transit 

5.0 4.1 
5.0 
4.5a 6.4 
5.3 4.7 
5.9 5.0 

6.2 4.9 
4.9 6.0 
5.5 
7.5 

7.6 

18.5 

22.1 
18.4 

19.4 

7.9 

7.0 b 
4.8/7.5 

10.6 

Bus 

4.1 
3.9 

4.7 
5.0 
2.4 
2.6c 
6.0 
3.2 

6.1 

b -- For Subway Elevated/PA TCO High Speed. 
c - Includes surface trolley. 

SOURCE: Reports from individual study areas. 

TABLE 7 AVERAGE DAILY PERSON-TRIPS BY MODE 

Total Percent of Person Trips b~ Mode 
Study Area Trips Auto 

Stud~ Area Year Description (OOO's) Auto Driver Passeni;er Transit Truck Walk Other Notes 

Atlanta 1972 1,640,000 4,087 
Baltimore 1977 T.P.A. 3,408 
Chicago 1979 City 
Chicago 1979 SMSA 
Denver 1982 Urbanized Area 6,025 
Los Angeles 1976 6 County 
Louisville 1978 835,000 1,858 
Milwaukee 1972 7 County 4,505 
Minn./St. Paul 1982 7 County 
Philadelphia 1977 5,123,900 12,690 
Portland 1977 SMSA 3,550 
Sacramento 1978 3 County(-) 
San Diego 1977 County(-) 
San Francisco 80/81 CMSA (-) 17 ,168 

NPTS 1969 USA 145,146,000 
NPTS 1983 USA 205,811,000 

Key to Notes 

a - Does not include trips by motorcycle, bicycle, walking. 
b -- Transit includes school bus trips. 

SOURCE: Reports from individual study areas. 

the 1983 NPTS (10). In general, NPTS trip lengths are longer 
because the total linked length of a particular 0-D trip is 
reported even though more than one mode may be used for the 
trip in question. Following the convention of the Bureau of the 
Census, when more than one mode is used, the mode with the 
longest unlinked trip segment measured according to distance 
is the one reported. Thus, a 2-mi bus trip followed by an 8-mi 
trip on rapid transit appears in the data as a 10-rni-long rapid 
transit trip. 

Section D: Mode Choice and Automobile Occupancies 

In Section D of the CUTD Update (3 ), information is provided 
on total person and vehicle trips by mode (as well as vehicle 
type for vehicle trips) and by trip purpose. Because mode 
shares are sensitive to the size of the geographic area under 

61.2 28.4 10.4 a 
-------89.3-------- 10.7 

50.6 18.4 29.7 1.3 
65.0 21.5 10,4 3.1 
58.0 20.0 2.5 19.5 b 
59.7 22.0 3.l ll.9 2.6 
--------92 .3------- 7.7 

64.3 27.2 8.0 0.5 
68.8 20.4 3.8 7.0 b 
--------92.0-------- 8.0 

60.7 22.8 7.1 7.9 1.5 b 
57.7 23.7 4.3 0.5 9.3 4.5 b 
59.l 22.6 4.1 0.6 IO.I 3.5 b 
60.0 18.2 6.4 11.4 4,0 

--------85.1-------- 8.3 5.6 1.0 b 
--------81. 5-------- 5.6 11.6 1.3 b 

consideration, one table shows modal shares for journey-to­
work trips based on the consistent urbanized area definition 
used in the 1980 census of population. Also presented in 
Section D are average automobile occupancies by time of day 
and by trip purpose, separately. Again, trip purpose is defined 
according to the home-based and nonhome-based trip-end con­
vention as well as by the purpose at the destination end. 

Table 7 lists the number of total daily trips made for various 
study areas along with modal shares (which if multiplied to­
gether produces the average number of daily trips made by 
each mode). Also presented for comparative purposes is equiv­
alent trip information from the 1969 and 1983 NPTS surveys. 
If statistically valid, the NPTS data suggest that the total 
number of daily trips made increased by 42 percent between 
1969 and 1983, whereas the share of public transit trips de­
clined by 24 percent, from 3.4 to 2.6 percent (11). (Table 7 
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TABLE 8 AUTOMOBILE OCCUPANCY BY TRIP PURPOSE 

Home- Home-
Study Area Based Based Nonhome-

Stud:i: Area Year Descril!tion Work Nonwork Based Total 

Dallas 1984 T.P.A. 1.13 1..5.5 1.39 1.36 
Honolulu 1981 County 1.20 1.6.5 1 • .54 1 • .52 
Kansas City 1970 8 County 1.11 1.61 1 • .56 1..51 
Los Angeles 1976 6 County 1.1.5 1.71 1.6.5 1 • .54 
Minn./St. Paul 1982 7 County 1.1.5 1.40 1.24 1.31 
Portland 1977 SMSA 1.13 1 • .56 1.6.5 1..50 
Sacramento 1978. 3 County(-) 1.06 1 • .54 1.7.5 1..50 
San Diego 1977 County(-) 1.08 1.63 J • .58 1 • .50 
San Francisco 1980 9 County 1.07 1 • .52 1 • .51 1.41 
Tucson 1977 T.P.A. 1.18 1 • .5.5 1.37 1.42 

SOURCE: Reports from individual study areas. 

shows modal shares for public transit and school bus com­
bined.) However, over this period the absolute number of 
transit trips made nationwide increased by over 8 percent, 
according to NPTS data. 

Table 8 presents average automobile occupancy data by trip 
purpose. The lowest occupancies are home-based work trips, 
reflecting the greater propensities of individuals to commute to 
work in single-occupant automobiles. Both home-based non­
work and nonhome-based trip purposes have similar but sig­
nificantly higher occupancies, indicative of the underlying 
shopping and recreational trip activities that are being 
undertaken. 

Section E: Temporal Distribution of Travel 

Section E of the CUTD Update (3) presents statistics on the 
temporal distribution of person and transit trips over the course 
of an average weekday. Factors are also provided so that the 
relative magnitude of person-trips taken on weekdays versus 
weekend days by mode and by trip purpose can be compared or 
computed from other available data. Based on the hourly dis­
tribution of trips made on four rapid transit systems and vehicle 
driver-transit trips made in San Francisco, transit trips exhibit 
sharper peaks compared to those for the automobile. 

Section F: CBD Characteristics and 
Travel Statistics 

Section F of the CUTD Update (3) presents statistics concern­
ing person, vehicle, and truck travel as related to the central 
business districts (CBDs) of urban areas. However, there are 
multiple definitions of the geographic boundaries of a CBD that 
can have a major influence on the interpretation of the statistics 
presented. Although the CBD area as defined by the Bureau of 
the Census can be easily ascertained, few areas choose to use 
this definition, as it encompasses too small an area of interest. 
Where possible, the local acronym for the central area (e.g., 
Boston proper) has been used in place of the term "CBD"; 
however, only the lack of a local convention prevents wider use 
of this approach. Although many of the data pertain to CBDs, 
the term might better be translated to mean central, built-up 
areas of cities. 

Also presented in this section of the CUTD Update (3) are 
summaries of cordon counts for persons and vehicular trips 
taken over an entire day (or nearly so) and during the peak 
hour. These data tend to be based on actual counts rather than 

on samples. Comparisons of cordon counts over time are possi­
ble when the geographic boundaries are the same. Although 
rare, the inclusion of an artery or expressway with much 
through traffic can distort the comparability of the cordon data. 
Similarly, because of the traditionally high peaking characteris­
tics of transit trips to the CBD, peak mode shares based on two­
way flows artificially reduce the importance of transit trips 
compared to measurements based on the one-way peak 
direction. 

Table 9 presents the peak-hour percent of person trips by 
transit and nontransit modes crossing the CBD cordon for cities 
of various sizes and, in some instances, over time for the same 
city. Generally, high concentrations of transit trips to the CBD 
are associated with large cities (New York, Chicago), high­
CBD employment, and cities with dense, downtown-oriented 
rapid transit systems. Some large but nomail cities (e.g., 
Houston) have, as a result, relatively low transit mode shares 
destined to the CBD. fu the case of Houston, however, the 
share of transit trips to the CBD in the peak hour has increased 
with the overall growth of the central core. Conversely, from 
the early 1970s to the early 1980s, there has actually been a 
tlocline in Lhe proportion of transit trips being made in New 
York and Chicago. 

Section G: Truck Travel 

Section G of the CUTD Update (3) contains data concerning 
truck travel. Following the basic outline of the entire handbook, 
statistics are presented for average truck trip rates per day, 
average trip length, percentage of trips that are made by trucks, 
trip rates by trip purpose, and hourly variation of truck trips for 
all trips and by facility type. Many of the data are drawn from 
studies conducted in the 1960 because few studies of this kind 
have been undertaken since that time. 

Section H: Transit Usage Statistics 

Section Hof the CUTD Update (3) presents statistics on the 
usage characteristics of transit facilities. Annual ridership data 
and selected productivity statistics (e.g., person-trips per reve­
nue-car-mile operated) are reported on all commuter rail, rapid 
rail, light rail, and streetcar transit systems except for those 
cities that only recently began partial service, and for major bus 
systems. Peak-hour volumes on selected lines are reported for 
various rapid rail, light rail, and streetcar systems. Modes of 
access at the systemwide level and by selected stations and 
terminals are also provided. From the data collected, it is clear 
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TABLE 9 PEAK-HOUR PERSON-TRIPS BY TRANSIT TO CENTRAL BUSINESS DISTRICTS 

1980 City Peak-Hour 
City Rank Population Year of One-Way Persons Peak-Hour Percent 
1980 Census Stud:r: Area (OOOs) Count (OOOs) AutolOther Transit 

New York 7,072 1971 805 8 92 
1974 738 JO 90 
1982 748 12 88 

2 Chicago 3,005 1971 210 19 81 
1974 200 18 82 
1983 152 23 77 

3 Los Angeles 2,967 1970 99 69 31 
1974 93 63 37 
1980 88 64 36 

5 Houston 1,595 1971 55 86 14 
1980 66 82 18 

6 Detroit 1,203 1974 39 67 35 

7 Dallas 904 1971 50 72 28 
1983 88 71 29 

II San Antonio 786 1979 21 73 27 

15 Washington, DC 638 1983 169 68 32 

SOURCE: Reports from individual study areas. 

TABLE 10 COMMUTER RAIL RIDERSHIP STATISTICS 

Passenger Implied 
Passengers Miles Average 

Annual per Revenue per Revenue Trip Length 
Study Area Ridershi,e Car Mile Car Mile (Miles) 

Bos ton (1987) 14,649,000 1.7 29.6 17.2 
Chicago (1987) 66,505,000 3.0 63.5 21.2 
New Jersey (FY 1987) 43,773,000 1.2a 28.2a 23.4a 
New York (1987) 

Metro-North 53,802,000 1.7 46.3 27.5 

LIRR 74,938,000 1.4 38.7 27.5 
Philadelphia (FY 1987) 22,933,000 2.2 29.6 13.5 
Pittsburgh (FY 1987) 236,000 0.9 15.5 17.2 
San Francisco (FY 1987) 5,422,000 2.3 54.9 23.7 
Washington (FY 1987) 

Baltimore (Amtrak) 713,000 
Baltimore (CSX) 337,000 1.4 30.0 21.8 
Martinsburg (CSX) 772,000 

a -- NJT District only (i.e., less NEC Adj. and NY) 

SOURCE: Individual rail systems or transportation agencies, except where noted. 

that access modes at outlying stations in the morning differ 
considerably from access modes at center city stations on the 
return trip in the evening. Thus, access mode shares can be 
expected to vary significantly, depending on whether they are 
given as a.m. in-bound only, systemwide, or by station or 
terminal. The distribution of access modes at stations and 
terminals is heavily dependent on parking availability and cost, 
feeder bus service, and neighborhood characteristics. 

In Table 10 annual ridership statistics for all areas in the 
United States currently served by commuter rail are sum­
marized The CUTD Update (3) provides additional details for 
various commuter rail line and branch segments. Because aver­
age trip lengths on commuter rail are relatively long (about 

25 mi), passengers per revenue-car-mile average only about 1.9 
with a range between 0.9 and 3.0. However, differences in 
operating procedures (e.g., pertaining to carrying passengers on 
trains moving in the reverse-haul direction), may lead to artifi­
cial differences in how revenue-car-miles are computed, poten­
tially affecting precise comparison between systems. 

On rapid rail systems in the United States, unlinked trips per 
vehicle-mile-traveled (VMT) have a weighted average of 5.0 
using the data in Table 11. This number contrasts with the 
weighted average of 7.6 for streetcar and light rail transit lines 
and about 4.4 for large bus transit systems (3). Expressed on 
the basis of linked trips per VMT, these statistics would be 
lower. 
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TABLE 11 RAIL RAPID TRANSIT: RIDERSHIP AND SYSTEM PROFILES (1986) 

Directional Maximum Annual Annual Unlinked Rides Unlinked 
Route Miles Number of Revenue Vehicles Revenue VMT Unlinked per Sta t ion Rides 

~tudy~~ S):'.stem (O~:.Way) Stations _ _ in Sei:yice_ (OOOs) Rides JOOOs) (Avg. Weekda;r:al ~r VMT 

Atlanta (MARTA) 51.5 25 115 11,7!/l 65,5!/8 8,7!/0 5.6 
Baltimore (MTA) l!/,!/ 9 !/2 1,792 11,567 !i,280 6.5 
Boston (MBTA) 76.6 50 252 17,5!/3 l!/3,7!/7 9,580 8.2 
Chicago (CTA) 191.0 l!/3 925 !/6,!iOl l!/5,3!/8 3,390 3.1 
Cleveland (RTA) 38,2 18 35 2,065 5,671 1,050 2.7 
Lindenwold (PATCO) 30.5 12 90 3,829 10,367 2,880 2.7 
Miami (OCTA) 39.7 20 66 li,lil/2 7,668 1,280 1.7 
New Jersey (PATH) 27.6 13 2!/l 11,3!/!/ 53,79!/ 13,790 li.7 
New York City (NYCTA) !/81.2 !/63 !i,889 290,!/93 1,591,526 11,!/60 5.5 
Philadelphia (SEPTA) 80.!i 7!/ 283 15,572 88,357 3,980 5,7 
San Francisco (BART) l!/2,0 3!/ 321 30,!/90 63,959 6,270 2.1 
Washington (WMATA) 139.l 6!/ lil/6 26,859 l!/5,1!/9 7,560 5.li 

Key to Notes 

a -- Average weekday trips computed by dividing annual trips by 300. Note that this statistic may be deceptively high for 
systems with relatively large numbers of rail-to-rail transfers. 

SOURCE: U.S. Department for Transportation, ~~tional Urban Mass_Jransportation Statistic~i..J,1!6 Section 15 Annual 
Report (UMTA-VA-06-0127-88-1), June 1988; computations by Charles River Associates. 

TABLE 12 PEAK-HOUR VEHICLE VOLUMES ON URBAN FREEWAYS AND EXPRESSWAYS 

Stud:r: Area Facilit:r: 

Atlanta, GA 1-20 E. of CBD@ Moreland Ave. 
1-8.5 N. of 1-7.5@ Monroe Dr. 

Boston, MA S.E. Expwy. @ Southampton St. 
1-9.5 -- East of 128 N. of Middlesex 

Denver, CO 1-2.5 South of 1-70 
US 6 West of Federal Blvd. 

Detroit, Ml Jeffers Fwy. 0-96) &: Warren 
Lodge @ East Grand Blvd. 

Houston, TX 1-10 - East of Taylor St. 
1-610 - @ Ship Channel 

Milwaukee, WI N-S Fwy @ Wisconsin 
Airport Fwy @ 68th 

New York City, NY Holland Tunnel 
Lincoln Tunnel 

San Francisco, CA Oakland-Bay Bridge 0-80) 

Washington, DC Anacostia Fwy (Howard Road) 

SOURCE: Reports from individual study areas. 

Section I: Highway and HOV Usage Statistics 

Section I of the CUTD Update (3) presents statistics on the 
usage characteristics of major highways and high-occupancy 
vehicle (HOV) facilities located on freeways. Flows on the 
network are a key output of any demand modeling project. For 
comparative purposes, average daily traffic (ADT) and percent­
age of ADT occurring in the peak hour as measured at max­
imum load points are provided for selected freeway facilities 
(Table 12). For HOV sites, peak-hour volumes on the general­
purpose and HOV lanes by carpool or bus are given as mea­
sured approximately 1 year after implementation and as most 
recently available (typically, for the years 1982-1985). lnfor-

Average Peak Directional 
Daily Volumes 

No. of Traffic Vehicles % 
Lanes Year (2-Wa:r:) (One-Wa:r:l of ADT 

8 1984 99,900 7,794 7.8 
8 1984 95,300 6,76.5 7,1 

6-8 1982 143,300 6,860 4.8 
8 1984 125,050 7,282 .5.8 

8 1983 175,000 7,500 4.3 
6 1985 112,000 5,835 5.2 

8 1980 67,600 6,270 9.J 
6 1981 111,450 4,660 4.2 

10 198.5 1.51,000 7,600 5.0 
10 1985 103,200 5,540 5.4 

8 1984 118,080 5,370 4.5 
6 1984 81,020 J,940 4.9 

4 1982 73,200 2,700 J.7 
6 1982 110,700 5,150 4.7 

JO 1984 223,000 8,898 4.0 

6 1984 121,700 5.0 

mation is not presented on changes in travel volumes due to the 
introduction of HOV treatment (12); rather, the statistics pre­
sented are most useful for comparison with other forecasts. 

CONCLUSIONS 

In this paper, an overview of the various types of data on urban 
travel demand characteristics that have been assembled and 
incorporated into the newly revised CUTD Update ( 3) has been 
presented. The CUTD Update (3) is designed to provide a 
handy reference for analysts who need to borrow particular 
statistics not otherwise available locally, or who would like 
to compare forecasts of travel demand to actual volumes 
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experienced elsewhere. At various points, potential pitfalls in 
accomplishing this task have been described. Overall, the 
CUTD Update (3) is viewed as an addition to the literature on 
urban travel behavior that will be progressively updated as 
more data become available. In this way it should continue to 
be ~ useful reference to urban transportation planners. 
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