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This study is concerned with commuters' trip chaining behavior in which a stop for nonwork activities is introduced to the basic home-work-home travel pattern. An important question is whether a commuter will make the nonwork stop during the commuting trip or, alternatively, will pursue the nonwork activity by making a separate trip chain from home. A theoretical model is formulated to address this question. The analysis indicates that the likelihood of pursuing the nonwork activity in a separate, home-based trip chain will increase with the speed of travel and will decrease as commuting distance, travel cost, or the density of opportunities increases. The empirical analysis, using data sets from two areas and two points in time, generally supports these theoretical relationships. It also shows, however, that trip chaining behavior does not remain stable over time despite the fact that trip rates are very stable.

Extensive knowledge of trip chaining behavior is now available through the accumulation of studies in various disciplines. Several analytical frameworks have been proposed, and common behavioral characteristics have been identified across data sets and over time. Recent developments include attempts to introduce the concept of trip chaining into demand forecasting procedures (see the review in the following section). Not unexpectedly, however, previous analyses and models are subject to limitations. Most notably, the well-recognized spatial and temporal constraints imposed on trip chaining behavior (1, 2) have rarely been incorporated into quantitative analyses. In addition, the conditions in the travel environment that induce multistop chains (i.e., a home-to-home tour that contains more than one stop) have not been determined. These limitations have motivated this study.

The objective of this study is first to determine the conditions in the travel environment that encourage or discourage linking of trips into a multistop chain. Second, the study attempts to determine whether these conditional relationships prevail over time and across metropolitan areas. For this purpose, a model of trip chaining behavior is developed while explicitly incorporating time-space constraints, and using an abstract linear-city setting. The spatial and temporal stability of the behavioral properties derived from this model is examined empirically using travel data from two metropolitan areas at two points in time.

The focus of this study is on linking work trips and other trips in a constrained environment. The probability of combining work and other activities into one home-based trip chain is related to parameters characterizing the travel environment, such as the travel speed and commuting distance. The model is an extension of the one in Kondo and Kitamura (3). In the present model, in-home and out-of-home activity durations are endogenously determined assuming a specific functional form to represent the utility of activity engagement. Relationships derived from the model are examined for their empirical validity in order to identify the conditions that induce linked trips. Also evaluated through this process is the effectiveness of the model framework that draws on the notion of time-space constraints. The data sets from two areas and two points in time allow a robust assessment of the model's validity and usefulness.

Although the model enables the derivation of behavioral relationships, its development is based on certain idealizations and simplifications that may limit the generality of the results. Perhaps most critical is the assumption that opportunities are uniformly distributed in the urban area. Because of this assumption, behavioral properties derived from the model may not necessarily be compatible with observed behavior, which is obviously influenced by variations in the type and intensity of land use within an urban area. Another idealization is that the urban area can be represented as a one-dimensional space. This simplification is not restrictive, however, because the study examines trip chaining under the assumption that destination locations are predetermined (a two-dimensional extension appears in Goulias and Kitamura (4) in which location choice in trip chains is the subject of analysis). It is also assumed that trip makers are homogeneous and that the properties identified through the model apply uniformly to all individuals. The applicability of the study results to population segments needs to be examined in a future effort. Despite these limitations the results presented in this paper offer behavioral insight and provide a basis for future model building efforts.

The paper is organized as follows. The next section offers a brief review of past studies of trip chaining behavior, with an emphasis on several especially pertinent ef-
forts. The following section presents the framework of the linear-city model and derives relationships between trip chaining and parameters characterizing the urban area. The results of empirical analysis appear next. Temporal and spatial stability in the distribution of path types and time use patterns is discussed. The properties obtained from the model are then empirically examined. The final section is a brief summary.

BACKGROUND

Existing models of trip chaining behavior can be classified into four broad groups: Markovian, activity-based, disaggregate utility-maximization models, and simulation models. Markovian models, which have been applied in trip chaining research since the concept of linked trips was introduced, are frequently used to represent the linkage between trip purposes or between the facilities at trip-ends. An application of Markov chain models in the trip distribution phase of the travel demand forecasting process can be found in Sasaki (5). An extension to modal split has also been investigated by Kondo and Kitamura (3). Application of Markov renewal process models has recently been proposed for a more elaborate representation of trip chaining behavior (8). This is generalized to a time-dependent, probabilistic process, assuming that the decision underlying trip chaining is influenced by factors related to the time of day (9). Extensions of discrete Markovian models can also be found in O'Kelly (10) and Borgers and Timmermans (11), who propose nonstationary Markov chain models. Many limitations of Markovian models noted in the past (12) are overcome in these recent extensions.

The activity-based approach to travel demand analysis has its roots in time geography (1) and human activity analysis (13). The main subjects for investigation include the interdependencies among household members in daily activities, the effect of life-cycle stages on activity patterns, and characteristics of time-space paths (i.e., the trajectory formed by an individual in the time-space dimension) and constraints imposed on them (2,14). Recently, efforts have been made to apply this approach to the examination of alternative hypotheses and development of theoretical frameworks for trip chaining behavior. In particular, Recker et al. (15) developed a model system that explicitly incorporates the time-space constraints. This model system promises to be a useful tool for a wide range of transportation planning options. The activity-based approach has contributed importantly to the analysis of trip chaining behavior.

There have been several trip chaining models that take on the utility-maximization approach (8,16). Adler and Ben-Akiva (17) developed a utility-maximizing model while viewing the decision for nonwork travel behavior as a choice from among a set of feasible daily paths. An effort to develop a stochastic process model using discrete choice models can be found in van der Hoorn (18,19) and in Kitamura and Kermanshah (20,21). The effect of time-space constraints on trip chaining is evaluated in a simplified context (3). In many of these applications, the decision underlying daily travel behavior is decomposed, and discrete choice models are applied to the resulting decision components. Whether these components can be integrated to reconstruct a daily travel pattern properly and meaningfully remains as a future research subject.

Another class of studies consists of simulation analyses of trip chaining. For example, Southworth applies heuristic rules to generate a set of destination locations visited in a trip chain (22). Markovian assumptions are applied in other simulation studies (23,24).

Of particular importance to this research is a set of studies that share the common interest: How nonwork activities and trips are linked to work trips. This group of work includes Oster (25), Hanson (26), Damm (14), Adid (27), and Kondo and Kitamura (3). Damm (14) focuses on the interdependence in activity engagements across periods of the day and attempts to develop a quantitative model describing how nonwork activities are linked or not linked to work trips. Damm's tabulation using observations from Minneapolis and St. Paul (Minnesota) indicates that 45 percent of workers who engaged in nonwork activities did so in connection with work, while 48 percent pursued nonwork activities in separate, home-based chains made after work.

The linking of nonwork activities to work activities is further examined by Kondo and Kitamura (3) with the use of constrained choice models to quantify the effect of time constraints. Their analysis indicates associations between trip chaining and the duration of nonwork activity, residential location, and work trip mode. The important association between travel mode and trip chaining is also shown by Nishii and Sasaki (7) using Japanese data.

The “second role” of the work trip, that is, providing the opportunity to link nonwork trips, is emphasized in Oster (25) and Hanson (26). In general, the empirical results indicate the importance of this second role. Hanson (26) notes that stops at supermarkets, kiosks, and other persons’ homes are most frequently made while commuting and points out that stops made during a work journey tend to be unplanned.

The analysis by Adid (27) is motivated by the hypothesis that commuters are reluctant to use public transit because of the convenience driving offers for engaging in extra activities during the work trip. Adid offers interesting statistics of trips and activities pursued on the way to work, during work, and on the way home from work; he reports that no particular activity type tends to be linked to work more frequently than statistically expected. Adid’s overall observation is that “in spite of the empirical results which showed the existence of extra activities during the worktrip, one has to conclude that most daily activities of working people, as represented by this sample, are still conducted independently of the journey to work” (27,p.135). Golob’s tabulation of a Dutch data set indicates that approximately 80 percent of home-based trip chains are simple home-work-home chains (28), leading to the same question about the significance of trip chaining involving work in the Netherlands.
Adiv's observation may be a reflection of land use development particular to the San Francisco Bay Area, where his observation was taken. It is conceivable that the apparent contradiction between the results of Adiv and those of Hanson (using data from Uppsala, Sweden) may be due to land use differences. Nonetheless, Adiv's observation raises the important question of whether accounting for trip chaining behavior using more complex methods and models is justifiable from a practical viewpoint. Further effort obviously needs to be devoted to trip chaining involving work trips.

Extensive effort has been made in the analysis of trip chaining behavior. Common characteristics of trip chaining behavior have been identified as summarized in recent reviews (29,30). The field appears to be entering the state where practical and application-oriented questions need to be addressed. Surprisingly, however, relatively little is known about conditions in the travel environment that induce trip chaining. Consequently, little information is available to help determine whether trip chaining will be more prevalent in the future. This paper's aim is to determine on what conditions workers tend to link trips to form trip chains involving work and other activities.

**MODEL OF TRIP CHAINING UNDER TIME-SPACE CONSTRAINTS**

In this section a simple model of trip chaining behavior under time-space constraints is formulated, and some properties of the model are derived. The section's intent is to lay an analytical foundation for the empirical analysis of trip chaining behavior presented in the following section. The model is based on the one proposed by Kondo and Kitamura (3) and depicts the formation of trip chains in a linear city under constraints represented by a time-space prism (J). The study extends the model by Kondo and Kitamura by postulating a specific functional form for the utility of out-of-home and in-home activities and by endogenously determining the amounts of time allocated to out-of-home and in-home activities.

**Prism in the Time-Space Coordinates**

Consider a linear city in which opportunities for out-of-home activities are distributed with constant density \( \Gamma(x) = \Gamma, \ -\infty < x < +\infty \). Suppose a worker in this linear city resides at \( x = L \) and commutes to his stationary work location at \( x = 0 \). The simplest travel pattern the worker can follow is a two-leg, one-stop, home-work-home trip chain. If the worker is subject to a fixed work schedule, the timing of an additional activity is constrained in the time-space coordinates because of the work schedule and also because of the limited speed of the travel mode used. The region in the time-space coordinates that the worker can occupy is often called a "prism." A typical worker's travel behavior is confined by three prisms: one before the scheduled work, one during the lunch break, and one after work (14,31).

Figure 1 shows an example of the prism for a one-dimensional urban space. The parameters that define the prism are:

\[
\begin{align*}
L & = \text{distance between work location and home,} \\
t_0 & = \text{earliest possible time that the worker can leave a base (home or office),} \\
t_1 & = \text{time by which he must arrive at a base (office or home),} \\
v & = \text{speed of the travel mode the worker uses,} \\
T & = t_1 - t_0, \text{ total available time, or height of the prism.}
\end{align*}
\]

The maximum amount of time available for activities, \( h \), is obtained as

\[
h = T - L/v.\]

These parameters are shown with the prism in Figure 1.

The analysis of this study is concerned with the case in which the worker pursues a discretionary out-of-home activity in addition to work. If the location and time of the additional activity are not fixed, the activity can be pursued in any one of the three prisms. If the activity is pursued in the first or the third prism, the worker has the options of (1) combining this additional activity with the commuting trip and (2) pursuing the activity in a separate, home-based, one-stop trip chain. A sequence of trips, or a path, shall be called a "multichain" path if the additional activity is pursued in a separate, home-based trip chain and a "single-chain" path if the activity is linked to a commuting trip. Then the worker has five types of paths (14): a multi- or single-chain path in which the activity is pursued before work, a path with the activity pursued during work, and a multi- or single-chain path with the activity pursued after work.

**Utility Components of Time-Space Paths in the Prism**

Let \( A(x) \) be the attractiveness of the set of opportunities in a unit-distance interval at \( x \). Suppose that time can be
freely allocated between in-home and out-of-home activities. In this case, it can be assumed that the duration of the activity at \( x \) will be determined such that the total utility of in-home and out-of-home activities will be maximized. Assume as well that the utility of the activity at \( x \) increases proportionally with the attractiveness measure \( A(x) \) and, further, that utilities of in-home and out-of-home activity durations can be combined into a Cobb-Douglas function. The total utility of engaging in an activity at \( x \) and allocating \( s \) amount of time can then be expressed as

\[
U(x, s) = A(x)s^{\beta}(h - t(x) - s)^{1-\beta} \quad 0 < \beta < 1
\]

where

\[
s = \text{the duration of out-of-home activity at } x,
\]

\[
t(x) = \text{the reduction in available activity time due to travel, and}
\]

\[
h = \text{the maximum activity time available, as defined earlier.}
\]

Setting the first derivative with respect to \( s \) equal to 0, the optimal activity duration at \( x \), \( s^* \), is obtained as

\[
s^* = \beta(h - t(x))
\]

The total utility of the activity time in the prism with \( s^* \), \( U^*(x) \), can be expressed as

\[
U^*(x) = \beta^\beta(1 - \beta)^{1-\beta}A(x)[h - t(x)]
\]
The net utility, then, can be formulated as follows:

\[ U_{tc}(x) - \theta d_{sc}(x) \] if a single-chain path
\[ U_{tc}(x) + H_0 - \theta d_{sc}(x) \] if a multichain path

where

\[ d(x) = \text{total travel distance} \]
\[ d_{sc}(x) \text{ for single-chain path,} \]
\[ d_{mc}(x) \text{ for multichain path}, \]
\[ \theta = \text{travel cost per unit distance}, \]
\[ H_0 = \text{the added utility that arises when the discretionary activity is pursued in a separate, home-based trip chain.} \]

If returning home before engaging in the discretionary activity offers an opportunity to freshen up, rest, or to attend to household chores, the separate home-based trip chain may yield additional utility. This added utility, \( H_0 \), is associated with the schedule convenience.

### TABLE 2 INDICATORS OF TRAVEL PATTERNS BY YEAR

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Osaka 1970</th>
<th>Osaka 1980</th>
<th>Osaka change(%)</th>
<th>Kyoto 1970</th>
<th>Kyoto 1980</th>
<th>Kyoto change(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trip rates (trips/tripmaker)</td>
<td>2.72</td>
<td>2.92</td>
<td>7.4%</td>
<td>2.77</td>
<td>2.92</td>
<td>5.4%</td>
</tr>
<tr>
<td>Trip rates (trips/worker)</td>
<td>2.84</td>
<td>3.07</td>
<td>7.8%</td>
<td>2.87</td>
<td>3.03</td>
<td>5.2%</td>
</tr>
<tr>
<td>The average number of office-based chains</td>
<td>1.21</td>
<td>1.20</td>
<td>-0.8%</td>
<td>1.20</td>
<td>1.20</td>
<td>0.0%</td>
</tr>
<tr>
<td>The average number of office-based sojourns</td>
<td>1.69</td>
<td>1.62</td>
<td>-4.1%</td>
<td>1.78</td>
<td>1.67</td>
<td>-6.2%</td>
</tr>
<tr>
<td>Tour length*(km):</td>
<td>8.74</td>
<td>8.43</td>
<td>-3.5%</td>
<td>7.55</td>
<td>7.44</td>
<td>-1.5%</td>
</tr>
<tr>
<td>C.B.D. tours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tour length *(km): all tours</td>
<td>14.07</td>
<td>14.45</td>
<td>+3.1%</td>
<td>15.07</td>
<td>15.33</td>
<td>-2.2%</td>
</tr>
</tbody>
</table>

*) Tour length is defined as the average distance between tripmaker's home and the farthest sojourn location. The figures are for workers who made at least one trip by car. A C.B.D. tour is one which contains at least one stop in the central area.

**Formation of Trip Chains**

The relation between the likelihood of trip chaining and the model parameters is now derived assuming that the worker chooses between single-chain (SC) and multichain (MC) paths given the location of the additional activity, \( x \).

If both types of paths are feasible (i.e., \( L - hv/2 \leq x \leq L + hv/2 \)), it may be assumed that the choice between MC and SC paths depends on the utility difference, \( DU \).

\[
DU = U_{tc}(x) - U_{sc}(x) = \beta(1 - \beta)^{1 - \beta}(A(x)(t_{sc}(x) - t_{mc}(x)) + H_0 + \theta(d_{sc}(x) + d_{mc}(x))
\]

where \( A(x) \) is the attraction measure as before, and \( U_{tc}(x) \) and \( U_{sc}(x) \) are the net utilities of a sojourn of duration \( s^* \) at an opportunity at \( x \) in an MC path and an SC path, respectively. The trip distance in the linear city, \( d(x) \), and time available for the activity, \( t(x) \), can be determined automatically for each path type given the activity location, \( x \). The results are summarized in Figure 2, which is prepared for the third prism. Using this result, the utility difference can be expressed as

\[
DU = \begin{cases} 
H_0 - \beta(1 - \beta)^{1 - \beta}A(x)(L-x)/v - 2\theta(L-x) & \text{if } 0 \leq x \leq L \\
H_0 - \beta(1 - \beta)^{1 - \beta}A(x)(2L/v) - 2\theta L & \text{if } L-hv/2 \leq x < 0 \\
H_0 & \text{if } L < x \leq L + hv/2 
\end{cases}
\]

It can be assumed that the worker is more likely to take on an MC path as the utility difference increases.

Using this relationship, the likelihood of MC and SC paths can be related to the model parameters that characterize the linear city. The results are summarized for \( L, v, \), \( \theta, A(x) \), and \( H \) in Table 1. Note that the relations between \( DU \) and the model parameters vary depending on the activity location. In particular, most of the model parameters examined here are unrelated to \( DU \) if \( L < x \leq L + hv/2 \) (see Figure 2). In the other regions of the linear city, the likelihood of an SC path increases with the

### TABLE 3 DISTRIBUTION OF PATH TYPES INVOLVING TWO STOPS

<table>
<thead>
<tr>
<th>city year</th>
<th>Before work</th>
<th>During work</th>
<th>After work</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Osaka 1970</td>
<td>193</td>
<td>337</td>
<td>2773</td>
<td>3280</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>4.3%</td>
<td>35.6%</td>
<td>42.2%</td>
</tr>
<tr>
<td>Osaka 1980</td>
<td>119</td>
<td>305</td>
<td>4072</td>
<td>2450</td>
</tr>
<tr>
<td></td>
<td>3.0%</td>
<td>4.3%</td>
<td>53.5%</td>
<td>32.2%</td>
</tr>
<tr>
<td>Kyoto 1970</td>
<td>193</td>
<td>95</td>
<td>643</td>
<td>875</td>
</tr>
<tr>
<td></td>
<td>3.6%</td>
<td>4.5%</td>
<td>30.1%</td>
<td>41.0%</td>
</tr>
<tr>
<td>Kyoto 1980</td>
<td>193</td>
<td>95</td>
<td>643</td>
<td>875</td>
</tr>
<tr>
<td></td>
<td>3.6%</td>
<td>4.5%</td>
<td>30.1%</td>
<td>41.0%</td>
</tr>
</tbody>
</table>
The data sets used are from the Kyoto-Osaka-Kobe metropolitan area in Japan. Comparable data are available from 1970 and 1980 and are suitable for a comparative analysis between the two time points ten years apart. Both data sets contain records of the entire set of trips made by each member (≥5 years old) of sample households on the survey day. Sample households of the two surveys were selected randomly based on residential location with sampling rates of approximately 3 percent.

Mobility characteristics in these data sets are summarized in Table 2. Trip rates are very similar (within 2 percent differences) between Osaka and Kyoto subareas in both 1970 and 1980. Spatial stability of trip generation is evident from this tabulation. The measures of tour length (i.e., the distance between the home base and the farthest sojourn location), on the other hand, show that a tour tends to be longer in the Osaka area, which has a much larger urban area. Table 2 also indicates that trip rates in both areas increased in 1980, with the Osaka area showing slightly higher rates of increase. Unlike trip rates, tour length does not offer a clear tendency between the two time points.

The analysis presented in the rest of this paper is based on a subsample consisting of those who (1) were employed at the time of survey, (2) made a work trip on the survey day, (3) pursued exactly one out-of-home activity in addition to work, and (4) had a closed home-based path.
TABLE 4 INDICATORS OF TIME USE PATTERNS BY PATH TYPE

<table>
<thead>
<tr>
<th>Indicators</th>
<th>City</th>
<th>Year</th>
<th>Before work</th>
<th>During work</th>
<th>After work</th>
<th>One-stop path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MC</td>
<td>SC</td>
<td>MC</td>
<td>SC</td>
</tr>
<tr>
<td>The number of individuals*</td>
<td>Osaka 1970</td>
<td>47</td>
<td>247</td>
<td>1472</td>
<td>1938</td>
<td>251</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>66</td>
<td>263</td>
<td>1538</td>
<td>1591</td>
<td>290</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>26</td>
<td>69</td>
<td>386</td>
<td>518</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>59</td>
<td>133</td>
<td>584</td>
<td>671</td>
<td>256</td>
</tr>
<tr>
<td>Thu average work trip duration(min)</td>
<td>Osaka 1970</td>
<td>35</td>
<td>46</td>
<td>47</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>28</td>
<td>47</td>
<td>50</td>
<td>52</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>26</td>
<td>37</td>
<td>41</td>
<td>40</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>19</td>
<td>41</td>
<td>39</td>
<td>41</td>
<td>25</td>
</tr>
<tr>
<td>The average travel time of additional trip (min)</td>
<td>Osaka 1970</td>
<td>32</td>
<td>53</td>
<td>42</td>
<td>43</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>33</td>
<td>48</td>
<td>41</td>
<td>39</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>26</td>
<td>38</td>
<td>41</td>
<td>41</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>19</td>
<td>40</td>
<td>38</td>
<td>37</td>
<td>18</td>
</tr>
<tr>
<td>The average working hours in office(hrs)</td>
<td>Osaka 1970</td>
<td>6.70</td>
<td>5.95</td>
<td>6.15</td>
<td>7.38</td>
<td>7.73</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>5.90</td>
<td>6.42</td>
<td>5.97</td>
<td>7.37</td>
<td>7.37</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>5.48</td>
<td>5.88</td>
<td>6.15</td>
<td>7.40</td>
<td>8.23</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>6.47</td>
<td>7.08</td>
<td>5.87</td>
<td>7.53</td>
<td>7.92</td>
</tr>
<tr>
<td>The average sojourn duration(min)</td>
<td>Osaka 1970</td>
<td>110</td>
<td>172</td>
<td>144</td>
<td>164</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>130</td>
<td>146</td>
<td>164</td>
<td>146</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>121</td>
<td>163</td>
<td>158</td>
<td>163</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>114</td>
<td>135</td>
<td>181</td>
<td>140</td>
<td>89</td>
</tr>
<tr>
<td>The average starting time of the first trip(hour:min)</td>
<td>Osaka 1970</td>
<td>9:01</td>
<td>8:34</td>
<td>7:49</td>
<td>7:50</td>
<td>7:58</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>9:17</td>
<td>8:35</td>
<td>7:45</td>
<td>7:49</td>
<td>7:47</td>
</tr>
<tr>
<td></td>
<td>Kyoto 1970</td>
<td>9:18</td>
<td>9:05</td>
<td>7:52</td>
<td>7:54</td>
<td>7:52</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>9:15</td>
<td>8:26</td>
<td>7:45</td>
<td>7:49</td>
<td>7:50</td>
</tr>
</tbody>
</table>

* Individuals who made walk trips are excluded from this tabulation because trip duration data are not available in the 1970 file. This is the main reason for the difference in sample sizes between Table 3 and Table 4.

Those who did not make trips and those who were not employed are excluded from the sample. In addition, the individuals are screened to include only those who made at least one trip to either Osaka City or Kyoto City. The subsamples of these two groups of individuals are referred to as the Osaka sample and the Kyoto sample.

It is important to note that the additional activity is not limited to nonwork activities (e.g., shopping, personal business, and social recreation) but includes business-related activities, such as attending a conference held outside the office base. In this respect the data sets of this study are quite different from those used in the previous analyses of two-stop chains, in which the additional activity is limited to nonwork activities. The main reason for including business-related activities is that business trips account for a large percentage of total trips made by workers in the metropolitan areas of Japan. For example, business trips in Osaka in 1980 accounted for 31.8 percent of total person trips, while work trips accounted for 26.9 percent, nonwork trips 9.9 percent, and home trips 31.4 percent. Also, workers tend to integrate business activities into their daily travel. For example, in Osaka in 1980, 21.4 percent of business trips were made in home-businesswork or work-business-home chains, 57.0 percent in office-based chains, and 21.6 percent in separate home-based chains. It is likely that business-related activities influence the formation of workers' trip chains significantly.

Temporal and Spatial Stability of the Distribution of Path Types

The distributions of path types involving two stops are presented in Table 3 for the Osaka and Kyoto subsamples in 1970 and 1980, respectively. The table indicates that the additional activity was pursued most frequently in
office-based chains during work and in single-chain paths after work. The percentage of before-work engagement and multichain after-work engagement is less than 30 percent and shows a decrease in 1980.

Office-based engagement increased substantially between 1970 to 1980 in both Osaka and Kyoto. At the same time the fraction of after-work engagement in Osaka decreased from 57.5 percent in 1970 to 40.9 percent in 1980; that in Kyoto decreased from 61.8 percent to 49.9 percent during the same period. This tabulation thus offers ample evidence that the distribution of path types is not stable over time. Comparing the Osaka and Kyoto samples, it can be found that the percentage of multichain paths is smaller in Osaka than in Kyoto, for both before-work and after-work engagements. These differences are presumably due to longer commuting durations in the much larger Osaka metropolitan area.

The increase in during-work engagement may be a factor leading to the increase in trip rates between 1970 and 1980 shown in Table 2. Figure 3 shows the distribution of the mode used for the additional trip by path type (the rail mode includes bus). Notable is the considerable decrease in walk trips and the increase in trips by "other" modes found in multichain paths, both before work and after work. This reflects the surge in bicycle use that took place in Japan between 1970 and 1980.

In case of during-work engagement, the differences between 1970 and 1980 are due to the increase in walk trips and the decrease in car trips. Although statistical data do not offer a direct explanation for this sharp increase, it presumably is due to the increase in nonwork activities outside the office base, especially eating meals, during the lunch break. Trip generation for shopping, eating meals, and social recreation increased by 25 percent in 1980, and the frequency of restaurants as a destination land use type more than doubled.

Temporal Stability in Time Use

Several indicators of time use in two-stop paths are presented in Table 4. They include the averages of commuting travel time, hours spent in the office, travel time for the additional activity, duration of the additional activity, departure time of the first trip, and arrival time of the last trip. Figure 4 presents the average daily time use pattern by path type for the Osaka sample in 1970 and 1980,
respectively. Observations that can be made from Table 4 and Figure 4 include:

1. The time use pattern of workers with before-work activity engagement is different from those of workers with during-work and after-work engagements. The difference is in the starting time of the first trip and the ending time of the last trip. The average starting time for before-work engagement is approximately one hour later than in the other path types (including home-work-home, one-stop paths), where the average starting times are between 7:45 and 8:00 a.m. This result is consistent with those obtained by Damm (14) and Adiv (27), and demonstrates the impact of the work schedule upon trip chaining.

2. The durations of the additional activity show marked decreases in 1980 in after-work engagement and before-work, single-chain engagement. On the other hand, that of during-work engagement became significantly larger. Together with the increase in the frequency of during-work engagement, the result suggests that workers' engagement in out-of-office activities in office-based chains intensified in 1980.

3. Most of the additional activities pursued after work can be classified into nonwork activities, such as shopping, social recreation, and personal business. It is quite remarkable that those individuals who pursued activities after work tended to return home earlier in 1980 than in 1970. Similar results were obtained in a temporal stability analy-

In summary, the statistical analysis thus far has indicated that there were considerable changes in the travel and out-of-home activity patterns of workers between 1970 and 1980 in the Osaka and Kyoto areas.

ANALYSIS OF THE RELATIONSHIPS DERIVED FROM THE LINEAR-CITY MODEL

Figure 5 presents the distribution of path types in the Osaka data for 1970 and 1980 against commuting trip duration. With a $\chi^2$ value of 226.4 (df = 24) in 1970 and 301.9 (df = 24) in 1980, the contingency tables underlying the figure indicate an extremely significant association between the two factors. Commuting travel time corresponds to $L/v$ and, given $v$, it is proportional to $L$. An inspection of the figure indicates that the likelihood of multichain paths decreases as commuting trip duration increases. The tendency is consistent with the theoretical result that $\partial DU/\partial L < 0$.

The distribution of path types is shown by the travel mode used for the additional activity in Figure 6 for the Osaka data set. Contingency tables with high values of $\chi^2$ in both 1970 and 1980 again indicate a significant association between the two factors. This is due in part to the correlation between the mode choice and the home-to-work distance. The results show that after-work, single-chain paths are significantly overrepresented among the users of public transit, who often engage in long-distance commuting by rail. The dense commercial development surrounding railway stations in Japan is definitely a contributing factor.

On the other hand, it appears that the walk mode in 1970 is associated with multichain paths, with the additional activity pursued in a separate home-based chain, both before and after work. The same tendency is not found in 1980; the walk mode is associated with the during-work activity engagement.

As an indicator of the propensity to link trips, consider the ratio of multichain paths to all paths ($MC$ ratio). This

\[
\begin{array}{c|c|c|c|c|c}
\text{Trip Mode (Osaka in 1970)} & \text{Walk} & \text{Bicycle} & \text{Motorcycle} & \text{Car} & \text{Public transit} \\
\hline
0 & 20 & 40 & 60 & 80 & 100 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c}
\text{Trip Mode (Osaka In 1980)} & \text{Walk} & \text{Bicycle} & \text{Motorcycle} & \text{Car} & \text{Public transit} \\
\hline
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\end{array}
\]

\[
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\hline
\end{array}
\]

FIGURE 6 Distribution of path types by trip mode for additional activity.
TABLE 5 RELATIONSHIP BETWEEN TRIP MODE AND MC RATIO BY HOME LOCATION (OSAKA)

<table>
<thead>
<tr>
<th>Home location</th>
<th>Mode</th>
<th>No. of paths</th>
<th>MC Total</th>
<th>MC ratio</th>
<th>Mean work trip duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North-Osaka</td>
<td>Rail</td>
<td>55</td>
<td>768</td>
<td>7.3(%)</td>
<td>46.7 (min)</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>22</td>
<td>163</td>
<td>13.5(*)</td>
<td>37.4 (*)</td>
</tr>
<tr>
<td>East-Osaka</td>
<td>Rail</td>
<td>53</td>
<td>640</td>
<td>8.3</td>
<td>47.1</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>14</td>
<td>150</td>
<td>9.3(*)</td>
<td>41.8 (*)</td>
</tr>
<tr>
<td>South East-Osaka</td>
<td>Rail</td>
<td>19</td>
<td>244</td>
<td>7.8</td>
<td>52.7</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>5</td>
<td>51</td>
<td>9.8(*)</td>
<td>50.3 (*)</td>
</tr>
<tr>
<td>South-Osaka</td>
<td>Rail</td>
<td>37</td>
<td>454</td>
<td>8.1</td>
<td>52.6</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>14</td>
<td>76</td>
<td>17.9(*)</td>
<td>46.2 (*)</td>
</tr>
<tr>
<td>Osaka city</td>
<td>Rail</td>
<td>200</td>
<td>1084</td>
<td>18.5</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>82</td>
<td>387</td>
<td>21.2(*)</td>
<td>22.5(*)</td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North-Osaka</td>
<td>Rail</td>
<td>32</td>
<td>788</td>
<td>4.1(%)</td>
<td>47.1 (min)</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>7</td>
<td>166</td>
<td>4.2(*)</td>
<td>47.0 (*)</td>
</tr>
<tr>
<td>East-Osaka</td>
<td>Rail</td>
<td>33</td>
<td>608</td>
<td>4.7</td>
<td>47.8 (*)</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>15</td>
<td>140</td>
<td>10.7(*)</td>
<td>49.7</td>
</tr>
<tr>
<td>South East-Osaka</td>
<td>Rail</td>
<td>12</td>
<td>228</td>
<td>5.3</td>
<td>55.1</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>3</td>
<td>44</td>
<td>6.6(*)</td>
<td>53.5 (*)</td>
</tr>
<tr>
<td>South-Osaka</td>
<td>Rail</td>
<td>23</td>
<td>454</td>
<td>5.1(*)</td>
<td>55.2 (*)</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>3</td>
<td>71</td>
<td>4.2(*)</td>
<td>58.1</td>
</tr>
<tr>
<td>Osaka city</td>
<td>Rail</td>
<td>80</td>
<td>775</td>
<td>10.3</td>
<td>34.3</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>37</td>
<td>280</td>
<td>13.2(*)</td>
<td>24.9(*)</td>
</tr>
</tbody>
</table>

ratio is shown in Table 5 by trip mode (private car vs. rail, including bus). To control for commuting distance, the tabulation is prepared by residential zones as shown in Figure 7. Except for one case, the faster mode with a smaller average trip duration has a larger MC ratio. The table thus offers empirical evidence in support of the theoretical result that $\partial DU/\partial v > 0$.

The tendencies just discussed are found in general in both the 1970 and 1980 data. The results indicate that time and space constraints do influence workers’ trip chaining behavior in important ways. The results also point to the important effects the commuting distance and speed of travel have upon trip chaining.

CONCLUSION

A model of trip chaining behavior under time-space constraints was developed in this study; the likelihood of combining stops into multistop chains is related to parameters that characterize an urban area. The analysis was concerned with workers’ trip chaining behavior where a nonwork activity is introduced to the basic home-work-home chain. The theoretical results indicated that the likelihood of pursuing an additional activity in a separate home-based chain will increase with the speed of travel, and that of multistop chains will increase with commuting distance, travel cost, and the density of opportunities.

The empirical results using data sets from two areas and two points in time support the relation between commuting distance and trip chaining. In addition the results
support the theoretically obtained relation that faster travel speed encourages activity participation in one-stop chains. The empirical analyses also showed that trip chaining does not remain stable over time despite the fact that trip rates are very stable. In particular, a drastic increase in office-based, nonwork activity engagement on foot was found between 1970 and 1980.
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