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Use of Three-Dimensional Conjugate
Directions Search Method To Improve
TRANSYT -7F Computational
Efficiency
Hunr-Snnuc Tsey eirrp Kwo-Tsaun WeNc

A modification of the computer program TRANSYT-7F has been
developed to reduce computational time and improve the per-
formance index by using the conjugate directions search method
in three dimensions. The original TRANSYT-7F uses the hill-
climbing method to perform a two-step optimization, This type of
optimizing procedure has been used in the TRANSYT program
for many years, and even TRANSYT-7F's new version, 6.0, still
applies the same algorithm. In this pâper, a new search method
is developed to obtain simultaneously the final cycle length, split,
and offset. It is a one-step optimization algorithm. From tests of
21 cases on a PC/AT, this modifïed TRANSYT-7F reduces com-
putational time significantly and improves the performance index
slightly compared with the new TRANSYT-7F. It also allows the
user to consider the spillover effect, perform arterial priority or
link maximum-allowed delay, and fix the offsets for designated
intersections. Currently, this program can be used not only as a
detailed off-line signal-timing analysis tool but also as a part of
computing software for four newly developed traffic control sys-
tems in Taiwan to generate online signal-timing plans.

TRANSYT is a popular computer program used around the
worid to optimize the signal timing of networks with coor-
dinated intersections. It identifies optimal offsets and phase
splits through the minimization of a performance index (PI)-
a linear combination of stops and delays. The weight of each
stop equivalent to delay is supplied by the user network-wide
or on an individual link basis. To find the minimum PI,
TRANSYT uses the hill-climbing method to perform a two-
step optimization. It usually uses the "quick" step size to
obtain the best cycle length and then applies the "normal"
step size for the split and offset optimization. The magnitude
of the searching step size is given as part of the TRANSYT
program but can easily be altered by the user from input Card
'Iype 4. This is an iterative, gradient search technique that
requires extensive numerical computation by the computer.
It has been used in TRANSYT as the optimization procedure
for many years, and the new TRANSYT-7F version, 6.0, still
uses the same algorithm. Although the current TRANSYT-
7F provides users with a sensitivity parameter to improve its
computing efficiency, the hill-climbing method requires con-
siderable computation to obtain the final signal-timing plan.

In 1986, Foulds (1) developed another search approach (a
modification of the Fibonacci search) in place of the hill-
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climbing procedure. The Fibonacci search significantly improves
TRANSYT, both in terms of the PI and computational time.
Later, Chen (2) coded a computer program and performed
several tests based on this method. He concluded that it is
difficult to improve the computational time and PI at the same
time through the Fibonacci search. This is probably because
the Fibonacci search is a one-dimensional search. The offset
and split of coordinated signalized intersections cannot be
optimized simultaneously in the second phase of TRANSYT-
7F after obtaining the final cycle time through the first step.

Furthermore, the PI function does not always obey the con-
dition of strictly-increase-monotonically or strictly-decrease-
monotonically, or the combinations of both. It has some vari-
ations in the form of local maxima and minima. This means that
the one-dimensional search procedure may not be the best strat-
egy for finding the global optimum of TRANSYT-7F. After
numerous tests of six combined strategies proposed by Chen
(2), it is suggested that the Fibonacci method only be considered
in the first step for cycle optimization and that the hill-climbing
method still be used to perform the offset and split optimization
in the second step. This selected strategy can reduce the com-
putational time by 30 percent but with a worse PI value (3
percent on average) than the new TRANSYT-7F.

In this paper, a three-dimensional, nonlinear search tech-
nique-the conjugate directions search method-is devel-
oped to replace the traditional hill-climbing method. This new
method obtains the final cycle length, offset, and split simul-
taneously without the two-step process. It is a one-step optim-
ization procedure and can be extended to solve special types
ofintersections, such as signalized circles, and signalized junc-
tions of expressway offramps and surface arterials. The fol-
lowing sections first focus on the theory of TRANSYT-7F
related to signal-timing optimization. Then the framework
and theory of the conjugate directions search method in three
dimensions is presented and discussed. Finally, this new method
is compared with the hill-climbing and modified Fibonacci
search methods.

CHARACTERISTICS OF TRANSYT.TF
OBJECTIVE FUNCTION

To find a suitable and effective method of optimizing the
objective function of TRANSYT-7F, the characteristics of PI
must first be discussed. When optimizing, TRANSYT mini-
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mizes the PI. The optimization formulation of TRANSYT-
7F follows. All variables and symbols are based on the original
TRANSYT-7F (3), unless otherwise specified.

Pr=É(dt+KSt)

where

d, = delay on link I (of n links) (veh-hr/hr),
S¡ = stops on link i (stops/sec), and
K : a user input coefficient to express the importance of

stops relative to delay.

Delay in Equation 1. is composed of uniform delay (d,,),
random delay (d,), and oversaturation delay (4). The uniform
delay is calculated by averaging the queue length (lø,) over
the cycle for any step / times the cycle length, as shown in
t^-.^r:^- 1.Lqu4rruil ¿.

Cå
d" = 

T*ooNr Z,*, (2)

where

d, : uniform delay (veh-hr/hr),
c : cycle length (sec),

rnr : queue length during step r, and
N : number of steps in the cycle.

Then random delay accrues due to the random arrivals of
vehicles. TRANSYT computes the combined effect of random
delay and saturation delay through the following equation:

d":

where

4 : random and saturation delay,
B" :2(1 - X) + XZ,
Ba: 42 - V,
z:QXtn"60tT,
X : degree of saturation,
I/ : volume on the link, and
7 : period length.

Therefore, the total delay in veh-hr/hr (D) can be computed
AS

D:d,+d, (4)

The number of stopped vehicles estimated in TRANSYT-
7F is equal to the number of vehicles arriving when a queue
is present. This is based on empirical studies by the Transport
and Road Research Laboratory (TRRL), and even partial
stops are counted through a reduction curve if the delay to
such vehicles is small (3). Based on Equations l- to 4, the
variables considered in the PI include the queue length, degree
of saturation, volume, and cycle length. Since volume is an
external input provided by the user, the queue length and
degree of saturation become two major factors that need to
be determined through the cycle length, split, and offset. In
other words, the cycle length, split, and offset will be the
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major elements affecting the vaiue of the objective function
PI. These variables, however, have implicit functional forms
that should be calculated internally from simulation to obtain
the minimum PI value.

Generally speaking, there are four types of methods for
solving unconstrained non[near optimization problems. These
nonlinear problems can be categorized as single variabìe
requiring derivatives (Type A), single variable without deriv-
atives (Type B), several variables requiring derivatives (Type
C), and several variables without derivatives (Type D). The
solution methods related to each type of nonlinear problem
are summarized in Table 1. According to the above discussion,
the variables related to the objective function PI of TRAN-
SYT-7F are nonlinear, unconstrained, and have no derivative
form with the existence of implicit functions. Therefore, the
objective function PI cannot be solved through nonlinear
methods that require derivatives.

For nonlinear optimization problems without derivatives,
the effective method for dealing with a single variable and
several variables may be the Fibonacci search and the con-
jugate directions search, respectively (4,5). Use of the Fibo-
nacci search instead of the hill-climbing procedure used in
TRANSYT-7F was proposed by Foulds (1) and extensively
analyzed by Chen (2). Therefore the following section focuses
on the theory of the conjugate directions search method in
three dimensions and its applications.

CONJUGATE DIRECTIONS SEARCH
METHODS IN THREE DIMENSIONS

The conjugate directions search method in three dimensions
was first presented by Powell (4) and then by Zangwtll (6)
and Brent (4. It is a direction set method that has the char-
acteristics of quadratic termination when used to solve quad-
ratic function problems. The procedure takes at most r? steps
to obtain the final solution when a quadratic function with n
variables is considered. This nonlinear search method has an

advantage over the other methods with its faster convergence.
Since the objective function of TRANSYT-7F considers three
implicit variables, the three-dimensional conjugate directions
method can further be applied to solve for the cycle length,
offset, and split.

D efinition of Conj ugate Directions
Given an N x N symmetric matrix C, the directions S(1), S(2),

S(.), . . , S(.), r 3 N, are said to be C conjugate if (a) the
directions are linearly independent, and (b) S(ÐCSO : 0 for
alli * j.

Theorem: Parallel Subspace Property (8)
Given a quadratic function q(x), two arbitrary but distinct
points r(1) and x(2), and a direction d, if y(1) is the solution to
min q(x{r) + d) andy(') is the solution to min q(x<zt + ìtd),
the direction (yØ - y(t)) is conjugate to d.

This property is illustrated in Figure 1 in two dimensions.
It can be seen that a single-variable search from y{t) 9¡ y(zl

along the direction (yØ - yrtr) will produce the minimum
(8). This method can be further extended to three dimensions
to find the optimization value of TRANSYT-7F, which is

known as the application of the extended parallel subspace
property. Using this extension, the construction shown in Fig-

(1)

(3)
[(u")' 

.Ëf''' -u;
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TABLE 1 SUMMARY OF FOUR TYPES OF NONLINEAR OPTIMIZATION PROBLEMS
AND SOLUTION METHODS

Types Methods

A. Single Variable Requiring DerÍvatives 1. Newton-Raphson Method

2. Bisection Method

3. Secant Method

4. Cubic Seôrch l"lethod

B. Single Variabie liithout Derivatives 1. Interval Halving Method

2. Golden Section Search Method

3. Fibonacci Search Method

C. Several Varlables Requiring Derivatives 1. Steepest Descent Method

2. Newton's Method

3. l"lodified Newton's Method

4. Quasi-Newton Method

5. Conjugate Gradient Method

D. Several Variables llrthout Derivatives 1. Univariate Method

2. Simplex Method

3. Pattern Search Method

4. Conjugate Directions Method

FIGURE I Conjugacy in two dimensions.

ure l- can immediately be generalized to higher dimensions.
The search procedure is illustrated through the example given
in Figure 2 (8).

From the upper part of this figure, the search begins with
coordinate directions O, @, and @, which represent the split,
offset, and cycle length, respectively. The initial signal timing
plan ¡(ol is obtained from the subroutine STARi of TRAN-
SYT-7F by considering the minimization of degree of satu-
ration. From ¡(o), a series of line searches is made along @,
O, @, and again @. At the conclusion of this cycle, the
directions @ and ¡(a)-x(l) will be conjugate. The new search

direction designated @ in Figure 2 then replaces O. A new
cycle of line searches is executed using directions @, @, @,
and again @. Through the extended parallel subspace prop-
erty, the new direction (x(a)-¡tsl;, designated @ in the figure,
will be conjugate not only to @ but also to @. Hence, the
set of directions @, (x{a)-x{t)), and (x(s)-¡<sl) are mutually
conjugate. Therefore, ifone additional line search is executed
from .r(8) along (x(8)-x(5)), the point r(e) is found. This point
must be the optimum if /(.r) is a three-dimensional quadratic,
since three mutually conjugate directions have been reached
in turn. In other words, nine line searches using only function
values are required to determine the exact optimum of a
quadratic function in three dimensions. This construction is
easily generalized and will require M line searches in N
dimensions to optimize a quadratic function.

The proposed method, in fact, comprises three subprob-
lems of a one-dimensional search. It is important to determine
the functional characteristics of each variable with the PI value.
Several netwo¡ks of Keelung and Tainan cities were tested
comprehensively by the simulation procedure to derive the
functional forms of cycle length, offset, and split versus PI.
The relationships between the PI and each variable can be
observed from Figures 3 through 5.

From the six examples shown in Figure 3, the functional
form of PI related to the offsets is a type of discrete function.
Most functions obey the characteristics of the sine or cosine
pattern, except with some variations. It is not a unimodal
function. As far as the computational efficiency is concerned,
the Fibonacci search procedure approximately follows the sine
or cosine curve. This procedure depends on a numerical
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/ (3)

cycle

offset
I
I

øl
)-----split

x"'1,

FIGURE 2 Construction of conjugate directions search in
three dimensions.

sequence called Fibonacci numbers. The procedure succes-

sively reduces the interval in which the minimum of a non-
linear function must lie. The computational procedure requires
the function value of only one point instead of two points for
each reduced interval after obtaining the first'interval from
computing the value of two points. Such a searching procedure
can reduce the computational time significantly. Since the
unimodality of the sine or cosine function does not hold, the
Fibonacci search needs to be modified. Full details of the
Fibonacci search procedure and its modification were given
by Foulds. In this paper, these searching steps are further
considered and partially modified to find the final value of
offsets in approaching the optimal solution through the con-
jugate directions search method.

The relationships between PI and different green splits can
be seen from Figure 4. In these six cases, the green split seems

to have the form of a unimodal function. Since this is a rather
important element, more tests are needed before a final con-
clusion can be drawn. The variables considered in the objec-
tive function PI have implicit functions, which are probably
the only way to determine the relationships between the green

1t9

split and PI by using the simulation result. Although a the-

oretical proof of the unimodal function is difficult, the optimal
value of splits can be obtained directly from the Fibonacci
search method with the assumption of satisfying unimodality.
This nonlinear function may become a constrained condition
if the user sets the minimum green split for the designated
approach through input Card Type 2X in TRANSYT-7F. Since

the Fibonacci search method solves only the unconstrained
case, a split-adjusting procedure needs to be considered and
has been included in this proposed method to satisfy the
constrained situation.

Figure 5 represents the relationships between PI and var-
ious cycle lengths. The PI increases gradually (Figures 54,
5C, and 5D) or decreases first and then increases (Figure 58)
as the cycle length increases. There are some exceptions (Fig-
ures 5E and 5F) where PI decreases rapidly to a minimum
value when the cycle length increases to a certai! extent. To
seek an effective search method for obtaining the cycle length,
three kinds of searching rules may be considered. First, the
Fibonacci search method is used directly to calculate its opti-
mum value. The elimination interval needs to be recomputed
if it is greater than 10 sec. Second, the entire cycle length is

divided into several 5-sec intervals. In each interval the PI
value is calculated; these values are compared to find the
smallest PI and its corresponding interval. In the final interval
the Fibonacci search procedure is applied to obtain the cycle
length. Third, the PI value is evaluated at each cycle length
increment, which is part of the input provided by the user.

After several tests, it was found that the first and second
searching rules need considerable computational time and
cannot be guaranteed to give the optimal cycle length. The
third rule, however, comes close to the optimum value if the
cycle increment is gradually decreased. Hence the proposed
method uses the third rule to calculate the final cycle length.
More research is needed to obtain the exact functional form
of the PI value with various cycle lengths.

The proposed conjugate directions search method is com-
posed of three incremental vectors. To approach the global
optimum, each linear search method obviously needs to be
modified. Otherwise, the solution may be restricted in the
local minimum because it lacks the unimodal property. Using
the above searching process, the suitable moving distance

must be determined after a good search direction is found.
In this paper, the ratios of the offset and split variations versus

the cycle length increment are computed first. Then, the off-
sets and splits equal to each ratio times the actual cycle incre-
ment are calculated. The split value is discarded if it violates
the preset minimum green split. Finally, the final cycle length,
split, and offset can be determined until line searches of all
conjugate directions have been completely executed.

COMPARISONS OF COMPUTATIONAL TIME
AND PI VALUE

The hill-climbing search, modification of the Fibonacci search,

and three-dimensional conjugate directions search are used
to compare 2! cases with different traffic volumes from Kee-
lung, Taichung, and Tainan cities in Taiwan. To make a con-
sistent comparison, the same network information and traffic
flows were used to prepare the inputs for the three search

methods. TRANSYT-7F has been separately programmed
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with different search methods and can be run on an IBM PC,
CDC, or VAX. In Table 2, the results of the computational
time and PI are displayed for 21 coordinated intersections.
Times are given for the same PC/AT with math coprocessor
80287-10. In all cases, the conjugate directions method reduces
the computational time significantly more than the hill-climbing
method but a little less than the Fibonacci method. The con-
jugate directions search method improves the PI in 20 out of
21 cases when compared with the hill-climbing method. It is

also better than the Fibonacci method in terms of the PI in
most cases. It should be noted that the modified Fibonacci
method and program used here are based on Chen's study
(2). In other words, the Fibonacci search is considered only
at the first step for cycle optimization and the hill-climbing
method is still applied to find the final offset and split at the
second step.

Since the modified TRANSYT-7F gives a rather fast com-
puting capability and better performance values with the con-
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jugate directions search method, it has been used as a part
of computing software to generate on-line signal-timing plans
in a newly developed traffic control system known as TRUSTS
(Traffic Responsive and Uniform Surveillance Timing Sys-
tem) (9). Two TRUSTS systems have been installed in the
cities of Keelung and Taichung, and another two are expected
to be completed in Taoyuan and Chiayi by the end of June
i989. TRUSTS calculates signal-timing plans through a
32-bit PC with math coprocessor 80387-16, which can handle
up to 40 intersections for online timing plan generation and
table selection. Part of the online output for six intersections
from this modified TRANSYT-7F program is given in
Figure 6.

A NEW FORMULA FOR SPILLOVER PENALTY

The modified TRANSYT-7F also considers the effect of spill-
over. A new formula for the spillover penalty has been derived

TABLE 2 COMPARISONS OF CONJUGATE DIRECTIONS SEARCH WITH FIBONACCI
SEARCH AND HILL-CLIMBING SEARCH FOR 21 CASES

CDS (Conjugate DirectÍons
FS (Fibonacci Search)
HC (Hill-CIimbing Search)

a
b

Cases No. of

I ntersect i ons

Cycle

Ranges
(sec)

Cycle

I ncrements
(sec)

Iime(sec, PCIAT) PI

CDS4 FSb HCC CDS FS HC

1

2

3

4

5

6

7

I
9

10

11

t¿

13

14

t5

16

lt

1B

19

)^

LI

4

4

4

4

4

4

4

4

4

7

7

7

7

7

7

B

I
8

t5

15

15

60- 1 50

60- 1 50

60- 1 50

60- 1 50

60- 1 50

60- 1 50

60-90

60- 90

60-90

60- 90

60- 90

60-90

60- 90

60- 90

60-90

90- 1 20

90- 1 20

90- 1 20

90- 1 20

90-120

90-120

2

E

10

2

5

10

2

q

1C

2

5

10

2

5

10

2

5

10

2

E

10

/00 694 992

332 306 452

211 187 277

202 182 305

135 125 170

114 88 125

206 174 291

139 1 15 162

1 19 90 120

389 494 68l

238 274 367

191 200 260

475 482 684

314 279 378

260 215 275

450 485 550

301 294 338

256 227 292

457 1957 2274

875 1052 1226

699 766 835

769.08 770-81 792.75

767 .73 771.98 767 .73

767 .73 77 1 .98 767 .91

191.12 199.96 190.83

189.59 190.19 190.19

190.19 190.'19 190.19

126.78 144.33 128-57

126.78 131.60 128.57

126.78 131.60 128.57

105.02 '105.02 105.02

106.49 103.73 107.43

106.49 107 .73 107 .43

357.92 359.61 3s8.20

357.92 362.32 357.92

357.92 362.32 357.92

264.92 277.20 302.50

264.92 261.16 264.92

264.92 264-92 264.92

211.64 222.40 215.85

211-64 211-92 216.25

211.64 211.92 211.92

Search in Three Dimensions)
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and combined with the number of stops and delay to form a
new PI:

PI = É. lo, * or,* ao"(e*-e'*) I (s)
'=L' Q, /,1

where

(Q^"),: maximum queue length within a cycle consid-
ering 5 percent variation of flow on link i
(veh/lane),

(Q*), : maximum allowable queue capacity on link I
(veh/lane),

(Q), : allowable queue vehicles for the width of the
upstream intersection on link I (vehicles),

Dn : penalty value for the spillover, and
ô : 0 if Q,^^* s Q.^o, 1 if e^^* > e"uo.

The definitions of variables related to spillover can be seen
in Figure 7. These values are represented by the equivalent
number of queue vehicles instead of the queue length. After
comparisons of system performance from several saturated
networks, it is concluded that the proposed spillover equation
has a better performance value than the one used in SIGOP-
II (10). Therefore, this new formula is included in the mod-
ified TRANSYT-7F to prevent the overflow problem through
Field 11 of input Card Type 10.

OTHER SPECIAL DEVELOPMENT

The modified TRANSYT-7F aÌlows the user to determine
either arterial priority or maximum allowed link delay. The
arterial priority option is similar to recent research (i1) but
uses different concepts of input and performance require_
ment. The term "arterial priority" is used because the user
can specify which arterial links will receive higher priority to

TRANSPORTATION RESEARCH RECORD 1225

proceed under the constraint of setting the maximum allow-
able delay for the minor street. The unit of the delay value
used considers the seconds per vehicle instead of the degree
of saturation. To determine the maximum allowed link de1ay,
any link may be assigned with a reasonable and different
maximum allowed delay value. The final signal-timing plan
satisfies all setting delay restrictions on the designated links.
Through this option, some saturated links on arterial and
minor streets can be avoided. This is a good way to design
arterial signal-timing plans for urban streets.

The modified TRANSYT-7F can fix rhe offsets for certain
intersections through the three-dimensional conjugate direc_
tions technique during the optimization phase. It can perform
the optimizing search of the cycle length and splits iimulta_
neously under the preset offsets, given network geometry,
and traffic flows. This is a rather useful tool when designing
special types of intersections, such as signalized circles, sig-
nalized junctions of expressway offramps and surface arteri_
als, and progression of coordinated signals. A summary of
these special functions related to the newly added input Card
Type is shown in Table 3. In addition to the on-line capability,
the modified TRANSYT-7F can perform a detailed off-line
signal-timing analysis like rhat of the original TRANSYT-7F
but with more functions and less computational time.

CONCLUSIONS

This paper has discussed how a new conjugate directions search
method in three dimensions can be used instead of the tra-
ditional hill-climbing search method to optimize the signal-
timing plan in TRANSYT-7F. After comparing three differ-
ent search methods, it is concluded that, in most cases, the
proposed method significantly reduces computational time
and slightly improves PI when compared with the TRANSyT-
7F. The modified TRANSYT-7F based on the proposed search

----t

----lnrtrfrfrl-I

(0 ).''caÞ 'l

FIGURE 7 Graphic representation of variabres in the spillover formura.
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technique has been developed and programmed in four dif-
ferent types of computer systems. It has a new PI formula
that considers the spillover penalty and allows the user to
perform arterial priority or link maximum-allowed delay and

to fix the offsets for certain intersections. This program can

be used as a detailed off-line analysis like the new TRANSYT-
7F. Furthermore, it has been applied on a newly developed
traffic control system-TRUSTS-as a part of computing
software for generating online signal-timing plans. Thus, it
is recommended that this modified TRANSYT-7F be used to
obtain on-line or offline signal-timing plans of a given net-
work if the TRANSYT-7F type of PI function is desired.

Finally, the search method for each conjugate direction remains

a fertile area for future research to further reduce computa-
tional time and improve the PI.
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Card Type Field Co I umn Description

10 11 46-50 0-10000 (SpÍllover penalty range)

JI 1

2

3

4

5- 16

t-5

6- 10

14 1E

16-20

21-80

3l

0 or 1 ("0" for arterial PrioritY
control, "1" for Iink maxÍmum-allowed
deiay control )

Link number

Link maxÍmum-allowed deiay in sec/veh

Same as Fields 3 and 4, Repeat

32 1

2 6- 10

32 (lihen this Card Type 32 is used,
the modified TRANSYT-7F will perform
the optimization of the cycle length
and spl it)

99


